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11.1.1 Introduction

The improper disposal of hazardous wastes and subsequent
contamination of surface and groundwaters has exposed the
public and ecosystems to toxic chemicals that have detrimental
consequences. The cost of cleaning up the thousands of haz-
ardous waste sites throughout the world is daunting, and the

effort to do so is economically impractical. As a result, some
level of contamination will always remain, both locally and
globally. The presence of a residual level of contamination
carries with it the probability of negative impacts on the
world’s population; e.g., enhanced risk of cancer or the onset
of neurological disorders. Risk is the probability of such events.
Risk assessments are routinely performed at contaminated sites
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and in areas of widespread environmental contamination,
such as an entire aquifer, as a means of quantifying the poten-
tial threats to public health and to ecosystems.

11.1.2 Principles, Definitions, and Perspectives
of Hazardous Waste Risk Assessments

Risk assessment is the attempt to measure the potential for
harm. It is a process that aids in site assessments, determining
end points in remediation, and evaluating the danger of en-
gaging in potentially hazardous acts such as drinking contam-
inated groundwater. The use of risk assessment has become
commonplace since the promulgation of Comprehensive
Environmental Response, Compensation, and Liability Act
(CERCLA), or Superfund, and has been important in assessing
hazards such as the occurrence of earthquakes, hurricanes, and
floods.

Hazardous waste risk assessments are systematic and quan-
titative; there is a well-established algorithm for conducting the
process. However, a significant amount of uncertainty and data
gaps are inherent in making risk assessments of contaminated
sites and contaminated groundwaters; therefore, the quantita-
tive methodologies are constrained by uncertainty limits. Fur-
thermore, input data for many of the calculations (e.g., the
volume of groundwater ingested per individual per day) may
be difficult to obtain, or totally unavailable. Because of this,
risk assessment teams must have sufficient risk assessment
experience to accurately evaluate the inevitable data gaps.

11.1.2.1 Definitions of Hazard and Risk

Risk is the probability of harm or loss and can be considered to
be a product of the probability and the severity of specific
consequences. Risk, as it relates to hazardous wastes and
groundwater contamination, may be defined as the chance
that humans or other organisms will sustain adverse effects
from exposure to these environmental hazards. Risk is inherent
in the life of all organisms – humans, animals, and plants.
Tornadoes, landslides, hurricanes, earthquakes, and other nat-
ural disasters carry a risk of injury or death to any living thing
in their path. Similarly, human-caused risks such as automo-
bile accidents, plane crashes, and nuclear disasters occur with
varying levels of severity.

Specific definitions apply to different aspects of risk assess-
ment in hazardous waste management. Background risk is the
risk to which a population is normally exposed, excluding risks
from hazardous chemicals or groundwater contamination.
Incremental risk is the additional risk caused by hazardous
chemicals or the contaminated groundwater. Total risk is the
background risk plus the incremental risk. For example,
the background risk of cancer for the average US citizen is
one in four, or 0.25 (Guidotti, 1988). The target incremental
risk at Superfund sites for carcinogen exposure to the ‘most
exposed individual,’ proposed by the Environmental Protec-
tion Agency (EPA), is 1! 10"6. The target for total lifetime risk
for exposure to carcinogenic contaminants at Superfund sites is
then 0.25 plus 1 ! 10"6. Analysis of the total risk often in-
volves critical evaluation of the quantitative risk assessment

itself, including analysis of the uncertainties of the assessment
and the acceptable risk of the hazardous waste.

Hazard is different from risk; it is a descriptive term that
characterizes the intrinsic ability of an event or a substance to
cause harm. Hazard is one source of risk and is a function of
the persistence, mobility, and toxicity of the contaminants.

11.1.2.2 Typical Risks Encountered – Natural and
Anthropogenic

Risk assessment and risk management are used widely in sci-
entific, engineering, medical, economic, and even sociological
evaluations. Risk from natural hazards, such as storms, floods,
hurricanes, tornadoes, and even insect and animal attacks have
been studied in detail to evaluate the potential for disaster and
economic effects. Structural engineers often evaluate the risk of
bridge failures, building failures during earthquakes, and other
damage that can result from natural disasters and the aging of
structural materials. Epidemiologists often determine risk from
disease outbreaks, and other health effects. Many insurance
companies and investment firms have risk management de-
partments that use risk models for quantifying economic risks.

11.1.2.3 Risks Associated with Contaminated Sites and
Groundwater

More than 600 chemicals have been discovered at Superfund
sites. The contaminants that are found most frequently at
National Priorities List (NPL) sites are lead (43% of sites),
trichloroethylene (42%), chromium (35%), benzene (34%),
perchloroethylene (28%), arsenic (28%), and toluene (27%)
(ATSDR, 1989). Although chemicals regulated as hazardous
wastes are often classified as corrosive, flammable, explosive,
or toxic, toxicity is the most common concern in regard to
groundwater contaminants. Toxicity, in turn, is classified as
acute or chronic. Acute toxicity results from short-term expo-
sure to relatively high contaminant dosages. Chronic toxicity
occurs as the result of drinking low contaminant concentra-
tions over decades. The most common concern resulting from
the improper disposal of hazardous chemicals and subsequent
groundwater contamination is chronic toxicity and resulting
effects such as cancer and neurological diseases.

11.1.3 Regulatory and Policy Basis for Risk
Assessment

11.1.3.1 Examples of Contaminated Sites and Potential
Risk Exposure Pathways

Before strict regulatory measures were passed that prevented
the improper land disposal of hazardous wastes, numerous
disposal practices were used that produced thousands of con-
taminated sites requiring cleanup activities that have lasted for
decades. A common disposal practice was to spread waste
liquids, especially lubricating oils and other petroleum resi-
dues, on soils and unpaved roads. Many industries disposed of
waste chemicals by placing them in unlined soil pits and
lagoons. Workers simply dug pits into which wastes were
poured; the wastes then disappeared by seeping into and
through the soil. Many large industries constructed landfills
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that were used primarily for the land disposal of industrial by-
products, such as building materials or out-of-date equipment.
Unfortunately, these landfills were also used for the disposal of
chemical wastes. Sanitary landfills that were designed to accept
newspapers, cans, bottles, and other household wastes also
received waste petroleum products, solvents, pesticides, trans-
former oils, etc. Though liquid hazardous wastes were often
disposed of in drums, in some cases they were poured directly
into the landfills. Since these sanitary landfills were unlined,
the wastes often migrated to surface and groundwater. Waste
chemicals stored in 55-gallon drums were often placed on
loading docks, concrete pads, or other temporary storage
areas awaiting disposal. The drums often accumulated, some-
times to the point where thousands were stored and stacked.
Drums stored in this manner eventually corrode and leak,
resulting in chemical releases into the underlying soil and
groundwater. Underground storage tanks (USTs) that had
been buried for decades began to leak in the 1970s resulting
in the saturation of soil with leaking chemicals, and the even-
tual contamination of groundwater.

As a result of these improper disposal practices, sites con-
taminated with hazardous wastes came to public attention
throughout the 1970s and 1980s. The effects of improper
hazardous waste disposal may persist for decades or even
centuries when the contaminants have low degradation rates
and migrate slowly through the subsurface.

The US EPA summarized the results of studies of potential
pathways for the release of chemicals from Superfund sites (US
EPA, 1988). Migration to groundwater was cited as the primary
pathway of contaminants at these hazardous waste sites, a
trend confirmed by the data in Table 1; 37% of sites involved
releases to groundwater and 23% were responsible for releases
to both groundwater and surface water. Other studies docu-
ment the potential hazards of hazardous waste disposal. The
EPA, in a survey of 466 public water supply wells, found that
one or more volatile organic compounds (VOCs) were
detected in 16.8% of small water systems and 28% of large
water systems. The VOCs found most often were trichloroeth-
ylene and perchloroethylene (Westrick et al., 1983). A survey
of 7000 wells conducted in California from 1984 through
1988 showed that 1500 contained detectable concentrations
of organic chemicals and 400 contained these in concentra-
tions exceeding the state’s regulatory requirement or the max-
imum contaminant level (MCL) prescribed by the Safe
Drinking Water Act (SDWA) (MacKay and Smith, 1990). The

most common chemicals detected were perchloroethylene,
trichloroethylene, chloroform, 1,1,1-trichloroethane, and car-
bon tetrachloride. The impact of hazardous wastes is serious
because of our dependence on groundwater resources; 48% of
the US population as a whole receives its drinking water from
groundwater; 95% of the rural US population relies on ground-
water for domestic use (Patrick, 1983).

11.1.3.2 Risk-Based Nature of CERCLA

CERCLA was passed in 1980 to provide a federally supervised
system for the mitigation of chronic environmental damage,
particularly the cleanup of sites contaminated with hazardous
waste. In 1986, CERCLA was amended by the Superfund
Amendments and Reauthorization Act (SARA). Each Super-
fund site has been assessed, characterized, and prioritized
based on risk. Potential sites are first screened using a prelim-
inary assessment (PA); sites deemed a significant threat are
then evaluated using a hazard ranking system (HRS) to mea-
sure the risk of the site relative to that of other potential sites.
The most hazardous sites are then placed on the NPL in the
order of their potential risk.

Hundreds of chemicals are regulated under CERCLA; they
are classified as (1) hazardous substances and (2) pollutants or
contaminants. The definition of a hazardous substance under
CERCLA is broad and is based on other environmental regula-
tions. A CERCLA hazardous substance does not need to be a
waste or waste material. It can be a commercial chemical,
formulation, or product. A CERCLA hazardous substance is de-
fined as any chemical regulated under the Clean Water Act, the
Clean Air Act, the Toxic Substances Control Act (TSCA), or the
Resource Conservation and Recovery Act (RCRA). However,
two materials that are excluded from the hazardous substances
list are petroleum and natural gas. A CERCLA pollutant or
contaminant is defined as any other chemical or substance
that “will or may reasonably be anticipated to cause harmful
effects to human or ecological health.” Together, these two
categories encompass a broad range of chemicals.

A primary directive of CERCLA is the protection of public
health. Because the hazards that exist at Superfund sites tend to
be quite variable, it has not been possible to establish specific
cleanup criteria for the hazardous substances regulated under
CERCLA; potential human health effects must be evaluated by
quantitative risk assessment on a site-by-site basis. Each Super-
fund site is assessed individually to determine how clean is
clean. The rationale is that the hazard of a contaminant is a
function of its potential to reach a receptor (e.g., groundwater,
population) and the potential harm to the exposed receptor.
The ability of a contaminant to migrate, its potential to de-
grade, and its distance to a receptor of concern (i.e., the risk),
all are site-specific. Only on the basis of such individualized
risk assessment is it possible to achieve efficient and cost-
effective cleanup of the thousands of hazardous waste sites
throughout the US.

11.1.3.3 Risk-Based Corrective Actions

Throughout the 1980s, tens of thousands of USTs began to leak
due to corrosion. By October 1994, more than 270 000 leaking
USTs had been discovered in the United States. Until that time,

Table 1 Pathways of releases of hazardous chemicals from NPL
landfills

Observed releases from NPL landfills to water and air Percent

Groundwater only 37
Groundwater and surface water 23
None observed 15
Surface water only 9
Groundwater, surface water, air 8
Groundwater and air 3
Surface water and air 3
Air only 2

Source: US EPA (1988).
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absolute standards for various petroleum indicators were used
as cleanup standards. Although cleanup levels varied from state
to state, the most common standard was a soil concentration of
100 mg kg"1 of total petroleum hydrocarbons (TPH). Such
absolute guidelines were thought to streamline corrective ac-
tion at UST sites, because minimal exposure and toxicity
assessments were required. However, as UST cleanups pro-
ceeded, it became apparent to owners and operators of USTs,
as well as regulators, that site cleanup to an absolute standard
sometimes displaced thousands of cubic meters of soil that
posed no risk to human health or to the environment.

Although absolute cleanup standards have been used for a
number of contamination problems in addition to those re-
lated to leaking USTs, the trend in managing these releases has
been toward risk-based decision making. State and local agen-
cies are implementing a process that is based on risk and
exposure assessments to evaluate the extent and urgency of
needed cleanup actions. The risk-based decision process for
the UST corrective action process is called risk-based corrective
action (RBCA). The first approach to RBCAs was developed by
the American Society of Testing and Materials (ASTM); this has
since been implemented by the EPA and state and local
agencies.

11.1.3.4 Use of Applicable or Relevant and Appropriate
Requirements

The passage of SARA in 1986 resulted in the development of
applicable or relevant and appropriate requirements (ARARs),
which are used as de facto values for cleanup end points. The
ARARs are usually based on other environmental laws, such as
the SDWA or the RCRA.

One of the more common ARARs is the use of SDW AMCLs
as an action level for contaminated groundwater. As part of the
SDWA, MCLs were established for many contaminants to pro-
tect the health of the public over a lifetime of drinking water.
The MCLs of many of these common hazardous chemicals are
in the low mg l"1 range; this makes analytical sensitivity and
quality control a necessity in the chemical analyses of drinking
water. The MCLs are based on MCL goals (MCLGs), which are
nonenforceable goals based on extremely low risk. The EPA has
been given the directive to set MCLs as close to MCLGs as
possible. In many cases, MCLs do not correspond to the
MCLG level for a cancer risk of 1 ! 10"6 (based on an intake
of 2 l (0.53 gal) of water per day). Instead, they are set at a
pragmatic level dictated by water treatment technologies and
analytical detection limits (Travis et al., 1987). Many state and
local regulatory authorities use MCLs as de facto cleanup criteria
for contaminated groundwater.

11.1.3.5 Limited Uses of Absolute Standards

Universal across-the-board cleanup criteria are not commonly
used as end points for soil and groundwater cleanup, because
of the wide range of risks found at these sites. However, two
classes of contaminants have been subject to universal action
levels for cleanup: petroleum and polychlorinated biphenyls
(PCBs). Most petroleum hydrocarbon action levels are regu-
lated by state and local agencies; the parameters used and their
corresponding action levels vary widely from state to state.

The specific petroleum parameters that are regulated include
total petroleum hydrocarbon–gasoline fraction (TPH-G); total
petroleum hydrocarbon–diesel component (TPH-D); benzene,
toluene, ethylbenzene, and xylenes (BTEX); and benzene
alone. Common regulatory levels include concentrations in
soil of 100 mg kg"1 for TPH-G, 200 mg kg"1 for TPH-D, and
1 mg kg"1 for benzene. A state-by-state listing of petroleum
standards has been reported by the Association for Environ-
mental Health and Science (Nascarella et al., 2002).

In the United States, PCBs are regulated under the TSCA.
The universal standard for total PCBs (i.e., the total of all 209
congeners) in commercial products such as electrical trans-
formers is 50 mg kg"1. The same regulatory standard is applied
to soils and other media contaminated by PCB spills and other
environmental releases of PCBs.

11.1.4 The Risk Assessment Process

11.1.4.1 Sources, Pathways, and Receptors: The
Fundamental Algorithm for Risk Assessments

Hazardous waste problems are frequently generated by mix-
tures of complex wastes that have been disposed of on land
and that have migrated through the subsurface. One approach
to assessing the risks of contaminated sites has been to divide
the problem into three elements: sources, pathways, and re-
ceptors (Watts, 1998) as noted in Table 2. The first step in
assessing the risk at a hazardous waste site is to identify the
waste components at the source, including their concentrations

Table 2 Elements of sources, pathways, and receptors algorithm
used in hazardous waste risk assessments

Sources
Time since environmental release
Contaminants potentially present
Sampling

Contaminant concentrations
Contaminant locations

Contaminant properties
Water solubility
Octanol-water partition coefficient
Vapor pressure
Henry’s law constant

Pathways
Rate of release from the source

Air
Groundwater

Atmospheric transport
Wind speed
Dispersion

Groundwater transport
Advection-dispersion
Sorption

Distance to receptors

Receptors
Characteristics of receptor population
Acute toxicity
Chronic toxicity

Noncarcinogenic
Carcinogenic
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and physical properties such as density, water solubility, and
flash point. After the source has been characterized, the path-
ways of the hazardous chemicals are analyzed by quantifying
the rates at which the waste compounds volatilize, degrade,
and migrate from the source (Figure 1). Pathway analysis is
built on source information – the identity and nature of the
source chemicals must be known in order to quantify their
potential to migrate, degrade, or be treated. Pathway analyses
may show that the contaminant will be transformed within
weeks and cease to be a problem, or they may show that the
contaminant persists in the environment and will reach a
receptor (such as a drinking water well) long before it is
degraded. Finally, if the pathway analysis shows that the
contaminant will come into contact with receptors (humans,
endangered species, etc.), the hazard must be assessed with the
aid of toxicological data.

11.1.4.2 The Four-Step Risk Assessment Process

The National Academy of Sciences and the EPA have defined
four steps in the assessment of risk from hazardous wastes (US
EPA, 1989a; NAS, 1983):

1. hazard identification (source analysis; investigating the
chemicals present at the site and their characteristics),

2. exposure assessment (pathway analysis; estimating the poten-
tial transport of the chemicals to receptors and levels of
intake),

3. toxicity assessment including the determination of numerical
indices of toxicity (receptor analysis), and

4. risk characterization involving the determination of a number
that expresses risk quantitatively, such as one in one hun-
dred (0.01) or one in one million (1 ! 10"6).

11.1.5 Hazard Identification

11.1.5.1 Determining Contaminant Identity, Concentration,
and Distribution

The first step in risk assessment is the evaluation of the identity
and properties of the contaminants, their potential for release
from the source, and their rate of release. Specific tasks in
hazard identification include sampling, installation of moni-
toring wells, chemical analysis, creating quality assurance/
quality control plans, and data analysis. Sampling is usually
conducted so as to assess both the identity and the concentra-
tion and distribution of contaminants at the source. Based on
the sampling and their analyses, a data set is developed (sub-
divided by type of media – soil, sludge, standing surface water,
etc.) for input into exposure assessment models. Hazard iden-
tification is usually focused more on contaminants of concern,
i.e., those presenting the highest hazard. For example, more
detailed source characterization is required for 2,3,7,8-TCDD
than for dodecane.

11.1.5.2 Contaminant Surrogate Analysis

Most hazardous waste sites and facilities contain tens to hun-
dreds of chemicals. The process of collecting data can therefore
be overwhelming and is sometimes unrealistic. However, risk
at a hazardous waste site is often dictated by a few contami-
nants or one or two pathways; these are the risk drivers. The
most common practice in assessing the risks of Superfund sites
is to screen the contaminants and pathways using surrogate
analysis. The use of surrogates reduces the numbers used in
pathway studies and streamlines the computing efforts
significantly.

Waste pile
(source)

Release mechanism
(site leaching)

Transport medium
(groundwater)

Exposure
medium

(soil)

Release
mechanism

(spill)

Inhalation
exposure
route

Exposure
point

Exposure
point

Ingestion
exposure
route

Water table

Groundwater flow

Release mechanism
(volatilization)

Exposure
point

Transport
medium (air)

Prevailing wind direction

Figure 1 Common pathways for contaminant migration from a hazardous waste source.
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The two most important source characteristics used in
screening a large number of contaminants at a hazardous
waste site or facility are their concentrations and toxicities.
Screening for surrogates has been called concentration–toxicity
screening by the EPA (US EPA, 1989a). A risk factor or chemical
score is determined for each chemical based on its concentra-
tion and toxicity, and the scores are reported by medium. The
units for the chemical score (R) are a function of the medium
that is evaluated. The units do not usually matter, as long as
they are consistent. If toxicity data are available for both oral
and inhalation routes, the most conservative number (i.e., the
most toxic) is used in concentration–toxicity screening. After Rs
are determined for all of the chemicals, surrogates are chosen
that account for 99% of the potential risk.

11.1.6 Exposure Assessment

Exposure is the contact of an organism with a toxic substance;
exposure assessment is the estimation of the magnitude, fre-
quency, duration, and route of exposure (Patton, 1993). The
primary tasks of exposure assessments include (1) identifying
the populations that may be exposed, (2) identifying the pos-
sible exposure pathways, (3) estimating the concentrations to
which the populations are exposed, and (4) estimating chem-
ical intakes.

11.1.6.1 Potential Exposure Pathways

The rate at which a contaminant is released from a source is a
critical parameter in quantifying risk at contaminated sites.
Picture two different extremes of release from the source: In
the first case, 1000 kg of benzene (a confirmed human carcin-
ogen) exists in a lined surface impoundment and is volatilizing
at a rate of 0.5 kg d"1 and is potentially inhaled by a nearby
population. In the second case, the same mass of benzene
is strongly sorbed to a clay soil rich in organic matter 1 m
below the soil surface, from which the volatilization rate is
10"7 kg d"1. Obviously, the risk of hazardous chemicals de-
pends on the rate of contaminant release.

Quantifying contaminant release rate is an integral part of
source release assessment. Because release rates may vary over
space and time, a spatial- and temporal-dependent emission
rate is often obtained. Most analytical contaminant transport
models are based on simple or constant spatial and temporal
release rates; however, actual release rates are often very com-
plex, varying significantly with time and space. Nevertheless,
release rates are often approximated using constant rates in
space and time.

When the effects of time variations in release rates are
included, pulse (or instantaneous) and continuous (plume)
emissions are the two most common time-variant inputs in
transport models. The classic example of a pulse release is a
hazardous waste spill. The steady release of contaminants into
groundwater from a subsurface contaminant and the continu-
ous release of volatile solvents from an air-stripping tower are
examples of plume emissions.

Environmental releases of hazardous waste from contami-
nated sites can result in transport through several media. The
most common pathways include (1) transport through the

subsurface to groundwater and (2) atmospheric transport
after release into the air. Other less common pathways after
release include surface waters, and plant and animal uptake.

11.1.6.2 Estimating Exposure Concentrations

The goal of exposure assessment is to determine the concen-
tration of contaminant to which the receptor organism is ex-
posed. This procedure involves two steps: (1) determining the
concentration of the contaminant to which the population is
exposed, and (2) quantifying contaminant intake at the point
of exposure.

In some cases, direct measurements of contaminant expo-
sure may be made, such as in the assessment of the steady-state
release of an established hazardous waste source. Groundwater
monitoring wells or air-sampling devices can be used to deter-
mine current exposure concentrations for exposed populations.
Commonly, however, air, surface water, and groundwater sam-
pling is neither a logical nor a practical choice. Typical situations
in which sampling is not feasible include (1) the evaluation
of future exposure and risk to potentially exposed populations
and (2) the potential risk from an event that has yet to occur
(e.g., a hazardous waste spill).

Contaminant transport models are most commonly used
for determining the concentrations of contaminants that reach
the exposed population. Such models for the atmosphere,
surface waters, and the subsurface have developed substan-
tially; their use has been described by Anderson and Woessner
(1992), Watts (1998), and Zheng and Bennett (2002).

11.1.6.3 Identifying Potentially Exposed Populations

An important part of exposure assessment is the identification
of the population that may be exposed to hazardous chemicals.
Characterizing potentially exposed populations is often an
intricate and difficult process (Van Leeuwen and Hermens,
1995). It involves visiting sites, screening populations near
the sites, evaluating land use and housing maps, and surveying
recreational data. Prospective land use patterns must be con-
sidered as hazardous chemical exposures may occur in the
future. The daily and seasonal activity patterns of the popula-
tion must also be evaluated, though these are often difficult to
quantify. The demographics of the receptor population may
include the total population of a residential area, the identifi-
cation of sensitive populations (e.g., children, elderly, infirm),
or site workers and personnel. In complex systems, the aid of a
geographer and geographic information systems (GIS) may be
necessary. In the end, however, identifying potential receptor
populations is often a qualitative exercise requiring the use of
professional judgment.

11.1.6.4 Estimating Chemical Intake

After the receptor population is identified, data about popula-
tion behavior are gathered. These include duration of expo-
sure, frequency of exposure, mean body weight, and probable
future demographics such as population increases or decreases.
Intake (I) is estimated using equations consisting of three types
of variables: (1) contaminant-related (exposure concentration),
(2) exposed population (contact rate, exposure frequency,
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duration, and body weight), and (3) assessment-determined
(averaging time). Exposure concentration (C) is the arithmetic
mean of the contaminant concentration over the period of ex-
posure. The contact rate (CR) is the amount of contaminant
encountered per unit time. The time of exposure is estimated
using the site- and population-specific terms, exposure frequency
(EF) and exposure duration (ED). Conservative assumptions are
normally used for each variable, such as the 95thpercentile value
for exposure time (US EPA, 1989a). The bodyweight (BW) value
is the average weight of a member of the receptor population
over the exposure period. If children are the primary individuals
exposed, this value should be the average child’s body weight; a
BW of 70 kg is commonly used for adult exposures. The averag-
ing time (AT) is a value that is based on the mechanism of
toxicity. The most commonly used averaging time for carcino-
gens is 70 yr! 365 d yr"1; a pathway-specific period of exposure
is generally used for noncarcinogenic effects (i.e., the ED! 365 d
yr"1).

Contaminant intake may be estimated by using the mean
exposure concentration of contaminants in conjunctionwith the
exposed population variables and the assessment-determined
variables. The general equation for chemical intake is

I ¼ C! CR ! EFD

BW
! 1

AT
[1]

where I is the intake (the amount of chemical at the exchange
boundary) (mg kg"1 d"1); C the average exposure concentra-
tion over the period (e.g., mg l"1 for water or mg m"3 for air);
CR the contact rate, the amount of contaminated medium
contacted per unit time (l d"1 or m3 d"1); and EFD the
exposure frequency and duration. EFD is usually divided into
two terms: EF the exposure frequency (d yr"1) and ED, the
exposure duration (yr). BW is average body mass over the
exposure period (kg) and AT the averaging time (the time
period over which the exposure is averaged; d).

Accurate intake data are sometimes difficult to obtain; be-
cause exposure frequency and duration vary among individ-
uals, these variables must often be estimated using professional
judgment. Daily contamination intake rates from air, contam-
inated food, drinking water, and through dermal exposure to
water while swimming may be estimated by other equations
reported by the US EPA (1989b). Drinking contaminated water
and breathing contaminated air are two of the most common
exposure routes. The intake for ingestion of waterborne che-
micals is estimated by the following equation:

Intake mgkg"1d"1! "

¼ CW ! IR ! EF! ED

BW ! AT
[2]

where CW is the chemical concentration in water (mg l"1), IR
is the ingestion rate (l d"1), and EF, ED, BW, and AT have the
same meaning as in Equation (1).

Some of the values used for the variables in Equation (2)
include:

• CW: site-specific measured or modeled value;

• IR: 2 l d"1 (adult, 90th percentile) (US EPA, 1989b),
1.4 ld"1 (adult, average) (US EPA, 1989b);

• EF: pathway-specific value (dependent on frequency of
exposure-related activities);

• ED: 70 yr (lifetime; by convention), 30 yr (national upper-
bound time (90th percentile) at one residence) (US EPA,
1989b), and 9 yr (national median time (50th percentile)
at one residence) (US EPA, 1989b);

• BW: 70 kg (adult, average) (US EPA, 1989b), age-specific
values (US EPA, 1985, 1989b); and

• AT: pathway-specific period of exposure for noncarcino-
genic effects (i.e., ED ! 365 d yr"1), and 70 year lifetime
for carcinogenic effects (i.e., 70 yr ! 365 d yr"1).

The intake for inhalation of airborne contaminants is

Intake mgkg"1d"1! "

¼ CA ! IR ! ET ! EF! ED

BW ! AT
[3]

where CA is contaminant concentration in air (mg m"3), IR
the inhalation rate (m3 h"1), ET the exposure time (h d"1), and
other symbols have the same meaning as before.

Some of the values used in Equation (3) include:

• CA: site-specific measured or modeled value;

• IR: 30 m3d"1 (adult, suggested upper bound value) (USEPA,
1989b); 20 m3 d"1 (adult, average) (US EPA, 1989b);

• ET: pathway-specific values (dependent on duration of
exposure-related activities);

• EF: pathway-specific value (dependent on frequency of
exposure-related activities);

• ED: 70 yr (lifetime; by convention); 30 yr (national upper-
bound time (90th percentile) at one residence) (US EPA,
1985); 9 yr (national median time (50th percentile) at on
residence) (US EPA, 1989b);

• BW: 70 kg (adult, average) (US EPA, 1989b); age-specific
values (US EPA, 1985, 1989b);

• AT: pathway-specific period of exposure for noncarcino-
genic effects (i.e., ED ! 365 d yr"1), and 70 yr lifetime for
carcinogenic effects (i.e., 70 yr ! 365 d yr"1).

11.1.7 Toxicity Assessment

11.1.7.1 Overview of Human Health Toxicology

Most health effects from environmental toxins are due to a
detrimental change in the structure or function of biological
molecules in the organism, which lead to a disruption of
biochemical and physiological function. Two basic categories
of cytological damage are recognized: (1) binding to an enzyme
or energy-carryingmolecule, resulting in cellular dysfunction or
cell death (necrosis); and (2) binding to or modification of the
cell’s genetic material (deoxyribonucleic acid; DNA), resulting
in abnormal changes in the cell’s rate of reproduction and other
cellular behavior. Genetic damage to somatic cells may result in
cancer, and genetic damage to germ cells can result in terato-
genesis (i.e., birth defects). Cellular injury is a detrimental effect
in which the extent of toxicity is frequently a function of con-
taminant dose, while genetic toxicity is classified as stochastic
without a safety threshold.

A fundamental principle of hazardous waste risk assess-
ments is the concept of dose response. Except for genetic toxins
(e.g., carcinogens, in which the exposure to one molecule can
potentially cause a toxic response), every chemical is toxic at
some level, and the toxicity is usually directly proportional to
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the mass ingested. For example, 210 g of table salt is toxic to
the average adult, as is 2080 g of sugar. Hazardous chemicals
are, of course, significantly more toxic than sugar. Most exhibit
no toxicity below certain concentrations or exposure levels.
Furthermore, elements such as chromium, iron, selenium, io-
dine, and compounds such as vitamins are toxic at high con-
centrations, but are vital nutrients at lower concentrations.

Toxicity data, which are determined experimentally in stud-
ies with laboratory animals, may not be generally applicable
due to biological variability. Susceptibility to toxicological ef-
fects within a population of organisms is described by a Gauss-
ian distribution. Individuals at one end of the spectrummay be
highly susceptible to toxicity, whereas individuals at the other
end of the spectrum exhibit more tolerance of the toxic effect.
The dose representing the midpoint of the curve is the LD50:
the lethal dose to 50% of the population. The values of the
LD50 vary with the animal species tested, and are generally
unavailable for humans; however, data for closely related spe-
cies, such as monkeys, are considered a close approximation to
human responses. The LD50 is only useful in cases of acute
toxicity. In hazardous waste risk assessment it is applied where
a nearby population may be exposed to a toxic cloud or plume.

11.1.7.1.1 Classification of toxic responses
Themost important factor that influences toxicity is the dose: it
has been said that the dose makes the poison. A second im-
portant factor is the time period of exposure. Toxicity is often
classified by the number and/or the duration of exposures. For
example, a worker exposed to a mixture of sulfuric acid and
sodium cyanide might receive a one-time, high dose of this
toxic substance that can cause death through the binding of
cyanide to energy-transferring molecules known as cyto-
chromes. Repeated exposures are most simply classified as
chronic. A common chronic exposure to hazardous chemicals
is the ingestion drinking water contaminated with trace levels
of hazardous chemicals.

Many chemicals that are acutely toxic are not chronically
toxic, and vice versa. For example, pure vitamin D exhibits high
acute toxicity. However, low repeated doses (such as in the
normal intake of milk) are not only nontoxic but also essential
to good health. For chemicals that are both acutely and chron-
ically toxic, the mechanisms of the two types of toxicity are
often different. For example, acute toxicity from a large dose of
chloroform is caused by effects on the central nervous system
that cause dizziness and narcosis. However, ingesting water
containing trace concentrations of chloroform over a lifetime
results in liver damage and cancer (Stewart, 1971).

11.1.7.1.2 Quantifying reversible toxic effects
In hazardous waste management, chronic toxicity is often
caused by long-term, low-level exposure to hazardous chemi-
cals. Chronic toxicity is difficult to quantify, because less is
known about the long-term effects of chemicals than about
their acute toxicity. The lack of toxic response from zero dose to
the threshold dose is the result of a biochemical or physiolog-
ical defense (e.g., detoxification or excretion) that prevents the
occurrence of toxicological effects. Toxicity first appears at the
threshold dose. As the exposure to the chemical is increased,
the detoxification mechanisms are overwhelmed and the ef-
fects increase as a function of dose. Eventually, all of the

toxicological effects are exhibited. Animal studies are used to
evaluate the effects of chronic toxicity. Feeding or inhalation
evaluations are carried out for most of the animals’ lives. Upon
completion of the study, the animals are sacrificed and patho-
logical evaluations are conducted. The results are then extrap-
olated to humans using biochemically based models for
carcinogens and a series of safety factors for noncarcinogens.

11.1.7.2 Quantifying Noncarcinogenic Risk: Reference
Dosages

Noncarcinogenic toxicities are detrimental effects caused by
chemicals that do not induce cancer. The most common effects
are due to interactions between the chemical and the biological
molecules in the receptor, especially enzymes. Toxic chemicals
can bind to an important enzyme and reduce or eliminate its
function. Some of the most important noncarcinogenic inter-
actions between toxic chemicals and biological molecules
include the inhibition of acetylcholinesterase by organophos-
phate ester and carbamate insecticides, the binding of carbon
monoxide to hemoglobin, and the binding of cyanide to
cytochromes.

Estimates of the toxicity of noncarcinogens are based on the
concept of their threshold: the dose below which there are no
short- or long-term effects on the organism. The lack of effect
below the threshold dose can be understood in terms of its
molecular basis. If millions of receptor biomolecules are avail-
able for a given function (e.g., nerve transmission, transport of
oxygen), the binding of a toxic chemical to a small number of
these receptor molecules does not produce a measurable toxic
effect. A good example is the inactivation of a very small
number of molecules of acetylcholinesterase by an insecticide
such as parathion.

11.1.7.2.1 The no observed adverse effect level
An important parameter in the risk assessment of hazardous
wastes is the no-effect level to which a population may be
exposed. This level, defined as the no observed effect level
(NOEL), is difficult to measure and also difficult to define
accurately. Its values are based on epidemiological data and
controlled animal experiments designed to determine the high-
est dose that will not produce an adverse effect. The no observed
adverse effect level (NOAEL) is a variant of the NOEL in that it
classifies only toxicological effects. Other measures related to
the NOEL and the NOAEL are the LOEL (lowest observed effect
level) and LOAEL (lowest observed adverse effect level), a stricter
version of the LOEL.

11.1.7.2.2 Acceptable daily intakes and reference doses
The acceptable daily intake (ADI) is the level of daily intake of a
toxic substance that does not produce an adverse health effect.
ADIs are based on NOAELs, but are not considered an absolute
physiological threshold; they are based on safety factors that
reflect variations in the population. Therefore, values for ADIs
are significantly lower than values of corresponding NOAELs
(US EPA, 1986, pp. 33992–34003).

Reference doses (RfDs) are a regulatory parameter also based
on NOAELs. The RfD is used by the EPA in place of the ADI
(which sometimes results in lower values for acceptable
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intakes). Safety factors are used in the derivation of RfDs to
account for hypersensitivity reactions. RfDs usually incorpo-
rate two safety factors: (1) a factor of 10 for variation among
individuals and (2) another factor of 10 for extrapolation from
experimental animal data to humans (Barnes and Dourson,
1988). Another safety factor that may be used with the RfD is a
‘modifying factor’ ranging from 1 to 10, which is based on
professional judgment. The procedure for establishing RfDs is
somewhat more detailed than for ADI development, and in-
cludes use of the most sensitive species, the appropriate route
of exposure, and the most sensitive end point (US EPA, 1986,
pp. 34028–34040). RfDs have become a widely used indicator
of chronic toxicity, and have been established for oral and
inhalation routes. RfDs for the most common hazardous com-
pounds are listed in Table 3.

11.1.7.3 Quantifying Carcinogenic Risk: Slope Factors

Two methods have been used to estimate carcinogenicity in
humans: epidemiological studies and animal studies. Of the
two, the use of animals is considered more reliable among
toxicologists because epidemiological studies are usually
based on random data (i.e., without experimental design)
and yield a less secure basis for establishing cause–effect re-
lationships. Because of the difficulty of measuring human
carcinogenicity, the International Agency for Research on Can-
cer (IARC), an organization that is part of the World Health
Organization (WHO) of the United Nations, has developed
three categories for evidence of carcinogenicity. These include:
(1) sufficient evidence of human cancer definitely caused by
exposure, (2) limited evidence due to inadequate data, and
(3) inadequate evidence (i.e., no data available) (IARC, 1987).

A significant question in the quantification of carcinogen
risk is the hazard imposed by exposure to very low concentra-
tions of chemicals. To quantify potential carcinogenesis using
the low contaminant concentrations to which the public is
typically exposed would require chronic toxicity studies with
an enormously large number of test animals. Dose–response
relationships can be determined experimentally at higher
doses, and these high-dose data can be extrapolated to the
lower doses to which populations are typically exposed. There-
fore, most animal studies use higher doses than commonly
found in the environment. Other guidelines include the use
of lifetime studies on at least 50 animals ! two sexes ! two
species ! at least three doses (a control and two doses) (IRLG,
1979). A phenomenon that must be considered is the back-
ground cancer level, which may be a function of the environ-
ment and the genetic makeup of the population being
evaluated.

The extrapolation of empirical data requires a careful as-
sessment of the assumptions regarding the mechanisms of
carcinogenesis at the lower dosages. Two classes of models
have been developed to quantify the probability of cancer as
a function of dose, including the extrapolation from higher
doses to lower doses. Tolerance models (e.g., log-probit, log-
logistic) are based on statistics. Mechanistic models (e.g., one-
hit, gamma, multihit, and Weibull) are based on known
biochemical and physiological processes. Mechanistic models
are usually favored over tolerance models. Information regard-
ing carcinogenic dose–response models is available in Rai and
Van Ryzin (1979) and Gaylor and Kodell (1980).

Two criteria must be considered when evaluating the carci-
nogenicity of hazardous chemicals: (1) the carcinogenic po-
tential and (2) the availability of data on the carcinogens. As in
all toxicological evaluations, a dose–response relationship is
the basis for quantifying a toxicological response. Dose–re-
sponse evaluations are usually based on animal studies and
provide a quantitative relationship between tumor incidence
and dose. The procedures for such assays involve giving test
animals a dose according to body weight per day (mg kg"1

d"1). The response (y-axis) is the incidence of cancer corrected
for background cancer rates. The cancer incidence in the test
animals must then be extrapolated to humans. In linking
animal data to humans it is assumed that there is no threshold
dose for cancer-causing chemicals because even one molecule
can initiate cancer. Therefore, any concentration of a

Table 3 Reference doses of some common hazardous compounds

Compound Oral RfD
(mg kg"1 d"1)

Inhalation RfD
(mg kg"1 d"1)

Monocyclic aromatic hydrocarbons
Benzene 0.029 0.029
Toluene 0.2
Ethylbenzene 0.1 0.286
Xylenes 2.0

Polycyclic aromatic hydrocarbons
Anthracene 0.3
Fluorene 0.04
Pyrene 0.03

Nonhalogenated solvents
Acetone 0.1
Methyl ethyl ketone 0.6 0.286

Chlorinated solvents
Carbon tetrachloride 7.0 ! 10"4

Chloroform 0.01
PCE 0.01

Insecticides
Aldrin 3.0 ! 10"5

Carbaryl 0.1
Dieldrin 5.0 ! 10"5

DDT 5.0 ! 10"4

Lindane 3.0 ! 10"4

Malathion 0.02

Herbicides
Atrazine 0.035
2,4-D 0.01
2,4,5-T 0.01
Trifluralin 0.0075

Fungicides
Pentachlorophenol 0.03

Industrial intermediates
Chlorobenzene 0.02
2,4-Dichlorophenol 0.003
Hexachlorocyclopentadiene 0.007
Phenol 0.6

Explosives
2,4,6-Trinitrotoluene 5.0 ! 10"4

Polychlorinated biphenyls
Aroclor 1016 7.0 ! 10"5

Aroclor 1254 2.0 ! 10"5
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carcinogen carries some degree of risk. The most common
value of acceptable risk used in hazardous waste assessments
is 1 ! 10"6, or one in one million. However, bioassays for
cancer cannot evaluate doses for such a low response by any
currently knownmethod. The data collected from animal stud-
ies are therefore extrapolated to a 1 ! 10"6 risk. Such extrapo-
lation of carcinogen risk uses a carcinogen potency factor (CPF),
which is the slope of dose–response curves at low exposures.
The EPA has adopted the use of carcinogenic dose-response
relationship slopes and these have become commonly known
as slope factors (SFs) with units of (mg kg"1 d"1)"1. As with
RfDs, oral and inhalation slope factors have been reported by
the EPA (US EPA, 1995). SFs for the most common hazardous
chemicals are listed in Table 4.

11.1.8 Risk Characterization

Risk characterization is the calculation of risk for all potential
receptors that may be exposed to hazardous wastes. It includes
calculating risk for different exposure routes to both noncarci-
nogenic and carcinogenic hazardous chemicals. Often this re-
quires the use of toxicological data derived from animal
studies. Furst (1994) discussed issues in the interpretation of
this data, and suggested that animal toxicity data should only
be used for risk calculation when experiments employ routes
that mimic human exposure (i.e., oral, inhalation, or dermal).

11.1.8.1 Determination of Noncarcinogenic Risk

Noncarcinogenic risk is represented by the hazard index (HI),
which is the ratio of the chronic daily intake to the RfD:

HI ¼ I

RfD
[4]

where HI, the hazard index, is dimensionless, I is the intake
(mg kg"1 d"1), and RfD is the reference dose (mg kg"1 d"1).

A hazard index of<1.0 represents an acceptable cumulative
risk for all contaminants and routes of exposure. In other
words, if the hazard index is <1.0, the receptors are exposed
to concentrations that do not present a hazard because detox-
ification and other mechanisms forestall toxic effects that
could result from exposure to the contaminant. The quantita-
tive value obtained for the HI is not a value of risk; it does not
indicate the probability of harm as the result of exposure.The
hazard index only provides an indication of the probable pres-
ence or absence of effects from exposure to noncarcinogens.

11.1.8.2 Determination of Carcinogenic Risk

Carcinogenic risk is a function of the chronic daily intake
(calculated using Equation (1) and the slope factor (SF)):

Risk ¼ CDI! SF [5]

where Risk is the probability of carcinogenic risks (fraction),
CDI the chronic daily intake (mg kg"1 d"1), and SF the carci-
nogenic slope factor (mg kg"1 d"1)"1.

The value for risk is the quantitative end point determined
in risk assessment calculations; it is commonly used in regula-
tory and management decisions regarding hazardous wastes.
As with noncarcinogens, the risk term is calculated for each
contaminant, each route of exposure, and for all sets of recep-
tor populations; each element of risk is then summed to pro-
vide the value of cumulative risk.

11.1.9 Sources of Uncertainties in Risk Assessment

A limitation of both human health and ecological risk assess-
ments is the uncertainty inherent in almost every level of the
calculations. Although the risk assessment process results in a
relatively straightforward numerical value for the probability of
hazard, a significant degree of uncertainty is inherent in that
value.

Suter (1990) emphasized that at our current level of knowl-
edge, the detrimental effects of hazardous chemicals on eco-
systems cannot be adequately predicted. The current methods
can only assess risks in a simplified manner by providing a
relative ranking of risk – from chemical-to-chemical or site-to-
site. Nonetheless, such relative-risk ranking provides a useful
basis for prioritizing environmental hazards, particularly if
data are analyzed by qualified risk assessors.

Most risk assessments use data based on assumptions and
extrapolations. These generate uncertainties due to the lack of
knowledge or data. A degree of caution is used by risk assessors
in assigning absolute numbers to risk values and hazard indi-
ces because a significant degree of uncertainty is inherent in
each of the four steps of risk assessment, which is then com-
pounded into the final risk value.

11.1.9.1 Source Characterization

Uncertainties in source characterization include imprecise
source sampling, limitations of the analytical results, and

Table 4 Slope factors of some common hazardous compounds

Compound Oral SF
(mg kg"1 d"1)"1

Inhalation SF
(mg kg"1 d"1)"1

Monocyclic aromatic
hydrocarbons

Benzene 0.029 0.029

Chlorinated Solvents
Carbon tetrachloride 0.13 0.13
Chloroform 0.0061 0.081
1,1,2-TCA 0.057 0.057

Insecticides
Aldrin 17 17
Dieldrin 16 16
DDT 0.34 0.34
Hexachlorobenzene 1.6 1.6

Herbicides
Trifluralin 0.0077

Fungicides
Pentachlorophenol 0.12 0.12

Industrial intermediates
2,4,6-Trichlorophenol 0.011 0.011

Explosives
2,4,6-Trinitrotoluene 0.03
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selection of the contaminants used to calculate risk. For exam-
ple, priority pollutant analyses are often used to screen chemi-
cals at hazardous waste sites. However, contaminants other
than the 129 priority pollutants, as well as their metabolites,
may be found at these sites, and are not detected by Methods
624, 625, or other standard analytical schemes. The problems
of including nondetected chemicals in a health risk assessment
were discussed by Seigneur et al. (1995). They noted that this
practice may lead to estimated risks that exceed regulatory
thresholds, because the detection limit or half of the detection
limit must be used in risk calculations.

11.1.9.2 Lack of Available Data

Lack of data is often a significant source of uncertainty in risk
assessments. Unavailable data may include source concentra-
tions or source contaminants such as those not quantified by
standard analyses such as EPAmethods 624 and 625. RfDs and
SFs are currently only available for fewer than two hundred
chemicals; however, since thousands of chemicals are poten-
tially present at contaminated sites and hazardous waste facil-
ities, the paucity of available data may be responsible for a
significant amount of uncertainty.

11.1.9.3 Exposure Assessment Models and Methods

Whether predictive models or sampling and analysis of the
media are used to determine contaminant concentrations to
which receptor organisms are exposed, uncertainties are inev-
itable. Many risk assessments use exposure assessment models
to predict possible future contaminant concentrations at a
point of exposure. The uncertainty of such modeling of con-
taminant concentrations projected into the future is obvious.
The possible occurrence of hazardous waste spills and traffic
accidents involving hazardous materials is also predicted using
stochastic modeling. These predictive models also contain a
significant degree of inherent uncertainty. Although most haz-
ardous waste sampling is conducted using strict quality control
and quality assurance measures some uncertainty in sampling
is inevitable. Furthermore, some standard analytical proce-
dures are subject to false positive and false negative results;
for example, natural soil organic matter appears in TPH ana-
lyses in the same manner as hydrocarbons, resulting in a false
positive error. Some contaminants are not efficiently extracted
into organic solvents for analysis from soils and sludge, result-
ing in a false negative error.

11.1.9.4 Quality of Toxicological Data

ADIs, NOAELs, RfDs, and SFs are based on extrapolation of
animal toxicity data to humans using accepted safety factors.
These parameters incorporate a degree of variability of up to
several orders of magnitude (1000–10 000), which signifi-
cantly affects the outcome of any risk assessment. Toxicity
data for ecological risk assessments are often subject to even
greater uncertainty than human health toxicity data. Further-
more, the toxicological effects on communities via disruption
of predator–prey relationships and changes in species diversity
and community structure are unknown, and estimates of their
magnitude are likely to be very uncertain.

11.1.9.5 Evaluating Uncertainty

One approach to evaluating uncertainty is the use of stochastic
modeling. Ünlü (1994) used Monte Carlo, first-order, and
point estimate methods to evaluate uncertainties in contami-
nant concentrations downgradient from a waste pit. A com-
parison analysis showed that for conservative contaminants,
the accuracy of the first-order method is comparable with that
of the Monte Carlomethod and can be used as an alternative to
Monte Carlo analyses. In general, the accuracy of the first-order
and point-estimate methods was sensitive to the fate and trans-
port of the contaminants. Uncertainties in groundwater con-
tamination risk have also been evaluated with a model that
addressed the effects of source-, chemical-, and aquifer-related
uncertainties (Hamed et al., 1995). The application of the
method was demonstrated with a nonreactive solute and
with oxylene as a reactive contaminant in groundwater. The
model results were checked against those from a Monte Carlo
simulation method, and were found to be in good agreement
except for low probability events. Shevenell and Hoffman
(1993) used uncertainty analyses to improve the reliability of
risk assessment modeling, a procedure that helps to moderate
the sometimes unknown model assumptions and the uncer-
tainty associated with some model parameters. Finally, Doyle
and Young (1993) recommended that conclusions about
whether the uncertainty in the risk assessment over- or un-
derestimates risk should be included in the assessment report.
In most cases, the effect of uncertainties in the potential nega-
tive public health effects are addressed by the use of conserva-
tive assumptions. For example, conservative estimates of
attenuation and lower natural degradation rates than normal
may be used to counter the uncertainty of exposure assessment
models.

11.1.10 Risk Management and Risk Communication

Risk assessment in itself provides a quantitative value for po-
tential hazards from hazardous waste sites and facilities; how-
ever, risk evaluation is usually carried further with risk
management. Risk management is a decision-making process
that uses the quantitative values obtained from risk assessment
models along with the insight, experience, and judgment of
professionals. Risk assessment and risk management are mul-
tifaceted methodologies that require the consideration of
quantitative values, qualitative assessments, and professional
judgment. The lines between science, engineering, economics,
and policy become blurred, and, therefore, the ultimate de-
cisions based on risk analysis have to be balanced by profes-
sional judgment.

Scientists and engineers involved in hazardous waste risk
assessment often have an innate appreciation of the risks asso-
ciated with hazardous wastes. However, the public, especially
those who live near a hazardous waste site or facility, require
information regarding the risk assessment process, its uncer-
tainties, and the value judgments that have been made. This
information is conveyed through risk communication, an inte-
gral part of the risk assessment process.

A hazardous waste risk assessment team must be able to
communicate effectively with the public about the risk
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assessment process and the results of the risk assessment at the
site that is of concern to the local population. Some of the
specific elements of risk communication include (1) the steps
of the risk assessment process, (2) acceptable levels of risk, and
(3) the uncertainties and value judgments that are inherent in
the risk assessment process. The four fundamental steps in the
risk assessment process for hazardous wastes (source charac-
terization, exposure assessment, toxicity assessment, and risk
estimation) can easily be presented in outline form at citizens’
meetings and hearings. Typical acceptable levels of risk, such as
the typical Superfund level of 1 ! 10"6, are often discussed in
relation to other natural and anthropogenic risks that are part
of the world in which we live. In addition to communicating
the risk assessment procedure and commonly used levels of
risk, the public must be made aware of the uncertainties at the
different stages of the risk assessment process, and must know
that the quantitative value of risk that is obtained is bounded
above and below that number by a range of uncertainties.
Furthermore, the public must be aware that these uncertainties
are part of quantifying such complex processes, and absolute
certainty in such assessments will probably never be realized.
The public should also be aware that the experience and value
judgments of the risk assessment team are an important and
necessary part of the risk assessment process, and that the use
of such qualitative tools is a common and effective procedure.
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11.2.1 Introduction

Arsenic (As) and selenium (Se) have become increasingly im-
portant in environmental geochemistry because of their signif-
icance to human health. Their concentrations vary markedly in
the environment, partly in relation to geology and partly as a
result of human activity. Some of the contamination evident
today probably dates back to the first settled civilizations that
used metals.

Arsenic is in Group 15 of the Periodic Table (Table 1) and is
usually described as a metalloid. It has only one isotope, 75As.
It can exist in the!III,!I, 0, III, or V oxidation states (Table 2).

Selenium is in Group 16 of the Periodic Table and although
it has chemical and physical properties intermediate between
metals and nonmetals (Table 1), it is usually described as a
nonmetal. The chemical behavior of selenium has some simi-
larities to that of sulfur. Formally, selenium can exist in the!II,
0, IV, and VI oxidation states (Table 2). Selenium has six
natural stable isotopes, the most important being 78Se and
80Se. Although 82Se is generally regarded as a stable isotope,
it is a b-emitter with a very long half-life (1.4 " 1020 years).
Both arsenic and selenium tend to be covalently bonded in all
their compounds.

Arsenic is 47th and selenium 70th in abundance of the 88
naturally occurring elements. Much more has become known
about the distribution and behavior of arsenic and selenium
in the environment since the 1980s because of the increased
application of improved analytical methods such as inductively
coupled plasma-mass spectrometry (ICP-MS), inductively

coupled plasma-atomic emission spectrometry (ICP-AES),
and hydride generation-atomic fluorescence spectrometry
(HG-AFS). These methods can detect the low concentrations of
arsenic and, generally, selenium found in environmental and
biological media accurately, and as a result, arsenic and
selenium are increasingly included in determinand suites during
systematic geochemical mapping and monitoring campaigns
(Plant et al., 2003).

Arsenic is highly toxic and can lead to a wide range of
health problems in humans. Arsenic has become increasingly
important in considering environmental quality because of its
high toxicity (Bodénan et al., 2004) and recent evidence of
severe health impacts at the population level, especially in
Bangladesh. It is carcinogenic, mutagenic, and teratogenic
(National Research Council, 2001). Symptoms of arsenicosis
include skin lesions (melanosis, keratosis) and skin cancer.
Internal cancers, notably bladder and lung cancer, have also
been associated with arsenic poisoning. Other problems in-
clude cardiovascular disease, respiratory problems, and diabe-
tes mellitus. There is no evidence of a beneficial role for arsenic
(IOM (Institute of Medicine), 2001; National Research Coun-
cil, 2001) and it is unclear whether there is any safe dose for
humans. Indeed, the precise nature of the relationship between
arsenic dose and carcinogenic effect at low arsenic concentra-
tions remains a matter of much debate (Clewell et al., 1999;
Smith et al., 2002). It has been shown that normal cells can
become cancerous when treated with inorganic arsenic
(Waalkes et al., 2007). When cancer cells are placed near
normal stem cells, the normal stem cells very rapidly acquire
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the characteristics of cancer stem cells (Xu et al., 2012). This
finding may explain observations that arsenic often causes
multiple tumors of many types to form on the skin or inside
the body. Arsenic ranked first on each of the hazardous sub-
stances priority lists compiled for the Comprehensive Environ-
mental Response, Compensation, and Liability Act (CERCLA)
between 1997 and 2007 due to its frequency, toxicity, and
potential for human exposure at National Priorities List sites
(ATSDR, 2010).

The principal public health concern with arsenic is from the
development of naturally high-arsenic groundwater resources
(Smedley and Kinniburgh, 2002). Extensive arsenicosis from
such sources has been reported from Argentina, Bangladesh,
Chile, China, Mexico, India, Thailand, and Taiwan. ‘Blackfoot
disease,’ a form of gangrene arising from excessive arsenic
intake, was first described in Taiwan by Tseng et al. (1968).

In contrast to arsenic, trace concentrations of selenium are
essential for human and animal health. Until the late 1980s,

the only known metabolic role for selenium in mammals
was as a component of the enzyme glutathione peroxidase
(GSH-Px), a selenoenzyme that plays an important role in
the immune system (Johnson et al., 2010; Rotruck et al.,
1972). There is now growing evidence, however, that the sele-
noenzyme is involved in the synthesis of thyroid hormones
(Arthur and Beckett, 1989; Combs and Combs, 1986). In the
body, selenium is used as part of a group of molecules known
as selenoproteins, which contain the amino acid seleno-
cysteine. These selenoproteins have a variety of functions, in-
cluding acting as components of glutathione peroxidase,
selenoprotein SEPS1, selenoprotein P, and thioredoxin reduc-
tase, antioxidant defense, cell redox control, and selenium trans-
port in the plasma; they are also anti-inflammatory (Papp et al.,
2007). Selenium deficiency has been linked to cancer, Acquired
Immune Deficiency Syndrome (AIDS), heart disease, muscular
dystrophy, multiple sclerosis, osteoarthropathy, immune system
and reproductive disorders in humans, and white muscle
disease in animals (Clark et al., 1996; Johnson et al., 2010;
Levander, 1986; Rayman, 2008; WHO, 1987, 1996, 2011).
A review of selenium in the food chain (Rayman, 2008) and its
role in human health and disease was carried out recently
(Fairweather-Tait et al., 2011). Selenium deficiency in humans
has been implicated in the incidence of a type of heart disease
(Keshan disease (KD)) and an osteoarthropathic condition
(Kashin–Beck disease (KBD)) over extensive regions of China.
Domestic animals also suffer from ‘whitemuscle disease’ in these
areas (Tan, 1989). In the 1970s and 1980s, the diet of people in
the affected regions of China was supplemented with selenium,
and sodium selenite was used to treat growing crops. This has
resulted in a decline in the incidence of selenium deficiency
disease (Liu et al., 2002). Selenium deficiency has been reported
from New Zealand and Finland and falling concentrations of
selenium in the diet are of increasing concern in many western
countries (Oldfield, 1999). In Europe, this trend may have been
exacerbated by the increasing use of native low-selenium grains
rather than the imported selenium-rich grains of North America
(Rayman, 2002). Selenium supplementation of livestock is
common. On a global scale, overt selenium toxicity in human
subjects is far less widespread than deficiency (Fordyce, 2005),
with between 0.5 and 1 billion people estimated to have an
insufficient intake of selenium (Combs, 2001).

Despite the essentiality of selenium, the range of intake
between the quantities leading to selenium deficiency
(<40 mg day!1) and toxicity (selenosis) (>400 mg day!1) is
very narrow in humans (WHO, 1996, 2011). Investigations
of the relationships between selenium in the environment
and animal health were pioneered by Moxon (1938) in the
western United States, where selenium accumulator plants are
found and both selenium toxicity and deficiency are of concern.
It has since been investigated extensively with regard to toxicity
and deficiencies in humans and livestock (Environment
Agency, 2009; Kabata-Pendias and Mukherjee, 2007). Long-
term exposure to high levels of selenium (1270 mg, 10–20
times higher than normal exposure) can cause selenosis associ-
ated with numbness, paralysis, and occasional hemiplegia
(ATSDR, 2003). Listlessness and lack of mental alertness were
reported in a family who drank well water containing 9 mg l!1

selenium for about 3 months, but their symptoms disappeared
when they ceased drinking well water (ATSDR, 2003). Human

Table 1 Physical properties of arsenic and selenium

Name Arsenic Selenium
Symbol As Se
Atomic number 33 34
Periodic table group 15 16
Atomic mass 74.9216 78.96
Classification Metalloid Nonmetal
Pauling electronegativity 2.18 2.55
Density (kg m!3) 5727 4808
Melting point (#C) 817 (at high pressure) 220
Boiling point (#C) 614 (sublimes) 685
Natural isotopes and abundance 75As 100%

74Se 0.87%
76Se 9.02%
77Se 7.58%
78Se 23.52%
80Se 49.82%
82Se 9.19%

Table 2 Chemical forms of arsenic and selenium

Element and formal
oxidation state

Major chemical forms

As(–III) Arsine (H3As)
As(!I) Arsenopyrite (FeAsS), loellingite (FeAs2)
As(0) Elemental arsenic (As)
As(III) Arsenite (H2AsO3

!, H3AsO3)
As(V) Arsenate (AsO4

3!, HAsO4
2!, H2AsO4

!, H3AsO4)
Organic As (V and
III)

Dimethylarsinate (DMA, (CH3)2AsO(OH)),
monomethylarsonate (MMA(V), CH3AsO(OH)2
or MMA(III), CH3As(OH)2), arsenobetaine (AsB,
(CH3)3As

þ%CH2COO
!), arsenocholine (AsC,

(CH3)3As
þ%CH2CH2OH)

Se(–II) Selenide (Se2!, HSe!, H2Se)
Se(0) Elemental selenium (Se)
Se(IV) Selenite (SeO3

2!, HSeO3
!, H2SeO3)

Se(VI) Selenate (SeO4
2!, HSeO4

!, H2SeO4)
Organic Se Dimethylselenide (DMSe, CH3SeCH3);

dimethyldiselinide (DMDSe, CH3SeSeCH3),
selenomethionine
(H3N

þCHCOO!%CH2CH2SeMe), selenocysteine
(H2N

þCHCOO!%CHSeH)
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selenosis at the population level is rare and is generally related
to excesses from food rather than from drinking water. It has
been reported from China and Venezuela, where selenium-rich
food is grown and consumed locally (Tan, 1989; WHO, 1996,
2011). Cancers of the skin and pancreas have been attributed to
high selenium intakes (Vinceti et al., 1998). Selenium sulfide is
used in antidandruff shampoos and is potentially carcinogenic,
but is not absorbed through the skin unless there are lesions
(WHO, 1987). Selenium toxicity can lead to hair and nail loss
and disruption of the nervous and digestive systems in humans
and to ‘alkali’ disease in animals. Chronic selenosis in animals
is not common, but has been reported from parts of Australia,
China, Ireland, Israel, Russia, South Africa, the United States,
and Venezuela (Oldfield, 1999). Liver damage is a feature of
chronic selenosis in animals (WHO, 1987). Selenium was
number 147 on the US 2007 CERCLA hazardous substances
priority list (ATSDR, 2010).

It is now recognized that arsenic and selenium interact with
each other in various metabolic functions and animal models
indicate that each element can substitute for the other to some
extent (Davis et al., 2000). This could partly explain the
reported protective effect of selenium against some diseases,
including some cancers (Shamberger and Frost, 1969). Arsenic
was also shown long ago to protect against selenium poisoning
in experimental studies with rats (Moxon, 1938). Following
the relatively recent discovery of dissimilatory As(V) reduction
and the various mechanisms that organisms have evolved to
deal with the toxicity of As(V) and As(III), there has been a
rapid increase in the understanding of the microbial chemistry
of arsenic (see Frankenberger, 2002 and the individual chap-
ters therein) and its consequences for the broader environ-
ment. Selenium chemistry is also closely linked to microbial
processes but these are less well understood.

Contamination as a result of human activity is of increasing
concern for both elements, but especially for arsenic. In the
past, the problem was exacerbated by an absence of waste
management strategies.

Arsenic concentrations in the natural environment have in-
creased as a result of a number of activities, including mining
and smelting, the combustion of arsenical coals, petroleum
recovery (involving the release of production waters), refining,
chemical production and use, the use of biocides including
wood preservatives, the use of fertilizers, the manufacture and
use of animal feed additives, and the development of high-
arsenic groundwater for drinking water and irrigation. Such
activities have progressively transferred arsenic from the geo-
sphere into the surface environment and have distributed it
through the biosphere, where it poses a potential risk to humans
and the wider environment. Endemic arsenic poisoning is asso-
ciated mostly with naturally high concentrations of arsenic in
drinking water, although in China it is a result of burning coal
rich in arsenic (Ng et al., 2003; Sun, 2004). In certain occupa-
tional settings, the principal pathway of arsenic to humans can
be through inhalation. Arsenicosis caused by the indoor com-
bustion of arsenic-rich coals has also been reported from Gui-
zhou province, China (Aihua et al., 2000; Ding et al., 2000;
Finkelman et al., 2003), where open coal burning stoves are
used to dry chili peppers, increasing arsenic levels from 1 to
500 mg kg!1 (Kapaj et al., 2006; Zheng et al., 1996).

Human activities that have increased the concentrations of
selenium in the environment include the mining and

processing of base metal, gold, coal, and phosphate deposits,
the use of rock phosphate as fertilizer, the manufacture of de-
tergents and shampoos, and the application of sewage sludge to
land. The increased use of selenium in the pharmaceutical, glaz-
ing, photocopying, ceramic, paint, and electronics industries
may also be increasing the amount of selenium entering the
environment.

In the following sections, the source and occurrence of
arsenic in the environment are first reviewed and then its
pathways are considered as a basis for an improved under-
standing of exposure and risk assessment. This should lead to
better risk management. A similar format is followed for sele-
nium. In discussing the two elements, and in line with the
threats outlined earlier, the emphasis on arsenic is on the
behavior of arsenic in water, whereas in the case of selenium
it is on the soil–water–plant relationships.

11.2.2 Sampling

Selenium and arsenic have been measured in a wide range of
environmental media. Here sampling procedures for rocks,
soils, sediments, and natural waters are described.

11.2.2.1 Rocks, Soils, and Sediments

In the case of rocks, soils, and sediments, sufficient material
representative of the medium to be analyzed should be
collected. Soil and sediment samples should be dried at tem-
peratures <35 #C to avoid volatilization losses of arsenic or
selenium (Rowell, 1994) and ideally freeze-dried (BGS,
1978–2006). Sampling, analysis, and quality control should
be carried out by recognized procedures wherever possible
(Darnley, 1995; Salminen and Gregorauskiene, 2000).

11.2.2.2 Water

11.2.2.2.1 Techniques
As with other solutes, sampling natural waters for arsenic
and selenium requires (1) the sample to represent the water
body under investigation, and (2) that no artifacts are intro-
duced during sampling or storage. Sampling methods vary
according to whether ‘dissolved,’ ‘particulate,’ or ‘total’ concen-
trations are to be determined and whether speciation studies
are to be undertaken. Water samples are most commonly
analyzed for ‘total’ concentrations of arsenic and selenium.
Speciation measurements require additional precautions to
ensure preservation of the in situ species until separation or
measurement.

As arsenic and selenium are normally present in natural
waters at only trace concentrations (<10 mg l!1 and frequently
much lower), considerable care is required to perform reliable
trace analyses. Marine chemists were the first to undertake
reliable low-level trace analyses of natural waters and develop
‘clean/ultraclean’ sampling procedures (Horowitz et al., 1996).
Probably the most thorough accounts of sampling procedures
for surface water and groundwaters are those given by the US
Geological Survey (USGS) (Wilde and Radtke, 2008). Specific
procedures for sampling rainwater, lake water, and seawater
are also given. The precautions required in sampling for arsenic
and selenium are the same as those for other trace elements

16 Arsenic and Selenium



present in water at micrograms per liter concentrations. For
example, there should be minimal contact between the sample
and metallic substances. Sample bottles should be tested first
by analyzing deionized water stored in them to ensure that
they do not contaminate the sample. They should also be
rinsed thoroughly with the sample water before collection.

Ideally, groundwater should be sampled from purpose-
built water quality monitoring boreholes or piezometers.
In practice, existing wells or boreholes are frequently used.
As far as practically possible, it is important to purge the bore-
hole by pumping at least three borehole volumes to remove
standing water before sampling. Low-flow (<4 lmin!1) pump-
ing is preferred to minimize resuspension of colloidal material.

Several procedures have been devised to obtain water
quality depth profiles in wells and aquifers. These include
depth samplers, nested piezometers, strings of diffusion cells,
multilevel samplers, and multiple packers. Each method has its
advantages and disadvantages, with very different costs and
sampling logistics. As yet, few methods have been devised for
arsenic and selenium profiling specifically; probably the most
detailed profiling has been carried out in ocean sediments
(Sullivan and Aller, 1996). Pore water, including from the
unsaturated zone, can be obtained using a high-pressure
squeezer or high-speed centrifugation (Kinniburgh and Miles,
1983; Sullivan and Aller, 1996).

There are as yet no methods for the in situ determination or
continuous monitoring of arsenic and selenium. However, the
diffusive gradient thin-films (DGT)method is a novel sampling
method that has been used mainly for cationic metals, but may
be adaptable for measuring arsenic and selenium, as it has been
for phosphorus (Zhang et al., 1998). In this case, the normal
cation exchange resin is replaced by an iron oxide (ferrihydrite)
gel. Solutes sorbed by the resin or gel are displaced and subse-
quently analyzed in the laboratory. In principle, the DGT ap-
proach is sensitive with detection limits of the order of
nanograms per liter. The method also has the advantage that
it canmeasure a wide range of solutes simultaneously with high
spatial resolution (at the mm scale) and determine the average
water quality over relatively long timescales (days or longer).

Most water samples do not require pretreatment for a
total elemental analysis, but where organic arsenic or selenium
compounds are suspected, pretreatment by digestion with a
strong acid mixture, for example, a 3-min sulfuric acid–
potassium persulfate digestion or a nitric acid digestion is
necessary. Where preconcentration is required, cold-trapping
of the hydrides or liquid–solid extraction has been used, but
this is very labor intensive when performed off-line. Ground-
water samples usually need no pretreatment.

11.2.2.2.2 Filtered or unfiltered samples
Studies of the behavior of arsenic and selenium usually require
the proportions of their dissolved and particulate components
to be identified as this affects their biological availability,
toxicity, and transport. It also affects the interpretation of their
mineral solubility, adsorption, and redox behavior. Specifica-
tions for compliance testing vary with regulatory authority; for
example, the US Environmental Protection Agency (US EPA)
specifies a 0.45-mm filter while most authorities in developing
countries specify (or assume) that water samples are unfiltered.
If the water is reducing, it should be filtered before any oxida-
tion occurs. Geochemists typically filter water samples using

membrane filters in the range 0.1–0.45 mm, but the effective
size of the filter can change as it becomes clogged. There con-
tinues to be much discussion about the merits of various filter-
ing strategies (Hinkle and Polette, 1999; Horowitz et al., 1996;
Shiller and Taylor, 1996). Small iron-rich particles with
adsorbed arsenic, selenium, and other trace elements can pass
through traditional filters (Chen et al., 1994; Litaor and Keigley,
1991) and subsequently dissolve when the sample is acidified.

Colloids tend to be most abundant in reducing ground-
waters and turbid surface waters. In clear groundwater samples
that have usually been filtered naturally by movement through
an aquifer, differences between concentrations in filtered and
unfiltered aliquots are often relatively small. Filtered and
unfiltered groundwater samples from high-arsenic areas in
Bangladesh were found to have broadly similar arsenic con-
centrations (within&10%) although larger differences were
found occasionally (Smedley et al., 2001b). Similarly, 9 out
of 10 groundwater samples from arsenic-affected wells in
Oregon showed little difference (mostly <10%) between fil-
tered and unfiltered samples (Hinkle and Polette, 1999).

Some studies have reported larger differences. A survey of
49 unfiltered groundwater sources in the United States found
that particulate arsenic accounted for more than half of the
total arsenic in 30% of the sources (Chen et al., 1999) although
arsenic concentrations were all relatively small.

11.2.2.2.3 Sample preservation and redox stability
For analysis of total arsenic and selenium, samples are nor-
mally preserved by adding ultrapure acid (1 or 2 vol.%), with
the choice of acid depending on the analytical procedures to be
used. HCl is used before hydride generation-atomic absorption
spectrometry (HG-AAS), hydride generation-atomic emission
spectrometry (HG-AES), HG-AFS, and HNO3 before ICP-MS,
graphite furnace-atomic absorption spectrometry (GF-AAS),
and anodic stripping voltammetry (ASV). Acidification also
helps to stabilize the speciation (see later discussions) al-
though Hall et al. (1999) recommended that nitric acid should
not be used for acidifying samples collected for speciation.
Organic arsenic species are relatively stable and inorganic
As(III) species are the least stable (National Research Council,
1999). There are as yet no well-established methods for pre-
serving water samples for arsenic or selenium speciation
analysis, although methods are being investigated for arsenic
(Kumar and Riyazuddin, 2010; National Research Council,
1999; Rasmussen and Andersen, 2002).

Laboratory observations indicate that the oxidation of
As(III) and Se(IV) by air is slow and is often associated with
microbial activity. MnO2(s), which can precipitate following
atmospheric oxidation of manganese-rich water, is also known
to be a very efficient catalyst for the chemical oxidation of
As(III) (Daus et al., 2000; Driehaus et al., 1995; Oscarson
et al., 1983). Iron oxides have also been implicated in increas-
ing the abiotic rate of oxidation of As(III) although the evi-
dence for this is somewhat equivocal and it probably does not
occur in minutes or hours unless some H2O2 is present
(Voegelin and Hug, 2003). Precipitation of manganese and
iron oxides can be minimized by ensuring sufficient acidity
(pH 2 or less) and/or adding a reducing/complexing agent such
as ascorbic acid, Ethylenediaminetetraacetic acid (EDTA), or
phosphate. Recent studies have demonstrated the efficacy of
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EDTA (Bednar et al., 2002; Gallagher et al., 2001) and phos-
phate (Daus et al., 2002) for preserving arsenic speciation.

Arsenic speciation in urine is stable for at least 2 months
without additives at 4 #C (National Research Council, 1999),
though the stability of arsenic species has been found to be
dependent on urine matrices (Feldmann et al., 1999). It is rea-
sonable to conclude that natural water samples probably behave
in a similarway. As(III) in samples ofOttawa riverwater survived
oxidation for at least 3 days at ambient temperature and without
preservatives (Hall et al., 1999). The lowest rates of oxidation
occur under slightly acidic conditions (Driehaus and Jekel,
1992) and acidification to pH 3–5 has been found to help
stabilize As(III), although it is not always successful (Cabon
and Cabon, 2000). HCl normally prevents reduction of As(V)
to As(III) and arsenic speciation has recently been shown to be
preserved for many months, even in the presence of high Fe(II)
concentrations, if water samples are filtered and acidified in the
usual way (1 or 2% HCl) (McCleskey et al., 2004). Traces of
chlorine in HCl can lead to some long-term oxidation of As(III).
One of the critical factors enhancing the oxidation of As(III)
is the presence of dissolved Fe(III). On the other hand, the
presence of Fe2þ or SO4

2!, two species often found in arsenic-
rich acid mine drainage (AMD) waters, inhibits the oxidation
(McCleskey et al., 2004).

Reduction of As(V) can occur in the presence of air if
samples contain dissolved organic carbon (DOC), arsenate-
reducing bacteria, and no preservatives (Bednar et al., 2002;
Hall et al., 1999; Inskeep et al., 2002). Arsenic(V) can then be
reduced rapidly, within a few days. Storage at 3–5 #C and in the
dark helps to preserve the speciation (Hall et al., 1999;
Lindemann et al., 2000). Ideally, speciation studies for either
arsenic or selenium should involve the minimum of time
between sampling and analysis.

An alternative approach to the determinationof As(III)/As(V)
speciation is to separate the As(V) species in the field, using an
anion exchange column (Bednar et al., 2002; Vagliasindi and
Benjamin, 2001; Wilkie and Hering, 1998; Yalcin and Le, 1998).

At near-neutral to acidic pH, typical of most natural waters,
uncharged As(III) is not retained by the resin and the retained
As(V) can be eluted subsequently with high-purity acid. Provid-
ing that total arsenic is known, As(III) can be estimated by
difference. Bednar et al. (2002) favored an acetate resin because
of its high pH-buffering capacity. Such anion exchange methods
do not work for selenium speciation as both the Se(IV) and
Se(VI) species are negatively charged and retainedby the column.

11.2.3 Analytical Methods

11.2.3.1 Arsenic

11.2.3.1.1 Total arsenic in aqueous samples
11.2.3.1.1.1 Laboratory methods
Methods for arsenic analysis in water, food, and biological
samples have been reviewed in detail elsewhere (ATSDR, 2007;
Irgolic, 1994; National Research Council, 1999; Rasmussen and
Andersen, 2002) (Table 3).

Early colorimetric methods for arsenic analysis used the
reaction of arsine gas with either mercuric bromide captured
on filter paper to produce a yellow–brown stain (Gutzeit
method) or with silver diethyldithiocarbamate (SDDC) to pro-
duce a red dye. The SDDC method is still widely used in
developing countries. The molybdate blue spectrophotometric
method that is widely used for phosphate determination can
be used for As(V), but the correction for P interference is
difficult. Methods based on atomic absorption spectrometry
(AAS) linked to hydride generation (HG) or a graphite furnace
(GF) have become widely used. Other sensitive and specific
arsenic detectors (e.g., AFS, ICP-MS, and ICP-AES) are becom-
ing increasingly available. The accuracy is much better using
atomic absorption methods than ICP (Nathanail and Bardos,
2004). HG-AFS in particular is now widely used for routine
arsenic determinations because of its sensitivity, reliability, and
relatively low capital cost.

Table 3 Recognized methods of arsenic analysis

Technique LoD (mg l!1) Sample
size (ml)

Equipment
cost (US$)

Analytical
throughput per day

Comments Accredited
procedure

HG-AAS 0.05 50 20–100000 30–60 Single element ISO 11969
SM 3114

GF-AAS 1–5 1–2 40–100000 50–100 ISO/CD 15586
SM 3113

ICP-AES 35–50 10–20 60–100000 50–100 Multielement; requires Ar gas supply.
Can reduce LoD with HG

ISO/CD 11885
SM 3120

ICP-MS 0.02–1 10–20 150–400000 20–100 Multielement SM 3125
US EPA 1638

HG-AFS 0.01 40–50 20–25000 30–60 Single element but can be adapted for
Se and Hg

ASV 0.1 25–50 10–20000 25–50 Only free dissolved As US EPA 7063
SDDC 1–10 100 2–10000 20–30 Simple instrumentation SM 3500

ISO 6595

HG, hydride generation; AAS, atomic absorption spectrometry; GF, graphite furnace; AES, atomic emission spectrometry; MS, mass spectrometry; AFS, atomic fluorescence

spectrometry; ASV, anodic stripping voltammetry; SDDC, silver diethyldithiocarbamate. ISO, International Standards Organization; ISO/CD, ISO Committee Draft; SM, ‘Standard

Methods’; US EPA, US Environmental Protection Agency; LoD, limit of detection.

Source: Rasmussen L and Andersen K (2002) Environmental health and human exposure assessment (draft). United Nations Synthesis Report on Arsenic in Drinking Water,

ch. 2. Geneva: World Health Organization.
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Conventional ICP-MS has great sensitivity but suffers from
serious interferences. Cl interference leads to the formation of
40Ar35Clþ which has the same mass/charge ratio as the mono-
isotopic 75As (m/z¼75). Hence, HCl and HClO4 should not be
used for preservation or dissolution if ICP-MS is to be used.
There may also be significant interference in samples with
naturally high Cl/As ratios. A Cl concentration of
1000 mg l!1 gives an arsenic signal equivalent to about
3–10 mg l!1. The use of a high-resolution magnetic sector
mass spectrometer, which can resolve the small difference in
m/z for 75Asþ at 74.922 from that of 40Ar35Clþ at 74.931,
eliminates the Cl interference. New collision-cell techniques,
in which the atomized samples are mixed with a second gas
(usually H2) in a reaction cell, also minimize this interference.
Arsenic detection limits of a few nanograms per liter have been
reported in matrices containing 1000 mg l!1 NaCl. The Cl
interference can also be avoided by preseparation using HG,
GF, or chromatography.

The American Society for Testing and Materials (ASTM) D
2972-08 standard test methods for arsenic in water cover the
photometric and atomic absorption determination of arsenic
in most waters and wastewaters. Three test methods are de-
tailed in the standard; that is, silver diethyldithiocarbamate
colorimetric; atomic absorption hydride generation; and
atomic absorption, graphite furnace (American Society for
Testing and Materials, 2010).

Recently, the use of carbon nanotubes has been proposed in
several analytical methods, including use as solid-phase extrac-
tion adsorbents for arsenic pretreatment and enrichment from
water samples (Li et al., 2009a), and in ASV (Xiao et al., 2008).

11.2.3.1.1.2 Field-test kits
Adetailed study of fieldmeasurement and sensors for arsenic has
been carried out by Melamed (2004). A large number of wells
need to be tested (and retested) for arsenic worldwide. Hence,
there is a need for reliable field-test kits that can measure arsenic
concentrations down to 10 mg l!1, the World Health Organiza-
tion (WHO) guideline value for arsenic in drinking water. Test
kits offer the advantage of being relatively inexpensive, portable,
and effective for indicating the presence of arsenic. Some of the
more recently developed kits based on the Gutzeit method are
semiquantitative (Kinniburgh and Kosmus, 2002). Several field-
test kits based on this method are available commercially, but
their performance is variable (Spear, 2006).

The main limitations of test kits for arsenic in water are that
other chemical reactions may interfere; the sensitivity and
accuracy of the kits fluctuate depending on the model used
and there are differences between field workers, especially as
many kits rely on comparison of a test strip to a color chart
(Petrusevski et al., 2007).

11.2.3.1.2 Total arsenic in solid samples
X-ray fluorescence spectrometry (XRF) and instrumental neutron
activation analysis (INAA) are commonly used for multielement
analysis of rock, soil, and sediment samples as they do not
require chemical dissolution. However, the detection limit for
arsenic using XRF, for example, is of the order of 5 mg kg!1 and is
too high for many environmental purposes. Once dissolved,
arsenic can be determined usingmany of the methods described

earlier for aqueous samples, although the method of digestion
must be capable of destroying all solids containing arsenic.

11.2.3.1.3 Arsenic speciation
11.2.3.1.3.1 Aqueous speciation
At its simplest, speciation of arsenic consists of separating it
into its two major oxidation states, As(III) and As(V). This can
be achieved on unacidified samples by ion chromatography.
More detailed speciation involves determining organic species
and less common inorganic species such as sulfide (thio),
carbonate, and cyanide complexes, as well as less common
oxidation states such as As(III) and As(0). There is increasing
interest in the bioavailability of arsenic. Organic speciation
usually involves quantifying the two or three major (mainly
the methylated) species present. The oxidation state of arsenic
in these organic species can be either As(III) or As(V).
Generally, such studies are carried out in research rather than
water-testing laboratories.

A two-stage approach to speciation is often used: this in-
volves preseparation by high-performance liquid chromatogra-
phy (HPLC) or ion chromatography followed by arsenic
detection. The detection methods must be highly sensitive
and capable of quantifying inorganic and organic species at
the nanograms per liter to micrograms per liter level (Yalcin
and Le, 1998). Many combinations of separation and detection
methods have been used (Bohari et al., 2001; Ipolyi and Fodor,
2000; Lindemann et al., 2000; Martinez-Bravo et al., 2001;
National Research Council, 1999; Taniguchi et al., 1999). All
of them require expensive instrumentation and highly skilled
operators and none has acquired ‘routine’ or accredited status.

A widely used but indirect method of As(III)/As(V) specia-
tion involves no preseparation but involves two separate de-
terminations, with and without prereduction. The rate of AsH3

production by sodium borohydride (NaBH4) reduction de-
pends primarily on the initial oxidation state of the arsenic
in solution and the solution pH. Under typical operating con-
ditions of about pH 6 where the neutral As(III) species,
H3AsO3, predominates, only As(III) is converted to the hydride
(Anderson et al., 1986; Driehaus and Jekel, 1992). For themost
part, the negatively charged As(V) species are not converted.
For the determination of total arsenic, As(V) to As(III) pre-
reduction can be achieved by adding a mixture of HCl, KI,
and ascorbic acid ideally at pH<1 to ensure full protonation
and efficient hydride generation. High concentrations of HCl
are particularly effective at this. As(V) can then be estimated by
difference. AFS or AAS provide sensitive and fairly robust de-
tectors for the arsine gas produced. High concentrations of
some metal ions, particularly Fe3þ and Cu2þ, can interfere
with the hydride generation, but this can be overcome by
adding masking agents such as thiourea (Anderson et al.,
1986) or by their prior removal with a cation-exchange resin.

11.2.3.1.3.2 Solid-phase speciation
While most speciation studies have been concerned with redox
speciation in solution, speciation in the solid phase is also of
interest. Both reduced and oxidized arsenic and selenium spe-
cies can be adsorbed on minerals, soils, and sediments, albeit
with differing affinities (see Sections 11.2.5.3 and 11.2.7.2).
Such adsorption has been demonstrated on metal oxides and
clays and also probably takes place to some extent on
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carbonates, phosphates, sulfides, and perhaps organic matter.
Structural arsenic and selenium may also be characterized.

Solid-phase speciation has been measured both by wet
chemical extraction and, for arsenic, by instrumental methods,
principally X-ray absorption near edge structure spectroscopy
(XANES) (Brown et al., 1999). La Force et al. (2000) used
XANES and selective extractions to determine the likely speci-
ation of arsenic in a wetland affected by mine wastes: they
identified seasonal effects with As(III) and As(V) thought
to be associated with carbonates in the summer, with iron
oxides in the autumn and winter, and with silicates in the
spring. Extended X-ray absorption fine structure spectroscopy
(EXAFS) has been used to determine the oxidation state of
arsenic in arsenic-rich Californian mine wastes (Foster et al.,
1998b). Typical concentrations of arsenic in soils and sediments
(As <20 mg kg!1) are often too low for EXAFS measurements,
but as more powerful photon beams become available, the use
of such techniques should increase. A method for on-site sep-
aration and preservation of arsenic species from water using
solid-phase extraction cartridges in series, followed by elution
and measurement of eluted fractions by ICP-MS for ‘total’
arsenic, has recently been presented (Watts et al., 2010). Clas-
sical wet chemical extraction procedures have also been used to
assess the solid-phase speciation of arsenic, but care must be
taken not to oxidize As(III) during extraction (Demesmay and
Olle, 1997). Extractions should be carried out in the dark to
minimize photochemical oxidation.

11.2.3.1.3.3 EPA TCLP test
The US EPA’s ‘toxicity characteristics leaching procedure’
(TCLP) is the most commonly used test for determining the
long-term stability of arsenic precipitates. The procedure in-
volves first reacting the solid with a pH-buffered acetate solu-
tion (pH 4.93) at a solid-to-liquid ratio of 2:1 to determine
solubility. The slurry is agitated for 20 h, and if the concentra-
tion of certain toxic elements is found to be above specified
thresholds, the material is classified as toxic. The current limit
for arsenic is 5 mg l!1 (Monhemius and Swash, 1999).

Most researchers in the field agree that this test gives only a
poor indication of the long-term storage problems that may
arise in the case of arsenic (Ghosh et al., 2004, 2006, US EPA,
1999). Moreover, the 5 mg l!1 limit for arsenic is too high for
current and likely future legislation. Arsenic compounds such
as scorodite, which are used to immobilize arsenic, often pass
the US EPA’s TCLP test limit of 5 mg l!1 arsenic because the
lowest solubility for both scorodite and arsenical ferrihydrite is
in the weakly acid pH range of 3–4.

11.2.3.2 Selenium

11.2.3.2.1 Total selenium in aqueous samples
Historically, analysis of selenium has been difficult, partly
because environmental concentrations are naturally low. In-
deed, selenium analysis still remains problematic for many
laboratories at concentrations below 0.01 mg l!1, a relatively
high concentration in many environments (Steinhoff et al.,
1999). Hence, selenium has often been omitted from multi-
element geochemical surveys, despite its importance (Darnley,
1995). Recent improvements in analytical methods, however,
mean that even low levels of selenium can be determined
routinely in geological and environmental samples (Johnson

et al., 2010). Analytical methods with limits of detection
of <0.01 mg l!1 include colorimetry, total reflectance-XRF,
HG-AFS, gas chromatography (GC) of organic species, ICP-
MS, and HG-ICP-AES. Of these, HG-AFS and ICP-MS are prob-
ably now the most widely used methods. Like arsenic, there are
no generally accepted ways of preserving selenium speciation
in water samples, and even fewer studies of the factors control-
ling the stability of the various species. Many of the precautions
for arsenic-preserved species (Section 11.2.2.2.3) are also
likely to apply to selenium species preservation.

The ASTM D 3859-08 standard test methods for selenium
in water include the determination of dissolved and total
recoverable selenium in waters and wastewaters. Two of the
test methods are atomic absorption procedures, namely
gaseous hydride AAS and GF-AAS (American Society for Test-
ing and Materials, 2010).

11.2.3.2.1.1 Pretreatment to destroy organic matter
Organic selenium species are more widespread in the environ-
ment than comparable arsenic species. The determination of
total selenium by most analytical methods requires samples to
be pretreated to remove organic matter, release selenium, and
change its oxidation state.

Wet digestion using mixtures of nitric, sulfuric, phosphoric,
and perchloric acids, with or without the addition of hydrogen
peroxide, has been used for organic samples and natural wa-
ters. Nitric acid reduces foaming and/or charring. The tri-
methylselenonium ion is resistant to decomposition by wet
digestion, so a long period of digestion is required for urine
and plant materials that may contain the ion.

11.2.3.2.1.2 Laboratory methods
Fluorimetry has been used widely for selenium analysis in envi-
ronmental samples, but is being superseded by more sensitive
instrumental methods. Some of the instrumental methods used
for arsenic speciation and analysis can also be used for selenium.
In particular, HPLC and HG can separate selenium into forms
suitable for detection by AAS, AFS (Ipolyi and Fodor, 2000), or
ICP-AES (Adkins et al., 1995). Only Se(IV) forms the hydride
and so Se(VI)must be prereduced to Se(IV) if total selenium is to
be determined. This is normally achieved using warm HCl/KBr
followed by coprecipitation with La(OH)3 if necessary (Adkins
et al., 1995). KI is not used as it tends to produce some Se(0)
which is not reduced byHG. La(OH)3 collects only Se(IV) so the
prereduction step to include the contribution from Se(VI) is
required before coprecipitation. Other methods of pre-
concentration include coprecipitation of Se(IV) with hydrous
iron oxide or adsorption onto Amberlite IRA-743 resin (Bueno
and Potin-Gautier, 2002).

ICP-MS detection of selenium is now favored because of its
sensitivity even without HG or other forms of preconcentration.
However, selenium can be seriously affected by matrix interfer-
ences when using ICP-MS. The polyatomic Ar2þ, with a mass of
80, overlaps with themost abundant isotope of selenium (80Se).
Even using hydrogen as a collision gas results in the formation of
2–5% of selenium hydride for which a correction must be ap-
plied. For routine analysis of selenium, the hydride-free but
less abundant isotopes, 76Se and 82Se, are usually determined;
however, this results in lower sensitivities and higher detection
limits. Detection limits for ICP-MS are around 2–20 mg l!1 be-
cause of the argon plasmabackground and interferences. The use
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of reaction or collision cells or dynamic collision cells can reduce
detection limits greatly (Nelms, 2005).

11.2.3.2.2 Selenium in solid samples
Direct analysis of solids for selenium by XRF has a detection
limit of about 0.5 mg kg!1 and so is often insufficiently sensi-
tive. Rock, sediment, and soil samples can be dissolved using
wet chemical methods (HF, HCl, etc.) followed by La(OH)3
coprecipitation to separate hydride-forming elements includ-
ing selenium. This is present as Se(IV), following acid dissolu-
tion (Hall and Pelchat, 1997). The methods described earlier
for aqueous samples can then be used.

Modern thermal ionization mass spectrometry (TIMS) is
now sensitive and precise enough to measure individual sele-
nium isotope abundances (e.g., 80Se/76Se) in solid samples or
residues so that it can be used to study environmental cycling/
distributions (Johnson et al., 1999). Microbial reduction leads
to isotopically lighter products, that is, selenate to selenite
reduction has a 80/76Se fractionation factor, e, of about –5.5%
(Johnson et al., 1999). INAA has been used to determine
different selenium isotopes, especially 75Se in plant tracer stud-
ies, and foodstuffs (Combs, 2001; Diaz-Alarcon et al., 1996;
Noda et al., 1983; Ventura et al., 2007).

11.2.3.2.3 Selenium speciation
Selenium speciation in waters is poorly understood, although
in principle it can be determined using HG with and without
a prereduction step (see Section 11.2.3.2.1). Ion-exchange
chromatography is used extensively to determine selenium
species in plant extracts, and gas chromatography can measure
volatile selenium compounds. Recent developments in anion
exchange HPLC and MS techniques (ICP-dynamic reaction
cell-MS, TIMS, and multiple collector-MS) mean that it is
now possible to determine selenium isotope abundances and
concentrations in selenamino acids including selenocysteine
and selenomethionine (Gomez-Ariza et al., 2000; Sloth and
Larsen, 2000; Wang et al., 2007). Electrochemical methods
such as cathodic stripping voltammetry (CSV) are highly sen-
sitive and in principle can be used for speciation because only
Se(IV) species are electroactive (Lange and van den Berg,
2000). Due to the important role that selenium plays in
human nutrition, there is increasing interest in measuring the
‘bioavailable’ amounts, especially in foodstuffs, using various
bioassays (Casgrain et al., 2010; Fairweather-Tait et al., 2010).

11.2.3.3 Quality Control and Standard Reference Materials

Although analysts usually determine the precision of their ana-
lyses using replicate determinations, the analysis of arsenic and
selenium can be affected seriously by contamination and matrix
interferences during sampling and analysis. These can be diffi-
cult to identify and are best found by sample randomization and
the collection of duplicate samples as part of an objective,
independent quality-control system (Plant et al., 1975).

The measurement of standard reference materials (SRMs)
provides the best method of ensuring that an analytical proce-
dure is producing accurate results in realistic matrices. Many
SRMs are now available (Govindaraju, 1994; Rasmussen and
Andersen, 2002) but the most widely used are those supplied
by the National Institute of Standards and Technology (NIST).
Arsenic and selenium concentrations have been certified in a

range of natural waters, sediments, and soils (Tables 4 and 5).
The certified standards from the National Research Council of
Canada (NRC) also include river waters withmuch lower arsenic
concentrations than the NIST standards ((0.2–1 mg l!1). Cer-
tified standards for As(III)/As(V) and Se(IV)/Se(VI) speciation
are available commercially (e.g., SPEX Certiprep® speciation
standards).

The Canadian Certified Reference Materials Project
(CCRMP) also provides reference materials for lake sediments,
stream sediments, and soils (tills) for arsenic, but not for
selenium. However, the Institute for Reference Materials and
Measurements (IRMM), Geel, Belgium, provides reference ma-
terials for estuarine sediments, lake sediments, and channel
sediments for arsenic and selenium.

Table 4 Standard reference materials for natural waters from
various suppliers

SRM Supplier Medium Arsenic
(mg l!1)

Selenium
(mg l!1)

TMRAIN-04 NWRI Rainwater 1.14 0.83
SLRS-5 NRC River water 0.413a –
CASS-5 NRC Seawater 1.24
NASS-6 NRC Seawater 1.43
SLEW-3 NRC Estuarine water 1.36
SRM 1640a NIST Natural water 8.075 20.13
SRM 1643e NIST Fresh water 60.45 11.9
BCR-609 IRMM Groundwater 1.20a –
BCR-610 IRMM Groundwater 10.8a

CRM 403 IRMM Seawater 9.9a –
CASS-4 NRC Seawater 1.1 –

NWRI, National Water Research Institute, Environment Canada; NIST, National Institute

of Standards and Technology, Gaithersburg, MD, USA; IRMM, Institute for Reference

Materials and Measurements; NRC, National Research Council of Canada.
aExpressed in mg kg!1.

Table 5 Standard reference materials for soils, sediments, and
sludges from the National Institute of Standards and Technology (NIST)

SRM Medium As (mg kg!1) Se (mg kg!1)

1646a Estuarine sediment 6.23 0.193
1648a Urban particulate matter 115.5 28.4
1944 New York/New Jersey

waterway sediment
18.9 1.4

2586 Trace elements in soil
(contains lead from paint)

8.7 0.6

2587 Trace elements in soil
(contains lead from paint)

13.7

2702 Inorganics in marine
sediment

45.3 4.95

2703 Sediment for solid
sampling (small sample)
analytical techniques

45.5 4.9

2709a San Joaquin soil 10.5 1.5
2710a Montana I soil 0.15% 1
2711a Montana II soil 107 2
2780 Hard Rock mine waste 48.8 5
2781 Domestic sludge 7.82 16
2782 Industrial sludge 166 0.44
8704 Buffalo River sediment 17

Concentrations are in mass fractions (mg kg!1) unless noted as %
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The Geological Survey of Japan (GSJ) provides a wide range
of rock SRMs along with ‘recommended’ arsenic and selenium
concentrations. The USGS issues 17 SRMs for which it provides
‘recommended’ and ‘information’ (when less than three inde-
pendent methods have been used) concentrations. Nine of
these include data for arsenic and two for both arsenic and
selenium (the SGR-1 shale and CLB-1 coal samples). Hall and
Pelchat (1997) have analyzed 55 geological SRMs for As, Bi, Sb,
Se, and Te, including SRMs from theUSGS, Institute of Geophys-
ical and Geochemical Exploration (IGGE; China), GSJ, CCRMP,
and NRC programs. Methods have been developed recently for
the determination of selenium in geological materials at
nanograms per gram and lower levels (Forrest et al., 2009).

11.2.4 Abundance and Forms of Arsenic in the
Natural Environment

11.2.4.1 Abundance in Rocks, Soils, and Sediments

The average crustal abundance of arsenic is 1.5 mg kg!1 and it
is strongly chalocophile. Approximately 60% of natural arsenic
minerals are arsenates, 20% sulfides and sulfosalts, and the
remaining 20% are arsenides, arsenites, oxides, alloys, and
polymorphs of elemental arsenic. Arsenic concentrations of
more than 100000 mg kg!1 have been reported in sulfide
minerals and up to 76000 mg kg!1 in iron oxides (Smedley
and Kinniburgh, 2002). However, concentrations are typically
much lower. Arsenic is incorporated into primary rock-forming
minerals only to a limited extent, for example, by the substitu-
tion of As3þ for Fe3þ or Al3þ. Therefore arsenic concentrations
in silicate minerals are typically of the order of 1 mg kg!1 or
less (Smedley and Kinniburgh, 2002). Consequently, many
igneous and metamorphic rocks have average arsenic concen-
trations of 1–10 mg kg!1. Similar concentrations are found in
carbonate minerals and rocks.

Arsenic concentrations in sedimentary rocks can be more
variable. The highest arsenic concentrations (20–200 mg kg!1)
are typically found in organic-rich and sulfide-rich shales, sed-
imentary ironstones, phosphatic rocks, and some coals
(Smedley and Kinniburgh, 2002).

Although arsenic concentrations in coals can range up to
35000 mg kg!1 in some parts of China, concentrations in the
range <1–17 mg kg!1 are more typical (Gluskoter et al., 1977;
Palmer and Klizas, 1997; Sun, 2004). Evidence for arsenic
enrichment in peat is equivocal. Shotyk (1996) found a max-
imum of 9 mg kg!1 arsenic in two 5000–10000-year-old Swiss
peat profiles and in the profile with the lower ash content, the
arsenic content was 1 mg kg!1 or lower.

In sedimentary rocks, arsenic is concentrated in clays and
other fine-grained sediments, especially those rich in sulfide
minerals, organic matter, secondary iron oxides, and phos-
phates. The average concentration of arsenic in shale is an
order of magnitude greater than in sandstones, limestones,
and carbonate rocks. Arsenic is strongly sorbed by oxides of
iron, aluminum, and manganese as well as some clays, leading
to its enrichment in ferromanganese nodules and manganifer-
ous deposits.

Alluvial sands, glacial till, and lake sediments typically
contain <1–15 mg kg!1 arsenic although higher concentra-
tions are found occasionally (Farmer and Lovell, 1986).

Based on a survey of 747 flood-plain sediment samples and
852 stream sediment samples over Europe, median arsenic
concentrations of 6.00 and 6.00 mg kg!1, respectively, were
reported (FOREGS, 2005). Sediments from Qinghai Lake on
the Tibetan Plateau have been shown to have arsenic enrich-
ment factors of up to 2" pre-1900 levels; this has been sug-
gested to reflect the burning of arsenical coal for industrial
development in western China (Wang et al., 2010).

Stream sediments from England and Wales had a median
arsenic concentration of 10 mg kg!1 (Webb, 1978). A more
detailed survey of stream sediments in Wales gave a median
concentration of 14 mg kg!1 (BGS, 1978–2006). Black et al.
(2004) state that one grain of arsenopyrite (200 mm across in
a 5-g stream sediment sample is equivalent to approximately
1 mg kg!1 arsenic in the sample. The median arsenic concen-
tration in stream sediments from 20 study areas across the
United States collected as part of the National Water-Quality
Assessment (NAWQA) program was 6.3 mg kg!1 (Rice, 1999).

The arsenic concentration in soils shows a similar range to
that found in sediments, except where they are contaminated
by industrial or agricultural activity. Organic-rich soils tend to
have higher concentrations of arsenic due to the presence of
sulfide minerals; for example, peaty and boggy soils have
an average concentration of 13 mg kg!1 (Dissanayake and
Chandrajith, 2009; Smedley and Kinniburgh, 2002). A survey
of 2600 soils from the Welsh borders had a median arsenic
concentration of 11 mg kg!1 (BGS, 1978–2006). A survey of
the concentrations of arsenic in rural soils, thought to reflect
‘background’ conditions in the United Kingdom, reported a
range of 0.50–143 mg kg!1 (Ross et al., 2007). A survey of soil
profiles covering 26 countries in Europe gave a median arsenic
concentration of 7.03 mg kg!1 in topsoils (840 samples) and
6.02 mg kg!1 in subsoils (783 samples) (FOREGS, 2005).
Concentrations of 1000 mg kg!1 or more have been found at
contaminated sites close to smelters or industrial sites (Lumsdon
et al., 2001). Arsenic and its compounds are used as pesticides,
especially herbicides and insecticides, and high arsenic levels in
soils over the cotton-growing areas of theUnited States reflect the
past use of such pesticides (US EPA, 2006; see Chapter 11.15).
Comparison of soil samples taken following the 2005 flooding
of New Orleans with archived soil samples collected in
1998–1999 suggests that the flooding resulted in the deposition
of arsenic-contaminated sediments (Rotkin-Ellman et al., 2010).

11.2.4.2 National and International Standards for
Drinking Water

National standards for maximum concentrations of arsenic
in drinking water have been declining over the last few decades
as the toxicity of arsenic has become apparent. The 1903
report of the Royal Commission on Arsenic Poisoning in the
United Kingdom set a standard of 150 mg l!1. In 1942, the US
Public Health Service set a drinking-water standard of 50 mg l!1

for interstate water carriers and this was adopted nationally by
the US EPA in 1975.

The WHO guideline value for arsenic in drinking water was
reduced from 50 mg l!1 to a provisional value of 10 mg l!1 in
1993, based on a 6"104 excess skin cancer risk, 60 times higher
than the factor normally used to protect human health (Kapaj
et al., 2006). In most western countries, the limit for arsenic in
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drinking water is now also 10 mg l!1 (Yamamura, 2003). This
includes the European Union (EU) and the United States.
The standard in Switzerland remains at 50 mg l!1. While the
US EPA maximum contaminant level (MCL) is now 10 mg l!1,
they have also set an MCL goal of zero for arsenic in drinking
water, reflecting the risk to human health.

11.2.4.3 Abundance and Distribution in Natural Waters

Concentrations of arsenic in natural waters vary by more than
four orders of magnitude and depend on the source of the
arsenic and the local geochemical conditions (Smedley and
Kinniburgh, 2002). The greatest range and highest concentra-
tions of arsenic are found in groundwaters, soil solutions, and
sediment pore waters because of the presence of favorable
conditions for arsenic release and accumulation. Arsenic is
mobilized at pH values normally found in groundwaters (pH
6.5–8.5) and under both oxidizing and reducing conditions
(Dissanayake and Chandrajith, 2009). Because the range in
concentrations of arsenic in water is large, ‘typical’ values are
difficult to derive. Concentrations can also vary significantly
with time. Oil spills and leakages increase concentrations of
arsenic in both fresh and marine water. Moreover, oil prevents
underlying sediments from adsorbing the arsenic, which would
remove it from the water column (Wainipee et al., 2010).

11.2.4.3.1 Atmospheric precipitation
Arsenic enters the atmosphere as a result of wind erosion,
volcanic emissions, low-temperature volatilization from soils,
marine aerosols, and pollution. It is returned to the Earth’s
surface by wet and dry deposition. The most important pollut-
ant inputs are from smelter operations and fossil-fuel combus-
tion. Concentrations of arsenic in rainfall and snow in rural
areas are typically <0.03 mg l!1 (Table 6), although they are

Table 6 Concentration ranges of arsenic in various water bodies

Water body and location Arsenic concentration:
average or range (mg l!1)

Rainwater
Maritime 0.02
Terrestrial (western USA) 0.013–0.032
Coastal (Mid-Atlantic, USA) 0.1 (<0.005–1.1)
Snow (Arizona) 0.14 (0.02–0.42)
Terrestrial rain 0.46
Seattle rain, impacted by copper smelter 16
River water
Various 0.83 (0.13–2.1)
Norway 0.25 (<0.02–1.1)
Southeast USA 0.15–0.45
USA 2.1
Dordogne, France 0.7
Po River, Italy 1.3
Polluted European rivers 4.5–45
River Danube, Bavaria 3 (1–8)
Schelde catchment, Belgium 0.75–3.8 (up to 30)
High-As groundwater influenced
Northern Chile 400–450
Northern Chile 190–21800
Córdoba, Argentina 7–114
Geothermally influenced
Sierra Nevada, USA 0.20–264
Waikato, New Zealand 44 (19–67): 32 (28–36)
Madison and Missouri Rivers, USA 10–370
Mining influenced
Ron Phibun, Thailand 218 (4.8–583)
Ashanti, Ghana 284 (<2–7900)
British Columbia, Canada 17.5 (<0.2–556)
Lake water
British Columbia 0.28 (<0.2–0.42)
Ontario 0.7
France 0.73–9.2 (high Fe)
Japan 0.38–1.9
Sweden 0.06–1.2
Geothermally influenced
Western USA 0.38–1000
Mining influenced
Northwest Territories, Canada 270 (64–530)
Ontario, Canada 35–100
Estuarine water
Oslofjord, Norway 0.7–2.0
Saanich Inlet, British Columbia 1.2–2.5
Rhône Estuary, France 2.2 (1.1–3.8)
Krka Estuary, Croatia 0.13–1.8
Mining and industry influenced
Loire Estuary, France up to 16
Tamar Estuary, UK 2.7–8.8
Schelde Estuary, Belgium 1.8–4.9
Seawater
Deep Pacific and Atlantic 1.0–1.8
Coastal Malaysia 1.0 (0.7–1.8)
Coastal Spain 1.5 (0.5–3.7)
Coastal Australia 1.3 (1.1–1.6)
Groundwater
Various USA aquifers <1–2600
Various UK aquifers <0.5–57
Bengal Basin, West Bengal, Bangladesh <0.5–3200
Chaco-Pampean Plain, Argentina <1–5300

(Continued)

Table 6 (Continued)

Water body and location Arsenic concentration:
average or range (mg l!1)

Lagunera, northern Mexico 8–620
Inner Mongolia, China <1–2400
Taiwan <10 to 1820
Great Hungarian Plain, Hungary, Romania <2–176
Red River Delta, Vietnam 1–3050
Mining-contaminated groundwaters 50–10000
Geothermal water <10–50000
Mineralized area, Bavaria, Germany <10–150
Herbicide-contaminated groundwater,
Texas

408000

Mine drainage
Various, USA <1–850000
Ural Mountains 400000
Sediment pore water
Baseline, Swedish estuary 1.3–166
Baseline, clays, Saskatchewan, Canada 3.2–99
Baseline, Amazon shelf sediments up to 300
Mining-contam’d, British Columbia 50–360
Tailings impoundment, Ontario, Canada 300–100000

Modified from a compilation by Smedley and Kinniburgh (2002).
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generally higher in areas affected by smelters, coal burning,
and volcanic emissions. Andreae (1980) found arsenic concen-
trations of about 0.5 mg l!1 in rainfall from areas affected by
smelting and coal burning. Higher concentrations (average
16 mg l!1) have been reported in rainfall 35 km downwind of
a copper smelter in Seattle, USA (Crecelius, 1975). Values for
Arizona snowpacks (Barbaris and Betterton, 1996) are also
slightly above baseline concentrations, probably because of
inputs from smelters, power plants, and soil dust. A study of
sediments in Canada found that profiles of arsenic reflected its
deposition as a result of past coal combustion and historical
measurements of arsenic in dry and wet atmospheric deposi-
tion in rural areas of North America (Couture et al., 2008). In
most industrialized countries, sources of airborne arsenic are
limited as a result of air pollution-control measures. Unless
significantly contaminated, atmospheric precipitation contrib-
utes little arsenic to surface waters.

11.2.4.3.2 River water
Concentrations of arsenic in river waters are also low (typically
in the range 0.1–2.0 mg l!1; Table 6; see Chapter 7.7). They
vary according to bedrock lithology, river flow, the composi-
tion of the surface recharge, and the contribution from base-
flow. The lowest concentrations have been found in rivers
draining arsenic-poor bedrocks. Seyler and Martin (1991)
reported average concentrations as low as 0.13 mg l!1 in rivers
flowing over karstic limestone in the Krka region of Yugoslavia.
Lenvik et al. (1978) also reported average concentrations of
about 0.25 mg l!1 arsenic in rivers draining basement rocks in
Norway.

Relatively high concentrations of naturally occurring arse-
nic in rivers can occur as a result of geothermal activity or the
influx of high-arsenic groundwaters. Arsenic concentrations of
10–70 mg l!1 have been reported in river waters from geother-
mal areas, including the western United States and New Zealand
(McLaren and Kim, 1995; Nimick et al., 1998; Robinson et al.,
1995). Higher concentrations, up to 370 mg l!1, from the
Yellowstone geothermal system have been reported in the
Madison River in Wyoming and Montana as a result of geo-
thermal influence. Wilkie and Hering (1998) also found con-
centrations in the range of 85–153 mg l!1 in Hot Creek, a
tributary of the Owens River, California. Values higher than
27 mg l!1 are reported over the volcanic area of Naples, Italy
(FOREGS, 2005). Some river waters affected by geothermal
activity show distinct seasonal variations in arsenic concentra-
tion. Concentrations in the Madison River are highest during
low-flow conditions, reflecting the increased proportion of geo-
thermal water (Nimick et al., 1998). In the Waikato river system
of New Zealand, arsenic maxima occur in the summer months,
reflecting temperature-controlled microbial reduction of As(V)
to the more mobile As(III) species (McLaren and Kim, 1995).

Increased arsenic concentrations are also found in some
river waters dominated by baseflow in arid areas. Such waters
often have a high pH and alkalinity. For example, surface
waters from the Loa River Basin of northern Chile (Atacama
desert) contain naturally occurring arsenic in the range
190–21800 mg l!1 (Cáceres et al., 1992). The high arsenic
concentrations correlate with high salinity. While geothermal
inputs of arsenic are likely to be important, evaporative con-
centration of the baseflow-dominated river water is also likely

to concentrate arsenic in the prevailing arid conditions. In-
creased arsenic concentrations (up to 114 mg l!1) have also
been reported in alkaline river waters from central Argentina
where regional groundwater arsenic concentrations are high
(Lerda and Prosperi, 1996).

Although bedrock influences river water arsenic concentra-
tions, rivers with typical pH and alkalinity values ((pH 5–7,
HCO3 < 100 mg l!1) generally contain lower concentrations
of arsenic, even where groundwater concentrations are high,
because of oxidation and adsorption of arsenic onto particu-
late matter in the stream bed and dilution by surface runoff.
Arsenic concentrations in the range of 0.5–2.7 mg l!1 have been
reported for seven river water samples from Bangladesh, with
one sample containing 29 mg l!1 (BGS and DPHE, 2001).

High arsenic concentrations in river waters can also reflect
pollution from industrial or sewage effluents. Andreae and
Andreae (1989) reported arsenic concentrations up to 30 mg l!1

in water from the River Zenne, Belgium, which is affected by
urban and industrial waste, particularly sewage. The background
arsenic concentration was in the range 0.75–3.8 mg l!1. Durum
et al. (1971) found that 79% of surface waters from the United
States had arsenic concentrations below the detection limit of
10 mg l!1. The highest concentration, 1100 mg l!1, was reported
from Sugar Creek, South Carolina, downstream of an industrial
complex.

Arsenic can also be derived from mine wastes and tailings.
Azcue and Nriagu (1995) reported baseline concentrations of
0.7 mg l!1 in the Moira River, Ontario, upstream of gold mine
tailings, with concentrations up to 23 mg l!1 downstream.
Azcue et al. (1994) reported concentrations up to 556 mg l!1

(average 17.5 mg l!1) in streams drainingmine tailings in British
Columbia. Williams et al. (1996) and Smedley (1996) noted
high arsenic concentrations (typically around 200–300 mg l!1)
in surface waters from areas of tin and goldmining, respectively.
Such anomalies tend to be localized because of the strong
adsorption of arsenic by oxide minerals, especially iron oxide,
under oxidizing and neutral to acidic conditions typical of many
surface waters. Arsenic concentrations are therefore not always
very high even in mining areas. For example, stream water
arsenic concentrations from the Dalsung Cu–W mining area of
Korea ranged from 0.8 to 19.1 mg l!1 (Jung et al., 2002).

11.2.4.3.3 Lake water
Arsenic concentrations in lake waters are typically close to
or lower than those of river waters. Baseline concentrations
of <1 mg l!1 have been reported from Canada (Table 6)
(Azcue and Nriagu, 1995; Azcue et al., 1995). Higher concen-
trations in lake waters may reflect geothermal sources ormining
activity. Concentrations of 100–500 mg l!1 have been reported
in some mining areas and up to 1000 mg l!1 in geothermal
areas. However, arsenic concentrations can be much lower in
mining-affected lake waters as a result of adsorption onto iron
oxides under neutral to mildly acidic conditions. For example,
Azcue et al. (1994) reported concentrations in lake waters af-
fected by mining activity in Canada of about 0.3 mg l!1, close to
background values.

High arsenic concentrations can also occur in alkaline,
closed-basin lakes. Mono Lake, CA, has dissolved arsenic con-
centrations of 10000–20000 mg l!1 with pH values in the
range 9.5–10 as a result of the combined influences of
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geothermal activity, weathering of mineralized volcanic rocks,
evaporation of water at the lake surface, and a thriving popu-
lation of arsenate-respiring bacteria (Maest et al., 1992;
Oremland et al., 2000).

Arsenic concentrations show considerable variations in
stratified lakes because of changes in redox conditions or
biological activity (Aggett and O’Brien, 1985; Hering and
Kneebone, 2002). Arsenic concentrations increase with depth
in lake waters in Ontario, probably because of an increasing
ratio of As(III) to As(V) and an influx of mining-contaminated
sediment porewaters at the sediment–water interface (Azcue and
Nriagu, 1995). In other cases, seasonal depletion at the surface
parallels that of nutrients such as silicate (Kuhn and Sigg, 1993).
Concentrations are higher at depth in summer when the pro-
portion of As(III) is greatest, probably reflecting lower oxygen
concentrations as a result of biological productivity.

11.2.4.3.4 Seawater and estuaries
Average arsenic concentrations in open seawater are typically
around 1.5 mg l!1 (Table 6; see Chapter 8.2). Surface deple-
tion, as with nutrients such as silicate, has been observed in
some seawater samples, but not others. Concentrations in
estuarine water are more variable because of different river
inputs and salinity or redox gradients, but they typically con-
tain less than 4 mg l!1. Peterson and Carpenter (1983) found
arsenic concentrations of between 1.2 and 2.5 mg l!1 in waters
from Saanich Inlet, British Columbia. Concentrations of less
than 2 mg l!1 were found in Oslofjord, Norway (Abdullah
et al., 1995). Higher concentrations reflect industrial or mining
effluents (e.g., Tamar, Schelde, Loire Estuaries) or inputs of
geothermal water.

Some studies have reported conservative behavior during
estuarine mixing. In the unpolluted Krka Estuary of Yugoslavia,
Seyler and Martin (1991) observed a linear increase in total
arsenic with increasing salinity, ranging from 0.13 mg l!1 in
freshwaters to 1.8 mg l!1 offshore. Other studies, however,
have observed nonconservative behavior in estuaries due to
processes such as diffusion from sediment pore waters and
coprecipitation with iron oxides or anthropogenic inputs
(Andreae and Andreae, 1989; Andreae et al., 1983). The floccu-
lation of iron oxides at the freshwater–saline interface as a result
of increases in pH and salinity can lead tomajor decreases in the
arsenic flux to the oceans (Cullen and Reimer, 1989).

11.2.4.3.5 Groundwater
The concentration of arsenic in most groundwater is<10 mg l!1

(Edmunds et al., 1989;Welch et al., 2000; seeChapter 11.1) and
often below the detection limits of routine analytical methods.
An analysis of groundwaters used for public supply in the
United States showed that only 7.6% exceeded 10 mg l!1 with
64% containing <1 mg l!1 (Focazio et al., 1999). Nonetheless,
naturally high-arsenic groundwaters are found in aquifers in
some areas of the world and concentrations occasionally reach
the milligram per liter range (Smedley and Kinniburgh, 2002).
Arsenic levels are naturally high in groundwaters in Bangladesh,
Hungary (Smedley and Kinniburgh, 2002), and Holland (Van
der Veer, 2006), associated with subsiding Holocene deltaic
sediments near recently emergent Himalayan or Alpine moun-
tain ranges. Industrially contaminated groundwater can also
give rise to very high dissolved arsenic concentrations, but

areas affected are usually localized. For example, Kuhlmeier
(1997) found concentrations of arsenic up to 408000 mg l!1 in
groundwater close to a herbicide plant in Texas.

The physicochemical conditions favoring arsenic mobiliza-
tion in aquifers are variable, complex, and poorly understood,
although some of the key factors leading to high groundwater
arsenic concentrations are now known. Mobilization can occur
under strongly reducing conditions where arsenic, mainly as
As(III), is released by desorption from, and/or dissolution of,
iron oxides. Many such aquifers are sufficiently reducing for
sulfate reduction, and in some cases for methane generation, to
occur (Ahmed et al., 1998). Immobilization under reducing
conditions is also possible: some sulfate-reducing microorgan-
isms can respire As(V) leading to the formation of an As2S3
precipitate (Newman et al., 1997a,b). Some immobilization of
arsenic may also occur if iron sulfides are formed.

Reducing conditions favorable for arsenic mobilization
have been reported most frequently from young (Quaternary)
alluvial, deltaic sediments, where the interplay of tectonic,
isostatic, and eustatic factors have resulted in complex patterns
of sedimentation and the rapid burial of large amounts of
sediment together with fresh organic matter during delta pro-
gradation. Thick sequences of young sediments are quite often
the sites of high groundwater arsenic concentrations. The most
notable example of these conditions is the Bengal Basin which
incorporates Bangladesh and West Bengal (BGS and DPHE,
2001). Other examples include Nepal, Myanmar, Cambodia,
parts of northern China (Luo et al., 1997; Smedley et al., 2003;
Wang and Huang, 1994), the Great Hungarian Plain of
Hungary and Romania (Gurzau and Gurzau, 2001; Varsányi
et al., 1991), the Red River Delta of Vietnam (Berg et al., 2001),
Mekong River Delta, Vietnam (Hoang et al., 2010), and parts
of western United States (Korte, 1991; Welch et al., 2000).
Recent groundwater extraction in many of these areas, either
for public supply or for irrigation, will have induced increased
groundwater flow and this could induce further transport of the
arsenic (Harvey et al., 2002). Probability modeling and mea-
sured arsenic concentrations in the Red River Delta, Vietnam,
indicate drawdown of arsenical waters from Holocene aquifers
to previously uncontaminated Pleistocene aquifers as a result
of >100 years of groundwater abstraction (Winkel et al., 2011).

High concentrations of naturally occurring arsenic are also
found in oxidizing conditions where groundwater pH values
are high ((>8) (Smedley and Kinniburgh, 2002). In such
environments, inorganic As(V) predominates and arsenic
concentrations are positively correlated with those of other
anion-forming species such as HCO3

!, F!, H3BO3, and
H2VO4

!. Examples include parts of western United States, for
example, the San Joaquin Valley, California (Fujii and Swain,
1995), Lagunera region of Mexico (Del Razo et al., 1990),
Antofagasta area of Chile (Cáceres et al., 1992; Sancha and
Castro, 2001), and the Chaco-Pampean Plain of Argentina
(Nicolli et al., 1989; Smedley et al., 2002) (Table 6). These
high-arsenic groundwater provinces are usually in arid or semi-
arid regionswhere groundwater salinity is also high. Evaporation
has been suggested to be an important additional cause of arse-
nic accumulation in some arid areas (Welch and Lico, 1998).

High concentrations of arsenic have also been found in
groundwater from areas of bedrock and placer mineralization,
which are often the sites of mining activities. Arsenic
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concentrations of up to 5000 mg l!1 have been found in
groundwater associated with former tin-mining activity in the
Ron Phibun area of Peninsular Thailand, the source most likely
being oxidized arsenopyrite. Many cases have also been
reported from other parts of the world, including the United
States, Canada, Poland, and Austria. Examples include the Fair-
banks mining district of Alaska, where arsenic concentrations
up to 10000 mg l!1 have been found in groundwater (Welch
et al., 1988), and the Coeur d’Alene district of Idaho, where
groundwater arsenic concentrations of up to 1400 mg l!1 have
been reported (Mok and Wai, 1990).

Groundwater arsenic problems in nonmined mineralized
areas are less common, but Boyle et al. (1998) found concen-
trations up to 580 mg l!1 in groundwater from the sulfide
mineralized areas of Bowen Island, British Columbia.
Heinrichs and Udluft (1999) also found arsenic concentrations
up to 150 mg l!1 in groundwater from a mineralized sandstone
aquifer in Bavaria.

11.2.4.3.6 Sediment pore water
Much higher concentrations of arsenic frequently occur in pore
waters extracted from unconsolidated sediments than in over-
lying surface waters. Widerlund and Ingri (1995) reported
concentrations in the range 1.3–166 mg l!1 in pore waters
from the Kalix River estuary, northern Sweden. Yan et al.
(2000) found concentrations in the range 3.2–99 mg l!1 in
pore waters from clay sediments in Saskatchewan, Canada.

High concentrations are frequently found in pore waters
from geothermal areas. Aggett and Kriegman (1988) reported
arsenic concentrations up to 6430 mg l!1 in anoxic pore waters

from Lake Ohakuri, New Zealand. Even higher concentrations
have been found in pore waters from sediments contaminated
with mine tailings or draining ore deposits. McCreadie et al.
(2000) reported concentrations up to 100000 mg l!1 in pore
waters extracted from mine tailings in Ontario, Canada. High
pore water-arsenic concentrations probably reflect the strong
redox gradients that often occur over a few centimeters below
the sediment–water interface. Burial of fresh organic matter
and the slow diffusion of oxygen through the sediment lead
to reducing conditions with the consequent reduction of As(V)
to As(III) and the desorption and dissolution of arsenic from
iron and manganese oxides.

There is much evidence of arsenic being released into shal-
low sediment pore waters and overlying surface waters in re-
sponse to temporal variations in redox conditions. Sullivan and
Aller (1996) investigated arsenic cycling in shallow sediments
from an unpolluted area of the Amazonian offshore shelf. They
found pore water-arsenic concentrations of up to 300 mg l!1 in
anaerobic sediments with nearly coincident peaks of dissolved
arsenic and iron. The peaks for iron concentration were often
slightly above those of arsenic (Figure 1). The magnitude of the
peaks and their depths varied from place to place and possibly
seasonally, but were typically between 50 and 150 cm beneath
the sediment–water interface (Sullivan and Aller, 1996). There
was no correlation between pore water-arsenic concentrations
and sediment-arsenic concentrations (Figure 1).

11.2.4.3.7 Acid mine drainage
Acid mine drainage (AMD), which can have pH values as
low as –3.6 (Nordstrom et al., 2000), can contain high
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concentrations of many solutes, including iron and arsenic
(see Chapter 11.5). The highest reported arsenic concentra-
tion, 850000 mg l!1, was found in an acid seep in Richmond
mine, California (Nordstrom and Alpers, 1999). Plumlee
et al. (1999) reported concentrations ranging from <1 to
340000 mg l!1 in 180 samples of mine drainage from the
United States, with the highest values from Richmond mine.
Gelova (1977) also reported arsenic concentrations of
400000 mg l!1 in the Ural Mountains. Dissolved arsenic in
AMD is rapidly removed as the pH increases and as iron is
oxidized and precipitated as hydrous ferric oxide (HFO), copre-
cipitating large amounts of arsenic.

11.2.4.4 Arsenic Species in Natural Waters

The speciation of arsenic in natural waters is controlled by
reduction, oxidation, and methylation reactions that affect its
solubility, transport, bioavailability, and toxicity (Hering and
Kneebone, 2002). The relatively small amount of arsenic re-
leased into stream waters during weathering is mobile only if
the pH and Eh are sufficiently low to favor its persistence in
trivalent form. Otherwise, dissolved arsenic is rapidly oxidized
to insoluble As5þ and it becomes sorbed as the arsenate ion
(AsO4

3!) by hydrous iron and manganese oxides, clays, and
organic matter (Cheng et al., 2009). Inorganic speciation is
important because the varying protonation and charge of the
arsenic species present at different oxidation states has a strong
effect on their behavior, for example, their adsorption. While
the concentrations of organic arsenic species are low in most
natural environments, the methylated and dimethylated As(III)
species are now of considerable interest as they have recently
been found to be more cytotoxic, genotoxic, and potent enzyme
inhibitors than inorganic As(III) (Thomas et al., 2001).

11.2.4.4.1 Inorganic species
Redox potential (Eh) and pH are the most important factors
governing inorganic arsenic speciation. The redox behavior of
inorganic arsenic species is complex and is mediated by chem-
ical reactions such as ligand exchange, precipitation with iron
and sulfide, adsorption to clay and metals, and biotic and
abiotic oxidation–reduction reactions (Cullen and Reimer,
1989; Ferguson and Gavis, 1972; Fisher et al., 2007). Under
oxidizing conditions, and pH less than about 6.9, H2AsO4

! is
dominant, while at higher pH, HAsO4

2! is dominant (H3AsO4
0

and AsO4
3! may be present in extremely acid and alkaline

conditions, respectively) (Figure 2) (Nordstrom and Archer,
2003; Yan et al., 2000). Under reducing conditions where the
pH is less than about 9.2, the uncharged arsenite species,
H3AsO3, predominates. Native arsenic is stable under strongly
reducing conditions.

In the presence of high concentrations of reduced sulfur
and low pH, dissolved As(III)-sulfide species can be formed
rapidly by reduction of arsenate by H2S. There is now strong
evidence for the existence of the trimer, As3S4(SH)2

!, under
strongly reducing, acidic and sulfur-rich conditions with the
thioarsenite species, AsO(SH)2

!, appearing at higher pHs
(Helz et al., 1995; Nordstrom and Archer, 2003; Rochette
et al., 2000; Schwedt and Rieckhoff, 1996). Reducing, acidic
and sulfur-rich conditions also favor precipitation of orpiment
(As2S3), realgar (AsS), or other arsenic sulfide minerals (Cullen

and Reimer, 1989). High concentrations of arsenic are unlikely
in acidic waters containing high concentrations of free sulfide
(Moore et al., 1988). In more alkaline waters, As(III) sulfides
are more soluble and higher dissolved arsenic concentrations
could persist. There is some evidence for the existence of
As(V)–carbonate species (Kim et al., 2000), but their environ-
mental significance has not yet been understood. Examination
of the effects of sulfide on aerobic arsenite oxidation in alkaline
lake water samples and in laboratory enrichment culture
showed that arsenite oxidation occurred only in treatments
with bacteria present; production of arsenate was greatly en-
hanced by the addition of sulfide or thiosulfate (Fisher et al.,
2007). Like dissolved hydrogen, arsine is only expected under
extremely reducing conditions. Green rusts, complex Fe(II)–
Fe(III) hydroxide minerals that form under reducing condi-
tions, have been shown to be able to reduce selenate to selenite
abiotically but not arsenate to arsenite (Randall et al., 2001).

The Eh–pH diagram for the As–O–S system is shown in
Figure 3. While such diagrams are useful, they necessarily
simplify highly complex natural systems. For example, iron is
not included despite its strong influence on arsenic speciation.
Hence, scorodite (FeAsO4%2H2O), an important arsenic-
bearing mineral found under a wide range of near-neutral,
oxidizing conditions, is not represented; neither is the copreci-
pitation of arsenic with pyrite, nor the formation of arsenopy-
rite (FeAsS) under reducing conditions. The relative stability of
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the various As–S minerals is very sensitive to their assumed free
energies of formation and the stability of the various soluble
As–S species. The Eh–pH diagram can vary significantly
depending on the chosen forms of realgar and orpiment, in-
cluding their crystallinity.

The extent of redox equilibrium in natural waters has been
the cause of considerable discussion. In the case of arsenic,
Cherry et al. (1979) suggested that redox equilibrium was
sufficiently rapid for As(V)/As(III) ratios to be useful indicators
of redox status. Subsequent findings have been somewhat
equivocal (Welch et al., 1988) although some recent data for
pore water As(V)/As(III) ratios and Eh measurements have
indicated substantial consistency (Yan et al., 2000). While
observations of the rate of oxidation of As(III) in
groundwater are difficult under field conditions, the rates are
believed to be slow. However, biological activity in these wa-
ters is also generally low, making redox equilibrium easier to
attain than in more productive environments.

11.2.4.4.2 Organic species
Organic arsenic species are important in food, especially
fish and marine invertebrates such as lobsters (AsB and arseno-
sugars), and in blood and urine (monomethylarsonate
(MMA) and dimethylarsinate (DMA)), although they usually
form only a minor component of arsenic in natural waters
(Francesconi and Kuehnelt, 2002; National Research Council,
1999). Their concentrations are greatest in organic-rich waters
such as soil and sediment pore waters and productive lake
waters and least in groundwaters. The concentrations of or-
ganic species are increased by methylation reactions catalyzed
by microbial activity, including bacteria, yeasts, and algae. The
dominant organic forms found are DMA and MMA in which
arsenic occurs in the pentavalent state. Proportions of these
two species are reported to increase in summer as a result of
increased microbial activity (Hasegawa, 1997). Organic species
may also be more abundant close to the sediment–water inter-
face (Hasegawa et al., 1999).

Small concentrations of trimethylarsonate, AsB, AsC, and
phenylarsonate have been observed occasionally (Florencio
et al., 1997). Arsenic can also be bound to humic material,
but this has not been well characterized and may involve
ternary complexes with strongly bound cations such as Fe3þ.

There have been reports of ‘hidden’ arsenic species in natu-
ral waters. These are organic species that do not form arsine gas
with NaBH4 and were therefore undetected in early speciation
studies. Some, though not all, such arsenic species are detected
after UV irradiation of samples (Hasegawa et al., 1999;
National Research Council, 1999).

11.2.4.4.3 Observed speciation in different water types
The oxidation states of arsenic in rainwater vary according to
source, but are likely to occur dominantly as As(III) when
derived from smelters, coal burning, or volcanic sources. Or-
ganic arsenic species may be derived by volatilization from
soils, and arsine (As(–III)H3) may be produced from landfills
and reducing soils such as paddy soils and peats. Arsenate may
be derived from marine aerosols. Reduced forms will undergo
oxidation in the atmosphere and reactions with atmospheric
SO2 or O3 are likely (Cullen and Reimer, 1989).

In oxic seawater, the As(V) species predominates, though
some As(III) is invariably present, especially in anoxic bottom
waters. As(V) should exist mainly as HAsO4

2! and H2AsO4
!

in the pH range of seawater (pH around 8.2; Figures 2 and 3)
and As(III) mainly as the neutral species H3AsO3. In fact,
relatively high proportions of H3AsO3 occur in surface
ocean waters (Cullen and Reimer, 1989) where primary pro-
ductivity is high, often with increased concentrations of or-
ganic arsenic species as a result of methylation reactions by
phytoplankton.

The relative proportions of arsenic species in estuarine wa-
ters are more variable because of changes in redox, salinity, and
terrestrial inputs (Abdullah et al., 1995; Howard et al., 1988).
As(V) tends to dominate, although Andreae and Andreae
(1989) found increased proportions of As(III) in the Schelde
Estuary of Belgium, with the highest values in anoxic zones
near sources of industrial effluent. Increased proportions of
As(III) also occur near sources of mine effluent (Andreae and
Andreae, 1989). Seasonal variations in concentration and spe-
ciation have been reported in seasonally anoxic waters (Riedel,
1993). Peterson and Carpenter (1983) reported a clear cross-
over in the proportions of the two species with increasing
depth in the Saanich Inlet of British Columbia. As(III) repre-
sented only 5% (0.10 mg l!1) of the dissolved arsenic above the
redox front but 87% (1.58 mg l!1) below it. In marine and
estuarine waters, organic forms of arsenic are usually less abun-
dant but are often detected (Howard et al., 1999; Riedel, 1993).
Their concentrations depend on the abundance and species of
biota present and on temperature.

In lake and river waters, As(V) is generally dominant
(Pettine et al., 1992; Seyler and Martin, 1990), although con-
centrations and relative proportions of As(V) and As(III) vary
seasonally according to changes in input sources, redox condi-
tions, and biological activity. The presence of As(III) may be
maintained in oxic waters by biological reduction of As(V),
particularly during summer months. Higher proportions of
As(III) occur in rivers close to sources of As(III)-dominated
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industrial effluent (Andreae and Andreae, 1989) or where there
is a component of geothermal water.

Proportions of As(III) and As(V) are particularly variable in
stratified lakes with seasonally variable redox gradients (Kuhn
and Sigg, 1993). In the stratified, hypersaline, hyperalkaline
Mono Lake (California, USA), As(V) predominates in the
upper oxic layer and As(III) in the reducing layer (Maest
et al., 1992; Oremland et al., 2000). Oremland et al. (2000)
measured in situ rates of dissimilatory As(V) reduction in the
lake and found that this could potentially mineralize 8–14% of
the annual pelagic primary productivity during meromixis, a
significant amount for a trace element, and about one-third of
the amount of sulphate reduction. Such reduction does not
occur in the presence of NO3. In fact, NO3 leads to the rapid,
microbial reoxidation of As(III) to As(V) (Hoeft et al., 2002).
Fe(III) acts similarly.

The speciation of arsenic in lakes does not always follow
thermodynamic predictions. Recent studies have shown that
arsenite predominates in the oxidized epilimnion of some
stratified lakes while arsenate may persist in the anoxic hypo-
limnion (Kuhn and Sigg, 1993; Newman et al., 1998; Seyler
and Martin, 1989). Proportions of arsenic species can also vary
according to the availability of particulate iron and manganese
oxides (Kuhn and Sigg, 1993; Pettine et al., 1992). Sunlight
could promote oxidation in surface waters (Voegelin and Hug,
2003).

In groundwaters, the ratio of As(III) to As(V) can vary
greatly in relation to changes in the abundance of redox-active
solids, especially organic carbon, the activity of microorgan-
isms, and the extent of convection and diffusion of oxygen
from the atmosphere. As(III) typically dominates in strongly
reducing aquifers in which Fe(III) and sulfate reduction is
taking place. Reducing high-arsenic groundwaters from
Bangladesh have As(III)/AsT ratios varying between 0.1 and
0.9 but are typically around 0.5–0.6 (Smedley et al., 2001a).
Ratios in reducing groundwaters from Inner Mongolia are
typically 0.6–0.9 (Smedley et al., 2003). Concentrations of
organic forms of arsenic are generally small or negligible in
groundwaters (e.g., Chen et al., 1995; Del Razo et al., 1990).

11.2.4.5 Microbial Controls

The toxicity of arsenic results from its ability to interfere with a
number of key biochemical processes. Arsenate can interfere
with phosphate biochemistry (oxidative phosphorylation) as a
result of their chemical similarity. Arsenite tends to inactivate
sulfhydryl groups of cysteine residues in proteins (Oremland
et al., 2002; Santini et al., 2002). Microbes have evolved various
detoxification strategies for dealing with this (Frankenberger,
2002; Mukhopadhyay et al., 2002; Rosen, 2002). Some mi-
crobes have also evolved to use arsenic as an energy source.
Certain chemoautotrophs oxidize As(III) by using O2, nitrate,
or Fe(III) as a terminal electron acceptor and CO2 as their sole
carbon source. A select group of other organisms grows in
anaerobic environments by using As(V) for the oxidation of
organic matter or H2 gas (Newman et al., 1998; Oremland and
Stolz, 2003; Oremland et al., 2002, 2000; Stolz and Oremland,
1999). Such so-called dissimilatory arsenate reduction (DAsR)
was discovered only relatively recently (Ahmann et al., 1994).
Fourteen species of Eubacteria, including Sulfurospirullum

species, have so far been shown to be capable of DAsR
(Herbel et al., 2002a) as well as two species of hyperthermo-
philes from the domain Archaea. Laboratory studies indicate
that microbial processes involved in As(V) reduction and
mobilization are many times faster than inorganic chemical
transformations and that microorganisms play an important
role in subsurface arsenic cycling (Ahmann et al., 1997;
Bhattacharya et al., 2007; Islam et al., 2004; Jones et al.,
2000). In Mono Lake, eastern California, a hypersaline and
alkaline water body bacterium strain GFAJ-1 of the Halomo-
nadaceae has been reported, which substitutes arsenic for
phosphorus to sustain its growth (Wolfe-Simon et al., 2011).

The bacterium Thiobacillus has been shown to have a direct
role in precipitating ferric arsenate sulfate (Leblanc et al.,
1996). Temporal variations between the proportions of arse-
nate and arsenite have been observed in the Waikato River,
New Zealand, and may reflect the reduction of As(V) to As(III)
by epiphytic bacteria associated with the alga Anabaena oscillar-
oides. Arsenate reduction does not necessarily take place as an
energy-providing (dissimilatory) process (Hoeft et al., 2002).
Detoxifying arsenate reductases in the cytoplasm does not
provide a means of energy generation. Macur et al. (2001)
found active As(V) to As(III) reduction under oxic conditions
in limed mine tailings, which they ascribed to a detoxification
rather than an energy-producing, respiratory process. This is
often combined with an As(III) efflux pump to expel the toxic
As(III) from the cell. Purely chemical (abiotic) reduction of
As(V) to As(III) has not been documented.

Arsenic can also be released indirectly as a result of other
microbially induced redox reactions. For example, the dissim-
ilatory iron-reducing bacterium Shewanella alga (strain BrY)
reduces Fe(III) to Fe(II) in scorodite (FeAsO4%2H2O), releasing
As(V) but not As(III) (Cummings et al., 1999). This process can
be rapid (Langner and Inskeep, 2000).

The rapid oxidation of As(III) has also been observed in the
geothermally fed Hot Creek in California (Wilkie and Hering,
1998). Oxidation with a pseudo-first-order half-life of approx-
imately 0.3 h was found to be controlled by bacteria attached
to macrophytes. Where microbial activity is high, there is
frequently a lack of equilibrium between the various redox
couples, including that of arsenic (Section 11.2.4.4). This is
especially true of soils (Masscheleyn et al., 1991).

11.2.5 Pathways and Behavior of Arsenic in the
Natural Environment

Most high-arsenic natural waters are groundwaters from par-
ticular settings such as mineralized, mined, and geothermal
areas, young alluvial deltaic basins, and inland semiarid ba-
sins (Smedley and Kinniburgh, 2002). The most extensive
areas of affected groundwater are found in the low-lying
deltaic areas of Southeast Asia, especially the Bengal Basin,
and in the large plains (‘pampas’) of South America. The
sediments of these areas typically have ‘average’ total arsenic
concentrations although concentrations may increase in iron
oxide-rich sediments. The chemical, microbiological, and
hydrogeological processes involved in the mobilization of
arsenic in such groundwaters are poorly understood, but
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probably involve early diagenetic reactions driven by redox
and/or pH changes.

11.2.5.1 Release from Primary Minerals

The arsenic in many natural waters is likely to have been derived
naturally from the dissolution of a mineral phase. The most
important primary sources are sulfide minerals, particularly ar-
senic-rich pyrite, which can contain up to 10% arsenic, and
arsenopyrite (FeAsS). In one study, the greatest concentrations
of arsenic were found in fine-grained (<2 mm) pyrite formed at
relatively low temperatures (120–200 #C) (Simon et al., 1999).
A variety of other sulfide minerals such as orpiment As2S3
and realgar As2S2 also occur in association with gold and base
metal deposits. Arsenic is a component of some complex
copper sulfides such as enargite (Cu3As4) and tennantite ((Cu,
Fe)12As4S13). Rare arsenides are also found inmineralized areas.
All of these minerals oxidize rapidly on exposure to the atmo-
sphere, releasing the arsenic to partition between water and
various secondaryminerals, particularly ironoxides. Bothmicro-
bially mediated redox reactions (Section 11.2.4.5) and abiotic
processes are involved. Bacteria can influence the oxidation state
of arsenic in aquatic environments (Oremland and Stolz, 2003).
Themicrobial oxidation of arsenicminerals such as arsenopyrite,
enargite, and orpiment has been discussed by Ehrlich (2002).

Oxidation of sulfide minerals can occur naturally or as a
result of mining activity. Arsenic-rich minerals around mines
may therefore produce arsenic-rich drainage locally, but this
tends to be attenuated rapidly as a result of adsorption of
various arsenic species by secondary minerals. Some of the
best-documented cases of arsenic contamination therefore
occur in areas of sulfide mineralization, particularly those
associated with gold deposits.

Oxidation is enhanced by mining excavations, mine dewa-
tering, ore roasting, and the redistribution of tailings in ponds
and heaps. In the past, this has been the cause of serious
environmental damage leading to high arsenic concentrations
in soils, stream sediments, surface waters and some groundwa-
ters, and even the local atmosphere. Although these activities
have often had a severe impact on the local environment, the
arsenic contamination in surface water and groundwater tends
to be restricted to within a few kilometers of the mine site.

Oxidation of arsenopyrite can be described by the reaction:

4FeAsSþ 13O2 þ 6H2O¼ 4Fe2þ þ 4AsO4
3! þ 4SO4

2! þ 12Hþ

which involves the release of acid, arsenic, and sulfate as
AMD (see Chapter 11.5). Further acidity is released by oxida-
tion of the Fe2þ and precipitation of HFO or schwertmannite.
These minerals readsorb some of the released arsenic, reducing
dissolved arsenic concentrations, and may eventually lead to
the formation of scorodite (FeAsO4%2H2O).

Experience from bioleaching of arsenic-rich gold ores has
shown that the ratio of pyrite to arsenopyrite is an important
factor controlling the speciation of the arsenic released
(Nyashanu et al., 1999). In the absence of pyrite, about 72%
of the arsenic released was As(III) whereas in the presence of
pyrite and Fe(III), 99% of the arsenic was As(V). It appears that
pyrite catalyzed the oxidation of As(III) by Fe(III) as Fe(III)
alone did not oxidize the arsenic (Nyashanu et al., 1999).

11.2.5.1.1 Examples of mining-related arsenic problems
Mining and mineral processing can cause arsenic contamina-
tion of the atmosphere (in the form of airborne dust), sedi-
ment, soil, and water. The contamination can be long-lasting
and remain in the environment long after the activities have
ceased (Camm et al., 2003). Recent estimates suggest that there
are approximately 11 million tonnes of arsenic associated with
copper and lead reserves globally (USGS, 2005). In developing
mines containing significant amounts of arsenic, careful con-
sideration is now given to treatment of wastes and effluents to
ensure compliance with legislation on permitted levels of ar-
senic that can be emitted to the environment. Such legislation
is becoming increasingly stringent. Arsenic contamination
from former mining activities has been identified in many
areas of the world including the United States (Plumlee et al.,
1999; Welch et al., 1999, 1988, 2000), Canada, Thailand,
Korea, Ghana, Greece, Austria, Poland, and the United Kingdom
(Smedley and Kinniburgh, 2002). Groundwater in some of
these areas has been found with arsenic concentrations as
high as 48000 mg l!1. Elevated arsenic concentrations have
been reported in soils of various mining regions around the
world (Kreidie et al., 2011). Some mining areas have AMD
with such low pH values that the iron released by oxidation
of the iron sulfide minerals remains in solution and therefore
does not scavenge arsenic. Well-documented cases of arsenic
contamination in the United States include the Fairbanks gold-
mining district of Alaska (Welch et al., 1988; Wilson and
Hawkins, 1978), the Coeur d’Alene Pb–Zn–Ag mining area of
Idaho (Mok and Wai, 1990), the Leviathan Mine (S), California
(Webster et al., 1994), Mother Lode (Au), California (Savage
et al., 2000), Summitville (Au), Colorado (Pendleton et al.,
1995), Kelly Creek Valley (Au), Nevada (Grimes et al., 1995),
Clark Fork river (Cu), Montana (Welch et al., 2000), Lake
Oahe (Au), South Dakota (Ficklin and Callender, 1989), and
RichmondMine (Fe, Ag, Au, Cu, Zn), IronMountain, California
(Nordstrom et al., 2000).

Phytotoxic effects attributed to high concentrations of arse-
nic have also been reported around theMina Turmalina copper
mine in the Andes, northeast of Chiclayo, Peru (Bech et al.,
1997). The main ore minerals involved are chalcopyrite,
arsenopyrite, and pyrite. Arsenic-contaminated groundwater
in the Zimapan Valley, Mexico, has also been attributed to
interaction with Ag–Pb–Zn, carbonate-hosted mineralization
(Armienta et al., 1997). Arsenopyrite, scorodite, and tennantite
were identified as probable source minerals in this area. In-
creased concentrations of arsenic have been found as a result of
arsenopyrite occurring naturally in Cambro–Ordovician lode
gold deposits in Nova Scotia, Canada. Tailings and stream
sediment samples show high concentrations of arsenic
(39 ppm), and dissolved arsenic concentrations in surface wa-
ters and tailing pore waters indicate that the tailings continue
to release significant quantities of arsenic. Biological sampling
demonstrated that both arsenic and mercury have bioaccumu-
lated to various degrees in terrestrial and marine biota, includ-
ing eels, clams, and mussels (Parsons et al., 2006).

Data for 34 mining localities of different metallogenic types
in different climatic settings were reviewed byWilliams (2001).
He proposed that arsenopyrite is the principal source of arsenic
released in such environments and concluded that in situ
oxidation generally resulted in the formation of poorly soluble
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scorodite, which limited the mobility and ecotoxicity of arse-
nic. The Ron Phibun tin-mining district of Thailand is an
exception (Williams et al., 1996). In this area, arsenopyrite
oxidation products were suggested to have formed in the allu-
vial placer gravels during the mining phase. Following cessa-
tion of mining activity and pumping, groundwater rebound
caused dissolution of the oxidation products. The role of scor-
odite in the immobilization of arsenic frommine workings has
been questioned by Roussel et al. (2000), who point out that
the solubility of this mineral exceeds drinking water standards
irrespective of pH.

11.2.5.1.2 Modern practice in mine-waste stabilization
Although large international mining companies now generally
work to high environmental standards, mineral working by
uncontrolled and disorganized groups (especially for gold)
continues to cause environmental problems in a number of
developing countries.

Modern mining practices including waste storage and treat-
ment are designed to minimize the risk of environmental
impacts (Johnson, 1995). In most countries, environmental
impact assessments and environmental management plans
are now a statutory requirement of the mining approval pro-
cess. Such plans include criteria for siting and management of
waste heaps and for effluent control. Closure plans involving
waste stabilization and capping to limit AMD generation are
also required to reduce any legacy of environmental damage
(Lima and Wathern, 1999).

Treatment of AMD includes the use of liming, coagulation,
and flocculation (Kuyucak, 1998). Other passive technologies
include constructing wetlands that rely on sulfate reduction,
alkali generation, and the precipitation of metal sulfides. These
are often used as the final step in treating discharged water.
More recently, permeable reactive barriers (PRBs) have been
advocated. For example, Harris and Ragusa (2001) have dem-
onstrated that sulfate-reducing bacteria can be stimulated to
precipitate arsenic sulfides by the addition of rapidly decom-
posing plant material. Monhemius and Swash (1999) investi-
gated the addition of iron to copper- and arsenic-rich liquors to
form scorodite. The arsenic is immobilized by incorporation
into a crystalline, poorly soluble compound (Sides, 1995).
Swash and Monhemius (1996) have also investigated the
stabilization of arsenic as calcium arsenate.

11.2.5.2 Role of Secondary Minerals

11.2.5.2.1 The importance of arsenic cycling and
diagenesis
The close association between arsenic and iron in minerals is
frequently reflected by their strong correlation in soils and
sediments. Iron oxides play a crucial role in adsorbing arsenic
species, especially As(V), thereby lowering the concentration of
arsenic in natural waters. O’Reilly et al. (2001) suggested that
arsenic is specifically sorbed onto goethite through an inner-
sphere complex through a ligand-exchange process. Manga-
nese oxides play a role in the oxidation of As(III) to As(V)
and also adsorb significant quantities, although to a much
lesser degree than the more abundant iron oxides. HFO is a
very fine-grained, high surface area form of iron oxide that is
often formed in iron-rich environments in response to rapid

changes in redox or pH. It is frequently involved in the cycling
of As(III) and As(V). Significant As(V) desorption occurs at pH
values of approximately pH 8 and higher (Lumsdon et al.,
2001) and this process has been suggested to be important in
generating high-arsenic groundwaters (Smedley, 2003; Welch
et al., 2000). Arsenic can also be released under reducing
conditions (Section 11.2.5.5).

The mobility of arsenic can also be limited in sulfur-rich,
anaerobic environments by its coprecipitation with secondary
sulfide minerals, and more generally by clays. The precise
behavior of arsenic in sediments is poorly understood, but it
is likely that important changes occur during sediment diagen-
esis. Arsenic adsorbed on mineral surfaces is likely to be sensi-
tive to changes in the mineral properties such as surface charge
and surface area. A very small mass transfer from solid to
solution can lead to a large change in dissolved arsenic con-
centration. For example, sediments with average arsenic concen-
trations of less than 5–10 mg kg!1 can generate milligram per
liter concentrations of arsenic when only a small fraction
(<1%) of the total arsenic is partitioned into the water.

11.2.5.2.2 Redox behavior
Solid surfaces of many minerals, especially redox-sensitive
minerals like iron and manganese oxides, also play an impor-
tant role in redox reactions and interactions with microbes
(Brown et al., 1999; Grenthe et al., 1992). Solid Mn(IV)O2,
notably birnessite (d-MnO2), assists in the oxidation of As(III)
to As(V) while being partially reduced to Mn(II) (Oscarson
et al., 1983; Scott and Morgan, 1995). The rate of oxidation
depends on the surface area and surface charge of the MnO2

and is slightly greater at low pH (pH 4). The Mn(II) and As(V)
produced are partially retained or readsorbed by the MnO2

surface, which may lead in turn to a deceleration in the rate
of As(III) oxidation (Manning et al., 2002). Reactions with
birnessite at very high initial As(III) concentrations may lead
to the insoluble mineral krautite (MnHAsO4%H2O) being
formed on the birnessite surface (Tournassat et al., 2002).
The catalytic role of solid MnO2 in removing As(III) is used
to advantage in water treatment (Daus et al., 2000; Driehaus
et al., 1995). TiO2 minerals and Ti-containing clays may also
be able to oxidize As(III).

HFO and other iron oxides may also play a significant role
in the oxidation of As(III) in natural waters, as the oxidation of
As(III) adsorbed by HFO is catalyzed by H2O2 (Voegelin and
Hug, 2003). This reaction may be significant in natural
environments, with high H2O2 concentrations (1–10 mM)
and alkaline pHs, or in water treatment systems where H2O2

is used. Similar surface-catalyzed reactions do not occur with
aluminum oxides (Voegelin and Hug, 2003).

The reductive dissolution of Fe(III) oxides in reducing sed-
iments and soils (McGeehan et al., 1998) can also lead to the
release of adsorbed and coprecipitated arsenic. Reduction
and release of arsenic can precede any dissolution of the iron
oxides themselves (Masscheleyn et al., 1991). These processes
are likely to be the same as those responsible for the develop-
ment of high-arsenic groundwaters in the Bengal Basin
(Bhattacharya et al., 1997; Kinniburgh et al., 2003; Nickson
et al., 2000) and other reducing alluvial aquifers (Korte and
Fernando, 1991). The release of sorbed arsenic during diagenetic
changes of iron oxides, including loss of surface area, changes in
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surface structure, and charge following burial, may also be
important under both reducing and oxidizing conditions.

The photocatalytic activity of anatase (TiO2) has been
shown to catalyze the oxidation of As(III) in the presence of
light and oxygen (Foster et al., 1998a). Unlike the role of
manganese oxides in As(III) oxidation, there is no change in
the oxidation state of the surface Ti(IV) atoms.

11.2.5.3 Adsorption of Arsenic by Oxides and Clays

Metal ion oxides are often important in minimizing the solu-
bility of arsenic in the environment in general and more spe-
cifically for localizing the impact of arsenic contamination
near contaminated sites, especially old mines (La Force et al.,
2000; Plumlee et al., 1999; Roussel et al., 2000; Webster et al.,
1994). Organic arsenic species tend to be less strongly sorbed
by minerals than inorganic species.

There have been many laboratory studies of the adsorption
of arsenic species by pure minerals, especially iron and alumi-
num oxides and clays (Goldberg, 1986; Inskeep et al., 2002).
The general features of the processes involved are now estab-
lished. Dzombak and Morel (1990) critically reviewed the
available laboratory data for the adsorption of a wide range
of inorganic species, including those for arsenic, by HFO and
fitted the most reliable data to a surface complexation model –
the diffuse double-layer model. This model, and the accompa-
nying thermodynamic database, is now incorporated into
several general-purpose geochemical speciation and transport
models, including PHREEQC2 (Parkhurst and Appelo, 1999)
and The Geochemist’s Workbench (Bethke, 2002). These soft-
ware packages enable rapid calculations of the possible role of
arsenic adsorption by HFO to be made. Critically, in
PHREEQC2, this adsorption behavior can also be automati-
cally linked to the dissolution/precipitation of HFO. The re-
sults of such calculations demonstrate the important role of
both oxidation states (arsenate vs. arsenite) and pH (Figure 4).

The oxidized and reduced species of arsenic behave very
differently on HFO (Figure 4) and this along with the pH
dependence of adsorption accounts, at least in part, for their
different behavior with oxides and clays and hence their be-
havior in natural waters. As(V) is very strongly adsorbed by
HFO especially at low pH and low concentrations, but is
desorbed as the pH increases as a result of the increasingly
strong electrostatic repulsion on the negatively charged HFO
surface. The adsorption isotherm for arsenate is consequently
highly nonlinear and can be approximated by a pH-dependent
Freundlich isotherm; that is, the slope of the adsorption de-
creases markedly with increasing arsenic concentration (the Kd

varies with concentration). In contrast, As(III) in the pH range
4–9 is present mainly in solution as the neutral As(OH)3
species and so electrostatic interactions are not nearly so im-
portant. Therefore, arsenite is adsorbed over a wide range of
pH and because the adsorbed species is uncharged, arsenite
adsorption tends to follow a Langmuir isotherm; that is, the
isotherm has an adsorption maximum and approaches linear-
ity at low concentrations. It is also almost independent of pH.
Organic arsenic species are weakly adsorbed by oxides, so their
formation can increase arsenic mobility.

In oxidizing environments, arsenate is more strongly
adsorbed than arsenite in neutral to acidic conditions, and

especially at low concentrations. Arsenate tends to be much
less strongly adsorbed at high pH and this has important
environmental consequences. The precise pH where this occurs
depends on several other factors (e.g., the total arsenic concen-
tration and the concentrations of other competing anions) but
it is in the region pH 8–9. Under these conditions, arsenite may
be more strongly bound.

The adsorption of arsenic species also depends to some
extent on competition from other anions, which in reducing
groundwaters include phosphate, silicate, bicarbonate, and
fulvic acids (Appelo et al., 2002; Hiemstra and van Riemsdijk,
1999; Jain and Loeppert, 2000; Meng et al., 2002; Wang et al.,
2001; Wijnja and Schulthess, 2000). As(V) and P sorption on
HFO are broadly similar although there is usually a slight
preference for P (Jain and Loeppert, 2000). Not surprisingly,
As(V) is much more strongly affected by P competition than
As(III) (Jain and Loeppert, 2000). Cations, such as Ca2þ and
Fe2þ, may increase arsenic adsorption (Appelo et al., 2002).
Once the oxides have an adsorbed load, any change to their
surface chemistry or the solution chemistry can lead to the
release of adsorbed arsenic, thereby increasing groundwater
concentrations. The extremely high solid/solution ratio of
soils and aquifers makes them very sensitive to such changes
and redox changes are likely to be particularly important
(Meng et al., 2001; Zobrist et al., 2000).
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Adsorption by aluminum and manganese oxides and clays
has not been studied much (Inskeep et al., 2002). As(III) binds
strongly to amorphous Al(OH)3 over pH range 6–9.5, a some-
what greater range than found for HFO. It also binds signifi-
cantly but somewhat less strongly to montmorillonitic and
kaolinitic clays (Manning and Goldberg, 1997). As(V) shows
the same declining affinity for clays at high pH as shown by
HFO, but in the case of the clays, this decline may begin to
occur above pH 7.

11.2.5.4 Arsenic Transport

There are few observations of arsenic transport in aquifers and
its rate of movement under a range of conditions is poorly
understood. The transport of arsenic, as with many other che-
micals, is closely related to adsorption–desorption reactions
(Appelo and Postma, 1993). Arsenate and arsenite have differ-
ent adsorption isotherms and would be predicted therefore to
travel through aquifers at different velocities, leading to their
separation along the flow path.

Gulens et al. (1979) used breakthrough experiments with
columns of sand (containing 0.6% iron and 0.01% manga-
nese) and various groundwaters pumped continuously from
piezometers to study As(III) and As(V) mobility over a range of
Eh and pH conditions. Radioactive 74As (half-life¼17.7 days)
and 76As (half-life¼26.4 h) were used to monitor the break-
through of arsenic. The results showed that (1) As(III) moved
5–6 times faster than As(V) under oxidizing conditions with
pH in the range 5.7–6.9; (2) As(V) moved much faster at the
lowest pH but was still slower than As(III) under reducing
groundwater conditions; and (3) with a pH of 8.3, both
As(III) and As(V) moved rapidly through the column but
when the amount of arsenic injected was substantially reduced,
the mobility of the As(III) and As(V) was greatly reduced. This
chromatographic effect (used to advantage in analytical chem-
istry to speciate arsenic) may account in part for the highly
variable As(III)/As(V) ratios found in many reducing aquifers.
Chromatographic separation of arsenic and other species
during transport would also destroy the original source char-
acteristics, for example, between arsenic and iron, further com-
plicating interpretation of well water analyses.

Few field-based investigations, which allow the partition
coefficient (Kd) or retardation factor of arsenic species to be
determined directly, have been carried out on natural systems.
However, the work of Sullivan and Aller (1996) indicates thatKd

values calculated for sediment profiles from the Amazon Shelf
are in the approximate range of 11–5000 lkg!1. High-arsenic
pore waters were mostly found in zones with low Kd values
(typically <100 lkg!1). Evidence from various studies also sug-
gests low Kd values (<10 lkg!1) for arsenic in aquifers in which
there are high arsenic concentrations (Smedley and Kinniburgh,
2002). Factors controlling the partition coefficients are poorly
understood and involve the chemistry of the groundwater and
the surface chemistry and stability of solid phases present.

11.2.5.5 Impact of Changing Environmental Conditions

Arsenic moves between different environmental compartments
(rock–soil–water–air–biota) from the local to the global scale
partly as a result of pH and redox changes. Being a minor

component in the natural environment, arsenic responds to
such changes rather than creates them. These changes are
driven by the major (bio)geochemical cycles.

11.2.5.5.1 Release of arsenic at high pH
High arsenic concentrations can develop in groundwaters as
As(V) is released from oxide minerals and clays at high pH.
High pH conditions frequently develop in arid areas as a result
of extensive mineral weathering with proton uptake. This is
especially true in environments dominated by sodium rather
than by calcium, as CaCO3 minerals restrict the development
of high pHs.

11.2.5.5.2 Release of arsenic on reduction
Flooding of soils generates anaerobic conditions and can lead
to the rapid release of arsenic (and phosphate) to the soil
solution (Deuel and Swoboda, 1972; Reynolds et al., 1999).
Similarly, arsenic can be released to pore water in buried
sediments. The concentration of dissolved arsenic in some
north Atlantic pore waters varies inversely with the concentra-
tion of easily leachable arsenic in the solid phase and directly
with increasing concentrations of solid phase Fe(II) (Sullivan
and Aller, 1996). This reflects a strong redox coupling between
arsenic and iron whereby oxidized arsenic is associated with
iron oxides in surface sediments and is subsequently reduced
and released into pore water with burial. Upward diffusion and
reworking of sediment releases the dissolved arsenic to the
water column or releases it for readsorption in surface sedi-
ments as HFO is formed (Petersen et al., 1995). Some reducing,
iron-rich aquifers also contain high concentrations of arsenic
(Korte, 1991), but there are also many iron-rich groundwaters
with low arsenic concentrations.

11.2.5.6 Case Studies

11.2.5.6.1 The Bengal Basin, Bangladesh, and India
In terms of the number of people at risk, the high-arsenic
groundwaters from the alluvial and deltaic aquifers of
Bangladesh and West Bengal represent the most serious threat
to public health from arsenic yet identified. Health problems
from this source were first identified inWest Bengal in the 1980s
but remained unrecognized in Bangladesh until 1993. In fact,
the scale of this disaster in Bangladesh is greater than any
such previous incident, including the accidents at Bhopal,
India, in 1984, and Chernobyl, Ukraine, in 1986 (Smith et al.,
2000). Concentrations of arsenic in groundwaters from the af-
fected areas have a very large range from <0.5 to (3200 mg l!1

(Kinniburgh et al., 2003). In a surveyof Bangladesh groundwater
by BGS and DPHE (2001), 27% of shallow (<150 m) tubewells
in Bangladesh were found to contain more than the national
standard of 50 mg l!1 for arsenic in drinking water.

Groundwater surveys indicate that the worst-affected area
is in southeast Bangladesh (Figure 5) where more than 60%
of the wells in some districts are affected. It is estimated
that approximately 30–35 million people in Bangladesh and 6
million inWest Bengal are at risk from arsenic concentrations of
more than 50 mg l!1 in their drinking water (BGS and DPHE,
2001). A study of the data collected by the DPHE–UNICEF
(Bangladesh Department of Public Health Engineering–United
Nations International Children’s Emergency Fund) arsenic
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mitigation programme found a prevalence rate of arsenicosis
(keratosis, melanosis, and depigmentation) of 0.78 per 1000
people exposed to arsenic levels above 50 mg l!1 in 15 heavily
affected administrative units in Bangladesh (Rosenboom et al.,
2004). The authors state that the data were difficult to interpret
as the exposure period has been relatively short and the preva-
lence rate could increase (Howard et al., 2006). Drinking water
is widely accepted as the main exposure route; however, recent
studies have reported that rice can be a significant route of
exposure to arsenic (Kile et al., 2007; Meharg et al., 2009;
Mondal and Polya, 2008), which can be more important than
drinking water in the Midnapur area of West Bengal (Mondal
et al., 2010).

The affected aquifers of the Bengal Basin are generally shal-
low (less than 100–150 m deep) and consist mainly of
Holocene micaceous sands, silts, and clays associated with
the Ganges, Brahmaputra, and Meghna river systems. In West
Bengal, the area east of the Hoogli River is affected. The sedi-
ments are derived from the Himalayan highlands and Precam-
brian basement complexes in northern and western West
Bengal. In most of the areas with high-arsenic groundwater,
alluvial and deltaic aquifer sediments are covered by surface
horizons of fine-grained overbank deposits. These restrict the
entry of air to underlying aquifers and together with the pres-
ence of reducing agents such as organic matter facilitate the
development of strongly reducing conditions in the affected

aquifers. Mobilization of arsenic probably reflects a complex
combination of redox changes in the aquifers, resulting from
the rapid burial of the alluvial and deltaic sediments, reduction
of the solid-phase arsenic to As(III), desorption of arsenic from
iron oxides, reductive dissolution of the oxides, and changes in
iron oxide structure and surface properties in the ambient
reducing conditions (BGS and DPHE, 2001). Some researchers
have also suggested that, in parts of Bangladesh at least, en-
hanced groundwater flow and redox changes may have been
imposed on the shallow aquifer as a result of recent irrigation
pumping (Harvey et al., 2002).

Deep tubewells (>150–200 m ), mainly from the southern
coastal region, and wells in older Plio–Pleistocene sediments
from the Barind and Madhupur Tracts of northern Bangladesh
almost invariably have arsenic concentrations of less than
5 mg l!1 and usually less than 0.5 mg l!1 (BGS and DPHE,
2001). It is fortunate that in Calcutta and Dhaka people draw
their water from these older sediments and do not face the
problem of high arsenic concentrations in drinking water.
Dhaka is sited at the southern tip of the Madhupur Tract
(Figure 5). Shallow open dug wells also generally have low
arsenic concentrations, usually <10 mg l!1 (BGS and DPHE,
2001).

The high-arsenic groundwaters of the Bengal Basin typically
have near-neutral pH values and are strongly reducing with
measured redox potentials usually less than 100 mV (BGS and
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DPHE, 2001). The source of the organic C responsible for the
reducing conditions has been variously attributed to dispersed
sediment C (BGS and DPHE, 2001), peat (McArthur et al.,
2001), or soluble C brought down by a combination of surface
pollution and irrigation (Harvey et al., 2002). High concentra-
tions of iron (>0.2 mg l!1), manganese (>0.5 mg l!1), bicar-
bonate (>500 mg l!1), ammonium (>1 mg l!1), and
phosphorus (>0.5 mg l!1) and low concentrations of nitrate
(<0.5 mg l!1) and sulfate (<1 mg l!1) are also typical of the
high-arsenic areas. Some Bangladesh groundwaters are so reduc-
ing that methane production has been observed (Ahmed et al.,
1998; Harvey et al., 2002). Positive correlations between arsenic
and iron in the groundwaters have been reported in some studies
at the local scale (e.g.,Nag et al., 1996), although the correlations
are generally poor on a national scale (Kinniburgh et al., 2003).
As(III) typically dominates the dissolved arsenic load, although
As(III)/As(V) ratios are variable (BGS and DPHE, 2001).

The arsenic-affected groundwaters in the Bengal Basin are
associated with alluvial and deltaic sediments with total arsenic
concentrations in the range <2–20 mg kg!1. These values are
close to world average concentrations for such sediments.
However, even though the arsenic concentrations are low,
there is a significant variation both regionally and locally and
the sediment iron and arsenic concentrations appear to be
indicators of the concentration of dissolved arsenic (BGS and
DPHE, 2001). The mineral source or sources of the arsenic are
still not well established. Various researchers have postulated
the most likely mineral sources as iron oxides (BGS and DPHE,
2001; Bhattacharya et al., 1997; Nickson et al., 1998), but
pyrite or arsenopyrite (Das et al., 1996) and phyllosilicates
(Foster et al., 2000) have also been cited as possible sources.
High-arsenic groundwaters tend to be associated with relatively
arsenic-rich and iron-rich sediments. The solid–solution mass
transfers involved are so small that it is difficult to identify, or
even eliminate, any particular sources using mass balance con-
siderations alone.

The reasons for the differing arsenic concentrations in the
shallow and deep groundwaters of the Bengal Basin are not yet
completely understood. They could reflect differing absolute
arsenic concentrations in the aquifer sediments, differing oxi-
dation states, or differences in the arsenic-binding properties of
the sediments. The history of groundwater movement and
aquifer flushing in the Bengal Basin may also have contributed
to the differences. Older, deeper sediments will have been
subjected to longer periods of groundwater flow, aided by
greater hydraulic heads during the Pleistocene period when
glacial sea levels were regionally up to 130 m lower than
today (Umitsu, 1993). These will therefore have undergone a
greater degree of flushing and removal of labile solutes than
Holocene sediments at shallower depths.

Isotopic evidence suggests that groundwater in some parts
of the Bengal Basin has had a variable residence time. At a site
in western Bangladesh (Chapai Nawabganj), tritium was
found to be present at 2.5–5.9 TU (tritium units) in two
shallow piezometer samples (10 m or less), indicating that
they contained an appreciable component of post-1960s re-
charge (Smedley et al., 2001b). At this site and two others in
south and central Bangladesh (Lakshmipur and Faridpur, re-
spectively), groundwater from piezometers between 10 and
30 m depth had tritium concentrations ranging between 0.1

and 9.6 TU, indicating a variable proportion of post-1960s
recharge. Some of the low-tritium wells contained high arsenic
concentrations suggesting that the arsenic was released before
the 1960s; that is, before the recent rapid increase in ground-
water abstraction for irrigation and water supply. Groundwater
from piezometers at 150 m depth in central and south
Bangladesh contained <1 TU, also indicating pre-1960s water.

Radiocarbon dating has a longer time frame than tritium
and provides evidence for water with ages on the scale of
hundreds of years or more. Radiocarbon dating of
groundwater sampled from the above piezometers in the
10–40 m depth range typically contained 65–90 percent mod-
ern carbon (pmc) while below 150 m the groundwater con-
tained 51 pmc or less (Smedley et al., 2001b). The lowest
observed 14C activities were in water from deep (>150 m)
piezometers in southern Bangladesh. Here, activities of
28 pmc or less suggested the presence of paleowaters with
ages of the order of 2000–12000 years.

Taken together with the tritium data, these results indicated
that water below 31 m or so tended to have ages between
50–2000 years. Broadly similar results and conclusions were
reported by Aggarwal (2000). However, Harvey et al. (2002)
drew the opposite conclusion fromdata from their field site just
south of Dhaka. They found that a water sample from 19 m
depth contained dissolved inorganic carbon (DIC) with a 14C
composition at bomb concentrations and was therefore less
than 50 years old. This sample contained about 200 mg l!1

arsenic and they postulated that the rapid expansion of pump-
ing for irrigation water has led to an enhanced inflow of organic
carbon and that this has either produced enhanced reduction
and release of arsenic or displacement of arsenic by carbonate.
However, a sample from 31 m depth that had a lower 14C DIC
activity and an estimated age of 700 years also contained a high
arsenic concentration (about 300 mg l!1). This predates modern
irrigation activity.Whether, in general, irrigationhas had amajor
impact on arsenic mobilization in the Bengal aquifers is a matter
of current debate.

11.2.5.6.2 Chaco-Pampean Plain, Argentina
The Chaco-Pampean Plain of central Argentina covers around
1 million km2 and constitutes one of the largest regions
of high-arsenic groundwaters known. High concentrations of
arsenic have been documented from Córdoba, La Pampa,
Santa Fe, Buenos Aires, and Tucumán provinces. Symptoms
typical of chronic arsenic poisoning, including skin lesions
and some internal cancers, have been recorded in these
areas (Hopenhayn-Rich et al., 1996). The climate is temperate
with increasing aridity toward the west. The high-arsenic
groundwaters are from Quaternary deposits of loess (mainly
silt) with intermixed rhyolitic or dacitic volcanic ash (Nicolli
et al., 1989; Smedley et al., 2002), often situated in closed
basins. The sediments display abundant evidence of post-
depositional diagenetic changes under semiarid conditions,
with common occurrences of calcrete.

Many investigations of groundwater quality have identified
variable and often extremely high arsenic concentrations.
Nicolli et al. (1989) found arsenic concentrations in ground-
waters from Córdoba in the range of 6–11500 mg l!1 (median
255 mg l!1). Smedley et al. (2002) found concentrations
for groundwaters in La Pampa Province in the range of
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<4–5280 mg l!1 (median 145 mg l!1), and Nicolli et al. (2001)
found concentrations in groundwaters from Tucumán province
in the range of 12–1660 mg l!1 (median 46 mg l!1). A map
showing the distribution of arsenic in groundwaters from
northern La Pampa is given in Figure 6.

The geochemistry of the high-arsenic groundwaters of the
Chaco-Pampean Plain is quite distinct from that of the deltaic
areas typified by the Bengal Basin. The Argentine groundwaters
often have high salinity and the arsenic concentrations are
generally highly correlated with other anionic and oxyanionic
species such as fluorine, vanadium, HCO3, boron, and molyb-
denum. The WHO guideline value for fluorine in drinking
water (1.5 mg l!1), as well as that for arsenic, boron, and
uranium, is exceeded in many areas. Arsenic is predominantly
present as As(V) (Smedley et al., 2002). The groundwaters are

also predominantly oxidizing with low dissolved iron and
manganese concentrations. There is no indication of reductive
dissolution of iron oxides or pyrite oxidation. Under arid
conditions, silicate and carbonate weathering reactions are
pronounced and the groundwaters often have high pH values.
Smedley et al. (2002) found pH values typically of 7.0–8.7.

While the reasons for these high arsenic concentrations are
unclear, metal oxides in the sediments (especially iron and
manganese oxides and hydroxides) are thought to be the
main source of dissolved arsenic, although the direct dissolu-
tion of volcanic glass has also been cited as a potential source
(Nicolli et al., 1989). The arsenic is believed to be desorbed
under high pH conditions (Smedley et al., 2002). A change in
the surface chemistry of the iron oxides during early diagen-
esis may also be an important factor in arsenic desorption.
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The released arsenic tends to accumulate where natural ground-
water movement is slow, especially in low-lying discharge areas.
Evaporative concentration is also a factor, but the lack of corre-
lation between arsenic and chlorine concentrations in the
groundwaters suggests that it is not the dominant control
(Smedley et al., 2002).

11.2.5.6.3 Eastern Wisconsin, USA
The analysis of some 31350 groundwaters throughout the
United States indicates that about 10% exceed the current
10 mg l!1 drinking water MCL (Welch et al., 2000). At a
broad regional scale (Figure 7), arsenic concentrations exceed-
ing 10 mg l!1 are more frequently observed in the western
United States than in the east. The Mississippi delta shows a
locally high pattern but is not exceptional, when viewed na-
tionally. Arsenic concentrations in groundwater from the Ap-
palachian Highlands and the Atlantic Plain are generally very
low (<1 mg l!1). Concentrations are somewhat greater in the
Interior Plains and the Rocky Mountains and within the last
decade, areas in New England, Michigan, Minnesota, South
Dakota, Oklahoma, and Wisconsin have been shown to have
groundwaters with arsenic concentrations exceeding 10 mg l!1,
sometimes appreciably so. Eastern Wisconsin is one such area.

The St. Peter Sandstone (Ordovician) aquifer of eastern
Wisconsin (Brown, Outagamie, Winnebago Counties) is a lo-
cally important source of water for private supplies. Arsenic
contamination was first identified at two locations in 1987 and
subsequent investigations showed that 18 out of 76 sources
(24%) in Brown County, 45 out of 1116 sources (4.0%) in
Outagamie County, and 23 out of 827 sources (2.8%) in

Winnebago County exceeded the then current MCL for arsenic
of 50 mg l!1 (Burkel and Stoll, 1999). The highest arsenic con-
centration found was 1200 mg l!1. A depth profile in one of the
affected wells showed that most of the groundwater was
slightly acidic (pH 5.2–6.6) and in some places very acidic
(pH<4). There were also high concentrations of iron, cad-
mium, zinc, manganese, copper, and sulfate, and it was con-
cluded that the arsenic and other elements were released
following the oxidation of sulfide minerals (pyrite and marca-
site) present in a cement horizon at the boundary of the
Ordovician Sinnipee Group and the underlying unit, either
the St. Peter Sandstone or the Prairie du Chien Group depend-
ing on the location. The low pH values are consistent with iron
sulfide mineral oxidation.

Subsequent detailed studies in the Fox River valley towns of
Algoma and Hobart confirmed the importance of the sulfide-
rich cement horizon as a probable source of the arsenic
(Schreiber et al., 2000) (Figure 8). In the town of Algoma,
one well contained 12000 mg l!1 arsenic. There was, however,
much apparently random spatial variation. Two wells close to
the high-arsenic well contained much lower arsenic concentra-
tions (12 and 34 mg l!1). The highest arsenic concentration
found in wells from the town of Hobart was 790 mg l!1.

Oxidation of sulfide minerals appears to have been pro-
moted by groundwater abstraction, which has led to the low-
ering of the piezometric surface at a rate of around
0.6 m year!1 since the 1950s, leading to partial dewatering of
the confined aquifer. The high arsenic concentrations occur
where the piezometric surface intersects, or lies close to, the
sulfide cement horizon (Schreiber et al., 2000).
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Arsenic concentrations in at least
25% of samples exceed:

Insufficient
data

50 µg l−1

10
5
3
1

USGS

Figure 7 Map of the United States showing the regional distribution of arsenic in wells (from http://water.usgs.gov/nawqa/trace/pubs/geo_v46n11/
fig3.html after Ryker, 2001). This shows where 25% of water samples within a moving 50-km radius exceed a certain arsenic concentration.
It is computed from 31350 water samples and updated from the results presented by Welch et al. (2000).
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11.2.6 Abundance and Forms of Selenium in the
Natural Environment

11.2.6.1 Abundance in Rocks, Soils, and Sediments

The average crustal abundance of selenium is 0.05 mg kg!1

(Jacobs, 1989) and like arsenic, selenium is strongly chalco-
phile and is partitioned into sulfides and rare selenides, such as
crooksite and clausthalite. Selenium generally substitutes for
sulfur in sulfide minerals but elemental (native) selenium has
also been reported (Alloway, 1995; Davies, 1980; Tokunaga
et al., 1996).

Selenium concentrations in coal and other organic-rich de-
posits can be high and typically range from 1 to 20 mg kg!1.
The average selenium concentration in coals from the United
States is 4.1 mg kg!1 (Swanson et al., 1976). Large concentra-
tions of selenium, like arsenic, are often associated with the clay
fraction of sediments because of the abundance of free iron
oxides and other strong sorbents. The main source to humans
is thought to be from bedrock, which affects soil concentrations
and availability for plant uptake (Fordyce, 2005). Intrusive
igneous and volcanic rocks generally have low concentrations,
although the ash and gases from volcanic activity can contain

high concentrations (Fergusson, 1990). Selenium concentra-
tions are generally larger in shales than in limestones or sand-
stones (Neal, 1995) (Table 7). Selenium concentrations of
over 600 mg kg!1 are found in some black shales. Selenium
is present in these shales as organoselenium compounds or
adsorbed species (Jacobs, 1989). Concentrations exceeding
300 mg selenium per kilogram have also been reported in
some phosphatic rocks (Jacobs, 1989). In an area with diverse
geology, it is likely that the geographical distribution of sele-
nium will be quite variable due to the occurrence of different
rock types or sulfide mineral deposits (Johnson et al., 2010).

There are no seleniummines, but selenium is produced as a
by-product of refining other metals such as lead or copper and
from sulfuric acid manufacture (Johnson et al., 2010). Soil is a
fundamental control on selenium concentrations in the food
chain and is a major control of the selenium status of crops and
livestock (Fordyce, 2005). Except where there is contamina-
tion, there is generally a strong correlation between the sele-
nium content of rocks and the sediments and soils derived
from them. Soil selenium concentrations are typically in the
range of 0.01–2 mg kg!1 with a world average of 0.4 mg kg!1

(Fergusson, 1990; Fordyce, 2005). The selenium concentration
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in soils rarely exceeds 0.1 mg kg!1 (Moreno Rodriguez et al.,
2005). The geographical distribution of selenium in soils is,
however, extremely varied (Wang and Gao, 2001). Extremely
high concentrations (up to 1200 mg kg!1) have been found in
some organic-rich soils derived from black shales in Ireland
(Table 8). Soils from England derived from black shales had an
average concentration of 3.1 mg kg!1 compared with an over-
all average of 0.48 mg kg!1for a range of more typical English
soils (Thornton et al., 1983). Concentrations of 6–15 mg kg!1

have been reported in volcanic soils such as those of Hawaii
(Jacobs, 1989). High concentrations tend to be found in soils
from mineralized areas and in poorly drained soils.

The median selenium concentration in stream sediments
from 20 study areas across the United States was 0.7 mg kg!1

(Rice, 1999) and 0.5 mg kg!1 in 19000 stream sediments in
Wales (BGS, 1978–2006). Selenium levels in sediments of the
Lewis and Clark Lake near theMissouri River are in the range of
0.012–9.62 mg kg!1, far higher than the toxic-effect threshold
of 2 mg kg!1. The selenium is thought to be derived from the
erosion of shale bluffs containing high levels of the element
(Johnson et al., 2010; Lemly, 2002; Pracheil et al., 2010).
Relatively low selenium concentrations are found in well-
drained soils derived from limestones and coarse sands.

Selenium-rich vegetation, including the selenium-
indicating vetches (Astragalus sp.), is widespread in South
Dakota and Wyoming, USA. It grows on soils developed

over black shales and sandstones with high selenium concen-
trations (Moxon, 1937). Tuffs are also a source of high Se
soils in these areas of the United States. Selenium toxicity was
first documented in 1856 near Fort Randall, where a physi-
cian in the US Cavalry reported horses experiencing hair,
mane, and tail loss and sloughing of hooves. Forage that
contains 2–5 mg kg!1 selenium poses a marginal threat to
livestock, and acute effects are likely to occur above 5 mg
selenium per kilogram.

Although geology is the primary control on the selenium
concentration of soil, the bioavailability of selenium to plants
and animals is determined by other factors including pH
and redox conditions, speciation, soil texture and mineralogy,
organic matter content, and the presence of competing ions
(Fordyce, 2005). Even soils with relatively high total selenium
concentrations can give rise to selenium deficiency if the sele-
nium is not bioavailable. The first map of the selenium status
of soil and vegetation in relation to animal deficiency and
toxicity was prepared by Muth and Allaway (1963).

Several techniques are available to assess selenium bioavail-
ability in soils but the most widely used is the water-soluble
concentration (Fordyce et al., 2000b; Jacobs, 1989; Tan, 1989).
In most soils, only a small proportion of the total selenium is
dissolved in solution (0.3–7%) and water-soluble selenium
contents are generally <0.1 mg kg!1 (Table 8).

Table 7 Selenium concentrations in selected rock types

Material Selenium (mg kg!1)

Earth’s crust 0.05
Igneous rocks
Ultramafic rocks 0.05
Mafic rocks 0.05
Granite 0.01–0.05
Volcanic rocks 0.35
Volcanic rocks, USA <0.1
Volcanic rocks, Hawaii <2.0
Volcanic tuffs 9.15
Sedimentary rocks
Marine carbonates 0.17
Limestone 0.03–0.08
Sandstone <0.05
Western USA shale 1–675
Wyoming shale 2.3–52
S Korean shale 0.1–41
Carbon-shale China 206–280
Mudstone 0.1–1500
Phosphate 1–300
USA Coal 0.46–10.7
Australian coal 0.21–2.5
Chinese stone-coal <6500
Oil 0.01–1.4

Sources: Jacobs LW (1989) Selenium in Agriculture and the Environment. Madison, WI:

Soil Science Society of America. SSSA Special Publication 23; Fordyce FM, Zhang G,

Green K, and Liu X (2000) Soil, grain, and water chemistry in relation to human

selenium-responsive diseases in Enshi District, China. Applied Geochemistry 15:

117–132; WHO (1987) Environmental Health Criterion 58 – Selenium. Geneva: World

Health Organization; Oldfield JE (1999) Selenium World Atlas. Cavite, Philippines:

Selenium-Tellurium Development Association; Alloway BJ (1995) Heavy Metals in Soils.

London: Blackie; Davies BE (1980) Applied Soil Trace Elements. Chichester: Wiley.

Table 8 Selenium concentrations in soils

Soil Total Se (mg kg!1) Water-soluble
Se (mg kg!1)

World general 0.4
World seleniferous 1–5000
USA general <0.1–4.3
USA seleniferous 1–10
England/Wales general <0.01–4.7 0.05–0.39
Ireland seleniferous 1–1200
China general 0.02–3.8
China Se deficient 0.004–0.48 0.00003–0.005
China Se adequate 0.73–5.7
China seleniferous 1.49–59 0.001–0.25
Finland 0.005–1.25
India Se deficient 0.025–0.71 0.019–0.066
India seleniferous 1–20 0.05–0.62
Sri Lanka Se deficient 0.11–5.2 0.005–0.043
Norway 3–6
Greece Se deficient 0.05–0.10
Greece Se adequate >0.2
New Zealand 0.1–4

Sources: Davies BE (1980) Applied Soil Trace Elements. Chichester: Wiley; Thornton I,

Kinniburgh DG, Pullen G, and Smith CA (1983) Geochemical aspects of selenium in

British soils and implications to animal health. In: Hemphill DD (ed.) Trace Substances

in Environmental Health, vol. XVII, pp. 391–398. Columbia, MO: University of

Missouri.; Jacobs LW (1989) Selenium in Agriculture and the Environment. Madison,

WI: Soil Science Society of America. SSSA Special Publication 23; WHO (1987)

Environmental Health Criterion 58 – Selenium. Geneva: World Health Organization;

Alloway BJ (1995) Heavy Metals in Soils. London: Blackie; Oldfield JE (1999) Selenium

World Atlas. Cavite, Philippines: Selenium-Tellurium Development Association;

Fordyce FM, Johnson CC, Navaratna URB, Appleton JD, and Dissanayake CB (2000)

Selenium and iodine in soil, rice and drinking water in relation to endemic goitre in Sri

Lanka. Science of the Total Environment 263: 127–141; Fordyce FM, Zhang G, Green K,

and Liu X (2000) Soil, grain and water chemistry in relation to human selenium-

responsive diseases in Enshi District, China. Applied Geochemistry 15: 117–132.
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Selenium is also added to soils as a trace constituent of
phosphate fertilizers and in selenium-containing pesticides
and fungicides, as well as by the application of sewage sludge
andmanure (Alloway, 1995; Frankenberger and Benson, 1994;
Jacobs, 1989; see Chapter 11.15). Sewage sludge typically
contains about 1 mg selenium per kilogram dry weight. Pre-
cautionary limits are set for several chemical elements likely to
be increased by the application of sewage sludge to land. In the
European Union (EU), for example, the banning of the dis-
charge of sewage sludge into the sea since 1999 has increased
its application to land. The maximum admissible concentration
of selenium in sewage sludge in the United Kingdom is
25 mg kg!1, and in soil after application is 3 mg kg!1 in the
United Kingdom and 10 mg kg!1 in France and Germany
(Fordyce 2005; ICRCL, 1987; Reimann and Caritat, 1998). In
the United States, the limit is 100 mg kg!1.

11.2.6.2 National and International Standards in
Drinking Water

The WHO guideline value for selenium in drinking water is
currently 40 mg l!1. The standard adopted by the EC, Australia,
Japan, and Canada is 10 mg l!1. The US EPA primary drinking
water standard is 50 mg l!1. In California, the MCL for sele-
nium is also 50 mg l!1, but a public health goal of 30 mg l!1 for
water-soluble and bioavailable selenium compounds in drink-
ing water has been set (California Environmental Protection
Agency, 2010).

11.2.6.3 Abundance and Distribution in Natural Waters

The selenium concentration in most natural waters is very low,
often less than 1 mg l!1 and frequently just a few nanograms per
liter. Typical levels of selenium in groundwater and surface water
range from 0.00006 to 0.400 mg l!1, with some areas having as
much as 6 mg l!1 (Fordyce, 2005; WHO, 1996, 2011) Hence,
selenium fromdrinkingwater only constitutes a health hazard in
exceptional circumstances (Fordyce et al., 2000a; Vinceti et al.,
2000). However, occasionally, much greater concentrations are
found. Groundwaters containing up to 275 mg l!1 have been
reported from aquifers in China and 1000 mg l!1 selenium
from seleniferous aquifers inMontana, USA (Table 9). Selenium
concentrations of up to 2000 mg l!1 or more have also been
reported in lakes from saline, seleniferous areas. Such areas are
rare but include some arid parts of the United States, China,
Pakistan, and Venezuela. In general, data on selenium concen-
trations in water are scarce. The mining and processing of gold,
base metal, and coal deposits can be an important source of
selenium. For example, contamination of the Chayanta River
by mine water leached from the nearby Potosi mine in Bolivia
resulted in water concentrations of 0.005–0.020 mg l!1 sele-
nium, which exceed the guideline value for freshwater aquatic
organisms (0.001 mg l!1) (Rojas and Vandecasteele, 2007).

Reported ranges from the literature are summarized in
Table 9.

Waters containing 10–25 mg l!1 selenium may have a
garlic odor, while waters containing 100–200 mg l!1 have an
unpleasant taste. Groundwaters generally contain higher

Table 9 Concentration ranges of Se in various water bodies

Water body and location Se concentration and range (mg l!1) References

Rainwater
Various 0.04–1.4 Hashimoto and Winchester (1967)
Polar ice 0.02 Frankenberger and Benson (1994)
River and lake water
Jordan River, Jordan 0.25 Nishri et al. (1999)
River Amazon, Brazil 0. 21 Jacobs (1989)
Colorado River, USA <1–400 NAS (1976); Engberg (1999)
Mississippi River, USA 0.14 Jacobs (1989)
Lake Michigan, USA 0.8–10 Jacobs (1989)
Gunnison River, USA 10 Jacobs (1989)
Cienaga de Santa Clara wetland, Mexico 5–19 Garcı́a-Hernández et al. (2000)
Seawater and estuaries
Seawater 0.09; 0.17 Hem (1992); Thomson et al. (2001)
San Francisco Bay, USA 0.1–0.2 Cutter (1989)
Carquinez Strait, San Francisco Bay, USA 0.07–0.35 Zawislanski et al. (2001a)
Groundwater
East Midlands Triassic Sandstone, UK <0.06–0.86 Smedley and Edmunds (2002)
Chaco-Pampean Plain, loess aquifer, Argentina <2–40 Nicolli et al.(1989); Smedley et al. (2002)
Bengal Basin alluvial aquifer, Bangladesh <0.5 BGS and DPHE (2001)
Soan-Sakesar Valley alluvial aquifer, Punjab, Pakistan Avg 62 Afzal et al. (2000)
Colorado River catchment, USA up to 1300 Engberg (1999)
Coast Range alluvial aquifer, San Joaquin Valley, California, USA <1–2000 Deverel et al. (1994)
Sierra Nevada alluvial aquifer, San Joaquin Valley, California <1 Deverel et al.(1994)
Central Barents groundwater, Norway 0.01–4.82 Reimann et al. (1998)
Slovakian groundwater 0.5–45 Rapant et al. (1996)
Pore water
Baseline, estuarine Lake Macquarie, Australia <0.2 Peters et al. (1999)
Smelter and power-station-impacted, Lake Macquarie, Australia 0.3–5.0 Peters et al. (1999)
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selenium concentrations than surface waters because of more
extensive water–rock interactions (Frankenberger and Benson,
1994; Jacobs, 1989).

11.2.6.3.1 Atmospheric precipitation
Selenium in rainfall is derived principally from earth-surface
volatilization, volcanic sources, fossil-fuel combustion (espe-
cially coal), and the incineration of municipal wastes. Few
determinations of selenium in atmospheric precipitation
have been reported, but concentrations are usually very low.
Hashimoto and Winchester (1967) found concentrations in
the range 0.04–1.4 mg l!1 (Table 9).

11.2.6.3.2 River and lake water
Selenate (Se(VI)) is only weakly adsorbed by oxides and clays
at near-neutral pH. Hence, oxidation of Se(IV) to Se(VI) en-
hances selenium mobility and persistence in natural waters
(see Chapter 7.7). High concentrations of selenate can occur
in agricultural drainage waters in arid areas. Seleniferous soils,
especially those derived from black shales, are common in
central and western United States and irrigation can give rise
to concentrations of selenate of several hundred micrograms
per liter in drainage water. In water, it exists as selenic and
selenious acids (Barceloux, 1999). Further concentration can
occur in lakes by evapotranspiration. Well-documented cases
of such situations include California (Kesterson Reservoir,
Richmond Marsh, Tulare Basin, and Salton Sea), North
Carolina (Belews Lake and Hyco Reservoir), Texas (Martin
Reservoir), and Wyoming (Kendrick Reclamation Project) in
the United States. Problems of selenium toxicity are also found
in other semiarid areas. In the Soan-Sakesar Valley of Punjab,
Pakistan, average selenium concentrations were 302 mg l!1

(n¼13) in streams and springs and 297–2100 mg l!1 in lake
water (three lakes) (Afzal et al., 2000). The highest concentra-
tions were reported from low-lying, salinized areas.

The Colorado River catchment, Utah, USA, is also a selenif-
erous area. Median selenium concentrations in the Colorado
River and its major tributaries are in the range of 1–4 mg l!1

(Engberg, 1999), although values up to 400 mg l!1 have been
reported (NAS, 1976). Water samples from the Republican
River Basin of Colorado in the United States indicated that
nine sites contained concentrations above 0.005 mg l!1 sele-
nium, which is considered a high hazard for selenium accu-
mulation in the planktonic food chain (May et al., 2001).
Irrigation is believed to have been responsible for about 70%
of the selenium reaching Lake Powell (Engberg, 1999). Sele-
nium concentrations in the Cienega de Santa Clara wetlands
on the east side of the Colorado River delta, Mexico, are also in
the range of 5–19 mg l!1 (Garcı́a-Hernández et al., 2000).
However, high selenium concentrations do not occur in all
rivers in arid areas. For example, concentrations in the Jordan
River average only 0.25 mg l!1 (Nishri et al., 1999). Selenium
concentrations in surface waters may be increased locally near
sources of waste, including sewage effluent.

11.2.6.3.3 Seawater and estuaries
The main natural flux for selenium is via the marine system.
Despite this, selenium concentrations in estuarine water
and seawater are generally low. An average concentration of

0.17 mg l!1was estimated for seawater by Thomson et al. (2001).
Dissolved concentrations in the range of 0.1–0.2 mg l!1 have
been reported in San Francisco Bay (Cutter, 1989). Zawislanski
et al. (2001b) reported concentrations of 0.07–0.35 mg l!1 in
the nearby Carquinez Strait. Much of the selenium is thought
to have been derived from industrial sources, including histor-
ical releases from oil refineries. During low-flow conditions, oil
refineries contribute up to 75% of the total selenium load
entering San Francisco Bay. Refineries processing oil derived
from the neighboring San Joaquin Valley, California, produce
effluent-containing selenium concentrations an order of mag-
nitude greater than those in refinery effluent from Alaskan
North Slope crude oil (Zawislanski and Zavarin, 1996).

11.2.6.3.4 Groundwater
As in the case of surface waters, the concentrations of selenium
in groundwater are usually low and commonly below analyti-
cal detection limits (see Chapter 11.10). Concentrations tend
to be higher in oxidizing groundwaters because the dominant
formpresent, Se(VI), is less prone to adsorption bymetal oxides
than Se(IV). Elemental selenium is also unstable under
oxidizing conditions. High selenium concentrations have
been found under oxidizing conditions in groundwaters in
some arid and semiarid areas as a result of evaporation. Ex-
tremely high concentrations (up to 1300 mg l!1) have been
reported from shallow wells in the upper reaches of the
Colorado River catchment, Utah (Engberg, 1999).

Deverel and Fujii (1988) also reported concentrations in
the range of<1–2000 mg l!1 (Table 9) in shallow groundwater
from Coast Range alluvial fan sediments near Kesterson Reser-
voir, California. Concentrations of <20 mg l!1 were found in
the middle fan deposits, but reached several hundreds of
micrograms per liter in the lower fan deposits. Concentrations
increased with groundwater salinity, probably as a result of
leaching of soil salts by irrigation and subsequent evaporation.
Deverel and Fujii (1988) found low concentrations of sele-
nium in groundwater from the eastern side of the San Joaquin
valley in alluvial sediments of the Sierra Nevada Formation.
Values were generally less than 1 mg l!1, probably as a result of
reducing conditions in which selenium occurred in less mobile
forms, notably Se(IV).

Selenium-rich groundwaters are also found in the semiarid
regions of Argentina (Table 9). Nicolli et al. (1989) found
concentrations up to 24 mg l!1 in oxidizing groundwater from
Córdoba province. Concentrations were correlated positively
with salinity. Smedley et al. (2002) also found selenium con-
centrations in the range of <2–40 mg l!1 (n¼34) in oxidizing
groundwaters from the neighboring province of La Pampa,
with the highest concentrations in high-salinity shallow
groundwaters in which selenium was concentrated by evapo-
ration. No speciation studies were carried out, although sele-
nate is likely to dominate. None of the groundwater samples in
the Smedley et al. (2002) study exceeded the WHO guideline
value of 40 mg l!1 for selenium in drinking water.

In the Soan-Sakesar Valley of Punjab, Pakistan, the average
selenium concentration in groundwater was 62 mg l!1 (n¼29)
(Afzal et al., 2000). Again there was a positive correlation
between salinity and selenium concentration. Most of the se-
lenium in the groundwater was present as Se(VI).
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Selenium concentrations in reducing groundwaters are very
low or undetectable as a result of reduction to Se(IV). Concen-
trations in samples of the strongly reducing high-arsenic
groundwaters of Bangladesh were <0.5 mg l!1 (BGS and
DPHE, 2001). In the Triassic Sandstone aquifer of the English
East Midlands, selenium concentrations varied from less than
0.06 to 0.86 mg l!1 (Table 9). Concentrations were highest in
the unconfined oxidizing part of the sandstone aquifer and fell
abruptly to less than 0.06 mg l!1 at and beyond the redox
boundary (Smedley and Edmunds, 2002).

11.2.6.3.5 Sediment pore water
Few data are available for the selenium content of pore waters.
However, Peters et al. (1999) reported concentrations of up to
5 mg l!1 in estuarine pore waters from Mannering Bay (Lake
Macquarie), New South Wales, Australia. Investigations fol-
lowed concerns during the 1990s about high selenium concen-
trations in marine organisms from the area. Concentrations
were highest in the upper 5 mm of the profile and were sub-
stantially higher throughout the profile than from nearby
Nord’s Wharf where concentrations were typically <0.2 mg l!1

selenium (i.e., below the detection limit). Although redox
controls influenced the trends with depth, the high selenium
concentrations in the uppermost sediments were thought to
reflect contamination from smelter and power station inputs.

11.2.6.3.6 Mine drainage
Since selenium substitutes for sulfur in the structure of sulfide
minerals, drainage from mineralized and mined areas
may have high dissolved selenium concentrations (see
Chapter 11.5). Acid seeps derived from oxidation of sulfide
minerals draining the Moreno Shale in the Coast Ranges, USA,
have selenium concentrations up to 420 mg l!1 with concentra-
tions of aluminum, manganese, zinc, and nickel in the
milligram per liter range (Presser, 1994).

11.2.6.4 Selenium Species in Water, Sediment, and Soil

The behavior of selenium in the environment is similar in
many respects to that of arsenic. Importantly, it also occurs
naturally in several oxidation states and is therefore redox
sensitive. Methylation and hydride formation are important,
and sulfur and iron compounds play an important role in the
cycling of selenium. Microbiological volatilization of organic
selenium, particularly dimethylselenide, is known to be an
important factor in the loss of selenium from some selenium-
rich soils and waters (Frankenberger and Arshad, 2001;
Oremland, 1994; Wu, 2004). Phytoplankton can also promote
the production of gaseous selenium compounds in the marine
environment (Amouroux et al., 2001).

Selenium occurs in natural waters principally in two oxida-
tion states, Se(IV) and Se(VI). Elemental selenium, Se(0) (red
and black forms), and selenide, Se(–II), are essentially insolu-
ble in water and so selenate and selenite are the dominant
aqueous forms. SeðVIÞO4

2! occurs mainly in oxidizing waters
while HSe(IV)O3

! and Se(IV)O3
2! dominate under reducing

conditions (Figure 9). The concentration ratio of Se(IV) to
Se(VI) species in natural waters does not necessarily follow
that of other redox couples (e.g., Fe2þ/Fe3þ). This reflects the
slow kinetics involved (White and Dubrovsky, 1994).

Elemental selenium, selenides, and selenium sulfide salts
are stable only in reducing acidic conditions and are largely
unavailable to plants and animals. Zawislanski et al. (2001b)
found a strong positive correlation between selenium and
organic carbon in suspended particulate matter from San
Francisco Bay, possibly reflecting reduction of selenium by
organic matter. Strong positive correlations of particulate sele-
niumwith particulate iron and aluminumwere also noted. The
oxidation and reduction of selenium is related to microbial
activity. For example, the bacterium Bacillus megaterium can
oxidize elemental selenium to selenite.

It has been estimated that up to 50% of the selenium in
some soils may be present as organic compounds, although
few such compounds have been isolated and identified
(Jacobs, 1989). In acidic and neutral soils, inorganic selenium
occurs as insoluble Se(IV) compounds, and in neutral and
alkaline soils as soluble and hence more bioavailable Se(VI)
compounds (Allaway, 1968). Se(IV) is absorbed on to soil
particle surfaces with a greater affinity than Se(VI) (Johnson
et al., 2000). Selenomethionine has been extracted from soils
and is 2–4 times more bioavailable to plants than inorganic
selenite, although selenocysteine is less bioavailable than sele-
nomethionine (Alloway, 1995; Davies, 1980; Frankenberger
and Benson, 1994; Jacobs, 1989). The bioavailability of the
different selenium species in soils can be summarized as:

selenate > selenomethionine > selenocysteine > selenite
> selenium metal

In general, selenate is more available andmore mobile than
selenite in the environment, so selenium is much more bio-
available under oxidizing alkaline conditions.

An Eh–pH diagram for the system Se–O–S is given in
Figure 10 as a guide but, as in the case of arsenic, it is neces-
sarily an oversimplification of a complex natural system. Se2S3
is not shown as no thermodynamic data are available for this
species. It would probably displace native selenium (black) as
the dominant phase under strongly reducing sulfur-rich condi-
tions. The stability of Fe–Se minerals and the effects of selenium
adsorption by metal oxides are not represented in the diagram.

Selenium is more readily reduced than arsenic. In the solid
phase, elemental selenium dominates under strongly reducing
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conditions with the gaseous H2Se becoming important under
acid, strongly reducing conditions. Organic selenides occur in
biological materials. Some of these selenides are highly volatile.

The most detailed studies of selenium distribution and
speciation have been carried out for seawater. Cutter and
Cutter (2001) found that selenate had generally higher con-
centrations in marine waters from the southern (0.019 mg l!1)
than the northern hemisphere (0.014 mg l!1). In contrast, sel-
enite had low concentrations in seawater from the southern
hemisphere (0.005 mg l!1) with the highest concentrations in
the equatorial region and below the Intertropical Convergence
Zone (0.009 mg l!1). Depth profiles of total dissolved sele-
nium, selenite, and selenate in Atlantic seawater all showed
surface-water depletion and deepwater enrichment, character-
istic of nutrient-like behavior. In North Atlantic Deep Water,
the Se(IV)/Se(VI) ratios were generally similar to those found
in the eastern Atlantic and North Pacific (0.7), but waters
originating in the southern polar regions were enriched in
selenate and had low Se(IV)/Se(VI) ratios ((0.4). Organic
selenide was found in surface ocean waters but was not
detected in mid- or deepwaters.

Selenium profiles in sediments from the northeast Atlantic
Ocean indicate concentrations of around 0.2–0.3 mg kg!1 in
the oxic zone, and typically 0.3–0.5 mg kg!1 below the redox
boundary, reflecting immobilization under reduced conditions
(Thomson et al., 2001). Similar increases for cadmium, ura-
nium, and rheniumhave alsobeenobserved in the suboxic zone.

As with arsenic, microbiological processes are important in
the reduction of selenium, principally through the microbial
reduction of Se(IV) and Se(VI) (Oremland et al., 1990).
Oremland (1994) found that the areal rate of dissimilatory
selenium reduction in sediments from an agricultural evapo-
ration pond in the San Joaquin Valley was about 3 times lower
than for denitrification and 30 times lower than for sulfate
reduction. Stable-isotope studies of water in the Tulare Lake
Drainage District wetland, California, indicated little selenium
isotope fractionation (Herbel et al., 2002b). This suggested
that the primary source of reduced selenium was selenium

assimilation by plants and algae, followed by deposition and
mineralization rather than the direct bacterial reduction of
Se(VI) or Se(IV).

11.2.7 Pathways and Behavior of Selenium in the
Natural Environment

11.2.7.1 Release from Primary Minerals

As noted earlier, the principal natural sources of selenium in
water are likely to be sulfides or metal oxides containing
adsorbed selenium, especially Se(IV). Coal can be an addi-
tional primary source of selenium either directly through oxi-
dation or indirectly via atmospheric precipitation following
combustion. Selenium is readily oxidized during the weath-
ering of minerals. Seleniferous groundwater areas such as those
occurring in the United States and Pakistan are most common
where underlain by selenium- and organic-rich shales that
release selenium on weathering. Selenium-rich groundwaters
tend to be found in semiarid areas under irrigation. Examples
are central and western United States (Deverel et al., 1994) and
parts of Pakistan (Afzal et al., 2000).

11.2.7.2 Adsorption of Selenium by Oxides and Clays

High soil organic matter, iron oxyhydroxide (HFO) and clay
mineral content can all absorb or bind selenium to the soil,
with the main control on selenium concentration in many
soils being the organic matter content. Selenium can become
concentrated in organic matter and organic-rich sediments
(Fordyce et al., 2010; Shand et al., 2010). In contrast to arsenic,
the reduced form of selenium, Se(IV), is very strongly adsorbed
by HFO. This may account in part for the very low selenium
concentrations in many strongly reducing environments.
Furthermore, also in contrast with arsenic, the oxidized form
of selenium, Se(VI), is less strongly adsorbed to HFO than the
reduced species. These differences, also reflected by other
oxide-based sorbents including clays, account for the markedly
different behavior of arsenic and selenium in natural waters.

The behavior of soils mirrors that of pure oxides (Goldberg,
1985). In acidic soils, selenium is likely to occur mainly
as Se(IV) strongly adsorbed to iron oxides. Less commonly,
Se(IV) may form highly insoluble iron compounds such as
ferric selenite (Fe2(OH)4SeO3) or iron selenide (FeSe). In al-
kaline, oxidized, and selenium-rich soils, most of the selenium
is likely to be present as Se(VI), which is very weakly adsorbed.
Furthermore, there are no common insoluble selenate minerals.
Hence, selenate accumulates in soluble form, particularly in arid
and semiarid areas where evaporation tends to concentrate
selenium along with other soluble salts (Deverel et al., 1994).

The strong affinity of iron oxides for Se(IV) has been well
documented (Dzombak and Morel, 1990) and calculations
based on the Dzombak and Morel (1990) diffuse double-
layer model and default HFO database show the principal
response to pH and redox speciation changes (Figure 11).
The selenate species is less strongly adsorbed by iron oxides
at near-neutral pH than the selenite species (Figure 11). Clay
minerals (Bar-Yosef and Meek, 1987) also adsorb Se(IV).

The iron oxide and clay content of soils and sediments can
affect the bioavailability of selenium markedly. The strong pH
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dependence of adsorption is an important control. Maximum
adsorption occurs between pH 3–5 and decreases as the pH
rises. Organic matter also removes selenium from soil solution,
possibly as a result of the formation of organometallic com-
plexes. Addition of phosphate to soils increases selenium up-
take by plants because the PO4

3! ion displaces selenite from soil
particles, making it more bioavailable. Conversely, increasing
the concentrations of phosphate in soils can dilute the sele-
nium content of vegetation by inducing increased plant growth
(Frankenberger and Benson, 1994; Jacobs, 1989)

11.2.7.3 Selenium Transport

The transport of selenium is related strongly to its speciation.
The weak adsorption of selenate by soil and aquifer materials,
especially in the presence of high SO2!

4 concentrations, means
that it is relatively unretarded by groundwater flow (Kent et al.,
1995). There is also little likelihood that insoluble metal sele-
nates, such as CaSe(VI)O4%2H2O, will limit Se(VI) solubility
under oxidizing conditions (White and Dubrovsky, 1994).
By contrast, the strong adsorption tendency of Se(IV) and
low solubility of Se(0) and Se(–II) species mean that transport
of selenium is strictly limited under reducing conditions.

The strong contrast in selenium mobility between reducing
and oxidizing conditions means that changes in redox condi-
tions in soils, sediments, or aquifers can result in significant
changes in selenium concentrations in water and crops.

For example, the accumulation of selenium in the reduced bot-
tom sediments of the Salton Sea, California, could be mobilized
if engineered changes to transfer water out of the Salton Sea
Basin lead to oxidation of the sediments (Schroeder et al.,
2002). Such a process has already occurred atKestersonReservoir
(Section 11.2.7.4.1). The change of land use, for example, from
wet paddy soils to dryland agriculture, could also lead to an
increase in the uptake of selenium by crops (Yang et al., 1983).

11.2.7.3.1 Global fluxes
Selenium is dispersed through the environment and is cycled
by biogeochemical processes involving rock weathering, rock–
water interactions, and microbiological activity. Estimates of
the selenium fluxes through the atmosphere, land, and oceans
indicate that the anthropogenic flux now exceeds the marine
flux, the principal natural pathway (Table 10).

The global flux of selenium from land to the oceans via
rivers has been estimated as 15380 tonnes per year (Haygarth,
1994). The cycling of selenium from land to water is poorly
understood, but approximately 85% of the selenium in rivers is
thought to be in particulate rather than dissolved form.

Typical concentrations of selenium in seawater are around
0.1–0.2 mg l!1 (Table 9) with an estimated mean residence
time of 70 years in the mixed layer and 1100 years in the
deep ocean. The oceans are therefore an important sink for
selenium (Haygarth, 1994; Jacobs, 1989). Biogenic volatiliza-
tion of selenium from seawater to the atmosphere is estimated
to be 5000–8000 tonnes per year. Amouroux et al. (2001) have
demonstrated that biotransformation of dissolved selenium in
seawater by blooms of phytoplankton in the spring is a major
pathway for the emission of gaseous selenium to the atmo-
sphere. Hence, oceans are an important part of the selenium
cycle.

11.2.7.3.2 Selenium fluxes in air
In air, selenium is mostly bound to particles with volatilization
of selenium from volcanoes, soils, sediments, the oceans, mi-
croorganisms, plants, animals, and industrial activity, all con-
tributing to selenium in the atmosphere. Natural background
concentrations of selenium in nonvolcanic areas are only
around 0.01–1 ng m!3, but the short residence time, usually
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Table 10 Global selenium fluxes

Source Pathways Se flux
(tonne year!1)

Anthropogenic
releases

Mining, anthropogenic releases to
atmosphere, water, land, and
oceans

76000–88000

Marine loss Volatilization, sea salt suspension,
into marine biota, sediment
transfer to land

38250

Terrestrial loss Volatilization, particle
resuspension, dissolved and
suspended load to oceans

15380

Atmospheric
loss

Wet and dry deposition to the
oceans and land

15300

Source: Haygarth PM (1994) Global importance and cycling of selenium.

In: Frankenberger WT and Benson S (eds.) Selenium in the Environment, pp. 1–28.

New York: Marcel Dekker.
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a matter of weeks, makes the atmosphere a rapid transport
route for selenium. Most urban air has concentrations of
0.1–10 ng m!3 (WHO, 1996, 2011). Higher levels may be
found in the vicinity of coal-fired thermal power stations
(90 ng m!3; background level, 10 ng m!3) with selenium in
an amorphous state (Giere et al., 2006; Jayasekher, 2009). For
example, in the United Kingdom, soil samples collected be-
tween 1861 and 1990 by the Rothamstead Agricultural Exper-
imental Station show that the highest concentrations of
selenium were between 1940 and 1970, coinciding with a
period of intensive coal use. The decline in selenium in herb-
age more recently is thought to reflect a switch to fuel sources
such as nuclear, oil, and gas (Haygarth, 1994).

Volatilization of selenium into the atmosphere results from
microbial methylation of selenium from soil, plant, and water
and is affected by the availability of selenium, the presence of
an adequate carbon source, oxygen availability, and tempera-
ture (Frankenberger and Benson, 1994; Jacobs, 1989).

Most gaseous selenium is thought to be in the dimethylse-
lenide (DMSe) form and it is estimated that terrestrial biogenic
sources contribute 1200 tonnes per year of selenium to the
atmosphere. Atmospheric dust derived from volcanoes and
wind erosion of the Earth’s surface (180 tonnes per year) and
suspended sea salts (550 tonnes per year) from the oceans are
also significant sources of atmospheric selenium. Particle-
bound selenium can be transported several thousands of kilo-
meters before deposition. Wet deposition from rain, snow, and
other types of precipitation is thought to contribute 5610
tonnes per hectare per year of selenium to the terrestrial envi-
ronment. In the United Kingdom, for example, wet deposition
has been shown to account for 76–93% of the total with>70%
in soluble form. Near-to-point sources of selenium, for
example, from industry and atmospheric deposition, can ac-
count for 33–82% of the selenium present on the leaves of
plants (Frankenberger and Benson, 1994; Jacobs, 1989). A
study of selenium in plant rings near a village close to coal-
fired power stations burning seleniferous coal in China
reported much higher concentrations than in plants collected
away from the source (Liu et al., 2007).

11.2.7.3.3 Soil–water–plant relationships
Despite selenium being essential for some green algae such
as Chlamydomonas, it has not been shown to be essential for
higher plants (Novoselov et al., 2002; Pilon-Smits and LeDuc,
2009). The selenium concentrations in plants generally reflect
those of the soils in which they are grown. An important factor
which may determine whether or not selenium-related health
problems affect man and animals is the variable capacity of
different plant species to accumulate selenium (Alloway, 1995;
Frankenberger and Benson, 1994; Jacobs, 1989; Oldfield,
1999). Plants with +25 mg kg!1 selenium may cause acute
poisoning of animals, but these plants are generally distasteful
and not eaten unless the animals are especially hungry (Knight
and Walter, 2001).

Rosenfield and Beath (1964) classified plants into three
groups based on their selenium uptake from seleniferous
soils. They are: (1) selenium accumulator plants which can
contain >1000 mg kg!1 selenium and grow well on high-
selenium soils; (2) secondary selenium absorbers with concen-
trations in the range of 50–100 mg kg!1; and (3) others which

include grains and grasses that can contain up to 50 mg kg!1

selenium. Selenium concentrations can range from 0.005 to
5500 mg kg!1 in selenium accumulators, with most plants
containing less than 10 mg kg!1.

Plants that require selenium for growth are called obligate
accumulators; they are capable of accumulating 10 times the
amount of selenium present in soil and include Astragalus,
Conopsis, Xylorhiza, and Stanleya. Plants known as facultative
accumulators do not require selenium for growth, but will
bind selenium in its organic forms if it is present in the soil;
these plants belong to the genera Acacia, Artemisia, Aster, Atri-
plex, Castilleja, Penstemon, and Grindelia (Knight and Walter,
2001). Accumulators belonging to the plant genera Astragalus,
Haplopappus, and Stanleya are commonly found in the semiarid
seleniferous environments of the western United States and
elsewhere and are used as indicators of high-selenium environ-
ments, although other species of these genera are non-
accumulators (Alloway, 1995; Jacobs, 1989).

The exclusion of selenium from the proteins of accumulator
plants is thought to be the basis for their selenium tolerance
with selenium metabolism based mainly on water-soluble,
nonprotein forms such as selenium–methylselenomethionine
(Jacobs, 1989). The ‘garlic’ odor characteristic of selenium-
accumulating plants reflects the volatile organic compounds
DMSe and dimethyldiselenide. Plants can suffer selenium tox-
icity as a result of selenium competition with essential metabo-
lites for biochemical sites, replacement of essential ions by
selenium, mainly major cations, selenate occupation of the
sites of essential groups such as phosphate and nitrate, or sele-
nium substitution in essential sulfur compounds.

Experimental evidence suggests that there is a negative cor-
relation between very high soil selenium concentrations and
plant growth. Alfalfa yields have been shown to decline when
extractable selenium in soil exceeds 500 mg kg!1. Yellowing,
black spots, and chlorosis of plant leaves and pink root tissue
can occur (Frankenberger and Benson, 1994; Jacobs, 1989).
Phytotoxicity in nature has been reported only from China,
where high selenium concentrations in soil caused discolor-
ation of maize corn-head embryos and also affected the growth
and yield of wheat and pea crops, respectively (Yang et al.,
1983).

In alkaline soils, selenium is often present as selenite, which
is bioavailable to plants and may prevent selenium deficiency
in people who eat them. The oxidation state of selenium is
critical in determining its availability in the food chain. For
example, in neutral to alkaline soils, Se6þ (selenate) is the
dominant state. This form of selenium is generally more solu-
ble and mobile in soils and is readily available for plant uptake
than selenite (Se4þ), which has lower solubility and greater
affinity for adsorption on soil particle surfaces (Mikkelsen
et al., 1989).

Food crops generally have a low selenium tolerance but
most crops have the potential to accumulate selenium in quan-
tities toxic to animals and humans (Jacobs, 1989). In general,
root crops contain the highest selenium concentrations
(Table 11) with plant leaves containing a higher concentration
than the tuber. For example, Yang et al. (1983) noted that
selenium concentrations in vegetables (0.3–81.4 mg kg!1)
were generally higher than in cereal crops (0.3–28.5 mg kg!1

in rice and maize) in seleniferous regions of China. Brassicas
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are unable to distinguish selenium from S and so tend to
accumulate selenium. Turnip leaves can have particularly
high concentrations with an average of 460 mg kg!1 ranging
up to 25000 mg kg!1 compared to an average of 12 mg kg!1 in
the tuber. Boletus pinicola and Boletus edulis species of edible
mushroom collected in Galicia, Spain, were found to have
mean selenium concentrations in the hymenophore of 74.93
and 52.7 mg kg!1 dry weight, resulting in a recommendation
to consume in moderation (Melgar et al., 2009).

In moderate to low selenium environments, alfalfa
(Medicago sp) has been shown to take up more selenium
than other forage crops. Crop species grown in low-selenium
soils generally show little difference in selenium uptake, so
changing the type of crop grown makes little impact. An ex-
ception has been reported from New Zealand, where changing
from white clover to the grass Agrostis tenuis increased the
selenium content of fodder (Davies and Watkinson, 1966).

11.2.7.4 Case Studies

11.2.7.4.1 Kesterson Reservoir, USA
One of the best-documented cases of selenium toxicity in
animals occurred at Kesterson Reservoir, California, USA
(Jacobs, 1989; Wu et al., 2000). Soil irrigation in the western
San Joaquin valley of California began in the late 1800s and
accelerated particularly in the 1930s–1940s. Irrigation water
was taken from both surface water and groundwater (Deverel
and Fujii, 1988). During the 1970s, flow into the reservoir was
mainly surface water, but over the period 1981–1986 almost
all the inflow was from shallow agricultural drainage for which
the reservoir acted as a set of evaporation ponds. This inflow
contained 250–350 mg l!1 selenium, mostly present as bio-
available selenate (Se(VI)).

The primary source of the Se is believed to have been pyrite in
shales, particularly the Upper Cretaceous–Paleocene Moreno
Shale and the Eocene–Oligocene Kreyenhagen Shale. Concentra-
tions of selenium in these formations range up to 45 mg kg!1

with median concentrations of 6.5 and 8.7 mg kg!1, respec-
tively (Presser, 1994). The concentration of selenium in the
surface sediments (0–0.3 m depth) of the old playas is in the
range 1–20 mg kg!1, reflecting the historical accumulation of
selenium from the selenium-rich drain water. Deeper sedi-
ments typically contain much lower selenium concentrations
of 0.1–1 mg kg!1 (Tokunaga et al., 1994).

Between 1983 and 1985, the US Wildlife Service compared
the biological impact of the high selenium in the Kesterson
Reservoir region to that of the adjacent Volta Wildlife area,
which was supplied with water containing normal selenium
concentrations. The research showed that the high concentra-
tions of selenium in the irrigation waters were having a detri-
mental effect on the health of fish and wildlife (Tokunaga
et al., 1994). Health effects on birds in the Kesterson Reservoir
area were very marked, with 22% of eggs containing dead or
deformed embryos. The developmental deformities included
missing or abnormal eyes, beaks, wings, legs, and feet, as well
as hydrocephaly. It has been estimated that at least 1000 adult
and young birds died between 1983 and 1985 as a result of
consuming plants and fish containing 12–120 times the nor-
mal amount of selenium. No overt adverse health effects were
noted in reptile or mammalian species, but the concentrations
of selenium present were of concern in terms of bioaccumula-
tion through the food chain.

These findings led the US Bureau of Reclamation to halt the
discharge of agricultural drainage to the reservoir. The reservoir
was also dewatered and the lower parts were infilled to prevent
groundwater rising to the soil surface. Bioremediation based
on microbial reduction of selenite and selenate to insoluble
Se(0) or methylation of these species to DMSe was used to
immobilize the selenium. Field trials demonstrated that micro-
organisms, particularly Enterobacter cloacea, were effective in
reducing selenium to insoluble Se(0) and that the process
was stimulated by the addition of organic matter (Wu et al.,
2000). The area was planted with upland grass. Biological
monitoring has demonstrated that selenium concentrations
in the water and vegetation at Kesterson are now much lower
and largely within safe limits. By 1992, concentrations of sele-
nium in surface pools that formed after periods of rainfall were
in the range 3–13 mg l!1.

11.2.7.4.2 Enshi, China
Human selenosis has been reported from Enshi district, Hubei
province, China. Between 1923 and 1988, 477 cases of human
selenosis were reported, 338 resulting in hair and nail loss and
disorders of the nervous system. In one small village, the
population was evacuated after 19 out of 23 people suffered
nail and hair loss and all the livestock had died from selenium
poisoning. Cases of selenosis in pigs reached a peak between
1979 and 1987, when 280 out of 2238 pigs were affected in
one village.

No human cases of selenium toxicity have been reported in
recent years, but animals continue to show health problems as
a result of the high concentrations of selenium in the environ-
ment (Fordyce et al., 2000b; Yang et al., 1983). Yang et al.
(1983) were the first to compare concentrations of selenium
in soil, crops, drinking water, human urine, blood, nail, and
hair samples from the Enshi area with other regions of China.
They demonstrated that the endemic selenium poisoning
was related to the occurrence of selenium-enriched Permian
coal deposits. These contained selenium concentrations of up
to 6470 mg kg!1. Selenium concentrations in the soil, food,
and human samples from areas underlain by these rocks
were up to 1000 times higher than in samples from nearby
low-selenium areas and dietary intakes of selenium greatly
exceeded the recommended international and Chinese

Table 11 Examples of Se contents in various crops grown in the
United States

US crop type Average Se (mg kg!1 dry wt)

Roots and bulbs 0.407
Grains 0.297
Leafy vegetables 0.110
Seed vegetables 0.066
Vegetable fruits 0.054
Tree fruits 0.015

Source: Jacobs LW (1989) Selenium in Agriculture and the Environment. Madison, WI:

Soil Science Society of America. SSSA Special Publication 23.

46 Arsenic and Selenium



thresholds (Table 12). Locally grown crops constituted 90% of
the diet in the Enshi area with cereal crops (rice and maize)
accounting for 65–85% of the selenium intake. In addition to
exposure through the food chain, villagers also mined the coal
for fuel and used the residues as a soil conditioner.

Concentrations of selenium in the soils and foodstuffs can
vary markedly from deficient to toxic in the same village,
depending on the outcrop of the coal-bearing strata (Fordyce
et al., 2000b). Villagers were therefore advised to avoid culti-
vating areas underlain by the coal or using coal ash to condi-
tion the soil. The outbreaks of human selenosis in the late
1950s and early 1960s coincided with drought and failure of
the rice crop, leading to an increased dependence on locally
produced vegetables and maize. As the source of food crops
diversified, incidence of the disease diminished.

11.2.7.4.3 Soan-Sakesar Valley, Pakistan
The Soan-Sakesar valley is situated in the center of the Salt
Range mountains in Punjab, northeast Pakistan. The geochem-
istry of the waters in the area has been studied extensively
by Afzal et al. (1999, 2000). The average altitude of the Soan-
Sakesar valley is 762 m and the mean annual rainfall
(1984–1994) is 613 mm. The average summer temperature is
33 #C and average winter temperature 3 #C, with periods below
freezing. Average evaporation is estimated to be about
950 mm year!1. The area is essentially a closed basin, although
ephemeral streams and rivers, including the River Soan, flow
seasonally westwards toward the River Indus.

The area is covered by sedimentary rocks mainly of Tertiary
age. The valley lies between two parallel east–west ridge sys-
tems. Wheat and maize are grown in the area. Three quite large

brackish-saline lakes (3–14 km2) occur within synclinal struc-
tures formed by the folding of Eocene rocks. The largest and
most saline lake, Lake Uchhali, has a TDS (total dissolved
solids) of about 36 g l!1, a nitrate concentration of
28 mg l!1, and a boron concentration of nearly 1 mg l!1. It
also contains a selenium concentration of 2.1 mg l!1. The
major-element chemistry is dominated by Na–Mg–Cl–SO4.
The majority of surface waters in the region exceeded the
WHO guideline value of 40 mg l!1 for selenium in drinking
water, with an observed mean concentration in streams and
springs of 302 mg l!1 (Table 13).

The Soan-Sakesar aquifer consists of two major forma-
tions, a freshwater Sakesar limestone (Chharat Group) of the
Eocene age and a brackish formation (Rawalpindi Group).
Groundwater recharge is mainly from infiltration through the
alluvial fans during times of stream flow. Groundwater has
been used extensively for irrigation and has led to substantially
altered groundwater flow patterns. The water table is generally
4–7 m bgl and varies by 1–2 m seasonally.

The groundwaters of the area also contain a high salt
content with a large majority of selenium concentrations in
excess of the WHO guideline value for drinking water and the
FAO (Food and Agriculture Organization) guideline value for
irrigation water (20 mg l!1). The median concentrations of
NO3 and boron in groundwaters from the area were 27.5 and
0.52 mg l!1, respectively. The Sakesar Formation is dominated
by shale. This probably forms the ultimate source of selenium.
Selenium concentrations, as well as the overall dissolved salt
concentration, were greatest in low-lying areas where a shallow
water table existed and where intense evaporation of soil water
had occurred.

Table 12 Deficiency and toxicity thresholds for selenium in various media

Medium Units Deficient Marginal Moderate Adequate Toxic Criterion References

Soils
Worldwide mg kg!1 0.1– 0.6 Animal health Various
Chinese soils mg kg!1 0.125 0.175 0.400 >3 Human health Tan (1989)
Chinese soil
water-soluble

mg kg!1 0.003 0.006 0.008 0.020 Human health Tan (1989)

Vegetation
Worldwide mg kg!1 <0.1 0.1–1.0 3–5 Animal health Jacobs (1989),

Levander
(1986)

Chinese cereals mg kg!1 0.025 0.040 0.070 >1 Human health Tan (1989)
Animals
Food, chronic
exposure

mg kg!1 <0.04 0.1–3 3–15 Animal health Jacobs (1989),
Mayland (1994)

Cattle and sheep liver mg kg!1 0.21 Animal health WHO (1986)
Cattle and sheep
blood

mg kg!1 <0.04 0.05–0.06 0.07–0.10 Animal health Mayland (1994)

Humans
Chinese human hair mg kg!1 0.200 0.250 0.500 >3 Human health Tan (1989)
Urinary excretion
rate

mg day!1 10–200 Human health Oldfield (1999)

Food mg kg!1 <0.05 2–5 Human health WHO (1996, 2011)
Ref. dose US EPA mg kg!1 day!1 0.005 Human health US EPA (2011)
Human diet (WHO) mg day!1 <40 55–75 >400 Human health WHO (1996, 2011)
Drinking water
(WHO)

mg l!1 >40 Maximum admissible
concentration

WHO (2011)
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Selenium speciation confirmed that all the waters were
dominated by selenate with 10–20% selenite (Afzal et al.,
2000). A small percentage of the selenium was present as
organic selenium in the surface waters but this was absent
from the groundwaters. Volatilization of selenium from the
lakes was suspected but not proven. It is likely that selenate
was reduced to selenite or elemental selenium in the anoxic
sediments.

11.2.7.4.4 Selenium deficiency, China
In contrast, selenium deficiency has been implicated in several
human diseases, most notably KD and KBD. KD is an endemic
selenium-responsive cardiomyopathy that mainly affects chil-
dren and women of child-bearing age and is named after
Keshan County in northeast China (Wang and Gao, 2001).
During the years of peak KD prevalence (1959–70), 8000 cases
and up to 3000 deaths were reported annually (Tan, 1989).
The disease occurred in a broad belt from northeast to
southwest China where subsistence farmers depended on
local food supplies. White muscle disease in animals occurred
in the same areas. In areas with KD in China, selenium levels in
the soil are around 0.112 mg kg!1 compared to an average
of 0.234 mg kg!1 in nonendemic areas of the world (WHO,
1986) where selenium may occur in its inorganic form as
selenide, selenate, and selenite. Grain crops in the affected
areas contained <0.04 mg kg!1 selenium, which led to ex-
tremely low dietary intakes (10–15 mg selenium per day) in
the local population. A very low selenium status in the affected
population was indicated by selenium concentrations in hair
of <0.12 mg kg!1 (Tan, 1989; Xu and Jiang, 1986; Yang and
Xia, 1995). In Tibet, soil selenium concentrations in KBD areas
were lower than those in nondisease areas, and the mean
concentrations of soil selenium in Tibet were lower than the
average of China (0.29 mg kg!1), with a close relationship
between soil selenium concentrations and KBD in Tibet (Li
et al., 2009b). Supplementation with 50 mg selenium per day
prevented the condition, but had no effect on those already
showing signs of disease.

The precise biological function of selenium in KD is unclear
and seasonal variations in prevalence suggested the involvement
of a virus. High levels of the Coxsackie B virus were found in KD
patients (Li et al., 2000). Work by Beck (1999) showed that a
normally benign strain of the Coxsackie B3 virus becomes viru-
lent in selenium- or vitamin E-deficiency conditions.

The incidence of the disease has fallen in recent years as a
result of selenium supplementation and improved economic
conditions in China generally (Burk, 1994). The evidence of
viral mutogeny in the presence of selenium deficiency has
important implications for many infections. Selenium defi-
ciency may increase the likelihood of dying from Human
Immunodeficiency Virus (HIV)-related diseases (Baum et al.,
1997) andmay have exacerbated the incidence of AIDS in parts
of Africa.

The relation between selenium deficiency and KD in
Zhangjiakou District, China, has been described in detail by
Johnson et al. (2000). Soils in the villages with a high preva-
lence of KD were found to be black or dark brown, with a high
organic matter content and lower pH than other soils in the
region. Although the soil in the KD-affected areas contained a
high total selenium concentration, the selenium was strongly
bound by soil organic matter and it was not in a bioavailable
form (Johnson et al., 2010). Water-soluble selenium concen-
trations in the villages with a high prevalence of KD were lower
than deficiency threshold values (geometric mean, 0.06 mg l!1;
threshold, 3 mg l!1).

The study concluded that when the bioavailability of sele-
nium is low, any factor that further reduces its bioavailability
and mobility may be critical. Adding selenium fertilizer to
crops rather than to soils was recommended to increase the
selenium concentrations in local diets. No cases of KD have
been reported since 1996 as the diet has become more diversi-
fied as a result of improvements in economic conditions and
transport.

KBD, named after the two Russian scientists who first de-
scribed it in the late 1800s, is an endemic osteoarthropathy
which causes deformity of joints. It is characterized by im-
paired movement, commonly with shortened fingers and toes
and in extreme cases, dwarfism (Levander, 1986; Tan, 1989;
WHO, 1993). In China, the distribution of the disease is sim-
ilar to KD in the north, but the links with selenium deficiency
are less clear. Iodine supplementation of the diets of children
and nursing mothers, together with 0.5–2.0 mg sodium sele-
nite a week for 6 years, reduced the disease prevalence from
42% to 4% in children aged 3–10 years (WHO, 1987). As with
KD, other factors have been implicated in the pathogenesis of
KBD. These include drinking water high in humic acids, greater
fungal (mycotoxin) contamination of grain, and iodine defi-
ciency (Peng et al., 1999; Suetens et al., 2001). KBD also occurs
in Siberia, North Korea, and, possibly, parts of Africa.

11.2.8 Concluding Remarks

The recent surge of research on the behavior of arsenic in the
environment has followed the discovery of human health
problems linked to high concentrations of the element in
some groundwaters, soils, and contaminated land. Fewer stud-
ies of selenium have been undertaken , although serious health

Table 13 Average concentrations (mg l!1) in groundwater and
stream/spring samples from the Soan-Sakesar valley, Pakistan

Parameter Lake Uchhali
(n¼3)

Groundwaters
(n¼29)

Streams/springs
(n¼13)

Ca 159 22 64
Mg 1770 62 104
Na 9890 130 323
K 254 14 25
Alkalinity 584 234 577
Cl 9530 89 216
SO4 14300 243 551
NO3 28 30 20
Li 2.86 0.3 0.65
B 0.96 0.61 0.36
P 0.48 0.17 0.52
SiO2 5.1 3.7 5.2
Se 2.10 0.062 0.302
Mo 0.02 0.021 0.019

Source: Afzal S, Younas M, and Ali K (2000) Selenium speciation studies from

Soan-Sakesar valley, Salt Range, Pakistan. Water International 25: 425–436.
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problems related to selenium toxicity or deficiency have been
reported. There have also been many studies on the distribu-
tion of arsenic, and more recently selenium, for metalliferous,
especially gold, exploration.

This chapter has outlined the main effects of arsenic and
selenium on human and animal health, their abundance
and distribution in the environment, sampling and analysis,
and the main factors controlling their speciation and cycling.
Such information should help to identify aquifers, water
resources, and soils at risk from high concentrations of arsenic
and selenium, and areas of selenium deficiency. Human activ-
ity has had, and is likely to continue to have, a major role in
releasing arsenic and selenium from the geosphere and in
perturbing the natural distribution of these and other elements
over the Earth’s surface.

Arsenic and selenium demonstrate many similarities in
their behavior in the environment. Both are redox-sensitive
and occur in several oxidation states under different environ-
mental conditions. Both partition preferentially into sulfide
minerals and metal oxides and are concentrated naturally in
areas of mineralization and geothermal activity. Also, both
elements occur as oxyanions in solution and, depending on
redox status, are potentially mobile in the near-neutral to
alkaline pH conditions that typify many natural waters. How-
ever, some major differences also exist. Selenium is immobile
under reducing conditions, while the mobility of arsenic is less
predictable and depends on a range of other factors. Selenium
also appears to partition more strongly with organic matter
than does arsenic.

While concern with arsenic in the environment relates prin-
cipally to toxicity conditions, concerns with selenium relate to
both deficiency and toxicity conditions. The optimum range of
selenium concentrations for health is narrow. In certain envi-
ronments, high intakes of arsenic or selenium, or very low
intakes of selenium, can occur, potentially leading to a wide
range of disease conditions, not all of which are well under-
stood and some of which may not yet have been recognized.

Many of the health and environmental problems caused by
arsenic and selenium were not predicted until recently because
of a lack of knowledge of the distribution and behavior of
arsenic and selenium in the environment. Recent improve-
ments in understanding have been aided by improved and
cost-effective analytical techniques and more powerful data
processing, which have made it easier to prepare high-
resolution geochemical maps. Also, modern digital datasets
of geochemical and hydrochemical data are used increasingly
in modeling studies to estimate element speciation,
bioavailability, and risk.

The discovery of high concentrations of arsenic in ground-
water from parts of the Bengal Basin of Bangladesh and West
Bengal and elsewhere after several years of groundwater devel-
opment has highlighted the need to analyze for a wide range of
water-quality parameters before using such water sources. With
the advent of modern multielement analytical techniques capa-
ble of measuring arsenic and selenium at environmentally rele-
vant concentrations on an almost routine basis, it should be
possible to include arsenic and selenium in more geochemical
and hydrochemical surveys and thereby acquire a much better
picture of their distribution, behavior, and role in the
environment.
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11.3.1 Introduction

11.3.1.1 Metals: Pb, Zn, Cd, Cr, Cu, Ni

These six metals, commonly classified as heavy metals, are a
subset of a larger group of trace elements that occur in low
concentration in the Earth’s crust. These heavy metals were
mined extensively for use in the twentieth century Industrial
Society. Nriagu (1988a) estimated that between 0.5 (Cd) and
310 (Cu) million metric tons of these metals were mined and
ultimately deposited in the biosphere. In many instances, the
inputs of these metals from anthropogenic sources exceed the
contributions from natural sources (weathering, volcanic erup-
tions, forest fires) by several times (Adriano, 1986). In this
chapter, heavy metals (elements having densities greater
than 5) and trace elements (elements present in the lithosphere
in concentrations less than 0.1%) are considered synonymous.

It has been observed in the past that the rate of emission of
these trace metals into the atmosphere is low due to their low
volatility. However, with the advent of large-scale metal min-
ing and smelting as well as fossil-fuel combustion in the twen-
tieth century, the emission rate of these metals has increased
dramatically. As most of these emissions are released into the
atmosphere where the mammals live and breathe, we see a
great increase in the occurrence of health problems such as lead
(Pb) poisoning, cadmium (Cd) Itai-itai disease, chromium
(Cr), and nickel (Ni) carcinogenesis.

In this chapter, the author has attempted to present a syn-
opsis of the importance of these metals in the hydrocycle, their
natural and anthropogenic emissions into the environment,
their prevalent geochemical form incorporated into lacustrine
sediments, and their time-trend distributions in watersheds that
have been impacted by urbanization, mining and smelting, and
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other anthropogenic activities. These time trends are recon-
structed from major–minor–trace–element distributions in age-
dated sediment cores, mainly from reservoirs where the mass
sedimentation rates (MSRs) are orders of magnitude greater
than those in natural lakes, the consequences of which tend to
preserve the heavy-metal signatures and minimize the metal
diagenesis (Callender, 2000). This chapter focuses mainly on
the heavy metals in the terrestrial and freshwater environments
whilst the environmental chemistry of trace metals in the
marine environment is discussed in Nightingale and Liss
(2003).

The data presented in Tables 2–5 are updated as much as
possible, with many of the references postdate the late 1980s.
Notable exceptions are riverine particulate matter chemistry
(Table 2), some references in Table 3, and references concern-
ing the geochemical properties of the six heavy metals discussed
in this chapter. There appears to be no recent publication that
updates the worldwide average for riverine particulate matter
trace metal chemistry (Martin and Whitfield, 1981; Martin and
Windom, 1991).This is supported by the fact that two recent
references (Li, 2000; Chester, 2000) concerning marine chemis-
try still refer to this 1981 publication. As for references in
Table 3, there is a very limited data available concerning the
pathways of heavy-metal transport to lakes. Some of the impor-
tant works have been considered and reviewed in this chapter.
In addition, the analytical chemistry of the sedimentary mate-
rials has changed little over the past 30 years until the advent
and use of inductively coupled plasma/mass spectrometry
(ICP/MS) in the late 1990s. Extensive works concerning the
geochemical properties of heavy metals have been published
during the past 40 years and to the author’s knowledge these
have survived the test of time.

11.3.1.2 Sources of Metals

There are a variety of natural and anthropogenic sources of these
heavy metals (Pb, Zn, Cd, Cr, Cu, Ni) in the environment.

11.3.1.2.1 Natural
The principal natural source of heavy metals in the environment
is from crustal material that is either weathered on (dissolved)
and eroded from (particulate) the Earth’s surface or injected
into the Earth’s atmosphere by volcanic activity. These two
sources account for 80% of all the natural sources; forest fires
and biogenic sources, account for 10% each (Nriagu, 1990b).

Particles released by erosion appear in the atmosphere as
windblown dust. In addition, some particles are released by
vegetation. The natural emissions of the six heavy metals are
12 000 (Pb); 45 000 (Zn); 1400 (Cd); 43 000 (Cr); 28 000
(Cu); and 29 000 (Ni) metric tons per year, respectively
(Nriagu 1990b). Thus, we can conclude that an abundant
quantity of metals are emitted into the atmosphere from nat-
ural sources. The quantity of anthropogenic emissions of these
metals is given in the next section.

11.3.1.2.2 Anthropogenic
There are a multitude of anthropogenic emissions in the envi-
ronment. The major source of these metals is from mining and
smelting. Mining releases metals to the fluvial environment as
tailings and to the atmosphere as metal-enriched dust whereas
smelting releases metals to the atmosphere as a result of high-
temperature refining processes. In the lead industry, Pb–Cu–
Zn–Cd are released in substantial quantities; during Cu and Ni
smelting, Co–Zn–Pb–Mn as well as Cu–Ni are released; and in
the Zn industry, sizeable releases of Zn–Cd–Cu–Pb occur
(Adriano, 1986). Table 1 shows that the world metal produc-
tion during the 1970s and the 1980s has remained relatively
constant except for Cr production that substantially increased
during the 1980s due to the technological advances and in-
creased importance (Faust and Aly, 1981).

Much of the demand for Cr was due to steel and iron
manufacturing and the use of Cr in pressure-treated lumber
(Alloway, 1995). Table 1 also shows that anthropogenic emis-
sions to the atmosphere, to which mining and smelting are
major contributors, are in the interval of two times (Cu, Ni),
five times (Zn, Cd), and 33 times (Pb) greater than the natural
emissions of metals to the atmosphere. Anthropogenic atmo-
spheric emissions decreased substantially from the 1970s to
the 1980s for Pb, Zn, and Cu (Table 1). On the other hand, Cd
and Cr have remained the same and Ni emissions have in-
creased in the 1980s. In addition, anthropogenic emissions of
Cr are only about one-half of those from the natural sources.
The major contributor of Cr to natural atmospheric emissions
is windblown dust (Nriagu and Pacyna, 1988).

Other important sources of metals to the atmosphere
include fossil-fuel combustion (primarily coal), municipal
waste incineration, cement production, and phosphate mining
(Nriagu and Pacyna, 1988). Important sources of metals to
the terrestrial and aquatic environment include discharge of
sewage sludges, use of commercial fertilizers and pesticides,

Table 1 Global primary production and emissions of six heavy metals during the 1970s and the 1980s

Metal Metal production Emissions to air Emissions to soil
1980s

Emissions to water
1980s

1970s 1980s 1970s 1980s

Pb 3400 3100 449 332 796 138
Zn 5500 5200 314 132 1372 226
Cd 17 15 7.3 7.6 22 9.4
Cr 6000 11 250 24 30 896 142
Cu 6000 7700 56 35 954 112
Ni 630 760 47 56 325 113

All values are thousand metric tons.

Source: Nriagu (1980a), Pacyna (1986), and Nriagu and Pacyna (1988).
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animal waste and waste-water discharge (Nriagu and Pacyna,
1988). Table 1 shows that metal emissions to soil are several
times those to air, suggesting that land disposal of mining
wastes, chemical wastes, combustion slags, municipal wastes,
and sewage sludges are the major contributors of these emis-
sions. Emissions to water are only about twice those relative to
air (except for Pb and Cd) suggesting that direct chemical and
wastewater releases to the aquatic environment are the only
additional inputs besides the atmospheric emissions (Table 1).

Table 2 gives a comparison of the six heavy-metal contents
of a variety of natural earth materials that annually impact
atmospheric, terrestrial, and aquatic environments. The pri-
mary data of metals are also normalized with respect to tita-
nium (Ti). Titanium is a very conservative element that is
associated with crustal rock sources. Normalization with res-
pect to Ti compensates for the relative percentage of various
diluents (non-crustal rock sources) and allows one to see more
clearly metal enrichment due to anthropogenic inputs. For
instance, in Table 2, recent lacustrine sediment is clearly
enriched in metal content relative to pre-Industrial lacustrine
sediment.

It is obvious that there is a progressive enrichment in the
metal content of the earth materials as one migrates from the
Earth’s upper crust to the soils to river mud to lacustrine
sediments, and finally to the river particulate matter. This is
especially true for Zn and Cd. If we consider the recent lacus-
trine sediments, then Pb, Zn, Cd, and Cu are all highly
enriched compared to the upper crust and soils. Chromium
and Ni, on the other hand, are not especially enriched when
compared to the crust and soils (Table 2). The metal content of
the river particulate matter is also highly enriched in relation to
the crust and soils. It is obvious that anthropogenic activities
have a pronounced effect on the particulate matter chemistry
of lakes and rivers. It is also obvious that much of the enriched
portion of the riverine particulates are deposited near river
mouths and in the coastal zone (continental shelf) as the Ti-
normalized metals for estuarine sediments and hemipelagic
mud are less enriched than riverine particulates but still
enriched relative to the crust and soils. Table 2 also shows
the effect of diagenetic remobilization and reprecipitation of
ferromanganese oxides in surficial pelagic clays as both Cu and
Ni (major accessory elements in ferromanganese nodules) are
significantly enriched in these marine deposits relative to the
precursor earth materials. Finally, Table 2 shows the effects of
high-temperature combustion on the enrichment of metals in
coals as they are concentrated in fly ash. This is especially true
for Pb, Zn, Cr, Cu, and Ni.

11.3.1.3 Source and Pathways

The two main pathways for heavy metals to become incorpo-
rated into air–soil–sediment–water are transport by air (atmo-
spheric) and water (fluvial). In the previous section it was
shown that heavy-metal emissions to air and water (Table 1)
are a significant percentage of the amounts of metals that are
extracted from the Earth’s crust by mining. Ores are refined by
smelting thus releasing large amounts of metal waste to the
environment (primary source). Relatively pure metals are inc-
orporated into a multitude of technological products which,
when discarded, produce a secondary, but important, source of

metals to the environment. Metals are also incorporated natu-
rally and technologically into foodstuffs which, when con-
sumed and discarded by man, result in an important metal
source to the aquatic environment (sewage wastewater), soils,
and sediments (sewage sludge).

We can see from Table 3 that except for Pb in the terrestrial
environment and Cd in the marine environment, metal trans-
port to the lakes and to the oceans via water (fluvial) is many
times greater (2–10) than that by air (atmospheric). This un-
doubtedly reflects the prevalence of wastewater discharges
from sewage–municipal–industrial inputs that are so common
in our industrialized society. The prevalence of Pb atmospheric
emissions is probably due to the burning of leaded gasoline
which was phased out in North America and Western Europe
by the early 1990s but is still occurring in the Third World
countries. Natural atmospheric emissions of Cd (volcanoes)
are most likely the cause of substantial atmospheric Cd fluxes
to the marine environment (Nriagu, 1990b).

11.3.2 Occurrence, Speciation, and Phase
Associations

11.3.2.1 Geochemical Properties and Major Solute Species

11.3.2.1.1 Lead
Lead (atomic no. 82) is a bluish-white metal of bright luster,
is soft, very malleable, ductile, and a poor conductor of elec-
tricity. Because of these properties and its low melting point
(327 !C), and resistance to corrosion, Pb has been used in the
manufacture of metal products for thousands of years. In fact,
the ancient world technology for smelting Pb–Ag alloys from
PbS ores was developed 5000 years ago (Settle and Patterson,
1980). Lead has a density of 11.342 g cm"3, hence finds exten-
sive use as a shield for radiation; its atomic weight is 207.2.
Lead has two oxidation states, þ2 and þ4. The tetravalent state
is a powerful oxidizing agent but is not common in the Earth’s
surficial environment; the divalent state, on the other hand,
is the most stable oxidation level and most Pb2þ salts with
naturally-occurring common anions are only slightly soluble.
It is composed of four stable isotopes (208Pb¼52%) and sev-
eral radioisotopes whose longest half-life is 15 Myr (Reimann
and de Caritat, 1998). Lead belongs to group IVa of the peri-
odic table which classifies it as a heavy metal whose geochem-
ical affinity is chalcophilic (associated with sulfur).

In a simple freshwater system, exposed to atmospheric CO2

and containing 10"3 M Cl", 10"4M SO "2
4 , and 10"6 M

HPO "2
4 , it is predicted that Pb will be complexed by the

carbonate species Pb CO3ð Þ "2
2 in the pH range of 6–8 (Hem

and Durum, 1973). The complex PbSO 0
4 is stable below pH 6

(or in low sulfate waters Pb2þ) and the complex Pb(OH)2 is
stable above pH 8 (Hem, 1976). In oxygenated stream and lake
environments the concentration of dissolved Pb is less than
1 mg l"1 over the pH range of 6–8 (Reimann and de Caritat,
1998) while its average concentration in world river water is
0.08 mg l"1 (see Chapter 7.7). The dissolved Pb concentration
in ocean water (0.002 mg l"1) is an order of magnitude lower
than that in river water (Chester, 2000).

Adsorption and aggregation-complexation with organic
matter appear to be the most important processes that trans-
form dissolved Pb to particulate forms in freshwater systems.
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Table 2 Average concentration of six heavy metals in natural earth materials

Material Pb
(ppm)

Zn
(ppm)

Cd
(ppm)

Cr
(ppm)

Cu
(ppm)

Ni
(ppm)

Ti
wt%

References

Upper crust 17(52) 67(203) 0.1(0.30) 69(209) 39(118) 55(167) 0.33 Li (2000)
Average soils 26(68) 74(195) 0.1(0.26) 61(160) 23(60) 27(71) 0.38 Li (2000)
River mud 23(42) 78(142) 0.6(2.0) 85(155) 32(58) 32(58) 0.55 Govindaraju (1989)
Pre-industrial, baseline
lacustrine sediment

22(69) 97(303) 0.3(0.55) 48(150) 34(106) 40(125) 0.32 Shafer and Armstrong (1991); Forstner (1981); Heit et al. (1984);
Mudroch et al. (1988); Eisenreich (1980); Kemp et al. (1976,
1978); Wren et al. (1983); Wahlen and Thompson (1980)

Recent lacustrine sediment 102(316) 207(640) 2.2(6.8) 63(195) 60(186) 39(121) 0.32 Above references plus: Dominik et al. (1984); Rowell (1996);
Mecray et al. (2001)

River particulate matter 68(120) 250(446) 1.2(2.1) 100(178) 100(178) 90(161) 0.56 Martin and Windom (1991); Martin and Whitfield (1981)
Estuarine sediment 54(108) 136(272) 1.2(2.4) 94(188) 52(104) 35(70) 0.50 Alexander et al. (1993); Coakley and Poulton (1993); Anikiyev et al.

(1994); Hanson (1997)
Hemipelagic mud 23(49) 111(236) 0.2(0.44) 79(168) 43(91) 44(94) 0.47 Li (2000); Chester (2000)
Pelagic clay 80(174) 170(370) 0.4(0.9) 90(196) 250(543) 230(500) 0.46 Li (2000)
Coal 15(24) 53(84) 0.4(0.6) 27(43) 16(25) 17(27) 0.63 Tillman (1994); Adriano (1986)
Fly ash 43(70) 149(245) 0.5(0.8) 115(189) 56(92) 84(137) 0.61 Hower et al. (1999); Adriano (1986)

Values in parentheses are Ti-normalized.
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Krauskopf (1956) originally suggested that the concentration
of Pb, as well as certain other trace metals, could be controlled
by adsorption onto the ferric and manganese oxyhydroxides–
clay mineral–organic matter. The extent of Pb adsorption onto
hydrous Fe and Mn oxides is influenced by the physical char-
acteristics of the adsorbent (specific surface, crystallinity, etc.)
and the composition of the aqueous phase (pH, Eh, complex-
ation, competing cations). In a recent study of Fe and Pb
speciation, reactivity, and cycling in a lacustrine environment,
Taillefert et al. (2000) determined that Pb is entrained during
the formation of Fe-exocellular polymeric substances (EPS)
that aggregate in a water column near the chemocline. It is
not yet clear whether the metal is complexed to the EPS
or adsorbed directly to the Fe oxide. However, extraction data
from lake sediments suggest that the Pb–FeOx phase is avail-
able to chemical attack (see below).

The average concentration of Pb in the lithosphere is about
14 mg g"1 and the most abundant sources of the metal are
the minerals galena (PbS), anglesite (PbSO4), and cerussite
(PbCO3). The most important environmental sources for Pb
are gasoline combustion (presently a minor source, but in the
past 40 years a major contributor to Pb pollution), Cu–Zn–Pb
smelting, battery factories, sewage sludge, coal combustion,
and waste incineration.

11.3.2.1.2 Zinc
Zinc (atomic no. 30) is a bluish-white, relatively soft metal
with a density of 7.133 g cm"3. It has an atomic weight of
65.39, a melting point of 419.6 !C, and a boiling point of
907 !C. Zinc is divalent in all its compounds and is composed
of five stable isotopes (64Zn¼49%) and a common radioiso-
tope, 65Zn, with a half-life of 245 days. It belongs to group IIb
of the periodic table which classifies it as a heavy metal whose
geochemical affinity is chalcophilic.

In freshwater, the uncomplexed Zn2þ ion dominates at an
environmental pH below 8 whereas the uncharged ZnCO 0

3

ion is the main species at higher pH (Hem, 1972). Complexing
of Zn with SO 2"

4 becomes important at high sulfate concen-
trations or in acidic waters. Hydrolysis becomes significant at
pH values greater than 7.5; hydroxy complexes of ZnOH" and
Zn OHð Þ 0

2 do not exceed carbonate species at typical environ-
mental concentrations of 15 mg l"1 for world stream water
(Reimann and de Caritat, 1998). More recent data of Gaillardet
et al. (see Chapter 7.7) places the concentration of dissolved

Zn in average world river water at 0.60 mg l"1. Significant com-
plexing with organic ligands may occur in stream and lake
waters with highly soluble organic carbon concentrations.
The concentration of Zn in ocean water is 0.39 mg l"1

(Chester, 2000), which is close to its value in world river water.
There are several factors that determine the relative abun-

dance of dissolved and particulate Zn in natural aquatic sys-
tems. These include media pH, biogeochemical degradation
processes that produce dominant complexing ligands, cation
exchange and adsorption processes that control the chemical
potential of solid substrates, and the presence of occluded
oxyhydroxide compounds (Adriano, 1986). At pH values
above 7, aqueous complexed Zn begins to partition to partic-
ulate Zn as a result of sorption onto iron oxyhydroxide. The
clay mineral montmorillonite is particularly efficient in remov-
ing Zn from solution by adsorption (Krauskopf, 1956; Farrah
and Pickering, 1977).

The average Zn content of the lithosphere is, '80 mg g"1

and the most abundant sources of Zn are the ZnS minerals
sphalerite and wurtzite and to a lesser extent smithsonite
(ZnCO3), willemite (Zn2SiO4), and zincite (ZnO) (Reimann
and de Caritat, 1998). The smelting of nonferrous metals and
the burning of fossil fuels and municipal wastes are the major
Zn sources contributing to air pollution.

11.3.2.1.3 Cadmium
Cadmium has an atomic number of 48, an atomic weight of
112.40 consisting of eight stable isotopes (112,114Cd are most
abundant), and a density of 8.65 g cm"3 (Nriagu, 1980a). In
several aspects Cd is similar to Zn (it is a neighbor of Zn in the
periodic table); in fact it is almost always associated with Zn in
mineral deposits and other earth materials. Cadmium is a soft,
silvery white, ductile metal with a faint bluish tinge. It has a
melting point of 321 !C and a boiling point of 765 !C. It
belongs to group IIb of elements in the periodic table and in
aqueous solution has the stable 2þ oxidation state. Cadmium
is a rare element (67th element in order of abundance) with a
concentration of'0.1 mg g"1 in the lithosphere and is strongly
chalcophilic, like Zn.

In a natural, aerobic freshwater aquatic system with typical
Cd–S–CO2 concentrations (Hem, 1972), Cd2þ is the predom-
inant species below pH 8, CdCO 0

3 is predominant from pH
8 to 10, and Cd OHð Þ 0

2 is dominant above pH 10. The solubil-
ity of Cd is minimum at pH 9.5 (Hem, 1972). The speciation

Table 3 Relative percentage of atmospheric (%A) and fluvial (%F) inputs of six heavy metals to lakes, a coastal zone, and the ocean

Lake/Ocean Metal References

Pb Zn Cd Cr Cu Ni

%A %F %A %F %A %F %A %F %A %F %A %F

Lake IJsselmeer NA NA 7 93 2 98 0.1 99.9 6 94 1 99 Salomons (1983)
Southern Lake Michigan 47 53 22 78 NA NA NA NA 13 87 NA NA Dolske and Sievering (1979)
Lake Michigan 60 40 35 65 10 90 41 59 15 85 NA NA Eisenreich (1980)
Lake Erie 40 60 12 88 NA NA NA NA 9 91 NA NA Nriagu et al. (1979)
South Atlantic Bight 2 98 1 99 41 59 NA NA 7 93 9 91 Chester (2000)
Ocean 15 85 5 95 17 83 3 97 2 98 5 95 Chester (2000)

NA¼not available.
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of Cd is generally considered to be dominated by dissolved
forms except in cases where the concentration of suspended
particulate matter is high such as ‘muddy’ rivers and reservoirs
and near-bottom benthic boundary layers, and underlying
bottom sediments in rivers and lakes (Li et al., 1984). The
distribution coefficient between the particulate and the dis-
solved Cd is remarkably consistent for a wide range of riverine
and lacustrine situations (Lum, 1987). The sorption of Cd on
particulate matter and bottom sediments is considered to be a
major factor affecting its concentration in natural waters
(Gardiner, 1974). Pickering (1980) has quantitatively evalu-
ated the role clay minerals, humic substances, and hydrous
metal oxides in Cd adsorption and concludes that some frac-
tion of the particle-bound Cd is irreversibly held by the solid
substrate. The concentration of dissolved Cd in average world
river water is 0.08 mg l"1 (see Chapter 7.7). This concentra-
tion is identical to that of Cd in ocean water (0.079 mg l"1;
Chester, 2000).

11.3.2.1.4 Chromium
Chromium has an atomic number of 24, an atomic weight of
51.996 consisting of four stable isotopes (52Cr¼84%), and a
density of 7.14 g cm"3 (Adriano, 1986). Crystalline Cr is steel-
gray in color, lustrous, hard metal that has a melting point of
1900 !C and a boiling point of 2642 !C. It belongs to group
VIb of the transition metals and in aqueous solution Cr exists
primarily in the trivalent (þ3) and hexavalent (þ6) oxidation
states. Chromium, as well as Zn, are the most abundant of the
‘heavy metals’ with a concentration of about 69 mg g"1 in the
lithosphere (Li, 2000).

In most natural waters at near neutral pH, CrIII is the
dominant form due to the very high redox potential for the
couple CrVI/CrIII (Rai et al., 1989). Chromium(III) forms
strong complexes with hydroxides. Rai et al. (1987) report
that the dominant hydroxo species are CrOH2þ at pH values
4–6, Cr OHð Þ 0

3 at pH values from 6 to 11.5, and Cr OHð Þ "
4 at

pH values above 11.5. The OH" ligand was the only significant
complexer of CrIII in natural aqueous solutions that contain
environmental concentrations of carbonate, sulfate, nitrate,
and phosphate ions. The only oxidant in natural aquatic sys-
tems that has the potential to oxidize CrIII to CrVI is manganese
dioxide. This compound is common on Earth’s surface and
thus one can expect to find some CrVI ions in natural waters.
The predominant CrVI species at environmental pH is CrO 2"

4

(Hem, 1985). The principal CrIII solid compound that is
known to control the solubility of CrIII in nature is Cr OHð Þ 0

3 .
However, Sass and Rai (1987) have shown that Cr/Fe(OH)3
has an even lower solubility. This compound is a solid solution
and thus its solubility is dependent on the mole fraction of Cr;
the lower the mole fraction, the lower the solubility (Sass
and Rai, 1987). Most CrVI solids are expected to be relatively
soluble under environmental conditions. In the absence of
solubility-controlling solids, CrVI aqueous concentrations
under neutral pH conditions will primarily be controlled by
adsorption/desorption reactions (Rai et al., 1989). Under
environmental conditions, iron oxides are the predominant
adsorbents of chromate (CrVI) in acidic to neutral pH range
and oxidizing environments. The Cr concentration in average
world river water is 0.7 mg l"1 (see Chapter 7.7) and that in
ocean water is 0.21 mg l"1 (Chester, 2000).

Chromium occurs in nature mainly in the mineral chro-
mite; Cr also occurs in small quantities in many minerals in
which it replaces Fe3þ and Al3þ (Faust and Aly, 1981). The
metallurgy industry uses the highest quality chromite ore
whilst the lower-grade ore is used for refractory bricks in melt-
ing furnaces. Major atmospheric emissions are from the chro-
mium alloy and metal producing industries. Smaller emissions
come from coal combustion and municipal incineration. In
the aquatic environment, the major sources of Cr are electro-
plating and metal finishing industries. Hexavalent CrVI is a
potent carcinogen and trivalent CrIII is an essential trace ele-
ment (Krishnamurthy and Wilkens, 1994).

11.3.2.1.5 Copper
Copper has an atomic number of 29, an atomic weight
of 63.546, consists of two stable isotopes (63Cu¼69.2%;
65Cu¼30.8%), and has a density of 8.94 g cm"3 (Webele-
ments, 2002). Metallic Cucompounds (sulfides) are typically
brassy yellow in color while the carbonates are a variety of
green- and yellow-colored. The metal is somewhat malleable
with a melting point of 1356 !C and a boiling point of
2868 !C. It belongs to group Ib of the transition metals and
in aqueous solution Cu exists primarily in the divalent oxida-
tion state although some univalent complexes and com-
pounds of Cu do occur in nature (Leckie and Davis, 1979).
Copper is a moderately abundant heavy metal with a concen-
tration in the lithosphere of about 39 mg g"1 (Li, 2000).

Chemical models for the speciation of Cu in freshwater
(Millero, 1975) predict that free Cu2þ(aq) is less than 1% of
the total dissolved Cu and that Cu CO3ð Þ 2"

2 and CuCO 0
3 are

equally important for the average river water. Leckie and Davis
(1979) showed that the CuCO 0

3 complex is the most impor-
tant one near the neutral pH. At pH values above 8, the dihy-
droxo–Copper(II) complex predominates. The chemical form
of Cu is critical to the behavior of the element in geochemical
and biological processes (Leckie and Davis, 1979). Cupric Cu
forms strong complexes with many organic compounds.

In the sedimentary cycle, Cu is associated with clay mineral
fractions, especially those rich in coatings containing organic
carbon and manganese oxides. In oxidizing environments
(Cu–H2O–O2–S–CO2 system), Cu is likely to be more soluble
under acidic than under alkaline conditions (Garrels and
Christ, 1965). The mineral malachite is favored at pH values
above 7. Under reducing conditions, Cu solubility is greatly
reduced and the predominant stable phase is cuprous sulfide
(Cu2S) (Leckie and Nelson, 1975). In natural aquatic systems,
some of the Cu is dissolved in freshwater streams and lakes as
carbonate and organic complexes; a larger fraction is associated
with the solid phases. Much of the particulate Cu is fixed in the
crystalline matrix of the particles (Gibbs, 1973). Some of the
riverine reactive particulate Cu may be desorbed as the fresh-
water mixes with seawater. The biological cycle of Cu is super-
imposed on the geochemical cycle. Copper is an essential
element for the growth of most of the aquatic organisms but
is toxic at levels as low as 10 mg l"1 (Leckie and Davis, 1979).
Copper has a greater affinity, than most of the other metals, for
organic matter, organisms, and solid phases (Leckie and Davis,
1979) and the competition for Cu between the aqueous and
the solid phases is very strong. Krauskopf (1956) noted that
the concentration of copper in natural waters, 0.8–3.5 mg l"1
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(Boyle, 1979), is far below the solubility of known solid
phases. Davis et al. (1978) found that the adsorption behavior
of Cu in natural systems is strongly dependent on the type and
concentration of inorganic and organic ligands. Recent data of
Gaillardet et al. (see Chapter 7.7) places the concentration of
dissolved Cu in average world river water at 1.5 mg l"1 and that
in ocean water at 0.25 mg l"1 (Chester, 2000).

The most common Cu minerals, from which the element is
refined into the metal, are Chalcocite (Cu2S), Covellite (CuS),
Chalcopyrite (CuFeS2), Malachite and Azurite (carbonate com-
pounds). It is not surprising that Cu is considered to have a
chalcophillic geochemical affinity. In the past, the major
source of Cu pollution was smelters that contributed vast
quantities of Cu–S particulates to the atmosphere. Presently,
the burning of fossil fuels and waste incineration are the major
sources of Cu to the atmosphere and the application of sewage
sludge, municipal composts, pig and poultry wastes are the
primary sources of anthropogenic Cu contributed to the land
surface (Alloway, 1995).

11.3.2.1.6 Nickel
Nickel has an atomic number of 28, an atomic weight of 58.71
consisting of five stable isotopes of which 58Ni (67.9%) and
60Ni (26.2%) are the most abundant, and a density of
8.9 g cm"3 (National Science Foundation, 1975). Nickel is a
silvery white, malleable metal with a melting point of 1455 !C
and a boiling point of 2732 !C. It has high ductility, good
thermal conductivity, moderate strength and hardness, and
can be fabricated easily by the procedures which are common
to steel (Nriagu, 1980b). Nickel belongs to group VIIIa and is
classified as a transition metal (the end of the first transition
series) whose prevalent valence states are 0 and 2þ. However,
the majority of nickel compounds are of the NiII species.

Morel et al. (1973) showed that the free aquo species
(Ni2þ) dominates at neutral pH (up to pH 9) in most aerobic
natural waters; however, complexes of naturally occurring lig-
ands are formed toaminordegree (OH"> SO 2"

4 >Cl">NH3).
Under anaerobic conditions that often occur in the bottom
sediments of lakes and estuaries, sulfide controls the solubility
of Ni. Under aerobic conditions, the solubility of Ni is con-
trolled by either the co-precipitate NiFe2O4 (Hem, 1977) or Ni
(OH)2(s) (Richter and Theis, 1980). The latter authors per-
formed laboratory adsorption experiments for Ni in the pres-
ence of silica, goethite, and amorphous manganese oxide and
found that manganese oxide removed 100% of the Ni over the
pH range 3–10. The iron oxide began to adsorb Ni at pH 5.5,
the oxide’s zero point of charge. Hsu (1978) found that Ni was
associated with both amorphous iron and manganese oxides
that coated silica sand grains.

In 1977, Turekian noted that the calculated theoretical
concentrations of Ni and other tracemetals in seawater were
in orders of magnitude higher than the measured values.
Turekian (1977) hypothesized that the role of particulate
matter was most important in sequestering reactive elements
and transporting them from the continents to the ocean floor.
For lakes, Allan (1975) demonstrated that atmospheric inputs
were responsible for Ni concentrations in sediments from
65 lakes surrounding a nickel smelter. As Jenne (1968) and
Turekian (1977) note, hydrous iron and manganese oxides
have a large capacity for sorption or co-precipitation with

trace metals such as Ni. These hydrous oxides exist as coatings
on the particles, particularly clays, and can transport seques-
tered metals to great distances (Snodgrass, 1980). In the major
rivers of the world, Ni transport is divided into the following
phases (Snodgrass, 1980): 0.5% solution, 3.1% adsorbed, 47%
as precipitated coating, 14.9% complexed by organic matter,
and 34.4% crystalline material.

The concentration of Ni in the lithosphere is 55 mg g"1 (Li,
2000) and the concentration of dissolved Ni in stream water is
2 mg l"1 (Turekian, 1971). More recent data on the concentra-
tion of dissolved Ni in average world river water indicates the
value to be 0.8 mg l"1 (see Chapter 7.7) and the Ni concentra-
tion in ocean water to be 0.47 mg l"1 (Chester, 2000). Natural
emissions of Ni to the atmosphere are dominated by wind-
blown dusts while anthropogenic sources that represent 65%
of all emission sources are dominated by fossil-fuel combus-
tion, waste incineration and nonferrous metal production
(Nriagu, 1980b). Major uses of Ni include its metallurgical
use as an alloy (stainless steel and corrosion-resistant alloys),
plating and electroplating, as a major component of Ni–Cd
batteries, and as a catalyst for hydrogenating vegetable oils
(National Science Foundation, 1975).

11.3.2.2 Occurrence in Rocks, Soils, Sediments,
Anthropogenic Materials

Table 4 presents the average concentration of six heavy metals
(Pb, Zn, Cd, Cr, Cu, Ni) in a variety of earth materials, soils,
sediments, and natural waters. For Pb it can be seen that the
solid-phase concentration increases little along the transport
gradient from the Earth’s crust to world soils to lake sediments
(14 < 22 < 23 mg g"1; Table 4). However, stream sediment
and particularly riverine particulate matter is substantially
enriched (50–68 mg g"1) suggesting that anthropogenic inputs
from the past use of leaded gasoline, the prevalent burning of
fossil fuels and municipal waste, and land disposal of sewage
sludge are mobilized from soils and become concentrated in
transported particulate matter. The Pb content of soils in En-
gland and Wales (UK) is much higher (74 mg g"1) than that
(12 mg g"1) found in remote soils of the USA (Alloway, 1995).
This is due in part to the more densely populated regions of the
UK that were sampled and the inclusion ofmetalliferousmining
areas. Shallowmarine sediments appear not to be enriched in Pb
related to sourcematerials (crustal rocks andworld soils;Table4)
and deep-sea sediments appear to be the final repository of Pb
that becomes concentrated in a variety of authigenic phases.

Zinc and Cd show a similar pattern with riverine particulate
Zn (250 mg g"1) greatly exceeding average Zn in terrestrial earth
materials (68(32 mg g"1) andworld soils (66(17 mg g"1), and
particulate Cd (1.2 mg g"1) greatly exceeding the terrestrial
earth materials and soil concentrations (0.14(0.08 and
0.23(0.15 mg g"1). As for Pb, UK soils are significantly greater
in Zn and Cd concentrations relative to USA soils, a fact that
reflects the urban and metalliferous character of the UK soils
(Alloway, 1995). Stream–lake–shallow marine sediments are
all more concentrated in Zn (113(18 mg g"1) than crustal
rocks and soils (64(3 mg g"1). As in the case of Pb, deep-sea
clays are the ultimate repository for Zn also.

Chromium has the highest concentration of all the six
heavy metals in the Earth’s crust (Table 4), mainly due to a
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very high concentration in basalt and shale. Average crustal
rocks (72(75 mg g"1) are similar in Cr concentration to world
soils (73(19 mg g"1) and the average Cr concentration in
stream sediment–riverine particulates–lake sediment–shallow
marine sediment (74(22 mg g"1). Only deep-sea clay is
slightly enriched relative to all the other earth materials
(Table 4). From these data it is apparent that natural Cr con-
centrations of various earth materials that constitute the weath-
ering-transport continuum from continent to oceans have not
been seriously altered by man’s activities. As has been seen
before, this is not the case for Pb, Zn, and Cd. These metals,
along with Cu and Ni, are the backbone of the world’s metal-
lurgical industry and thus man’s mining and smelting activities
that have gone on for centuries have greatly altered the natural
cycles.

The Cu concentration of crustal rocks (32(34 mg g"1) is
approximately equivalent to that for average soils
(25(4 mg g"1). However, as the earth material is weathered
and transported to streams–lakes–shallow marine sediments
there is a minimal enrichment in Cu concentration
(39)34)43 mg g"1) (Table 4). And, as for Pb–Zn–Cd, river-
ine particulate matter is greatly enriched (100 mg g"1) relative
to the other sedimentary materials. While the Pb–Zn–Cd con-
centrations of deep-sea clay are enriched 1.5 times that of the
continental sedimentary materials, Cu is enriched approxi-
mately five times. The substantial enrichment of Cu in oceanic
pelagic clay relative to terrestrial earth materials is due to the
presence of ubiquitous quantities of ferromanganese oxides in
surficial ocean sediments (Drever, 1988).

The Ni concentration of crustal rocks (58(53 mg g"1) is
substantially greater than the average world soils
(23(3 mg g"1), but essentially equal to continental sedimen-
tary materials (49(13 mg g"1). Riverine particulate matter
(90 mg g"1) is nearly twice the Ni concentration of these conti-
nental sedimentary materials and deep-sea clay is nearly three
times (230 mg g"1) that concentration. As noted for Cu, the

substantial Ni enrichment of deep-sea clays is due to the
presence of ferromanganese micronodules in the oxidized
surficial sediment column (Drever, 1988).

Table 5 gives the average concentration of six heavy metals
in anthropogenic by-products; that is, materials refined from
natural materials such as fly ash from coal and smelting of
metal ores or by-products from man’s use such as sewage
sludge and animal waste. It is evident that smelting of the
metal ores is a major contributor to the environmental pollu-
tion caused by atmospheric transport of heavy metals
(Table 5). However, fly ash emissions from coal-fired power
plants is probably a more important source of atmospheric
heavy-metal pollution due to the fact that these power plants
are the main sources of electricity for much of the world’s
population. In addition, sewage sludge is a major contributor
of heavy-metal pollution in soils as land disposal of human
waste becomes the only practical solution. It is not surprising
that riverine particulates are so enriched in Pb, Zn, Cd, Cu, and
Ni as soils polluted with atmospheric emissions from mining
and smelting activities, and those altered by the addition of
sewage sludge are swept into streams and rivers that eventually
empty into the ocean.

11.3.2.3 Geochemical Phase Associations in Soils and
Sediments

Not all metals are equally reactive, toxic, or available to biota.
The free ion form of the metal is thought to be the most
available and toxic (Luoma, 1983). With regards to reactivity,
it is generally thought that different metal ions display differing
affinities for surface binding sites across the substrates (Warren
and Haack, 2001). The speciation or dissolved forms of a metal
in solution is of primary importance in determining the parti-
tioning of the metal between the solid and solution phases.
Mineral surfaces, especially those of Fe oxyhydroxides, have
been studied well by aquatic chemists. This is due to their

Table 4 Heavy metals in the Earth’s crustal materials, soils, freshwater sediments, and marine sediments

Material Pb Zn Cd Cr Cu Ni References

Crust 14.8 65 0.10 126 25 56 Wedepohl (1995)
Granite 18, 17 40, 50 0.15, 0.13 20, 10 15, 20 8, 10 Adriano (1986); Drever (1988)
Basalt 8, 6 100, 105 0.2, 0.2 220, 170 90, 87 140, 130 ”
Shale 23, 20 100, 95 1.4, 0.3 120, 90 50, 45 68, 68 ”
Sandstone 10, 7 16, 16 <0.03, 35, 35 2, 2 2, 2 ”
Limestone 9, 9 29, 20 0.05, 0.03 10, 11 4, 4 20, 20 ”
Soils (general) 19 60 0.35 54 25 19 Adriano (1986)
Soils (World) 30 66 0.06 68 22 22 Kabata-Pendias (2000)
Soils, UK 74 97 0.8 41 23 25 Alloway (1995)
Soils, USA 12 57 0.27 30 24 ”
Stream sediments 51(28 132 (67 1.57(1.27 67(24 39(13 44(19 Various sourcesa

Lake sediment 22 97 0.6 48 34 40 Table 2
River particulates 68 250 1.2 100 100 90 ”
Shallow marine sediment 23 111 0.2 79 43 44 Li (2000); Chester (2000)
Deep-sea clay 80 170 0.4 90 250 230 Li (2000)
Streams 1 30 0.01 1 7 2 Drever (1988)
Ocean 0.03 2 0.05 0.2 0.5 0.5 Drever (1988)

Units are mg g"1 dry weight. Dissolved metal data for streams and ocean water are expressed in units mg l"1.
aVarious Sources: Dunnette (1992), Aston et al. (1974), Presley et al. (1980), Olade (1987), Mantei and Foster (1991), Zhang et al. (1994), Osintsev (1995), Chiffoleau et al. (1994),

Borovec et al. (1993), Gocht et al. (2001).
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ubiquitous and abundant nature and their proven geochemical
affinity (Honeyman and Santschi, 1988). Metals can be incor-
porated into solid minerals by a number of processes; nonspe-
cific and specific adsorption, co-precipitation, and precipitation
of discrete oxides and hydroxides (Warren and Haack, 2001).
Furthermore, Fe and Mn oxyhydroxides form surface coatings
on other types of mineral surfaces such as clays, carbonates, and
grains of feldspar and quartz. The three most common environ-
mental solid substrates are Fe-oxides, Mn-oxides, and natural
organic matter (NOM) (Warren and Haack, 2001).

Sediments are an important storage compartment for
metals that are released to the water column in rivers, lakes,
and oceans. Because of their ability to sequester metals, sedi-
ments can reflect water quality and record the effects of anthro-
pogenic emissions (Forstner, 1990). Particles as substrates of
pollutants originate from two sources; (a) particulate materials
transported from the watershed that are mostly related to soils
and (b) endogenic particulate materials formed within the
water column. Since adsorption of metal pollutants onto air-
and waterborne particles is the primary factor in determining
the transport, deposition, reactivity, and potential toxicity of
these metals, analytical techniques should be related to either
the chemistry of the particle surface or to the metal species that
is highly enriched on the particle surface (Forstner, 1990). In
the absence of highly-sophisticated solid-state techniques,
chemical methods have been devised to characterize the reac-
tivity of metal-rich phases adsorbed to solid particle surfaces.
Single leaching and combined sequential extraction schemes
have been developed to estimate the relative phase associations
of sedimentary metals in various aquatic environments
(Pickering, 1981). The most widely applied extraction scheme
was developed by Tessier et al. (1979) in which the extracted
components were defined as exchangeable, carbonates, easily-
reducible Mn oxides, moderately-reducible amorphous Fe ox-
ides, sulfides and organic matter, and lithogenic material.

Partition studies on river sediments were first reported by
Gibbs (1973) for suspended loads of the Amazon and Yukon
rivers. Nickel was the main heavy metal bound to hydroxide
coatings while a lithogenic crystalline phase concentrated the
Cr and Cu. Salomons and Forstner (1980), in an extraction
study of river sediments from different regions of the world,
found that less polluted or unpolluted river systems exhibit an
increase in the relative amount of the metals’ lithogenic frac-
tion and that the excess of metal contaminants released to the
aquatic environment by man’s activities exist in relatively

unstable chemical associations such as exchangeable and red-
ucible. With the exception of Cd and Mn, the amount of heavy
metals in exchangeable positions is generally low (Salomons
and Forstner, 1984). In addition to this, Zn is often con-
centrated in the easily reducible phase (amorphous Fe/Mn
oxyhydroxides), and Fe–Pb–Cu–Cr are concentrated in themo-
derately reducible phase (crystalline Fe/Mn oxyhydroxides)
(Salomons and Forstner, 1984). As can be seen later, for reser-
voir and lake sediments, Pb is almost completely extracted by
the mildly acidic hydroxylamine hydrochloride but Zn is only
partially extracted by this chemical that defines the easily-
reducible phase.

In a series of landmark papers by Tessier and coworkers, the
role of hydrous Fe/Mn oxides in controlling the heavy-metal
concentrations in natural aquatic systems has been defined by
careful field and laboratory studies by comparing with theory
(Tessier et al., 1985). They concluded that the adsorption of
Cd, Cu, Ni, Pb, and Zn onto Fe-oxyhydroxides is an important
mechanism in the lowering of heavy-metal concentrations in
oxic pore waters of Canadian-Shield lakes. These heavy-metal
concentrations were below the concentrations prescribed by
equilibrium solubility models. In a more recent study, Tessier
et al. (1989) concluded that Zn is sorbed onto Fe oxyhydrox-
ides and that their field data fit reasonably well into a simple
model of surface complexation. They also concluded that other
substrates (Mn oxyhydroxides, organic matter, clays) can sorb
Zn. Also, removal of Zn by phytoplankton has been shown to
be an important mechanism for controlling the dissolved Zn
concentrations in the eutrophic Lake Zurich (Sigg, 1987). Fi-
nally, Tessier et al. (1996) expanded their studies to include
adsorbed organic matter. Their results strongly suggest that pH
plays an important role in determining which types of particle
surface binding sites predominate in the sorption of heavy
metals in lakes. In circumneutral lakes metals are bound di-
rectly to hydroxyl groups of the Fe/Mn oxyhydroxides, and in
acidic lakes metals are bound indirectly to these oxyhydroxides
via adsorption of metals complexed by NOM.

Some words of caution should be included concerning
these ‘solid speciation’ sediment extraction techniques.
Kersten and Forstner (1987) noted that “useful information
on solid speciation influencing the mobility of contaminants
in biogeochemically reactive sediments by the chemical leach-
ing approach requires proper and careful handling of the an-
oxic sediment samples.” Martin et al. (1987) showed that the
specificity and reproducibility of the extraction method greatly

Table 5 Average concentration of six heavy metals in anthropogenic by-products

By-Product Pb Zn Cd Cr Cu Ni References

Coal 15 53 0.4 27 16 17 Tillman (1994), Adriano (1986)
Fly ash 43 144 0.5 115 56 84 Hower et al. (1999), Adriano (1986)
Soils down-wind of smelters 28, 2200 61, 3000 25, 91 184 306 Adriano (1986), Alloway (1995)
Fertilizers 235 288, 371 32, 35 151, 60 18, 84 36, 20 ”
Sewage sludge 1049, 820 3025, 2490 72, 18 1221, – 1085, – 319, – ”
Animal waste 45, 11 93, 130 0.36, 0.55 16, 30 20, 31 29, 19 Adriano (1986), Kabata-Pendias

and Pendias (2001)

Units are mg g"1 dry weight.
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depends on the chemical properties of the element and the
chemical composition of the samples. They state that “these
methods provide, at best, a gradient for the physicochemical
association strength between trace elements and solid particles
rather than their actual speciation.” The problem of post-
extraction readsorption of As, Cd, Ni, Pb, and Zn has been
addressed by Belzile et al. (1989) who found that by using the
‘Tessier method’ (Tessier et al., 1979) on trace-element spiked
natural sediments it is possible to recover the added trace
elements within the limits of experimental error.

In a recent study of extraction of anthropogenic trace metals
from sediments of US urban reservoirs, Conko and Callender
(1999) showed that Pb had the highest anthropogenic content
accounting for 80–90% of the total metal concentration. Three
extractions were used: (1) easily-reducible 0.25 M Hydroxyl-
amine HCL in 0.25 N HCl (Chao, 1984); (2) weak-acid digest
(Hornberger et al., 1999); and (3) Pb-isotope digest of 1 N
HNO3 þ 1.75 N HCl (Graney et al., 1995). Chao (1984)
extraction, originally thought to extract only amorphous Mn
oxyhydroxides, is now considered to be an acid-reducible ex-
traction that solubilizes amorphous hydrous Fe and Mn oxides
(Sutherland and Tack, 2000). Hornberger et al.’s (1999) weak-
acid digest (0.6 N HCl) is thought to represent the bioavailable
fraction of the metal (Hornberger et al., 2000). Graney et al.’s
(1995) HNO3 þ HCl acid digest is the most aggressive of
the three extracts and has been shown to represent, using Pb
isotopes, the anthropogenic fraction of Pb in lacustrine sedi-
ments. A plot of extractable Pb and total Pb for a 1997
sediment core from the suburban Lake Anne watershed in
Reston, Virginia (Callender and Van Metre, 1997) is presented
in Figure 1(a). It can be seen that between 85 and 95% of the
total Pb is extracted by these chemicals. In general, the Chao
extraction recovered 95% of the total Pb and since this tech-
nique is thought to specifically extract amorphous Fe and Mn

oxyhydroxides, Conko and Callender (1999) postulated that
most of the Pb is bound by these amorphous oxides. Figure 1(b)
is a plot of various extractions and total Zn in the same Lake
Anne core. Only 70% of the total Zn was extracted by any of
the three techniques mentioned before; thus the remaining Zn
must be associated with other sedimentary phases. Conko and
Callender (1999) suggest Zn fixation by 2 : 1 clay minerals (i.e.,
montmorillonite), whereby sorbed Zn is fixed in the alumina
octahedral layer, is an important phase (Pickering, 1981). An
additional phase could be biotic structures that are postulated
byWebb et al. (2000) as substrates where Zn occurs in intimate
combination with Fe and P. While Lake Anne sediment is a
typical siliclastic material, Lake Harding (located south of At-
lanta, Georgia) sediment is reddish in color and consists of
appreciably more iron and aluminum oxides. Much of the iron
oxides are undoubtedly crystalline in character and may not be
attacked by the mild extraction techniques listed above (espe-
cially the Chao extraction). Figure 2 shows a plot of the ext-
ractable and total Pb in a sediment core from Lake Harding.
Contrary to the Lake Anne Pb data where 95% is extractable,
only 75% of the total Pb in Lake Harding is extractable. The
Chao easily-reducible extraction yielded the lowest extraction
efficiences. It is clear from these data that the type and nature of
phase components that comprise natural aquatic sediments are
most important for understanding the efficiency of any extrac-
tion scheme. Very little is known about the relationship be-
tween easily-extracted phases removed by sequential extraction
(Tessier et al., 1979) and those liberated by single leaches.
Sutherland (2002) compared the two approaches using soil
and road deposited sediment in Honolulu, Hawaii. The results
indicated that the dilute HCl leach was slightly more aggressive
than the sequential procedure but that there was no significant
difference between the Pb and Zn concentrations liberated by
the two approaches. Further, the data also indicated that a
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Figure 1 Temporal distribution of total and extractable lead (a) and zinc (b) in a sediment core from Lake Anne, Reston, Virginia, USA.
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dilute HCl leach was a valuable, rapid, cost-effective analytical
tool for contamination assessment. The Hawaii data also
indicated that between 75% and 80% of the total Pb is very
labile and anthropogenically enhanced (Sutherland, 2002;
Sutherland and Tack, 2000). On the other hand, while labile
Zn comprises 75% of the total, it is equally distributed between
acid extractable and reducible (Sutherland et al., 2000). The
extractable Pb data agrees well with the lacustrine Pb data
presented in Figure 1(a). The single HCl leach method on
Hawaii sediments (Sutherland, 2002) extracts about 50% of
the total Zn; a figure even lower than the 70% for lake sedi-
ments. Unfortunately, no information was available concern-
ing the phase distribution of Zn in these sediments.

An important reason for testing ‘selective’ leach procedures
on sediments that are subjected to anthropogenic influence is
to determine whether such leaches can be used to measure the
anthropogenic metal content of sedimentary materials. For
Lake Anne sediment, Conko and Callender (1999) calculated
the anthropogenic Pb and Zn content by subtracting the back-
ground metal concentrations from the total metal content.
These were then compared to the ‘anthropogenic’ leach con-
centrations. For both Pb and Zn, there was essentially no
difference between the two procedures. These techniques
were applied to several other lake sediments with similar suc-
cesses suggesting that a mild acid leach might be used to
estimate the labile, anthropogenic metal content of a variety
of sedimentary materials.

Terrestrial materials (river sediments, lake sediments, and
urban particulate matter) appear to have between 50% and
70% exchangeable Pb and Zn while marine sediments contain
very little exchangeable metal but appreciably more reducible
and much more residual Pb and Zn (Kersten and Forstner,
1995). This may not be too surprising as exchangeable metals

are released once freshwater mixes with salt water and redistri-
bution in the marine environment results in some precipitated
phases (carbonates, Fe/Mn oxyhydroxides) and the relative
increase in the lithogenic fraction. In future, the solid-phase
identification techniques should be used to classify the sedi-
ments that are to be subjected to ‘selective’ extraction tech-
niques for the purpose of understanding the heavy metal
phase associations.

11.3.3 Atmospheric Emissions of Metals and
Geochemical Cycles

Both natural and perturbed geochemical cycles include several
subcycle elements, not the least of which is the emission of
metals into the atmosphere. Atmospheric metals deposited on
the land and ocean surface are a part of the runoff from land
into the ocean and become incorporated in marine sediments.
Thus, the two major pathways whereby heavy metals are
injected into the natural geochemical cycles are atmospheric
and fluvial. Considering the land surface, atmospheric emis-
sions from stationary and mobile facilities and aqueous
emissions from manufacturing and sewage disposal facilities
are the primary sources of heavy metal contamination. As for
the ocean, atmospheric deposition and continental runoff are
the primary inputs. Duce et al. (1991) summarized the global
inputs of metals to the ocean for the 1980s and these data are
presented in Table 6. Riverine inputs are substantially greater
than the atmospheric inputs, especially particulate riverine in-
puts that account for 95% of the total (Chester, 2000). For Pb
and Zn, riverine inputs are 20 and 30 times greater than the
corresponding atmospheric inputs. For Cd the factor is only 5,
while for Cu and Ni the factors are 45 and 30, respectively.
Global atmospheric inputs to land and ocean for the same
time period are substantially greater (2–3 times, Table 6) than
atmospheric deposition to the ocean. This is due to the pres-
ence of major pollution sources (mining, smelting, fossil-fuel
combustion, waste incineration, manufacturing facilities) on
the landmasses. In fact, for Pb during the 1970s and 1980s, the
use of leaded gasoline in vehicles resulted in the emission of
four times the metal to the land surface compared to the ocean
(Table 6).

From the above data it is obvious that atmospheric emis-
sions on land are a major source of heavy-metal contamination
to our natural environment. In the following sections the focus
will be on these emissions due to the fact that there are numer-
ous data available to construct emission estimates (Nriagu and

Table 6 Global deposition of metals to the ocean for the 1980s

Pb Zn Cd Cu Ni

Atmospheric
90 137 3.1 34 25
Riverine
1602 3906 15.3 1510 1411
World atmosphere
342 177 8.9 63 86

All deposition values are thousand metric tons per year.

Source: Duce et al. (1991).
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Figure 2 Temporal distribution of total and extractable lead in a
sediment core from Lake Harding, Atlanta, Georgia, USA.
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Pacyna, 1988) and that historical atmospheric emissions have
been archived in continental ice accumulations (Greenland
and Antarctica). The metal emission estimates of Nriagu and
Pacyna (1988) are the most complete, and recent data are
available for worldwide metal emissions.

11.3.3.1 Historical Heavy Metal Fluxes to the Atmosphere

Claire Patterson and his co-workers have pioneered the study
of natural earth materials to uncover the ‘secrets of the ages’.
As early as 1963, Tatsumoto and Patterson (1963) related the
high concentrations of Pb in surface seawater off Southern
California to automotive aerosol fallout. In the United States
it was found that Pb in gasoline was the largest single source of
air pollution. Aerosols account for about one-third of the
industrial Pb added to the oceans (Patterson et al., 1976).
Murozumi et al. (1969) provided a very convincing argument
that airborne Pb particulates can be transported over vast dis-
tances in their classic study of the Greenland ice sheet. Their
data indicated that before 1750 the concentration of Pb in the
atmosphere began to increase above ‘natural’ levels and that
this was mainly due to the lead smelters, and that the sharp
increase in the atmospheric Pb occurred around 1950 due to
the burning of Pb alkyls in gasoline after 1940.

More recently, Claude Boutron and his co-workers in
France have published high-quality data for Pb–Zn–Cd–Cu
in Greenland snows (Boutron et al., 1991; Hong et al., 1994;
Candelone et al., 1995). Table 7 gives heavy metal deposition
fluxes for the Summit Central Greenland Icesheet sampling
locality. Lead increased dramatically between BP 7760 and
AD 1773 (Industrial Revolution), and subsequently through
1850–1960 (Pb alkyl additives to automobile gasoline)
(Nriagu, 1990a). Candelone et al. (1995) have successfully
extended the uncontaminated metal record in ice from Central
Greenland. Besides the above Pb record, for Zn, Cd, andCu there
is a clear increasing trend from 1773 to the 1970s (Table 7).
However, between BP 7760 and AD 1773, there is essentially
no change in metal flux. In fact, Zn decreased slightly; there
is no change in Cd; and Cu increased slightly (Table 7). Over
the past 200 years, Zn fluxes started to increase but it was not
until 1900s that the increase became more rapid. On the other
hand, for Cd and Cu, it was not until after the 1850s that
their atmospheric concentrations and fluxes increased substan-
tially (Candelone et al., 1995). The maximum remote atmo-
spheric concentrations of Zn occurred around 1960 while
those for Cd and Cu occurred around 1970 (Candelone et al.,
1995). Finally, 1992 icesheet data indicate that the remote

atmospheric Pb fluxes (Table 7) decreased by 6.5-fold in
response to the banning of leaded gasoline throughout
most of the world. Zinc and Cu decreased only 1.5 times
while Cd decreased about 2.5 times (Table 7). These large
increases in historical metal fluxes to the remote atmosphere
are undoubtedly related to the major changes in the large scale
anthropogenic emissions to the atmosphere in the northern
hemisphere.

There is a wealth of data available on the world production
of heavy metals during the past century or so (Nriagu, 1990b).
Candelone et al. (1995) present historical Zn–Cd–Cu concen-
trations in snow/ice deposited at Summit, Central Greenland
from 1773 to 1992. If one assumes that the 1773 concentra-
tions are the result of natural atmospheric emissions, then the
ratio of 1980s concentrations to 1773 concentrations are a
measure of anthropogenic contamination of the remote atmo-
sphere to that date. These ratios are 4, 7, and 3 for Zn, Cd, and
Cu, respectively (figure 3 in Candelone et al., 1995). Compare
this to the 1983 total emissions divided by the natural emis-
sions (Nriagu, 1990b). These values are 3.9, 6.4, and 2.3 for
Zn, Cd, and Cu, respectively. It appears that historical changes
in Zn–Cd–Cu deposition in the Greenland icesheet are consis-
tent with the estimates of metal emissions to the global atmo-
sphere (Candelone et al., 1995). These emissions are primarily
a result of smelting/refining, manufacturing processes, fossil-
fuel combustion, and waste incineration (Nriagu,1990b).

Table 7 Heavy metal deposition fluxes at Summit, Central Greenland

Age Pb Zn Cd Cu

BP 7760 1.3 53 0.6 3.9
1773 18 37 0.6 5.0
1850 35 70 0.6 5.3
1960s–1970s 250 200 4.1 22
1992 39 120 1.8 17

All values are in picograms per cm2 per year.

Source: Candelone et al. (1995).
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Figure 3 Schematic diagrams of perturbed heavy metal cycles
representing prehistoric times of minimal human disturbances and
modern times of maximum human disturbances. Data sources for
minimum human disturbances: Nriagu (1990b), Bertine and Goldberg
(1971). Data sources for maximum human disturbances: Martin and
Whitfield (1981), Garrels et al. (1973), Lantzy and Mackenzie (1979),
Nriagu and Pacyna (1988), Duce et al. (1991).
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A similar analysis for Pb yields the following results: ice-
sheet concentration ratio is about 15 and atmospheric emis-
sion ratio is about 20. While this is not too bad a comparison,
it is not as good as for the other three metals (Zn–Cd–Cu). It is
clear that most of the Pb increase in snow/ice samples from
Greenland is due to the use of leaded gasoline after the 1950s
(Murozumi et al., 1969).

Going back to the Holocene era (BP 7760 years) where
dated ice cores give metal concentrations that reflect a time
when man’s impact on the global environment was minimal,
Candelone et al. (1995) measured Zn–Cd–Cu concentrations
that were comparable to values for ice dated at AD 1773. Even
by AD 1900 the concentrations of Zn and Cu were only 1.3 and
1.5 times those recorded for the AD 1773 date (Candelone
et al., 1995). Cadmium concentrations had increased more
than four times during this period and Pb concentrations had
increased nearly 10 times. In fact for Pb, the concentrations
recorded in the icesheet have increased at least 30 times be-
tween BP 7760 and AD 1900. (Candelone et al., 1995). It is
obvious that much Pb was emitted to the atmosphere long
before the Industrial Revolution and that some Cd was emitted
during the early stages of the Industrial Revolution. It is possi-
ble that Cd was a by-product of the Pb mining and smelting
during the Greco-Roman civilization (2500–BP 1700 years).

11.3.3.2 Perturbed Heavy Metal Cycles

In this discussion of heavy metals, geochemical cycles are
treated in a simple manner; emissions from land and oceans
to the global atmosphere and subsequent deposition on the
land and ocean surface, and runoff from the land to the ocean
and eventual deposition in marine sediments. Only two com-
ponents of this simple cycle will be discussed due to the avail-
ability of relatively accurate and complete data; deposition of
metals from the atmosphere to the land and ocean surface, and
continental runoff to the ocean.

Figure 3 presents these data for two simple scenarios: min-
imal human disturbances and maximum human disturbances.
For the minimal human disturbances senario, it was assumed
that deposition from the atmosphere was due to natural
sources (Nriagu, 1990b) and that there was minimal anthro-
pogenic impact on the Earth’s surface. The continental runoff
(riverine) data was taken from Bertine and Goldberg (1971)
who calculated the amounts of metals entering into the world’s
oceans as a result of the weathering cycle. They accounted for
both the dissolved and particulate phases by using the marine
rates of sedimentation. It can be seen from Figure 3 that for
Pb–Zn–Cr–Cu–Ni, continental runoff was 5–10 times greater
than the natural atmospheric inputs. For Cd, the atmospheric
fluxes are greater than the continental runoff suggesting that
continental rocks are depleted in Cd or that there are poor
quality Cd data for these two sources. The latter explanation
seems to be the most likely.

For the maximum human disturbances scenario, riverine
inputs were calculated with the data of Martin and Whitfield
(1981). As can be seen from Table 2 in this chapter, Pb–Zn–
Cd–Cu–Ni are strongly enriched (by man’s activities) when
compared to the average Earth’s upper crust and soils and the
Cr enrichment is found to be only somewhat enriched
(Table 2). Atmospheric input data was computed as the

average of global emissions data for the 1970s and 1980s
(Garrels et al., 1973; Lantzy and Mackenzie, 1979; Nriagu
and Pacyna, 1988; and Duce et al., 1991), and was assumed
to be the time of maximum anthropogenic emissions to the
atmosphere. For the maximum human disturbances scenario,
riverine inputs are still larger than the atmospheric inputs
except that Pb–Cr are only three times greater, Zn is six times
greater, Cu is 10 times greater, Ni is 13 times greater, and Cd is
about equal. These differences are undoubtedly due to the
magnitude of different source functions.

A calculation of maximum/minimum ratio from the atmo-
spheric input data in Figure 3 yields the following results:
Pb¼33, Zn¼9, Cd¼17, Cr¼1.5, Cu¼5, Ni¼4. We know
that the burning of leaded gasoline is responsible for the
large increase of Pb. Enormous metal production of Zn and
Cd ores as well as refuse incineration are responsible for the
increases of these metals. In addition, marine aerosols are an
important source of Cd (Li, 1981). Obviously, Cu–Ni produc-
tion from ores increased during this period but not nearly as
much as for Zn–Cd. Also, combustion of fossil fuels contrib-
uted somewhat to the increase of Cu and Ni. The main source
of Cr is steel and iron manufacturing which appears to not be
as important an impact on the atmospheric environment as
sources for the other metals. The pollution sources of Cr are
minimal as reflected in the balance between riverine input and
marine sediment output (Li, 1981).

A similar calculation for the riverine inputs (Figure 3)
yields the following results: Pb¼14, Zn¼5, Cd¼40,
Cr¼7.5, Cu¼6, Ni¼8. With the exception of Pb and Cd, the
increases for Zn–Cr–Cu–Ni are similar. Smelting wastes and
coal fly ash releases are the common sources of these four
metals. Gasoline residues are an obvious source of the Pb
increases and urban refuse incineration is a major source of
the Cd increase (Nriagu and Pacyna, 1988).

11.3.3.3 Global Emissions of Heavy Metals

Table 8 presents the data on the global emissions of heavy
metals to the atmospheric and terrestrial environments for the
1970s and 1980s. The atmospheric and riverine input (weath-
ering mobilization) data are the same as that used for the
minimum and maximum human disturbances to the geo-
chemical cycling of the heavy metals presented in the previous
section. Total industrial discharges of heavy metals are the
calculated discharges into soils and water minus the emissions
to the atmosphere (Nriagu, 1990b). Only a fraction of the
heavy-metal production from mines is released into the atmo-
sphere in the same year (Nriagu, 1990b). For instance for Pb,
in the year 1983, about 30% of the metal produced from
mining is used for metal production, other sources, and is
wasted as industrial discharges (Table 8): Zn 27%, Cd 190%,
Cr 16%, Cu 14%, and Ni 57%. It is not surprising that the price
of base metals fluctuate so widely in that there appears to be a
substantial excess of supply over demand (Table 8). This is not
the case for Cd; the data presented in Table 8 suggest that there
may be a deficit in the supply of Cd. It appears unlikely but
it may be that there is a sufficient demand for Cd that can just
about balance the mine production. Another explanation is
that the estimate of Cd from industrial discharges might be
in error. Other discrepancies in Cd estimates have also been
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noted and it is reasonable to think that since the concentra-
tions of Cd are so low in natural earth materials, the analytical
data may not be good.

In order to assess the internal consistency of the emissions,
as shown in Table 8, a calculation was made whereby the mean
atmospheric input was equated to the world metal production
emitted to the atmosphere plus natural emissions and other
sources to the atmosphere. With the exceptions of Cu and Zn,
the quantities of emissions balance rather well. There is no
obvious reason why Cu is out of balance by nearly a factor of
2 (atmospheric input > sources). For Zn, with an imbalance of
1.7 for atmospheric input > sources, there is an obvious prob-
lem with other sources in that the impact of rubber tire wear.
This source term will be addressed in the next section. How-
ever, even with this term, the right side of the equation would
increase to a maximum emissions figure of 300 000 t yr"1

(Table 8). It is possible that maximum Cu and Zn emissions
to the atmosphere have been overestimated but there is no way
to check this with the available data.

11.3.3.4 US Emissions of Heavy Metals

While there is a reasonable amount of data pertaining to global
emissions of heavy metals during the last half of the twentieth
century, there is a wealth of data available for emissions of heavy
metals to the US atmosphere. Most of this has been calculated
fromUSEPA and US Bureau of Mines materials production data
combined with emission factors for a variety of source functions
(Pacyna, 1986). In this section data plots will be presented to
show the calculated emissions of several heavy metals to the US
atmosphere over a decade of time. Some of the data, such as that
for Pb, are from the published literature. On the other hand,
much of the data for Zn has been calculated by the author and
his colleagues and is presented for the first time.

11.3.3.4.1 Lead
With the scientific realization that Pb had contaminated the
global atmosphere (Murozumi et al., 1969), scientists set
out to identify the major sources of this contamination. The
late Claire Patterson, formerly of the California Institute of
Technology, was the leader in this field. In an earlier paper

concerning Pb contamination and its effect on human beings,
Patterson (1965) wrote “the industrial use of lead is so massive
today that the amount of lead mined and introduced into our
relatively small urban environments each year is more than
100 times greater than the amount of natural lead leached each
year from soils by streams and added to the oceans over the
entire earth”. This conclusion was reached by Chow and
Patterson (1962) in their landmark study of Pb isotopes in
pelagic sediments. This information, coupled with the well-
known health impacts of Pb (USEPA, 2000a,b), arose the
interest of toxicologists worldwide and prompted detailed
studies of the cycling of this element in the environment.
Ingested Pb (food, water, soil, and dust) damages organs,
affects the brain and nerves, the heart and blood, and particu-
larly affects young children and adults (USEPA, 2000a,b). With
the use of leaded gasoline that began in the 1930s (Nriagu,
1990a), the public outcry about the outbreak of severe lead
poisoning, and the drastic increase in the US in automobile
miles traveled, the US Congress passed an amendment to the
Clean Air Act (Callender and VanMetre, 1997) banning the use
of leaded gasoline. The USEPA (2000a,b), in their most recent
air pollutant emission trends report, showed that since 1973
the quantity of Pb emitted to the environment (Table 9) has
decreased drastically from about 200 000 t to about 500 t in
1998. As a comparison, European Pb emissions for 1979/1980
were released at a rate of 80 800 t yr"1 (Pacyna and Lindgren,
1997) while those for the US were 66 600 tons per year
(USEPA, 2000a,b).

Figure 4 presents the important EPA emissions data on a
five-year time scale from 1970 to 1995. In the 1970s and
1980s, it is clear that leaded gasoline consumption was the
overwhelming emitter of Pb to the environment with metal
processing a far second. Presently, the total amount of Pb
emitted to the environment is a paltry 2500 t (USEPA,
2000a,b), with metal processing and waste disposal being
the main emitters. While the US consumption of leaded gas-
oline has all but stopped, it is not the case for the rest of the
world. As of 1993 when leaded gasoline consumption in
North America (mostly Mexico) emitted 1400 t of Pb to the
atmosphere, the rest of the world emitted 69 000 tons of Pb to
the atmosphere (Thomas, 1995).

Table 8 Global emissions of heavy metals to the atmosphere and terrestrial environment during 1970s and 1980s

Element Atmospheric
inputa

Weathering
mobilizationb

Total
industrial
dischargesc

Production
from minesd

World Metal
production
(Atmos.)e

Other
sources
(Atmos.)f

Emissions H2O,
soil (Atmos.)g

Global
natural
emissionsh

Pb 400 000 295 000 565 000 3 077 000 83 800 292 000 875 000 12 000
Zn 412 000 1 390 000 1 427 000 6 040 000 125 800 67 000 2 083 000 45 000
Cd 24 000 15 000 24 000 19 000 8500 3500 43 000 1400
Cr 65 000 1 180 000 1 010 000 6 800 000 28 500 25 000 1 397 000 43 000
Cu 141 000 635 000 1 048 000 8 114 000 35 400 15 500 1 428 000 28 000
Ni 103 000 540 000 356 000 778 000 15 900 71 000 614 000 29 000

Units are metric tons per year. Atmospheric Input (a)¼World Metal Production (e)þOther Sources to the Atmosphere (f)þNatural Emissions to the Atmosphere (h).

Pb: 400 000¼388 000; Zn: 412 000? 238 000; Cd: 24 000ffi13 400; Cr: 65 000ffi96 500; Cu: 141 000ffi79 000; Ni: 103 000ffi116 000.
aSource: Lantzy and Mackenzie (1979), Garrels et al. (1973), Nriagu and Pacyna (1988), Duce et al. (1991).
bBertine and Goldberg (1971).
c,d,hNriagu (1990b).
e–gNriagu and Pacyna (1988).
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11.3.3.4.2 Zinc
The US atmospheric emissions data for Zn are somewhat
sparse. Nriagu (1979) published data on the worldwide an-
thropogenic emission of Zn to the atmosphere during 1975
(Table 10). The author has taken this report as a model for the
type of Zn emissions that appear to be important and has
added several categories such as cement and fertilizer produc-
tion and automobile rubber tire wear.

The reason why the emission data for Zn are sparse is that
until recently it was thought that Zn was not harmful to the
environment and that health risks were minimal compared
to other heavy metals. Zinc is an essential micronutrient
and plays a role in DNA polymerization (Sunda, 1991) and
nervous system functions (Yasui et al., 1996). Zinc is gener-
ally less toxic than other heavy metals (Nriagu, 1980a); how-
ever, it is known to cause a variety of acute and toxic effects
in aquatic biota. Several studies have established links be-
tween human activities and environmental Zn enrichment
(Pacyna, 1996).

Figure 5 is a plot of second tier Zn emissions to the
atmosphere for the period 1960–1995 in five-year time
intervals. The only important Zn emission category not in-
cluded in Figure 5 is Zn mining. This is and has been the
largest Zn emission category with 102 000 t in 1960 to
112 000 in 1970, declining to 48 000 in 1980, and stabilizing

at about 32 000 t in the 1990s (Nriagu and Pacyna, 1988;
www.minerals.usgs.gov). Obviously, emissions from Zn min-
ing and smelting are the overwhelming sources. Total US Zn
emissions for the 1980s amount to approximately 60 000 t yr"1

while European Zn emissions total 43 000 t yr"1 (Pacyna
and Lindgren, 1997). Mining–smelting emissions overwhelm
others that are important but it is difficult to plot these clearly
on Figure 5 if Zn mining is also included.

Of the five Zn emission categories plotted in Figure 5, waste
incineration and rubber tire wear are the most important. Note
that in general these emissions have increased during the last
40 years such that the second-tier emissions total approxi-
mately one-half of the Zn mining–smelting emissions.

11.3.3.4.3 Cadmium
Cadmium has received a wide variety of uses in American
industries with the largest being electroplating and battery
manufacture. Its emission from natural sources (erosion and
volcanic activity) are negligible. The dominant sources of Cd
emissions to the atmosphere are primary metals smelting (Cu
and Pb), secondary metals production, fossil-fuel combustion,
waste incineration, iron and steel production, and rubber tire
wear. Figure 6 is a plot of Cd emissions to the US atmosphere
for five-year time periods from 1970 to 1990. Between 1970
and 1980, primary metals smelting was the primary source of

Table 9 Total US emissions of lead (Pb) to the atmosphere

Source category 1970 1975 1980 1985 1990 1995

Waste incineration 1995 1447 1097 790 729 552
Fossil fuel combustion 9269 9385 3899 469 454 446
Metals processing 21 971 9000 2745 1902 1968 1864
Gasoline consumption 164 800 123 657 58 688 17 208 1086 475

Units are metric tons.

Source: USEPA (1998, 2000a,b).
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Figure 4 Three-dimensional plot of lead emissions to the US atmosphere for the period 1970–1995. Data from USEPA (2000a).
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Cd emissions to the atmosphere. Then fossil-fuel combustion
became the primary emitter (60%) with Cu–Pb smelting ac-
counting for much of the remainder (30%) (Wilber et al.,
1992). These emissions were concentrated in the central part
of the US (Wilber et al., 1992). By 1990, fossil fuel emissions
decreased significantly, a fact that is probably related to the
increased efficiency of stack emission controls; and secondary
metal production became the major source of Cd to the
US atmosphere (Figure 6). In the 1980s, Cd emissions to
the US atmosphere amounted to 650 t yr"1 (Table 11).
European emissions were nearly double this amount, i.e.,
1150 t yr"1 (Pacyna and Lindgren, 1997).

11.3.4 Historical Metal Trends Reconstructed from
Sediment Cores

11.3.4.1 Paleolimnological Approach

Many governmental agencies collect the data routinely for the
assessment of the quality of rivers, streams, lakes, and coastal
oceans. Water-quality monitoring involves temporal sampling
of water resources that are affected by natural random events,
seasonal phenomena, and anthropogenic forces. Testing water
quality, monitoring data at regular intervals has become a
common feature and an important exercise for water managers
who are interested in checking whether the investment of large

Table 10 Total US Emissions of zinc (Zn) to the atmosphere

Source category 1960 1965 1970 1975 1980 1985 1990 1995

Cement productiona 617 716 729 667 735 754 752 846
Fertilizer productionb 1000 1000 1054 1329 1632 1525 1390 1365
Copper miningc 1035 1163 1200 983 915 795 1185 1448
Iron and steeld 1628 2160 2236 1952 1682 1223 1342 1374
Fossil Fuel combustione 1532 1719 2141 1878 1916 1984 1658 1298
Rubber tire wear f 3747 4901 5503 5044 5983 7258 8329 8847
Waste incinerationg 6367 7280 5920 5006 3232 5659 7298 7941
Zinc miningh 101 500 126 280 111 440 55 580 47 600 36 540 36 820 32 480

Units are metric tons.
aSource: Nriagu and Pacyna (1988), http://minerals.usgs.gov/minerals/pubs/commodity/cement/stat/tbl1.txt.
bSource: Nriagu and Pacyna (1988), http://minerals.usgs.gov/minerals/pubs/commodity/phosphate_rock/stat/tbl1.txt.
cSource: Nriagu and Pacyna (1988), http://minerals.usgs.gov/ minerals/pubs/commodity/of01-006/copper.
dSource: Nriagu and Pacyna (1988), http://minerals.usgs.gov/minerals/pubs/commodity/of01-006/ironand steel.
eSource: Pacyna (1986), Statistical Abstracts of the United States (1998) (Coal and Oil production data).
fSource: Councell et al. (2004).
gSource: Pacyna (1986), USEPA (1998).
hSource: Nriagu and Pacyna (1988), http://minerals.usgs.gov/minerals/pubs/commodity/of01-006/zinc.
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sums of money has improved the water quality of various
water resources during the past 30 years. In addition, trends
available by such monitoring can provide a warning of degra-
dation of water quality.

Historical water quality databases suffer from many limita-
tions such as lack of sufficient data, changing sampling and
analytical methods, changing detection limits, missing values
and values below the analytical reporting level. With regard to
trace metal data, the problem is evenmore difficult in that many
metals occur at environmental concentrations so low (parts per
billion or less) that current (up until the early 1990s) routine
analytical methodology was unable to detect ambient concen-
trations with adequate sensitivity and precision. Even the best
statistical techniques, when applied to questionable data, can
produce misleading results. For example, Pb in the Trinity River,

south of Dallas, TX, USA. Abundant dissolved Pb data for the
period 1977–1992 (Van Metre and Callender, 1996) indicate
that there were no trends in Pb; in fact, the concentrations were
scattered from 0 to 5 ppb. On the other hand, Pb in sediment
cores from Lake Livingston, downstream from the Trinity River
sampling station, showed a decline in Pb concentration from
1970 to 1993 (Van Metre and Callender, 1996). Thus, from the
core data, one can conclude that there is a declining trend in Pb
in the Trinity River.

For these very reasons, the US Congress supported the US
Geological Survey’s National Water Quality Assessment Pro-
gram with its goals to describe the status and trends in water
quality of our Nation’s surface and groundwater, and to pro-
vide an understanding of the natural and human factors that
affect the observed conditions and trends. The US public is
eager to know whether the water quality of US rivers and lakes
has benefited from the expenditure of billions of dollars since
the passage of the Clean Air and Clean Water Acts in the 1970s.

An alternate approach to statistical analyses of historical
water-quality data is to use metal distributions in dated sedi-
ment cores to assess the past trends in anthropogenic hydro-
phobic constituents that impact watersheds (paleolimnological
approach). It is well known that marine and lacustrine sedi-
ments often record natural and anthropogenic events that occur
in drainage basins, local and regional air masses, or are forced
upon the aquatic system (Valette-Silver, 1993). A good example
of the former is the increase in erosional inputs to lakes in
response to anthropogenic activities in the drainage basin
(Brush, 1984). Atmospheric pollution resulting from the cul-
tural and industrial activities (Chow et al.,1973) is a compelling
example of the latter. Thus, aquatic sediments are archives of
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Figure 6 Three-dimensional plot of cadmium emissions to the US atmosphere for the period 1970–1990. (sources Davis and Associates, 1970;
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Table 11 Total U.S. emissions of cadmium (Cd) to the atmosphere

Source category 1970a 1975b 1980c 1985d 1990e

Rubber tire wear 6 6 5 5 5
Cement production 14 13 14 14 15
Waste incineration 72 97 131 21 28
Fossil fuel combustion 200 186 60 121 7
Secondary metals 245 75 143 15 96
Primary metals 1075 860 728 54 32

Units are metric tons.
aSource: Davis and Associates (1970).
bSource: USEPA (1975a,b, 1976).
cSource: USEPA (1978).
dSource: Wilber et al. (1992).
eSource: USEPA (2000b).
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natural and anthropogenic change. This is especially true for
hydrophobic constituents such as heavy metals.

Because of their large adsorption capacity, fine-grained
sediments are a major repository for the contaminants and a
record of the temporal changes in contamination. Thus, sedi-
ments can be used for historical reconstruction. To guarantee a
reliable age dating, and, therefore, to be useful in the historical
reconstruction, the core sediment must be undisturbed, fine-
grained, and collected in an area with a relatively fast sedimen-
tation rate. These conditions are often found in lakes where
studies in the 1970s by Kemp et al. (1974) and Forstner (1976)
used lake sediments to understand the pollution history of
several Laurentian Great Lakes and some European lakes. How-
ever, there is a serious limitation in using sediment cores from
many natural lakes in that the sedimentation rate is generally
too slow in providing the proper time resolution to discern
modern pollution trends. Lacustrine sediments usually accumu-
late at rates less than 1 cm yr"1 (Krishnaswami and Lal, 1978)
and often at rates less than 0.3 cm yr"1 (Johnson, 1984). Thus,
there may be sufficient time for early diagenesis, such as micro-
biologically-mediated reactions, to occur. On the other hand, in
lacustrine environments where sediments accumulate at rates
exceeding 1 and may exceed 5–10 cm yr"1 (Ritchie et al., 1973),
such as in surface-water reservoirs, rapid sedimentation exerts a
pronounced influence on sedimentary diagenesis.

A brief discussion of sedimentary diagenesis is warranted as
post-depositional chemical, and physical stability is probably
the most important factor in preserving heavy-metal signatures
that may be recorded in aquatic sediments. For sediments to
provide a historical record of pollution, the pollutant must
have an affinity for the sedimentary particles. It is well known
that most of the metals, and certainly the heavy metals dis-
cussed in this chapter, are hydrophobic in nature and allow
partition to the solid phase. Once deposited in the sediment,
the pollutants should not undergo chemical mobilization
within the sediment column nor should the sediment column
be disturbed by physical and biological processes.

Natural lacustrine and estuarine sediments whose accumu-
lation rates are low, generally below 0.25 cm yr"1, often do not
satisfy the above requirements. The biophysical term bioturba-
tion refers to surficial sediments mixed by the actions of de-
posit feeders, irrigation tube dwellers, and head-down feeders
(Boudreau, 1999). In general, these bioturbation processes do
not occur in reservoirs where sediment accumulation rates
exceed 1 and often 5 cm yr"1 (Callender, 2000). At these
rates, the sediment influx at the water–sediment interface is
too great for benthic organisms to establish themselves.

On the other hand, geochemical mobility affects every sed-
imentary environment; varying in degree, from slowly accu-
mulating natural lacustrine and estuarine sediments to rapidly
accumulating reservoir sediments. The major authigenic solid
substrates for adsorption and co-precipitation of heavy metals
in aquatic sediments are the hydrous oxides of iron (Fe) and
manganese (Mn) (Santschi et al., 1990). These primary metal
oxides sorb/co-precipitate Pb–Cr–Cu (Fe oxyhydroxides) and
Zn–Cd–Pb (Mn oxyhydroxides) (Santschi et al., 1990). Man-
ganese oxides begin to dissolve in mildly oxidizing sediments
while Fe oxides are reduced in anoxic sediments (Salomons and
Forstner, 1984). In the mildly oxidizing zone, Mn2þ diffuses
upward and precipitates as Mn oxide in the stronger oxidizing

part of the sediment column. At greater sediment depths,
Fe oxide reduction to Fe2þ begins and ferrous iron diffuses
upward and precipitates as Fe oxide in the mildly oxidizing
part of the sediment sequence (Salomons and Forstner, 1984).

An example from a slowly-accumulating (0.01–0.1 cm yr"1)
sediment profile in a freshwater lake in Scotland (Williams,
1992) should suffice to illustrate the formation of diagenetic
metal profiles. Early diagenetic processes, such as those described
before, have promoted extensive metal enrichment immediately
beneath the water–sediment interface. The oxic conditions, near
the water–sediment interface, that promote metal precipitation
and enrichment (Mn, Fe, Pb, Zn, Cu, Ni) are entirely confined
to strata of post-industrial age (Williams, 1992).

Callender (2000) extensively studied the geochemical ef-
fects of rapid sedimentation in aquatic systems and postulated
that rapid sedimentation exerts a pronounced influence on
early sedimentary diagenesis. The following are two case stud-
ies that illustrate this point. The Cheyenne River Embayment of
Lake Oahe, one of the several impoundments on the upper
Missouri River, accumulates sediment at an average rate of
9 cm yr"1 (Callender and Robbins, 1993). Three interstitial-
water Feprofiles from the same site takenover a three-year period
(August 1985, August 1986, June 1987), when superimposed on
the same depth axis, show the effects of interannual variations in
sediment inputs such that in 1986 a rapid input of oxidized
material suppressed the dissolved Fe concentration to less than
0.1 mg l"1 to a depth of 8 cm. In 1985when there was a drought
and sediment inputs were reduced substantially, near-surface
sediment became nearly anoxic and the interstitial Fe concentra-
tion rose to a very high 26 mg l"1 (Callender, 2000). In Pueblo
Reservoir on the upper Arkansas River in central Colorado, cores
of bottom sediments showed distinct reddish-brown layers that
indicate rapid transport and sedimentation of Fe-rich colloids
formed by the discharge of acid-mine waters from abandoned
mines upstream (Callender, 2000). The amorphous sedimentary
Fe profile from a sediment core near the river mouth shows two
peaks at depths that correspond to the dates of heavy metal
releases from the mines. Although the amorphous Fe oxyhydr-
oxide concentrations are only 10% of the total Fe concentra-
tions, they are adequate to adsorb Pb (Fergusson, 1990) and
produce the anthropogenic Pb concentrations found in the
core (Callender, 2000). Copper and Zn show similar distribu-
tions in this core whose sedimentation rate is 5 cm yr"1.

In these examples as well as for most aquatic sediments, the
principal diagenetic reactions that occur in these sediments are
aerobic respiration and the reduction of Mn and Fe oxides.
Under the slower sedimentation conditions in natural lakes
and estuaries, there is sufficient time (years) for particulate
organic matter to decompose and create a diagenetic environ-
ment where metal oxides may not be stable. When faster
sedimentation prevails, such as in reservoirs, there is less time
(months) for bacteria to perform their metabolic functions due
to the fact that the organisms do not occupy a sediment layer
for any length of time before a new sediment is added
(Callender, 2000). Also, sedimentary organic matter in reser-
voir sediments is considerably more recalcitrant than that in
natural lacustrine and estuarine sediments as reservoirs receive
more terrestrial organic matter (Callender, 2000).

The author hopes that this discussion of sedimentary dia-
genesis, as it applies to heavy-metal signatures in natural
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lacustrine and reservoir sediments, will help the reader inter-
pret the results presented in the following sections on recon-
structed metal trends from age-dated reservoir sediment cores.

The approach that Callender and Van Metre (1997) have
taken is to select primarily reservoir lakes that integrate a gener-
ally sizeable drainage basin that is impacted by a unique landuse
such as agriculture, mining, stack emissions, suburban ‘sprawl’,
or urban development with some commercial and light indus-
trial activity. Sediment cores are taken to sample the post-
impoundment section as much as possible and to penetrate the
pre-impoundmentmaterial. Core sampling is accomplishedwith
a variety of coring tools (box cores, push cores, piston cores) in
order to recover a relatively undisturbed sediment section. The
recovered sediment is sampled on approximately an annual
sediment thickness and samples are preserved (chilled, then
frozen) for future analytical determinations. In the laboratory,
sediment samples are weighed, frozen, freeze-dried, weighed
again, and ground to a fine powder. Elemental concentrations
are determined on concentrated acid digests (nitric and hydro-
fluoric in microwave pressure vessels) by inductively coupled
plasma-atomic emission spectrometry (ICP/AES) or by graphite
furnace atomic adsorption spectrometry (GF/AAS).

For reservoirs to be a good medium for detecting the trends
in heavy metals, several conditions need to be satisfied. First,
the site sampled should be continuously depositional over the
life of the reservoir. This condition is most easily satisfied by
sampling in the deeper, lacustrine region of the reservoir where
sedimentation is slower but more uniform and the sediments
predominantly consist of silty clay material. The second con-
dition is that the sediments sampled should not be subject to
significant physical and chemical diagenesis; that is, mobiliza-
tion of chemical constituents after deposition. Callender
(2000) has written an extensive paper indicating that rapid
sedimentation promotes minimal diagenesis and preserves
historical metal signatures. The third condition is that the chem-
ical quality of reservoir bottom sediments should be related to
the water quality of the influent river and that the influent water
quality be representative of the drainage basin.

11.3.4.2 Age Dating

In general, reservoir sediments can be dated by several tech-
niques. In one technique, the sediment surface is dated by the
time of coring while in the other the date is derived from a
visual inspection of the cored sediment column which often
penetrates the pre-impoundment surface. The primary age dat-
ing tool for reservoir sediments is by counting the radioactive
isotope 137Cs which has a half-life period of 30 years (Robbins
and Edgington, 1975; McCall et al., 1984). The 137Cs activity of
freeze-dried sediment samples is measured by counting the
gamma activity in fixed geometry with a high-resolution, in-
trinsic germanium detector gamma-spectrometer (Callender
and Robbins, 1993). Depending on the penetration depth of
the core and the age of the reservoir, 137Cs can provide one or
two date markers and can be used to evaluate the relative
amount of postdepositional mixing or sediment disturbance
(Van Metre et al., 1997). The peak 137Cs activity in the sedi-
ment core is assigned a date of 1964, consistent with the peak
in atmospheric fallout levels of 137Cs for 1963–1964. In reser-
voirs constructed prior to or around 1950, the first occurrence

of 137Cs, if it did not appear to have been effected by postde-
positional sediment mixing, was assigned a date of 1953 which
is consistent with the generally accepted date of 1952 for the
first large-scale atmospheric testing of nuclear weapons by
the US in Nevada (Beck et al., 1990). This is also the date of
the first globally-detectable levels of 137Cs in the atmosphere.
In some cases dates for samples between the known date-depth
markers were assigned using constant mass accumulation rates
(MARs), and in other cases the MARs were varied.

In natural lacustrine and slowly-accumulating reservoir sed-
iments, core dating with the isotope 210Pb has been used
extensively (Schell and Barner, 1986). Appleby and Oldfield
(1983) found that the constant rate of 210Pb supply model
(CRS) provides a reasonably accurate sedimentation chronol-
ogy. The basic assumption of the CRS model is that the rate of
supply of excess 210Pb to the lake is constant. This model, thus,
assumes that the erosive processes in the catchment are steady
and give rise to a constant rate of sediment accumulation
(MAR) (Appleby and Oldfield, 1983). In practice, for reser-
voirs, this assumption is rarely met because, for example, an
increase in the MAR caused by land disturbances, such as those
associated with the urban development, transports additional
surficial soils and sediments to the lake. This additional ero-
sion increases the MAR and also increases the rate of supply of
210Pb to the lake. In general, because excess 210Pb is an atmo-
spheric fallout radionuclide, the model works better in low
sedimentation rate, atmospherically dominated lakes with
undisturbed watersheds, than in high sedimentation rate, flu-
vially dominated urban lakes and reservoirs.

Another problem with age dating of reservoir sediment is the
concept of sediment focusing. This concept was developed to
correct for postdepositional resuspension and redistribution of
sediment in parts of the lake (Hermanson, 1991). A common
focus correction factor is derived from the inventory of 137Cs in
the sediment column compared to the estimated total 137Cs
fallout at the sampling site (Hermanson, 1991). The same con-
cept was found to not work well for lakes and reservoirs where
the catchment area far exceeds the lake area. Such is the case for
most reservoirs (VanMetre et al., 2000). In these cases where the
catchment area is 10–100 times the lake area, sediment focusing
in the lake basin is overwhelmed by the concentration effect of
atmospheric fallout over the catchment area being funneled into
the lake or reservoir. The catchment area focus corrections are
calculated the same way as lake basin focus corrections except
that there may be some variation in the 137Cs flux to large
catchment areas and that there will almost always be a correc-
tion factor greater than 1. These focus corrections must be
calculated in order to compare the contaminant fluxes between
the sites within a lake basin and between lake basins.

11.3.4.3 Selected Reconstructed Metal Trends

11.3.4.3.1 Lead and leaded gasoline: consequence of the
clean air act
Of the six heavy metals discussed in this chapter, Pb has been
studied extensively with respect to the environmental effects.
Clair Patterson, the father of environmental Pb studies, in one
of his many major publications concerning the global Pb cycle
(Patterson and Settle, 1987), noted that during pre-industrial
times Pb in the troposphere originated from soil dusts and
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volcanic gases. In modern times (1950–1980) the proportion
of natural Pb in the atmosphere is overwhelmed by the indus-
trial sources of smelter emissions and automobile exhausts.
Lead air pollution levels measured near our Nation’s roadways
decreased 97% between 1976 and 1995 due to the conse-
quence of the Clean Air Act that eliminated leaded gasoline
which interfered with the performance of catalytic converters.

For remote locations on a more global scale, Boyle et al.
(1994) showed that the stable Pb concentration in North
Atlantic waters decreased at least three-fold from 1979 to
1988. Wu and Boyle (1997) confirmed and extended this time
series to 1996 whereby the concentration of stable Pb appar-
ently stabilized at 50 pmol kg"1 in surface waters near Bermuda.
Shen and Boyle (1987) presented a 100-year record of Pb

concentration in corals from Bermuda and the Florida Straits
showing that Pb peaked in the 1970s and declined thereafter.
Veron et al. (1987) found high Pb concentrations in northeast
Atlantic surficial sediments and noted that the quantity of Pb
stored in these sediments is of the same order of magnitude as
the amount of pollutant Pb present in the water column.

On a more local level, man’s activities in the urban/
suburban environment have produced a strong imprint of Pb
on the land surface. In the US, automobile and truck travel are
the primary means of moving people and goods around the
continent. With the introduction of leaded gasoline in the
1950s, the mean annual atmospheric concentration of Pb
nearly tripled in value, especially near population centers
(Eisenreich et al., 1986). A substantial proportion of these
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Figure 7 Temporal distribution of total sedimentary lead in sediment cores from (a) urban reservoirs, (b) suburban reservoirs and lakes, and (c)
atmospheric reference site reservoirs.
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atmospheric emissions of Pb have been deposited relatively
close to the source. Figure 7(a)–(c) presents the age-dated
sedimentary Pb profiles for reservoirs and lakes from urban–
suburban–rural localities. One can see that the peak concen-
trations decrease from 700 to 300 to 100 mg g"1 as the distance
from urban centers increase. All but two of the Pb peak con-
centrations date between 1970 and 1980, and are consistent
with the decline in US atmospheric Pb concentrations follow-
ing the ban of unleaded gasoline in 1972 (Callender and Van
Metre, 1997). Sedimentary Pb data from many urban centers
around the US (Boston, New York, New Jersey, Atlanta,
Orlando, Minneapolis, Dallas, Austin, San Antonio, Denver,
Salt Lake City, Las Vegas, Los Angeles, Seattle, and Anchorage)
have been subjected to statistical trend analysis (B.J. Mahler,
personal communication, 2002) and the results plotted in
Figure 8. It is obvious that essentially all urban reservoirs and
lake records show a very significant decline in Pb since 1975
and that this trend is most probably a result of the ban on
leaded gasoline that was instituted in 1972.

11.3.4.3.2 Zinc from rubber tire wear
Contrary to the distribution of Pb in sediment cores whereby
peak concentrations occurred during the 1970s, the con-
centration of sedimentary Zn often increases to the 1990s. It
was observed in the atmospheric emissions of metals that
waste incineration was one of the major contributors to the
second tier of Zn emissions to the US atmosphere. Figure 9(a)
presents age-dated sedimentary Zn data from a spectrum of
urban/suburban sites around the US It is obvious that the
general trend of sedimentary Zn is one of increasing concen-
trations from 1950s to 1990s. However, the general increasing
trend for Zn is not as prevalent as that for Pb and at a few of the
urban/suburban/reference sites noted for the Pb trend map
there is no significant trend in sedimentary Zn concentration
(B.J. Mahler, personal communication, 2002). Figure 5 shows
that rubber tire wear is the most important and increasing

contributor to the second tier of Zn emissions to the US atmo-
sphere. Tire tread material has a Zn content of about 1% by
weight. A significant quantity of tread material is lost to road
surfaces by abrasion prior to tire replacement on a vehicle. In
Figure 9(b) the anthropogenic Zn data for urban/suburban
core sites is regressed against the mass sedimentation rate
(MSR) for each core site. When MSR-normalized anthropo-
genic Zn is plotted against average annual daily traffic
(AADT) data for the various metropolitan areas shown in
Figure 9(a), a significant regression results (Figure 9(c)) sug-
gesting that there is a causal relationship between anthropo-
genic Zn and vehicle traffic. Councell et al. (2004) produced
data that estimates the magnitude of the Zn releases to the
environment from rubber tire abrasion. Two approaches,
wear rate (g km"1) and tread geometry (abrasion to wear
bars), were used to assess the magnitude of this nonpoint
source of Zn in the US for the period 1936–1999. For 1999,
the quantity of Zn released by tire wear in the US is estimated
to be between 10 000 and 11 000 t.

Two specific case studies focused on the impact of vehicle
tire wear to the Zn budget of watersheds in the Washington,
DC metropolitan area. For Lake Anne, a suburban watershed
located 40 km southwest of Washington, DC, the wet deposi-
tion atmospheric flux of Zn was 8 mg cm"2 yr"1 (Davis and
Galloway, 1981) and the flux of Zn estimated from tire wear
was 31 mg cm"2 yr"1 (Landa et al. 2002). The measured accu-
mulation rate of Zn in age-dated sediment cores from Lake Anne
is 41 mg cm"2 yr"1 (Landa et al., 2002) suggesting that tire-wear
Zn inputs to suburban watersheds can be significantly greater
than atmospheric inputs. In a rural/atmospheric reference site
watershed, located '90 km northwest of Washington, DC, the
atmospheric Zn flux is 12 mg cm"2 yr"1 (Davis and Galloway,
1981) and that from tire wear is only 1 mg cm"2 yr"1 (Landa
et al., 2002). There are only dirt roads leading to cabins in this
protected watershed and it is obvious that vehicle tire wear is
only a minor component of the Zn flux in this remote
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watershed. One conclusion drawn from these case studies and
the substantial set of age-dated sediment core Zn profiles is that
those watersheds that are impacted by vehicular traffic receive
significant amounts of Zn via tire abrasion and that this Zn-
enriched particulate matter is fluvially transported to lakes and
reservoirs.

11.3.4.3.3 Metal processing and metal trends in
sediment cores
While the relationship between Pb and Zn distributions in
reservoir and lake sediment cores and environmental forcing
functions (leaded gasoline use and vehicular traffic) are clear,
the same is not true in the case of other metals such as Cd, Cr,
Cu, and Ni. These metals do have one common, major source:
nonferrous and ferrous metal production. Approximately 70%
of the Cd and Cr anthropogenic emissions, 50% of the Cu, and
21% of the Ni anthropogenic emissions come from mining–
smelting–metal processing. In an attempt to interpret metal
trend maps for these four metals, historical US metal mining
and production statistics have been shown in Figure 10. Cop-
per is the only metal whose production increased during the
past 25 years. Starting in 1985, the primary production of Cu
has increased from about one million metric tons to a maxi-
mum of about two million metric tons in 1998 (Figure 10).
Arizona has the largest Cu mining production followed by
Utah, New Mexico, and Montana. Thus, all the major point
sources of Cu exist in the western states. Figure 11 shows the
statistical trends (since 1975) for Cu in sediment cores from 30
reservoir and lake sites around the US (B.J. Mahler, personal
communication, 2002). Increasing or decreasing trends in the
upper part of sediment cores were tested statistically for eight
trace metals. Significant trends in sediments deposited since
1975 were tested using a Spearman’s rank correlation (Helsel

and Hirsch, 1992). Trends were determined to be significantly
increasing or decreasing based on a p value of less than 0.05
(B.J. Mahler, personal communication, 2002). The Cu trend
indicators in Figure 11 show that there are increasing trends
significant at p < 0:05 at the core sites in Washington–
California–Nevada and that there are no significant trends in
Cu at core sites in the Midwest and Southwest. Such a pattern
suggests that an increase in Cu mining in the Rocky Mountain
States may cause airborne emissions that impact the western
US but that these emissions are not transported east to the
mid-continent. Along the Atlantic coast, from Georgia to
Massachusetts, there are some sites that show an increasing
trend in sedimentary Cu. It should be noted that many of the
east coast sites are small ponds used for water supply and
recreation and that some have been treated with CuSO4 to
control the algae. In addition, many of these sites are located
in the east coast urban/suburban corridor and obviously re-
ceive a multitude of anthropogenic contaminants.

Limited space does not allow for the presentation of all
metal trend maps such as those presented for Pb and Cu. Of
the three remaining metals (Cd, Cr, Ni), the trends in Ni since
1975 is representative of the other metals as well. For the
western half of the US, there are nine sites where there is a
significant decreasing trend in Ni (Figure 12). This corre-
sponds to the decrease in Ni smelter production for the
1970s and 1980s (Figure 10). There are a few increasing
Ni trends along the east coast of the US, a pattern that may
reflect the location of many nickel consumption facilities in
Pennsylvania, West Virginia, and New Jersey. The trends in Cr
since 1975 are very similar to those for Ni; for the western half
of the US there are eight sites where there is a significant
decreasing trend. Along the east coast of the US there is only
one site in the Boston area that shows an increasing trend.

ALASKA

Explanation

decreasing
trend significant
at p < 0.05 

decreasing
trend significant
at 0.05 < p < 0.10

no significant trend

increasing trend
significant at
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Figure 8 Map showing statistical trends in lead from sediment cores located throughout the US.
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Thus, the overall decreasing Cr trend for the US reflects the
four-fold decrease in chromite (Cr ore) consumption by met-
allurgical and chemical firms in the US since 1970
(Figure 10). The trends in Cd since 1975 are not as strongly
skewed toward decreasing trends as those for Ni and Cr. This
is probably due to the fact that much of the Cd in the US is
recovered by the processing of Zn ore and as one can see from
Figure 10, Zn production has leveled out in the 1980s and
1990s. In fact, the preponderance of coring sites in the US (20
out of 30) show no significant trend in Cd.

11.3.4.3.4 Reduction in power plant emissions of heavy
metals: clean air act amendments and the use of low
sulfur coal
Only recently have electric utility power plant emissions been
included on the US Environmental Protection Agency’s
(USEPA) Toxic Release Inventory which reported that electric
utilities ranked highest for industrial toxic air emissions in
1998. These emissions were likely to be an important compo-
nent of toxic air releases in the past, particularly prior to the
passage of the Clean Air Act of 1970.
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A sediment core from one reservoir (Mile Tree Run Reser-
voir) located in southwestern West Virginia was selected for the
purpose of identifying particulate signatures of coal-fired
power plant emissions from the nearby Ohio River Valley
region. Arsenic (As) and some Pb and Zn releases to the envi-
ronment may reflect coal-related geochemical processes.
Stream sediments from the Appalachian Basin Region are par-
ticularly enriched in As compared to the sediments outside the
Basin. While some As enrichment may come from the weath-
ering of As-rich coal, this area of West Virginia is underlain

primarily by sandstone which is low in trace-element compo-
sition. Thus, the elevated As contents are not likely to have an
origin in the regional country rock but might have originated
from numerous large coal-fired power plants situated along the
Ohio River.

Figure 13(a) shows the temporal distribution of Ti-normal-
ized As, Pb, and Zn in the sediment core from Mile Tree Run
Reservoir. These Ti-normalized metal peaks date back to 1987,
1966, and 1946, respectively (Figure 13(a)). Figure 13(b)
shows the temporal distribution of Ti-normalized sulfur (S),

10 000 000

1 000 000

100 000

10 000

1000

M
et

ric
 to

ns

100

10
1970 1975 1980 1985

Year
1990

copper primary production

zinc primary production

nickel smelter production

cadmium production

chromite (Cr) ore consumption

1995 2000

Figure 10 Historical production of nonferrous metals in the US Data from US Geological Survey, Mineral Resources Program.

Explanation

ALASKA Trends in Cu since 1975

decreasing
trend significant
at p < 0.05

decreasing
trend significant
at 0.05 < p < 0.10

no significant trend

increasing trend
significant at
0.05 < p < 0.10

increasing trend
significant at
p < 0.05

Figure 11 Map showing statistical trends in copper from sediment cores located throughout the US.
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isothermal remnant magnetization (IRM) (a magnetite proxy),
and Fe in the same core. Peaks in these constituents correspond
to the aforementioned dates. These dates match the maximum
values in combined coal production for the states of West
Virginia, Pennsylvania, and Ohio (M.B. Goldhaber, personal
communication, 2002). The temporal profile for the magnetic
property IRM that is indicative of the mineral magnetite is
shown in Figure 13(b) (M.B. Goldhaber, personalcommuni-
cation, 2002).

Figure 14(a) and (b) are scatter plots between Zn and
coal production, and Zn and IRM (magnetite). Note the
excellent correlations suggesting that Zn relates to atmo-
spheric input (fly ash) from power plants. A glance at Table 2
shows that Zn in fly ash is substantially enriched compared
to average soils. One can also see this relationship for Mile
Tree Run watershed soils in Figure 13(a). Arsenic also has a
very strong positive correlation with IRM in the Mile Tree
Run Reservoir core. This element is known to be strongly
associated with magnetite, an important fly ash mineral that
is formed in the high temperature combustion of coal (Locke
and Bertine, 1986). Such a geochemical association is not
surprising in that it is thought that magnetite is formed from
the pyrite in coal that is subjected to high temperature com-
bustion. It is also well known that As is a minor element
associated with pyrite.

The simultaneous decline after 1985 of the correlated
Fe–As–Pb–Zn and magnetite peaks (Figure 13(a) and (b)
suggests that the amount of power plant particulate emis-
sions decreased since the 1977 amendment of the Clean Air
Act that mandated reduced amounts of sulfur in the feed
coal (Hower et al., 1999). It appears that this action resulted
in lower metal and magnetite quantities in the fly ash com-
busted residue. Despite this decrease, soil samples from the
Mile Tree Run Reservoir watershed are strongly enriched in
As, Pb, and Zn when compared to average soils (Table 2)
and local bedrock (Callender et al., 2001), indicating a
regional power plant emissions impact on the geochemical
landscape.

11.3.4.3.5 European lacustrine records of heavy metal
pollution
Much of the recent literature pertaining to European studies of
heavy metal pollution using sediment cores to track time
trends focused on Pb. Petit et al. (1984) used the stable isotope
geochemistry to identify Pb pollution sources and to evaluate
the relative importance of anthropogenic sources to total Pb
fluxes in a semi-rural region of western Europe. Thomas et al.
(1984) showed that metal enrichment factors for Pb–Zn–Cd
were significantly above unity, indicating a diffuse contribu-
tion through atmospheric transport from industrialized areas.
A comparison with atmospheric fluxes showed good agree-
ment for diffuse atmospheric supply of Pb, Zn, and Cd in the
lake sediments (Thomas et al., 1984).

Much work has been done on Lake Constance situated on
the borders of Germany, Austria, and Switzerland. The lake has
undergone extensive cultural eutrophication due to the sur-
rounding population, industrial activity, and the input of
River Rhine. Muller et al. (1977) found that sedimentary Pb
and Zn concentrations peaked around 1965. They also noted
that there was a strong positive correlation between heavy-
metal content and PAHs in the sediment core. Muller et al.
(1977) suggested that coal burning was the source of this
relationship. In a more recent study of Lake Constance sedi-
ments, Wessels et al. (1995) also noted high concentrations of
Pb and Zn that began around 1960. However, they postulated
that the origin of the Pb increase was emissions by regional
industry and the origin of the Zn increase was a combination of
urban runoff and coal burning.

Two groups, one in Switzerland and the other in Sweden,
have used age-dated sediment cores from peat bogs and natural
lake sediments to record the history of atmospheric Pb pollu-
tion dating back to several thousand years.

In Switzerland, Shotyk and co-workers (Shotyk et al., 1998)
rebuilt the history of atmospheric Pb deposition over the last
12 000 years. They cored ombrotrophic peat bogs that are
hydrologically isolated from the influence of local groundwa-
ters and surfacewaters, and receive their inorganic solids
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Trends in Ni since 1975

Figure 12 Map showing the statistical trends in nickel from sediment cores located throughout the US.
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exclusively by atmospheric deposition. Whereas slowly-accu-
mulating natural lake sediments appear to be affected by chem-
ical diagenesis, studies have shown that peat bogs provide a
reliable record of changes in atmospheric metal deposition
(Roos-Barraclough and Shotyk, 2003). Their radiocarbon
dated core profiles of stable Pb and 206Pb/207Pb isotopic ratios
indicate that enhanced fluxes of Pb were caused by climatic
changes between 10 500 and 8250 years before present (BP).
Soil erosion, caused by forest clearing and agricultural tillage,

increased Pb deposition subsequent to this time. Beginning
3000 yr BP, Pb pollution from mining and smelting was
recorded by a significant increase in normalized Pb concentra-
tions (Pb/Sc) and a decreasing 206Pb/207Pb ratio. Around BP
2100, Roman Pb mining became the most important source of
atmospheric Pb pollution; and in AD 1830 the effects of the
Industrial Revolution were recorded by a very large peak in Pb
enrichment. The 206Pb/207Pb ratio declined significantly around
AD 1940 indicating the use of leaded gasoline which was
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subsequently discontinued in AD 1979 (Shotyk et al., 1998). In
an earlier paper, Shotyk et al. (1996) noted that there were
significant enrichments in As and Sb as well as for Pb dating
back to Roman times (BP 2100). These enrichments in As and
Sb were thought to be related to Pb mining and smelting.

In Sweden, Brannvall and his colleagues published several
papers culminating in a summary paper (Brannvall et al.,
2001) describing four thousand years of atmospheric Pb pol-
lution in northern Europe. They cored 31 lakes throughout
Sweden; some were age-dated with radiocarbon while others
had varved sediments. Their stable Pb and 206Pb/207Pb isotope
data indicate that the first influx of noncatchment atmospheric
Pb occurred between 3500 and 3000 years ago. The large world
production of Pb (80 000 t yr"1) during Greek and Roman
times 2000 years ago caused widespread atmospheric Pb pol-
lution. There was a decline in the atmospheric Pb flux between

AD 400 and 900. Brannvall et al. (2001) note that the Medieval
period, rather than the Industrial Revolution, was the real
beginning of the contemporary Pb pollution era. This era
extended from AD 1000 to 1800. Lead peaked in the mid-
twentieth century in Sweden (1950s–1970s) due to the use of
leaded gasoline and fossil-fuel combustion. The recent decline
in atmospheric Pb deposition since 1980 is very steep and
significant. Johansson (1989) analyzed the heavy-metal content
of some 54 lakes in central and northern Sweden, and noted
that the Pb content of surface sediment was 50 times greater
than the background concentration and that this Pb enrichment
decreased substantially from south to north. Ek et al. (2001)
studied the environmental effects of one thousand years of Cu
production in Central Sweden. Metal analyses of the lake sedi-
ments showed that Cu pollution was restricted to a smaller area
near the emission sources and that Pb, Zn, and Cd pollution was
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widespread. Sedimentary metal enrichments began about AD
1000 and peaked in the seventeenth century when Central
Sweden produced two-thirds of the world’s Cu supply.

Sedimentary lacustrine records of heavy metal pollution
in Lough Neagh (northern Ireland) and Lake Windermere
(England) suggest that there have been two periods of metal
disturbance since the AD 1600. Both lakes are situated within
rural catchments. In Lough Neagh (Rippey et al., 1982), a
change in the catchment erosion regime during the seven-
teenth century produced an increase in the sedimentary Cd–
Cu–Pb concentrations. This change in erosion was a result of
widespread and comprehensive forest clearance. A second and
larger change occurred about AD 1880 when the concentra-
tions of Cr, Cu, Zn, and Pb increased toward the sediment
surface. Sediments from Lake Windermere also show a pro-
nounced increase in Cu–Pb–Zn concentrations within the
upper part of the sediment column (Hamilton-Taylor, 1979).
Since the catchments are not proximal to the local anthropo-
genic sources such as mining, smelting, or wastewater inputs, it
is possible that a substantial part of these metal enrichments
are due to a more regional or even global atmospheric input
that was generated by many anthropogenic processes related to
the Industrial Revolution.

References

Adriano DC (1986) Trace Elements in the Terrestrial Environment. New York: Springer.
Alexander CR, Smith RG, Calder FD, Schropp SJ, and Windom HL (1993) The historical

record of metal enrichment in two Florida estuaries. Estuaries 16: 627–637.
Allan RJ (1975) Natural versus unnatural heavy metal concentrations in lake sediments

in Canada. Proceedings International Conference on Heavy Metals in the
Environment 2: 785–808.

Alloway BJ (1995) Heavy Metals in Soils, 2nd edn. London, UK: Blackie Academic and
Professional.

Anikiyev VV, Perepelitsa SA, and Shumilin Ye N (1993) Effects of man-made and natural
sources on the heavy-metal patterns in bottom sediments in the Gulf of Peter the
Great, Sea of Japan. Geokhimiya 9: 1328–1340.

Appleby PG and Oldfield F (1983) The assessment of 210Pb data from sites with varying
sediment accumulation rates. Hydrobiologia 103: 29–35.

Aston SR, Thornton I, Webb JS, Purves JB, and Milford BL (1974) Stream sediment
composition: An aid to water quality assessment. Water, Air, & Soil Pollution
3: 321–325.

Beck HL, Helfer IK, Bouville A, and Deicer M (1990) Estimates of fallout in the
continental US from Nevada weapons testing based on gummed-film monitoring
data. Health Physics 59: 565–576.

Belzile N, Lecomte P, and Tessier A (1989) Testing readsorption of trace elements
during partial chemical extractions of bottom sediments. Environmental Science &
Technology 23: 1015–1020.

Bertine KK and Goldberg ED (1971) Fossil fuel combustion and the major sedimentary
cycle. Science 173: 233–235.

Borovec Z, Tolar V, and Mraz L (1993) Distribution of some metals in sediments of the
central part of the Labe (Elbe) River, Czech Republic. Ambio 22: 200–205.

Boudreau BP (1999) Metals and models: diagenetic modeling in freshwater lacustrine
sediments. Journal of Paleolimnology 22: 227–251.

Boutron CF, Gorlach U, Candelone J-P, Bolshov MA, and Deimas RJ (1991) Decrease
in anthropogenic lead, cadmium and zinc in Greenland snows since the late
1960s. Nature 353: 153–156.

Boyle EA (1979) Copper in natural waters. In: Nriagu JO (ed.) Copper in the
Environment, Part I: Ecological Cycling, pp. 77–88. New York: Wiley.

Boyle EA, Sherrell RM, and Bacon MP (1994) Lead variability in the western North Atlantic
Ocean and central Greenland ice: Implications for the search for decadal trends in
anthropogenic emissions. Geochimica et Cosmochimica Aeta 58: 3227–3238.

Brannvall ML, Bindler R, Emteryd O, and Renberg I (2001) Four thousand years of
atmospheric lead pollution in northern Europe: A summary from Swedish lake
sediments. Journal of Paleolimnology 25: 421–435.

Brush GS (1984) Patterns of recent accumulation in Chesapeake Bay
(Virginia-Maryland, USA) tributaries. Chemical Geology 44: 227–242.

Callender E (2000) Geochemical effects of rapid sedimentation in aquatic systems:
Minimal diagenesis and the preservation of historical metal signatures. Journal of
Paleolimnology 23: 243–260.

Callender E, Goldhaber MB, Reynolds RL, and Grosz A (2001) Geochemical signatures
of power plant emissions as revealed in sediment cores from West Virginia
reservoirs. Annual Meeting of the Geological Society of America (Abstracts).

Callender E and Robbins JA (1993) Transport and accumulation of radionuclides and stable
elements in a Missouri River reservoir. Water Resources Research 29: 1787–1804.

Callender E and Van Metre PC (1997) Reservoir sediment cores show US lead declines.
Environmental Science & Technology 31: 424A–428A.

Candelone J-P, Hong S, Pellone C, and Boutron CF (1995) Post-industrial revolution
changes in large-scale atmospheric pollution of the northern hemisphere by heavy
metals as documented in central Greenland snow and ice. Journal of Geophysical
Research 100: 16 605–16 616.

Chao TT (1984) Use of partial dissolution techniques in geochemical exploration.
Journal of Geochemical Exploration 20: 101–135.

Chester R (2000) Marine Geochemistry, 2nd edn. Oxford: Malden.
Chiffoleau J-F, Cossa D, Auger D, and Truquet I (1994) Trace metal distribution,

partition and fluxes in the Seine estuary (France) in low discharge regime. Marine
Chemistry 47: 145–158.

Chow T and Patterson CC (1962) The occurrence and significance of lead isotopes in
pelagic sediments. Geochimica et Cosmochimica Aeta 26: 263–308.

Chow TJ, Bruland KW, Bertine KK, Soutar A, Koide M, and Goldberg ED (1973) Lead
pollution: Records in southern California coastal sediments. Science 181: 551–552.

Coakley JP and Poulton DJ (1993) Source-related classification of St. Lawrence Estuary
sediments based on spatial distribution of adsorbed contaminants. Estuaries
16: 873–886.

Conko KM and Callender E (1999) Extraction of anthropogenic trace metals from
sediments of two US urban reservoirs. Abstracts, 1999 Fall Meeting American

Geophysical Union.
Councell TB, Duckenfield KU, Landa ER, and Callender E (2004) Tire-wear particles

as a source of zinc to the environment. Environmental Science & Technology
38: 4206–4214.

Davis WE and Associates (1970) National Inventory of Sources and Emissions of
Cadmium. National Technical Information Service Report. PB 192250, Springfield, VA.

Davis AO and Galloway JN (1981) Atmospheric lead and zinc deposition in lakes in the
eastern United States. In: Eisenreich SJ (ed.) Atmospheric Pollutants in Natural
Waters, pp. 401–408. Ann Arbor: Ann Arbor Science.

Davis JA, James RO, and Leckie JO (1978) Surface ionization and complexation at the
oxide/water interface:1. Computation of electrical double layer properties in
simple electrolytes. Journal of Colloid and Interface Science 63: 480.

Dolske DA and Sievering H (1979) Trace element loading of southern Lake Michigan by
dry deposition of atmospheric aerosol. Water, Air, & Soil Pollution 12: 485–502.

Dominik J, Mangini A, and Prosi F (1984) Sedimentation rate variations and anthropogenic
metal fluxes into Lake Constance sediments. Environmental Geology 5: 151–157.

Drever JI (1988) The Geochemistry of Natural Waters, 2nd edn. New York: Prentice-Hall.
Duce RA, Liss PS, Merrill JT, et al. (1991) The atmospheric input of trace species to the

world ocean. Global Biogeochemical Cycles 5: 193–259.
Dunnette DA (1992) Assessing global river quality, overview and data collection.

In: Dunnette DA and O’Brien RJ (eds.) The Science of Global Change: The Impact of
Human Activities on the Environment, ACS Symposium 483, pp. 240–286.
American Chemical Society.

Eisenreich SJ (1980) Atmospheric input of trace elements to Lake Michigan. Water, Air,
& Soil Pollution 13: 287–301.

Eisenreich SJ, Metzer NA, Urban NR, and Robbins JA (1986) Response of
atmospheric lead to decreased use of lead in gasoline. Environmental Science &
Technology 20: 171–174.

Ek AS, Lofgren S, Bergholm J, and Qvarfort U (2001) Environmental effects of one
thousand years of copper production at Falun Central Sweden. Ambio 30: 96–103.

Farrah H and Pickering WF (1977) Influence of clay-solute interactions an aqueous
heavy metal ion levels. Water, Air, & Soil Pollution 8: 189–197.

Faust SD and Aly OM (1981) Chemistry of Natural Waters. Ann Arbor: Ann Arbor Science.
Fergusson JE (1990) The Heavy Elements: Chemistry, Environmental Impact, and

Health Effects, p. 614. Oxford: Pergamon.
Forstner U (1976) Lake sediments as indicators of heavy-metal pollution.

Naturwissenschaften 63: 465–470.
Forstner U (1981) Recent heavy metal accumulation in limnic sediments. In: Wolf KH (ed.)

Handbook of Strata-Bound and Stratiform Ore Deposits, pp. 179–269. Elsevier.
Forstner U (1990) Inorganic sediment chemistry and elemental speciation. In: Baudo R,

Giesy JP, and Mantau H (eds.) Sediments: Chemistry and Toxicity on In-Place
Pollutants, pp. 61–105. Lewis.

86 Heavy Metals in the Environment – Historical Trends

http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0010
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0015
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0015
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0020
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0020
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0020
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0025
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0025
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0030
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0030
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0030
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0035
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0035
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0035
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0040
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0040
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0040
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0045
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0045
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0045
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0050
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0050
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0050
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0055
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0055
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0060
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0060
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0065
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0065
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0070
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0070
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0070
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0075
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0075
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0080
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0080
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0080
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0085
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0085
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0085
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0090
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0090
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0095
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0095
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0095
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0100
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0100
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0100
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0105
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0105
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0110
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0110
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0115
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0115
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0115
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0115
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0115
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0115
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0120
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0120
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0125
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0130
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0130
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0130
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0135
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0135
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0140
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0140
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0145
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0145
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0145
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0150
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0150
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0150
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0155
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0155
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0155
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0160
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0160
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0165
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0165
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0165
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0170
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0170
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0170
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0175
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0175
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0180
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0180
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0185
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0190
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0190
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0195
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0195
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0195
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0195
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0200
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0200
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0205
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0205
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0205
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0210
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0210
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0215
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0215
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0220
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0225
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0225
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0230
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0230
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0235
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0235
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0240
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0240
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0240


Gardiner J (1974) The chemistry of cadmium in natural water: II. The adsorption
of cadmium on river muds and naturally occurring solids. Water Research
8: 157–164.

Garrels RJ and Christ CL (1965) Solutions, Minerals and Equilibria. New York: Harper
and Row.

Garrels RM, Mackenzie FT, and Hunt C (1973) Chemical Cycles and the Global
Environment: Assessing Human Influences. Los Altos: William Kaufmann.

Gibbs RJ (1973) Mechanisms of trace metal transport in rivers. Science
180: 71–73.

Gocht T, Moldenhauer K-M, and Puttmann W (2001) Historical record of
polycyclic aromatic hydrocarbons (PAH) and heavy metals in floodplain sediments
from the Rhine River (Hessisches Ried, Germany). Applied Geochemistry
16: 1707–1721.

Govindaraju K (1989) 1989 compilation of working values and sample description for
272 geostandards. Geostandards Newsletter 13: 1–113.

Graney JR, Halliday AN, Keeler GJ, Nriagu JO, Robbins JA, and Norton SA (1995)
Isotopic record of lead pollution in lake sediments from the northeastern United
States. Geochimica et Cosmochimica Acta 59: 1715–1728.

Hamilton-Taylor J (1979) Enrichments of zinc lead, and copper in recent sediments of
Windermere, England. Environmental Science & Technology 13: 693–697.

Hanson PJ (1997) Response of hepatic trace element concentrations in fish exposed to
elemental and organic contaminants. Estuaries 20: 659–676.

Heit M, Klusek C, and Baron J (1984) Evidence of deposition of anthropogenic
pollutants in remote Rocky Mountain lakes. Water, Air, & Soil Pollution
22: 403–416.

Helsel DR and Hirsch RM (1992) Statistical Methods in Water Resources, Studies in
Environmental Science 49: Amsterdam: Elsevier.

Hem JD (1972) Chemistry and occurrence of cadmium and zinc in surface water and
ground water. Water Resources Research 8: 661–679.

Hem JD (1976) Geochemical controls on lead concentrations in stream water and
sediments. Geochimica et Cosmochimica Acta 40: 599–609.

Hem JD (1977) Reactions of metal ions at surfaces of hydrous iron oxide. Geochimica et
Cosmochimica Acta 41: 527–538.

Hem JD (1985) Study and Interpretation of the Chemical Characteristics of Natural
Water. US Geological Survey: Survey Water-Supply Paper 2254, US Government
Printing Office.

Hem JD and Durum WH (1973) Solubility and occurrence of lead in surface water.
Journal American Water Works Association 65: 562–568.

Hermanson MH (1991) Chronology and sources of anthropogenic trace metals
in sediments from small, shallow arctic lakes. Environmental Science & Technology
25: 2059–2064.

Honeyman BD and Santschi PH (1988) Metals in aquatic systems. Environmental
Science & Technology 22: 862–871.

Hong S, Candelone J-P, Patterson CC, and Boutron CF (1994) Greenland ice
evidence of hemispheric lead pollution two millennia ago by Greek and Roman
civilizations. Science 265: 1841–1843.

Hornberger MI, Luoma SN, Van Geen A, Fuller CC, and Anima RJ (1999) Historical
trends of metals in the sediments of San Francisco Bay, California. Marine
Chemistry 64: 39–55.

Hornberger MI, Luoma SN, Cain DJ, et al. (2000) Linkage of bioaccumulation and
biological effects to changes in pollutant loads in south San Francisco Bay.
Environmental Science & Technology 34: 2401–2409.

Hower JC, Robl TL, and Thomas GA (1999) Changes in the quality of coal combustion
by-products produced by Kentucky power plants, 1978 to 1997: Consequences of
Clean Air Act directives. Fuel 78: 701–712.

Hsu CL (1978) Heavy Metal Uptake by Soils Surrounding a Fly Ash Pond. MS Thesis,
University of Notre Dame.

Jenne EA (1968) Controls on Mn, Fe, Co, Ni, Cu and Zn concentrations in soils and
water: The significant role of hydrous Mn and Fe oxides. In: Trace Inorganics in
Water, American Chemical Society Advances in Chemistry Series 73, pp. 337–387.

Johansson K (1989) Metals in sediment of lakes in Northern Sweden. Water, Air, & Soil
Pollution 47: 441–455.

Johnson TC (1984) Sedimentation in large lakes. Annual Review of Earth and Planetary
Sciences 12: 179–204.

Kabata-Pendias A (2000) Trace Elements in Soils and Plants, 3rd edn. Boca Raton:
CRC Press.

Kabata-Pendias A and Pendias H (1992) Trace Elements in Soils and Plants, 2nd edn.
Boca Raton: CRC Press.

Kabata-Pendias A and Pendias H (2001) Trace Elements in Soils and Plants, 3rd edn.
Boca Raton: CRC Press.

Kemp ALW, Anderson TW, Thomas RL, and Mudrochova A (1974) Sedimentation rates
and recent sediment history of Lake Ontario, Erie, and Huron. Journal of
Sedimentary Petrology 44: 207–218.

Kemp ALW and Thomas RL (1976) Impact of man’s activities on the chemical
composition in the sediments of Lakes Ontario, Erie, and Huron. Water, Air, & Soil
Pollution 5: 469–490.

Kemp ALW, Williams JDH, Thomas RL, and Gregory ML (1978) Impact of man’s
activities on the chemical composition of the sediments of Lakes Superior and
Huron. Water, Air, & Soil Pollution 10: 381–402.

Kersten M and Forstner U (1987) Effects of sample pretreatment on the reliability of
solid speciation data of heavy metals-implications for the study of early diagenetic
processes. Marine Chemistry 22: 299–312.

Kersten M and Forstner U (1995) Speciation of trace metals in sediments and
combustion waste. In: Ure AM and Davidson CM (eds.) Chemica Speciation in the
Environment, pp. 234–275. London: Blackie Academic and Professional.

Krauskopf KB (1956) Factors controlling the concentration of thirteen rare metals in
sea-water. Geochimica et Cosmochimica Acta 9: 1–32.

Krishnamurthy S and Wilkens MM (1994) Environmental chemistry of chromium.
Northeastern Geology 16: 14–17.

Krishnaswami S and Lal D (1978) Radionuclide limnochronol. In: Lerman A (ed.)
Lakes-Chemistry, Geology, Physics, pp. 153–177. New York: Springer-Verlag.

Landa ER, Callender E, Councell TB, and Duckenfield KV (2002) Where the rubber
meets the soil: Tire wear particles as a source of zinc to the environment. Abstracts,
Annual Meeting of the Soil Science Society of America.

Lantzy RJ and Mackenzie FT (1979) Atmospheric trace metals: Global cycles and
assessment of man’s impact. Geochimica et Cosmochimica Acta 43: 511–525.

Leckie JO and Davis JA (1979) Aqueous environmental chemistry of copper.
In: Nriagu JO (ed.) Copper in the Environment, pp. 90–121. New York: Wiley.

Leckie JO and Nelson MB (1975) Role of natural hetrerogeneous sulfide systems in
controlling the concentration and distribution of heavy metals. Paper presented at the

Second International Symposium on Environmental Biogeochemistry, Ontario, Canada.
Li Y-H (1981) Geochemical cycles of elements and human perturbation. Geochimica et

Cosmochimica Acta 45: 2073–2084.
Li Y-H (2000) A Compendium of Geochemistry. Princeton: Princeton University Press.
Li Y-H, Burkhardt L, and Teraoka H (1984) Desorption and coagulation of trace

elements during estuarine mixing. Geochimica et Cosmochimica Acta
48: 1879–1884.

Locke G and Bertine KK (1986) Magnetite in sediments as an indicator of coal
combustion. Applied Geochemistry 1: 345–356.

Lum RR (1987) Cadmium in freshwaters: The Great Lakes and St. Lawrence River.
In: Nriagu JO and Sprague JB (eds.) Cadmium in the Aquatic Environment,
pp. 35–50. New York: Wiley.

Luoma SN (1983) Bioavailability of trace metals to aquatic organisms: A review. Science
of the Total Environment 28: 1–23.

Mantei EJ and Foster MV (1991) Heavy metals in stream sediments: Effects of human
activities. Environmental Geology Water Science 18: 95–104.

Martin J-M and Meybeck M (1979) Elemental mass balance of material carried by major
world rivers. Marine Chemistry 7: 173–206.

Martin J-M, Nirel P, and Thomas AJ (1987) Sequential extraction techniques: Promises
and problems. Marine Chemistry 22: 313–341.

Martin J-M and Whitfield M (1981) The significance of the river input of chemical elements
to the ocean. In: Wong CS, Boyle E, Bruland KW, Burton JD, and Goldberg ED (eds.)
Trace Elements in Seawater, pp. 265–296. New York: Plenum Press.

Martin J-M and Windom HL (1991) Present and future roles of ocean margins in
regulating marine biogeochemical cycles of trace elements. In: Mantoura RFC,
Martin J-M, and Wollast R (eds.) Ocean Margin Process in Global Change,
pp. 45–67. New York: Wiley-Interscience.

McCall PL, Robbins JA, and Matisoff G (1984) 137Cs and 210Pb transport and
geochronologies in urbanized reservoirs with raoidly increasing sedimentation
rates. Chemical Geology 44: 36–65.

Mecray EL, King JW, Appleby PG, and Hunt AS (2001) Historical trace metal
accumulation in the sediments of an urbanized region of the Lake Champlain
watershed Burlington, Vermont. Water, Air, & Soil Pollution 125: 201–230.

Millero FJ (1975) The physical chemistry of estuaries. In: Church T (ed.) Marine
Chemistry in the Coastal Environment, ACS Symposium Series 18, pp. 25–55.
American Chemical Society.

Morel FMM, McDuff RE, and Morgan JJ (1973) Interactions and chemostasis in aquatic
chemical systems: Role of pH, pE, solubility, and complexation. In: Singer PC (ed.)
Trace Metals and Metal-Organic Interactions in Natural Waters, pp. 157–200.
Ann Arbor: Ann Arbor Science.

Mudroch A, Sarazin L, and Lomas T (1988) Summary of surface and background
concentrations of selected elements in the Great Lakes sediments. Journal of Great
Lakes Research 14: 241–251.

Muller G, Grimmer G, and Bohnke H (1977) Sedimentary record of heavy metals and
polycyclic aromatic hydrocarbons in Lake Constance. Naturwissenschaften
64: 427–431.

Heavy Metals in the Environment – Historical Trends 87

http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0250
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0250
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0250
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0255
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0255
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0260
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0260
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0265
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0265
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0270
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0270
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0270
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0270
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0275
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0275
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0280
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0280
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0280
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0285
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0285
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0290
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0290
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0295
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0295
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0295
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0300
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0300
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0305
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0305
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0310
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0310
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0315
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0315
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0320
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0320
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0320
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0325
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0325
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0330
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0330
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0330
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0335
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0335
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0340
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0340
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0340
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0345
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0345
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0345
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0350
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0350
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0350
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0355
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0355
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0355
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0360
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0360
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0365
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0365
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0365
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0370
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0370
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0375
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0375
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0380
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0380
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0385
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0385
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0390
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0390
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0395
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0395
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0395
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0400
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0400
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0400
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0405
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0405
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0405
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0410
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0410
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0410
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0415
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0415
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0415
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0420
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0420
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0425
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0425
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0430
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0430
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0435
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0435
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0435
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0440
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0440
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0445
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0445
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0450
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0450
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0450
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0455
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0455
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0460
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0465
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0465
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0465
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0470
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0470
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0475
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0475
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0475
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0480
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0480
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0485
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0485
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0490
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0490
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0495
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0495
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0500
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0500
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0500
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0505
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0505
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0505
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0505
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0510
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0510
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0510
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0510
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0510
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0515
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0515
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0515
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0520
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0520
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0520
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0525
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0525
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0525
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0525
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0530
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0530
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0530
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0535
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0535
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0535


Murozumi M, Chow TJ, and Patterson CC (1969) Chemical concentrations of pollutant
lead aerosols, terrestrial dusts and sea salts in Greenland and Antarctic snow strata.
Geochimica et Cosmochimica Acta 33: 1247–1294.

National Science Foundation (1975) Nickel. Washington, DC: National Academy of
Sciences.

Nightingale PD and Liss PS (2003) Gases in seawater. In: Holland HD and Turekian KK
(eds.) Treatise on Geochemistry, vol. 6, pp. 49–81. Oxford: Elsevier.

Nriagu JO (1979) Global inventory of natural and anthropogenic emissions of trace
metals to the atmosphere. Nature 279: 409–411.

Nriagu JO (1980a) Global cadmium cycle. In: Nriagu JO (ed.) Cadmium in the
Environment. Part I: Ecological Cycling, pp. 1–12. New York: Wiley.

Nriagu JO (1980b) Global cycle and properties of nickel. In: Nriagu JO (ed.) Nickel in
the Environment, pp. 1–26. New York: Wiley.

Nriagu JO (1988a) A silent epidemic of environmental metal poisoning? Environmental
Pollution 50: 139–161.

Nriagu JO (1990a) The rise and fall of leaded gasoline. Science of the Total Environment
921: 13–18.

Nriagu JO (1990b) Global metal pollution. Environment 32: 7–33.
Nriagu JO and Pacyna JM (1988) Quantitative assessment of worldwide contamination

of air, water, and soils by trace metals. Nature 33: 134–139.
Nriagu JO, Kemp ALW, Wong HKT, and Harper N (1979) Sedimentary record of heavy

metal pollution in Lake Erie. Geochimica et Cosmochimica Acta 43: 247–258.
Olade MA (1987) Dispersion of cadmium, lead, and zinc in soils and sediments of a

humid tropical ecosystem in Nigeria. In: Hutchinson TC and Meema KM (eds.)
Lead, Mercury, Cadmium and Arsenic in the Environment, pp. 303–312. New York:
Wiley, SCOPE 31.

Osintsev SP (1995) Heavy metals in the bottom sediments of the Katun’ River and the
Ob’ upper reaches. Water Resources 22: 42–49.

Pacyna JM (1986) Atmospheric trace elements from natural and anthropogenic sources.
In: Nriagu JO and Davidson CI (eds.) Toxic Metals in the Atmosphere, pp. 33–50.
New York: Wiley.

Pacyna JM (1996) Monitoring and assessment of metal contaminants in the air.
In: Chang LW (ed.) Toxicology of Metals, pp. 9–28. Boca Raton: CRC Press.

Pacyna JM and Lindgren ES (1997) Atmospheric transport and deposition of toxic
compounds. In: Brune D, Chapman DV, Gwynne MD, and Pacyna JM (eds.) The
Global Environment, pp. 386–407. New York: Wiley.

Patterson CC (1965) Contaminated and natural lead environments of man. Archives of
Environmental Health 11: 344–360.

Patterson CC and Settle DM (1987) Review of data on eolian fluxes of industrial and
natural lead to the lands and seas in remote regions on a global scale. Marine
Chemistry 22: 137–162.

Patterson CC, Settle D, Schaule B, and Burnett M (1976) Transport of pollutant lead to
the ocean and within ocean ecosystems. In: Windon Hl and Duce RA (eds.) Marine
Pollution Transfer, pp. 23–38. Heath.

Petit D, Mennessier JP, and Lamberts L (1984) Stable lead isotopes in pond sediments
as a tracer of past and present atmospheric lead pollution in Belgium. Atmospheric
Environment 18: 1189–1193.

Pickering WF (1980) Cadmium retention by clays and other soil or sediment
components. In: Nriagu JO (ed.) Cadium in the Environment. Part I: Ecological
Cycling, pp. 365–397. New York: Wiley.

Pickering WF (1981) Selective chemical extraction of soil components and bound metal
species. CRC Critical Reviews in Analytical Chemistry 12: 233–266.

Presley BJ, Trefry JH, and Shokes RF (1980) Heavy metal inputs to Mississippi Delya
sediments. Water, Air, & Soil Pollution 13: 481–494.

Rai D, Eary LE, and Zachara JM (1989) Environmental chemistry of chromium. Science
of the Total Environment 86: 15–23.

Rai D, Sass BM, and Moore DA (1987) Chromium (III) hydrolysis constants and
solubility of chromium (III) hydroxide. Inorganic Chemistry 26: 345–349.

Reimann C and de Caritat P (1998) Chemical Elements in the Environment. Berlin:
Springer.

Richter RO and Theis TL (1980) Nickel speciation in a soil/ water system. In: Nriagu JO
(ed.) Nickel in the Environment, pp. 189–202. New York: Wiley.

Rippey B, Murphy RJ, and Kyle SW (1982) Anthropogenically derived changes in the
sedimentary flux of Mg Ni, Cu, Zn, Hg, Pb, and P in Lough Neagh, Northern Ireland.
Environmental Science & Technology 16: 23–30.

Ritchie JC, McHenry JR, and Gill AC (1973) Dating recent reservoir sediments.
Limnology and Oceanography 18: 254–263.

Robbins JA and Edgington DN (1975) Determination of recent sedimentation rates in
Lake Michigan using Pb-210 and Cs-137. Geochimica et Cosmochimica Acta
39: 285–304.

Roos-Barraclough F and Shotyk W (2003) Millennial scale records of atmospheric
mercury deposition obtained from ombrotrophic and minerotrophic peatlands in the
Swiss Jura Mountains. Environmental Science & Technology 37: 235–244.

Rowell HC (1996) Paleolimnology of Onondaga Lake: the history of anthropogenic
impacts on water quality. Lake and Reservoir Management 12: 35–45.

Salomons W (1983) Trace metal cycling in a polluted lake (Ijsselmeer, the Netherlands).
Delft Hydraulics Laboratory Report S 357, 50 pp.

Salomons W and Forstner U (1980) Trace metal analysis on polluted sediments: II.
Evaluation of environmental impact. Environmental Technology Letters 1: 506–517.

Salomons W and Forstner U (1984) Metals in the Hydrocycle. New York: Springer-
Verlag.

Santschi P, Hohener P, Benout G, and Buchholtz-ten Brink M (1990) Chemical
processes at the sediment-water interface. Marine Chemistry 30: 269–315.

Sass BM and Rai D (1987) Solubility of amorphous chromium (II)-iron (III) hydroxide
solid solutions. Inorganic Chemistry 26: 2228–2232.

Schell WR and Barner RS (1986) Environmental isotope and anthropogenic tracers of
recent lake sedimentation. In: Fontes JC and Fritz P (eds.) Handbook of
Environmental Isotope Geochemistry, The Terrestrial Environment, pp. 169–206.
Amsterdam: Elsevier.

Scudlark JR and Church TM (1997) Atmospheric deposition of trace elements to the
mid-Atlantic bight. In: Baker JE (ed.) Atmospheric Deposition of Contaminants to
the Great Lakes and Coastal Waters, pp. 195–208. SETAC Press.

Settle DM and Patterson CC (1980) Lead in albacore: Guide to lead pollution in
Americans. Science 207: 1167–1176.

Shafer MM and Armstrong DE (1991) Trace element cycling in southern Lake Michigan:
Role of water column particle components. In: Baker RA (ed.) Organic Substances
and Sediments in Water, vol. 2. pp. 15–47. Chelsea: Lewis Publishers.

Shen GT and Boyle EA (1987) Lead in corals: Reconstruction of historical
industrial fluxes to the surface ocean. Earth and Planetary Science Letters
82: 289–304.

Shotyk W, Cheburkin AK, Appleby PG, Frankhauser A, and Kramers JD (1996) Two
thousand years of atmospheric arsenic, antimony, and lead deposition recorded in
an ombrotrophic peat bog profile, Jura Mountains, Switzerland. Earth and Planetary
Science Letters 145: E1–E7.

Shotyk W, Weiss D, Appleby PG, et al. (1998) History of atmospheric lead deposition
since 12,370 14C yr BP from a peat bog, Jura Mountains, Switzerland. Science
281: 1635–1640.

Sigg L (1987) Surface chemical aspects of the distribution and fate of metal ions
in lakes. In: Stumm W (ed.) Aquatic Surface Chemistry, pp. 319–349. New York:
Wiley.

Snodgrass WJ (1980) Distribution and behavior of nickel in the aquatic environment.
In: Nriagu JO (ed.) Nickel in the Environment, pp. 203–274. New York: Wiley.

Sunda WG (1991) Trace metal interactions with marine phytoplankton. Biological
Oceanography 6: 411–442.

Sutherland RA (2002) Comparison between non-residual Al Co, Cu, Fe, Mn, Ni, Pb and
Zn released by a three-step sequential extraction procedure and a dilute
hydrochloric acid leach for soil and road deposited sediment. Applied Geochemistry
17: 353–365.

Sutherland RA and Tack FMG (2000) Metal phase associations in soils from an
urban watershed, Honolulu, Hawaii. Science of the Total Environment
256: 103–113.

Sutherland RA, Tack FMG, Tolosa CA, and Verloo MG (2000) Operationally defined
metal fractions in road deposited sediment Honolulu, Hawaii. Journal of
Environmental Quality 29: 1431–1439.

Taillefert M, Lienemann C-P, Gaillard JF, and Perret D (2000) Speciation, reactivity, and
cycling of Fe and Pb in a meromictic lake. Geochimica et Cosmochimica Acta
64: 169–183.

Tatsumoto MT and Patterson CC (1963) The concentration of common lead in some
Atlantic and Mediterranean waters and in snow. Nature 199: 350–352.

Tessier A, Cambell PGC, and Bisson M (1979) Sequential extraction procedure for the
speciation of particulate trace metals. Analytical Chemistry 51: 844–851.

Tessier A, Carignan R, Dubreuil B, and Rapin F (1989) Partitioning of zinc between
water column and the oxic sediments in lakes. Geochimica et Cosmochimica Acta
53: 1511–1522.

Tessier A, Fortin D, Belzile N, DeVitre RR, and Leppard GG (1996) Metal sorption to
diagenetic iron and manganese oxyhydroxides and associated organic matter:
Narrowing the gap between field and laboratory measurements. Geochimica et
Cosmochimica Acta 60: 387–404.

Tessier A, Rapin F, and Carignan R (1985) Trace metals in oxic lake sediments: Possible
adsorption onto iron oxyhydroxides. Geochimica et Cosmochimica Acta
49: 183–194.

Thomas VM (1995) The elimination of lead in gasoline. Annual Review of Energy and
the Environment 20: 301–324.

Thomas M, Petit D, and Lamberts L (1984) Pond sediments as historical record of
heavy metals fallout. Water, Air, & Soil Pollution 23: 51–59.

Tillman DA (1994) Trace Metals in Combustion Systems. New York: Academic Press.

88 Heavy Metals in the Environment – Historical Trends

http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0540
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0540
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0540
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0545
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0545
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf9000
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf9000
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0550
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0550
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0555
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0555
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0560
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0560
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0565
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0565
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0570
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0570
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0575
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0580
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0580
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0585
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0585
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0590
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0590
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0590
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0590
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0595
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0595
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0600
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0600
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0600
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0605
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0605
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0610
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0610
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0610
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0615
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0615
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0620
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0620
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0620
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0625
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0625
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0625
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0630
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0630
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0630
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0635
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0635
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0635
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0640
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0640
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0645
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0645
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0650
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0650
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0655
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0655
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0660
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0660
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0665
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0665
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0670
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0670
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0670
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0675
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0675
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0680
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0680
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0680
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0685
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0685
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0685
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0690
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0690
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0695
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0695
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0700
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0700
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0705
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0705
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0710
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0710
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0715
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0715
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0720
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0720
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0720
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0720
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0725
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0725
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0725
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0730
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0730
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0735
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0735
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0735
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0740
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0740
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0740
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0745
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0745
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0745
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0745
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0750
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0750
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0750
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0750
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0755
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0755
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0755
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0760
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0760
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0765
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0765
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0770
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0770
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0770
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0770
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0775
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0775
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0775
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0780
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0780
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0780
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0785
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0785
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0785
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0790
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0790
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0795
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0795
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0800
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0800
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0800
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0805
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0805
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0805
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0805
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0810
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0810
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0810
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0815
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0815
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0820
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0820
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0825


Turekian KK (1971) Rivers, tributaries, and estuaries. In: Hood DW (ed.) Impingement of
Man on the Oceans, pp. 9–74. New York: Wiley.

Turekian KK (1977) The fate of metals in the oceans. Geochimica et Cosmochimica Acta
41: 1139–1144.

Turekian KK and Wedepohl KH (1961) Distribution of the elements in some major units
of the Earth’s crust. Geological Society of America Bulletin 72: 175–192.

United States Environmental Protection Agency (1975a) Scientific and Technical
Assessment Report on Cadmium. EPA-600/6-6-75-003, US Government Printing
Office.

United States Environmental Protection Agency (1975b) Technical and Microanalysis
of Cadmium and its Compounds. EPA-560/3-75-005, US Government Printing
Office.

United States Environmental Protection Agency (1976) Cadmium: Control Strategy
Analysis. EPA-GCA-TR-75-36-G, US Government Printing Office.

United States Environmental Protection Agency (1978) Sources of Atmospheric
Cadmium. EPA-68-02-2836, US Government Printing Office.

United States Environmental Protection Agency (1998) Characterization of Municipal
Solid Waste in the United States: 1997 Update. EPA530-R-98-007.

United States Environmental Protection Agency (2000a) National Air Pollutant Emission
Trends, 1900–1998. EPA-454/R-00-002, US Government Printing Office.

United States Environmental Protection Agency (2000b) Deposition of Air Pollutants to
the Great Waters. EPA-453/R-00-005, US Government Printing Office.

United States Department of Commerce (1998) Statistical Abstracts of the United States
1998. US Government Printing Office.

Valette-Silver NJ (1993) The use of sediment cores to reconstruct historical trends in
contamination of estuarine and coastal sediments. Estuaries 16: 577–588.

Van Metre PC and Callender E (1996) Identifying water-quality trends in the Trinity
River Texas, USA, 1969–1992, using sediment cores from Lake Livingston.
Environmental Geology 28: 190–200.

Van Metre PC, Callender E, and Fuller CC (1997) Historical trends in organochlorine
compounds in river basins identified using sediment cores from reservoirs.
Environmental Science & Technology 31: 2339–2344.

Van Metre PC, Mahler BJ, and Furlong ET (2000) Urban sprawl leaves its PAH
signature. Environmental Science & Technology 34: 4064–4070.

Veron A, Lambert CE, Isley A, Linet P, and Grousset F (1987) Evidence of recent lead
pollution in deep north-east Atlantic sediments. Nature 326: 278–281.

Wahlen M and Thompson RC (1980) Pollution records from sediments of three lakes in
New York State. Geochimica et Cosmochimica Acta 44: 333–339.

Warren LA and Haack EA (2001) Biogeochemical controls on metal behavior in
freshwater environments. Earth-Science Reviews 54: 261–320.

Webb SM, Leppard GG, and Gaillard J-F (2000) Zinc speciation in a contaminated
aquatic environment: characterization of environmental particles by analytical
electron microscopy. Environmental Science & Technology 34: 1926–1933.

WebElements. http://www.webelements.com/webelements/elements/text/Cu.html
(accessed June 16, 2002).

Wedepohl KH (1968) Chemical fractionation in the sedimentary environment.
In: Ahrens LH (ed.) Origin and Distribution of the Elements, pp. 999–1015.
New York: Pergamon Press.

Wedepohl KH (1995) The composition of the continental crust. Geochimica et
Cosmochimica Acta 59: 1217–1232.

Wessels M, Lenhard A, Giovanoli F, and Bollhofer A (1995) High resolution time series
of lead and zinc in sediments of Lake Constance. Aquatic Sciences 57: 291–304.

Wilber GG, Smith L, and Malanchuk JL (1992) Emissions inventory of heavy metals and
hydrophobic organics in the Great Lakes Basin. In: Schnoor JL (ed.) Fate of
Pesticides and Chemicals in the Environment, pp. 27–50. New York: Wiley.

Williams TM (1992) Diagenetic metal profiles in recent sediments of a Scottish
freshwater loch. Environmental Geology and Water Sciences 20: 117–123.

Wren CD, Maccrimmon HR, and Loescher BR (1983) Examination of bioaccumulation
and biomagnification of metals in a Precambrian shield lake. Water, Air, & Soil
Pollution 19: 277–291.

Wu J and Boyle EA (1997) Lead in the western North Atlantic Ocean: Completed
response to leaded gasoline phaseout. Geochimica et Cosmochimica Acta
61: 3279–3283.

Yasui M, Strong MJ, Ota K, and Verity MA (1996) Mineral and Metal Neurotoxicology.
Boca Raton: CRC Press.

Zhang J, Huang WW, and Wang JH (1994) Trace-metal chemistry of the Huanghe
(Yellow River), China—Examination of the data from in situ measurements and
laboratory approach. Chemical Geology 114: 83–94.

Heavy Metals in the Environment – Historical Trends 89

http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0830
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0830
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0835
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0835
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0840
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0840
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0845
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0845
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0845
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0850
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0850
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0850
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0855
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0855
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0860
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0860
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0865
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0865
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0870
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0870
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0875
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0875
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0880
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0880
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0885
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0885
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0890
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0890
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0890
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0895
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0895
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0895
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0900
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0900
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0905
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0905
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0910
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0910
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0915
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0915
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0920
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0920
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0920
http://www.webelements.com/webelements/elements/text/Cu.html
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0930
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0930
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0930
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0935
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0935
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0940
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0940
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0945
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0945
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0945
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0950
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0950
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0955
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0955
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0955
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0960
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0960
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0960
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0965
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0965
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0970
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0970
http://refhub.elsevier.com/B978-0-08-095975-7.00903-7/rf0970


11.4 Geochemistry of Mercury in the Environment
WF Fitzgerald, University of Connecticut, Groton, CT, USA
CH Lamborg, Woods Hole Oceanographic Institution, Woods Hole, MA, USA

ã 2014 Elsevier Ltd. All rights reserved.

11.4.1 Introduction 91
11.4.1.1 The Global Mercury Cycle 93
11.4.2 Fundamental Geochemistry 95
11.4.2.1 Solid Earth Abundance and Distribution 95
11.4.2.2 Isotopic Distributions 96
11.4.2.3 Minable Deposits 96
11.4.2.4 Occurrence of Mercury in Fossil Fuels 96
11.4.3 Sources of Mercury to the Environment 97
11.4.3.1 Volcanic Mercury Emissions 97
11.4.3.2 Mercury Input to the Oceans via Submarine Volcanism 100
11.4.3.3 Low-Temperature Volatilization 100
11.4.3.4 Anthropogenic Sources 101
11.4.3.5 Mining 102
11.4.3.6 Biomass Burning, Soil and Oceanic Evasion – Mixed Sources 102
11.4.3.7 Watersheds and Legacy Mercury 103
11.4.4 Atmospheric Cycling and Chemistry of Mercury 103
11.4.5 Aquatic Biogeochemistry of Mercury 107
11.4.5.1 Environmental Mercury Methylation 109
11.4.5.1.1 Nearshore regions 110
11.4.5.1.2 Open-ocean mercury cycling 111
11.4.5.1.3 Open-ocean mercury profiles 112
11.4.6 Removal of Mercury from the Surficial Cycle 114
11.4.7 Models of the Global Cycle 116
11.4.8 Developments in Studying Mercury in the Environment on a Variety of Scales 118
11.4.8.1 Acid Rain and Mercury Synergy in Lakes 118
11.4.8.2 METAALICUS 118
11.4.8.3 Fractionation of Mercury Isotopes 118
11.4.8.4 Tracing Atmospheric Mercury with 210Pb and Br 119
11.4.8.5 Mercury and Organic Matter Interactions 120
11.4.9 Summary 120
Acknowledgments 120
References 120

11.4.1 Introduction

Mercurial, the metaphor for volatile unpredictable behavior,
aptly reflects the complexities of one of the most insidiously
interesting and scientifically challenging biogeochemical cycles
at Earth’s surface. Elemental mercury is readily recognized as a
silvery liquid at room temperature. Its gas phase is geochemi-
cally important as mercury and some of its compounds have
relatively high vapor pressures. Mercury (Hg, from the Latin
hydrargyrum or ‘watery silver’) is sulfur loving (i.e., chalco-
philic) and extremely active biologically. It is mobilized
tectonically, and significant deposits are found in mineralized
regions characterized by subduction zones and deep-focus
earthquakes (Schluter, 2000). Many of the major deposits are
shown in Figure 1 (Kesler, 1994).

The remarkable and useful qualities of mercury and its
major mineralized form (cinnabar, HgS) have been well
known for thousands of years. The Almadén mine in Spain,
for example, the “richest known single source of cinnabar
and quicksilver,” has been active for more than 2500 years
(Goldwater, 1972). Recently, using data from dated lake
sediment cores, Cooke et al. (2009) reported that mercury
mining began in the Peruvian Andes more than 3000 years
ago (c.1400 BC). Mercury products (e.g., thermostats, batteries,
switches, fluorescent lighting) and applications (e.g., chlor-
alkali production, dentistry, pharmaceuticals, catalysis) have
been a practical part of modern life, while the wastes have been
quite detrimental. Today, mercury emissions associated with
fossil fuel burning, especially coal, and high-temperature com-
bustion processes (e.g., municipal waste incineration; cement
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production) represent primary sources of pollutant mercury
released to the environment on a global scale. As a result, mer-
cury emissions since the mid-nineteenth century appear to have
been in step with increases in emissions of CO2 (Lamborg et al.,
2002a). During the past decade, emissions, discharges, and non-
point source inputs of mercury appear to have peaked and may
be diminishing in many developed countries. Unfortunately,
and on a global scale, declines are countered by increases in
anthropogenic mercury releases from developing nations, par-
ticularly in Asia (Pacyna et al., 2010). For example, there appears
to be a substantial enhancement of mercury emissions from
small- and large-scale gold mining. Additionally, environmental
gains through pollution controls, remediation, and regulations
are tempered by the large reservoir of historic mercury, the
pollution ‘legacy,’ residing in watersheds and sediments of
many terrestrial, freshwater, and marine environments.

Although mercury has been used in ‘spring tonics,’ as a
‘cure’ for syphilis and a panacea for other afflictions, it is now
recognized as a highly toxic trace metal that concentrates in
aquatic food webs. According to Clarkson (1997), the princi-
pal human exposure to inorganic mercury species is from
elemental mercury vapor, which is derived principally from
industries such as gold and silver mining and chlor-alkali
plants, and from dental amalgams. Deleterious health effects
(e.g., ‘Mad Hatter’s disease’) have been known since ancient
times, and as Clarkson states, “severe exposure results in a
triad of symptoms, erethism, tremor, and gingivitis.” Today,
however, the principal mercury-related human health con-
cern is associated with exposure to the highly neurotoxic

organomercury species, monomethylmercury (MMHg). This
exposure is almost entirely due to consumption of fish and
fish products (Fitzgerald and Clarkson, 1991; National Re-
search Council, 2000). Inorganic mercury, whether natural or
pollution derived, can be readily methylated in aquatic sys-
tems. Mercury methylation appears to be predominantly bi-
otic, although some abiotic production is likely in natural
waters (Benoit et al., 2003; Gårdfeldt et al., 2003). In situ
methylation of ‘reactive’ or bioavailable mercury by sulfate-
reducing bacteria (SRB) has been documented to result in the
accumulation of MMHg in freshwater foodwebs and fish (e.g.,
Gilmour and Henry, 1991; Hall et al., 1998; Jensen and Jerne-
löv, 1969; Watras and Bloom, 1994; Watras et al., 1994; Wes-
töö, 1966; Wiener et al., 1990a; Wood et al., 1968). Recent
reports suggest that additional bacterial functional groups (i.e.,
iron-reducing bacteria; Fleming et al., 2006; Kerin et al., 2006)
may have a role. These linkages are quite evident in the ele-
vated MMHg in fish from reservoirs created by dam construc-
tion and subsequent flooding of landscapes (e.g., Bodaly et al.,
1984; Cox et al., 1979; Tremblay et al., 1998). A similar process
is thought to occur in the marine water column, possibly
through the formation of dimethyl Hg (DMHg) followed by
its decomposition to MMHg (Mason and Fitzgerald, 1993;
Mason and Sullivan, 1999; Mason et al., 1998). Microbially
mediated methylation continues to amplify the insidiousness
of current and historic mercury pollution and health risks to
wildlife and humans. Indeed, toxicologically, methylation of
inorganic mercury is the most important transformation affect-
ing the behavior and fate of mercury in aquatic systems.
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Its accumulation in freshwater and marine fish can reach levels
that could not only pose a threat to human health (Davidson
et al., 2000; Granjean et al., 1997;Mahaffey et al., 2009;Mergler
et al., 2007), but also reduce the reproductive success of pisci-
vorous wildlife (e.g., Scheuhammer, 1991; special section of
Environmental Toxicology and Chemistry, 1998, 17/2: 137–227,
12 papers, M. W. Meyer, editor) and the fish themselves
(Hammerschmidt et al., 2002; Sandheinrich and Wiener,
2011; Wiener and Spry, 1996; Wiener et al., 1990b). Wiener
et al. (2002) and Scheuhammer et al. (2007) present reviews of
mercury toxicology in a number of different animal species.

MMHg poisoning is known as ‘Minamata disease.’ Between
1950 and 1975, major industrially related mass poisonings,
severe debilitation, and many deaths occurred in Minamata
and Niigata, Japan, and in Iraq. The Japanese poisonings
resulted from consumption of locally caught fish and seafood
that had been contaminated principally by MMHg discharged
with wastewater from factories making acetaldehyde (Chisso
Co. Ltd. and Showa Denko Co. Ltd.). The MMHg was synthe-
sized abiotically as a by-product during the production of
acetaldehyde (inorganic mercury was used as a catalyst). In
the Iraqi tragedy, the source was contaminated bread, which
had been made with flour unknowingly milled from wheat
treated with MMHg as a fungicide (Bakir et al., 1973). There is
an extensive scientific, medical, and general literature, as well
as news accounts of these tragedies. The following works on the
Japanese poisonings provide an overview and a useful starting
point for a more in-depth examination: Smith and Smith
(1975), Japan Public Health Association (2001), The Social
Scientific Study Group on Minamata Disease (2001) and
George (2001). There are other examples of sites severely
contaminated by mercury and the interested reader is directed
to the volume entitled Mercury Contaminated Sites – Character-
ization, Risk Assessment and Remediation, edited by Ebinghaus
et al. (1998), which also contains descriptions of the Minamata
situation.

In the mid-twentieth century, Goldschmidt (1954) crypti-
cally summarized knowledge of the environmental cycling of
mercury thus: “not much information is available concerning
the geochemistry of mercury.” Moreover, as he emphasized for
that period, “most of the modern analytical data are due to A.
Stock and co-workers,” which were derived from their pre-
World War II studies (e.g., Stock and Cucuel, 1934). In con-
trast, over the first decade of the twenty-first century, scores of
environmentally related mercury publications appeared each
year. There is an abundance of distributional data, an en-
hanced knowledge of the biogeochemical cycling of mercury
and the impact of anthropogenic activities, a fuller apprecia-
tion of the utility, dangers, and complexities characterizing the
mobilization, interactions, and fate of this biologically active
element, and an awareness of the daunting challenges inherent
in studying a metal that includes a gas phase as a major feature
of its biogeochemistry at Earth’s surface. The potential risks of
human exposure to MMHg, especially prenatally, and the po-
tential deleterious ecological consequences from localized to
global-scale mercury pollution have given much impetus to
mercury studies and regulatory activities internationally. As of
the summer of 2011, there have been ten international confer-
ences on ‘Mercury as a Global Pollutant’ since 1990. The city of
Minamata, the venue for the sixth conference in 2001,

provided conferees with poignant evidence of the tragic legacy
of mercury contamination. The abstracts and publications
from these broadly based meetings, which include basic bio-
geochemistry, environmental and pollution-related studies,
ecological and human toxicology, and analytical develop-
ments, chronicle the rapid worldwide expansion of mercury
research and knowledge.

This chapter focuses principally on the low-temperature
environmental biogeochemistry of mercury. The current un-
derstanding of mercury cycling at Earth’s surface (soils, sedi-
ments, natural waters, and the atmosphere) is presented. The
coverage, as appropriate, includes anthropogenic interferences
(i.e., mercury pollution) and biological mediation, which
significantly affect the speciation, behavior, and fate of mer-
cury in the environment. Complementary information on
geochemical cycling of mercury in and among the various
earthly reservoirs is presented in other chapters of the Treatise
on Geochemistry.

11.4.1.1 The Global Mercury Cycle

Major features of the global mercury cycle have been illus-
trated using the relatively simple three-reservoir mass balance
developed by Mason, Fitzgerald, and Morel in 1994 (‘MFM’).
Refinements are considered in Section 11.4.7. The MFM
model provides estimates of natural and anthropogenic fluxes
and an assessment of impact from human-related mercury
emissions on the natural cycle for 1990 (Figure 2(a)). The
preindustrial situation is shown in Figure 2(b). It is evident
that the atmosphere and oceans play important roles in the
distribution and redistribution of mercury at Earth’s surface.
Indeed, atmospheric mercury deposition into the oceans
greatly exceeds riverine inputs. The MFM model also suggests
that the natural cycle of mercury has been severely perturbed.
Human-related mercury emissions dominate the cycle such
that most of the mercury in the atmosphere and surface oceans
is anthropogenic. Moreover, the integrated estimate for total
loadings from globally dispersed, anthropogenic mercury
emissions between 1890 and 1990 is 1000 Mmol (200 kt).
The MFM simulation predicts that !95% of this mercury is
sequestered in terrestrial systems, and the remainder in
the oceans and atmosphere. The MFM estimate for the glob-
ally dispersed anthropogenic contribution is similar to the
most recent estimate of 9.7 Mmol year"1 recently reported
(Pacyna and Pacyna, 2002; Pacyna et al., 2006, 2010; Streets
et al., 2009).

Elemental mercury, a monatomic gas, is the dominant at-
mospheric form and has a long residence time in the tropo-
sphere (Fitzgerald et al., 1981; Lamborg et al., 2000, 2002a;
Lindqvist et al., 1991; Slemr et al., 1981). Such longevity allows
emissions of mercury to the atmosphere from natural and
anthropogenic sources to be dispersed widely across Earth’s
surface. The redox couple of Hg0 with the stable mercuric ion
(Hg0/Hg2þ; E$ ¼0.85 V) is similar to that of the Fe(II)/Fe(III)
couple, thereby providing the potential for dynamic oxidation
and reduction cycling in the range of common environmen-
tal redox (i.e., pe) conditions. A unique and important exam-
ple of this is the biologically and abiotically mediated
reduction of Hg2þ resulting in widespread supersaturation of
Hg0 in freshwater and saltwater and its subsequent evasion
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(Amyot et al., 1997; Kim and Fitzgerald, 1986; Mason and
Fitzgerald, 1993; Rolfhus, 1998). Field and laboratory obser-
vations in aqueous systems have documented the important
influence of photochemical and bacterial reactions on the in
situ reduction of Hg2þ (Amyot et al., 1997; Barkay et al., 2003;
Mason and Fitzgerald, 1993; Rolfhus, 1998; Rolfhus and
Fitzgerald, 2001), and therefore link Hg0 production and eva-
sion from the ocean to the complex biogeochemical cycles of
carbon, nitrogen, phosphorus, and sulfur. Through evasion,
the ocean prolongs the residence of mercury at Earth’s surface
and exacerbates the human perturbation of the global mercury
cycle. The MFM analysis shows such oceanic emission of
Hg0 to be substantial (10 Mmol) and comparable to the
atmospheric input of mercury to the oceans. As anticipated,
cycling at the sea surface, distribution, production, oxidation,
and other transformations for Hg0 in the oceans are receiving
increasing attention (e.g., Andersson et al., 2008a,b; Kotnik
et al., 2007; Poulain et al., 2007; Selin, 2009; Soerensen
et al., 2010a,b; Sommar et al., 2010; Strode et al., 2007).

Although the marine biogeochemical cycling of mercury
is greatly simplified in the MFM simulation, the importance
of the ocean as both a sink for atmospheric deposition
and a substantial source of mercury to the atmosphere

(Kim and Fitzgerald, 1986; Lindqvist et al., 1991; Mason
et al., 1994; Nriagu, 1989) is consistent with models that use
more realistic physical and biogeochemical oceanic dynamics
(Hudson et al., 1995; Lamborg et al., 2002a;Mason et al., 2001;
Selin et al., 2008).

The oceans actively and significantly participate in the
transport and transformation of this toxic metal. Thus, there
is an obvious need to increase the knowledge and understand-
ing concerning the biogeochemical cycling of mercury and
MMHg, and the impact of anthropogenically related inputs in
the marine environment. A cursory examination of papers
presented at the international mercury conferences is sufficient
to show that there has been much interest in, and support for,
studies examining linkages between the cycling of mercury in
the atmosphere, anthropogenic emissions/discharges, deposi-
tion to terrestrial systems, and the bioaccumulation of MMHg
in freshwaters (e.g., Mercury in Temperate Lakes Program –
Watras et al., 1994; METAALICUS Project; Ebinghaus and
Krüger, 1996; Petersen et al., 1995; USEPA Mercury Study
Report to Congress, 1997; The Nordic Network – Lindqvist
et al., 1991; Iverfeldt, 1991a). In contrast, mercury cycling in
the oceans has received less attention. This is unfortunate as
there is evidence, for example, that the mercury content in fish
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has been increasing over the past several decades in the North
Atlantic (e.g., Monteiro and Furness, 1997). Moreover, in 2001,
the growing recognition of human exposure to MMHg from
marine fish and fish products prompted the US Food and Drug
Administration (USFDA) to place four pelagic marine fish (tile-
fish, king mackerel, swordfish, and shark) on their consumer
advisory list (USFDA Consumer Advisory, 2001). The advisory
emphasizes the need forwomenof childbearing age to limit their
consumption of marine fish to 12 ozweek"1 (0.34 kg week"1).

A more stringent fish consumption advisory reference dose
(Schober et al., 2003) was issued by the US Environmental
Protection Agency (USEPA) in 2001. Women of childbearing
age were cautioned to limit their MMHg intake to 0.1 mg kg"1

of body weight per day. It is illuminating to translate this
recommendation into fish consumption. A summary of the
MMHg content in some major marine fish and shellfish is
presented in Table 1. Using fresh tuna with an average
MMHg concentration of 0.32 mg g"1 wet weight (Table 1) as
an example, the recommended weekly consumption for a
50–70 kg woman of childbearing age would be 35–49 mg or
the equivalent of !110–155 g (!4–5.5 oz, half a typical can)
of fresh tuna. This is much smaller than the USFDA recom-
mendation, which is equivalent to 0.5 mg kg"1 of body weight
per day (however, a maximum of 12 oz of fish per week is
recommended). The current provisional advisory from the
Joint Food and Agricultural Organization/World Health Orga-
nization Expert Committee on Food Additives (JECFA, 2000) is
0.5 mg kg"1 of body weight per day. For further information
regarding MMHg and fish consumption, the reader is referred
to the useful and informative publication from the US Na-
tional Academy of Sciences entitled ‘Toxicological Effects of
Methylmercury’ (NAS, 2000). The examining committee from
the National Research Council of the NAS reached the follow-
ing consensus: “the value of EPA’s current reference dose for
MeHg, 0.1 mg kg"1 day"1 is scientifically justifiable for the pro-
tection of public health.”

In summary, mercury entering the marine environment
may continue to actively participate in aquatic chemistry,
while much of the mercury deposited from the atmosphere to
terrestrial systems is sequestered. Given the importance of the
oceans as a whole in global mercury cycling, and international
concerns and issues regarding human exposure to MMHg
through marine fish and seafood consumption, the current
situation is one of insufficient study and undersampling.
While there have been a few open-ocean cruises to examine
mercury biogeochemistry (e.g., Cossa et al., 1997, 2009;
Dalziel, 1992; Dalziel and Yeats, 1985; Gill and Bruland,
1987; Gill and Fitzgerald, 1988; Horvat et al., 2003; Kim and
Fitzgerald, 1986; Lamborg et al., 1999, 2008; Laurier et al.,
2004; Leermakers et al., 2001; Mason and Fitzgerald, 1993;
Mason and Sullivan, 1999; Mason et al., 1998; Sunderland
et al., 2009), almost no longer term, seasonally oriented
mid-ocean studies have been conducted. This state of data
limitation is poised to change, however, with a number of
oceanographic studies of Hg biogeochemistry currently under
way as of this writing. Indeed, Hg is a prominent part of the
recently initiated GEOTRACES Program, a major long-term
multicountry international oceanic study of trace elements
and isotopes in seawater. However, we emphasize that even
in the more accessible nearshore zones, the biogeochemistry of

mercury is understudied. In this regard, estuaries and adjacent
coastal waters, as regions of high biological productivity,
MMHg production, and fishery activity, are of special interest.
They are major repositories for natural and pollutant mercury
(see Section 11.4.6).

11.4.2 Fundamental Geochemistry

In this section, we consider aspects of the fundamental geo-
chemistry and biogeochemistry of mercury used later in the
chapter. These topics include: (1) solid Earth abundance and
distribution, (2) isotopic composition and recent advances in
mercury cosmochemistry, (3) the formation and distribution
of minable mercury deposits, and (4) mercury in fossil fuels.

11.4.2.1 Solid Earth Abundance and Distribution

A summary of mercury data from the report of Turekian and
Wedepohl (1961) is shown in Table 2. Due to the chalcophilic
nature of its associations, mercury is found in higher abun-
dances in intrusive magmatic rocks and locations of subaerial
and submarine volcanism. Peak concentrations in these rocks
may be as high as several percent in ore-grade minerals (e.g.,
35% mercury in sphalerite; Ozerova, 1996). Also, as a result of
this association, the distribution of highest mercury concentra-
tions in rocks at the surface and near surface mirrors regions of
current and past tectonic activity and has been described as the
‘global mercury belt’ (e.g., Gustin et al., 2000). As noted in
greater detail in Section 11.4.3, mercury concentrations in
soils weathered from this material can be very high as well
(e.g., Steamboat Springs, NV, USA: 1.2–14.6 ppm; Gustin
et al., 2000) and represent a potentially significant source of
mercury to the atmosphere at a variety of spatial scales through

Table 1 Levels of total mercury (mg g"1 wet weight) in seafood
(USFDA, 2001). Most (>95%) of the total mercury in edible fish tissue is
MMHg.

Fish species Mean (range) na

Tilefish 1.45 (0.65–3.73) 60
Swordfish 1.00 (0.10–3.22) 598
King Mackerel 0.73 (0.30–1.67) 213
Shark 0.96 (0.05–4.54) 324
Tuna (fresh or frozen) 0.32 (ND–1.30) 191
Tuna (canned) 0.17 (ND–0.75) 248
Atlantic cod 0.19 (ND–0.33) 11
Pollock 0.20 (ND–0.78) 107
Mahi mahi 0.19 (0.12–0.25) 15
American lobster 0.31 (0.05–1.31) 88

ND denotes that the mercury level was not detectable.
aNumber of samples analyzed.

Sources: Grieb TM, Driscoll CT, Gloss SP, Schofield CL, Bowie GL, and Porcella DB

(1990) Factors affecting mercury accumulation in fish in the upper Michigan Peninsula.

Environmental Toxicology and Chemistry 9(7): 919–930; Bloom NS (1992) On the

chemical form of mercury in edible fish and marine invertebrate tissue. Canadian

Journal of Fisheries and Aquatic Sciences 49: 1010–1017; Hammerschmidt CR,

Wiener JG, Frazier BE, and Rada RG (1999) Methylmercury content of eggs in yellow

perch related to maternal exposure in four Wisconsin lakes. Environmental Science &

Technology 33(7): 999–1003.
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low-temperature volatilization. These rocks and their weath-
ered products are rich in other metals as well, and emission
of mercury from soils and rock has been used as a tool
for large-scale ore and petroleum exploration as well as an
indicator of tectonic activity (e.g., Klusman and Jaacks, 1987;
McCarthy, 1968; Varekamp and Buseck, 1983). These general
characterizations are significant then, as we later consider the
cause for concentrations of mercury in soils removed from
the mercury belt that are also elevated above the crustal
abundances.

Also indicated in Turekian and Wedepohl’s compilation is
a relatively high concentration of mercury in sedimentary
material rich in organic carbon, such as shales. Mercury associa-
tions with organic matter are considered in later sections
(Sections 11.4.5 and 11.4.8). Here, we stress that such
associations can lead not only to higher concentrations of mer-
cury in these types of rock units but also in the transport of
mercury away from sites of sediment accumulation as a result
of petroleummovement (Fein andWilliams-Jones, 1997;White,
1967). The mercury content of major rock types has not been
systematically revisited since Turekian and Wedepohl’s report,
and there is evidence that some of their values may be over-
estimates. As an example, the recovery and analysis of glacial
till in Glacier Bay National Park by Engstrom and Swain (1997)
indicatedmuch lower concentrationsofmercury (<10 ppb). It is
reasonable to assume, however, that the mercury concentration
trends across rock types suggested by Turekian and Wedepohl
and the geochemistry they suggest are valid.

11.4.2.2 Isotopic Distributions

Mercury has a relatively even distribution of its seven stable
isotopes (196, 0.15%; 198, 10.0%; 199, 16.7%; 200, 23.2%;
201, 13.2%; 202, 29.8%; 204, 6.8%; Friedlander et al., 1981;
Lauretta et al., 2001). This pattern presented cosmochemists
with a formidable task when mercury isotopic distributions in
meteorites were examined (e.g., Jovanovic and Reed, 1976; Tha-
kur andGoel, 1989). Analytical difficulties apparently resulted in
inaccurate determinations of the bulk abundance and isotopic
composition of some meteorites, leading to the so-called
‘mercury problem’; examined meteorites did not show the
same bulk abundance and isotopic distribution as terrestrial

material (Grevesse, 1970; Lauretta et al., 1999). Subsequent
advances in mass spectrometry, and especially the development
of multicollectors, have shown that the isotopic distributions of
mercury in terrestrial and extraterrestrialmaterial are very similar
(e.g., Allende meteorite: 0.03–0.3 ppm; Lauretta et al., 2001).

With so many isotopes from which to choose, one might
expect examination of mercury isotopic fractionation in natu-
ral media to be a profitable area of research as it has been, for
example, with lead, light metals, nonmetals, and an increasing
number of transition metals (e.g., Alleman et al., 2001; Anbar,
2004; Hoefs, 2004; Richter et al., 1992; Rouxel et al., 2004).
Indeed, this area of research has yielded a number of surprising
results, many since the first edition of the Treatise on Geochem-
istry was published (e.g., Bergquist and Blum, 2007; Biswas
et al., 2008; Evans et al., 2001; Gehrke et al., 2009, 2011;
Gratz et al., 2010; Hintelmann and Lu, 2003; Klaue et al.,
2000; Kritee et al., 2007, 2008; Senn et al., 2010; Sherman
et al., 2009, 2010; Smith et al., 2005, 2008). The wide range
of stable isotopes is being used in deliberate addition experi-
ments ranging from bench scale to whole watershed scale
(e.g., Hintelmann and Evans, 1997; Hintelmann et al., 2002).
These advances will be highlighted in Section 11.4.8.

The radioisotope 203Hg has played an important role in
laboratory investigations of mercury biogeochemistry (e.g.,
Costa and Liss, 1999; Gilmour and Riedel, 1995; Stordal and
Gill, 1995). Continued production of 203Hg-enriched material
has been curtailed recently, and so, future mechanistic studies
will feature the use of stable isotopes instead.

11.4.2.3 Minable Deposits

As mentioned, higher mercury concentrations in rock and soil
are associated with the global mercury belt. However, the
occurrence of minable deposits is not continuous along this
belt. In addition to Almadén (Spain), the most productive
mercury mines include Idrija (Slovenia), New Almaden
(California, USA), and Huancavelica (Peru). Very high concen-
trations of mercury have been reported to be associated with
oceanic hydrothermal sulfide chimneys and their weathered
remains (e.g., Koski et al., 1994; Ozerova, 1996; Stoffers et al.,
1999). In all of these cases, mercury occurs almost exclusively
as cinnabar (red HgS), with smaller amounts of metacinnabar
(black HgS) and elemental mercury (often as inclusion with
HgS in minerals such as sphalerite and chalcopyrite). HgS is
extremely insoluble (log Kso (cinnabar)¼"36.8; Martell et al.,
1998) under typical surface water conditions, and thus trans-
port of mercury from these mineral rich environments at the
Earth’s surface generally involves sediment transport (e.g.,
Ganguli et al., 2000). The fate of cinnabar in anoxic sediments
is addressed in Section 11.4.5. Transport of mercury to and
from ore bodies invariably involves hydrothermal systems in
the subsurface, with HgS solubility strongly controlled by fluid
pH, temperature, and chloride, sulfide, and organic carbon
contents (Varekamp and Buseck, 1984; White, 1967).

11.4.2.4 Occurrence of Mercury in Fossil Fuels

Even with the stated stability of cinnabar, mercury is mobile in
the surface environment. This is indicated by the relatively high
concentration of mercury in organic-rich deposits, such as

Table 2 Mercury content of selected rocks and sediments

Rock type Hg content (ppm)

Ultrabasic igneous 0.0Xa

Basaltic rocks 0.09
High- and low-Ca granites 0.08
Syenites 0.0X
Shales 0.4
Sandstones 0.03
Carbonates 0.04
Deep-sea carbonate 0.0X
sediment
Deep-sea clays 0.X

aThe X notation indicates order of magnitude estimate.

Source: Turekian KK and Wedepohl KH (1961) Distribution of the elements in some

major units of the Earth’s crust. Geological Society of America Bulletin 72: 175–192.
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fossil fuels and shales. As we will explore later, mercury has
high affinities for organic carbon as well as sulfide. Interest in
fossil fuel recovery and burning as a source of mercury to the
environment has led to a few published studies in this area;
some of these data are summarized in Table 3. With notable
exceptions, concentrations in coal appear higher than those in
oil, suggesting preferential burial of mercury in terrestrial and
coastal systems rather than in pelagic marine environments.
Though mercury concentrations are not as high in various
refined petroleum materials as in coal, the oil and gas recovery
process often liberates large amounts of mercury leading to
localized contamination of marine sediments (e.g., Grieb et al.,
2001). The concentration of mercury is sufficiently high in
some crude petroleum materials to also pose a corrosion
hazard to the drilling and transportation apparatus and repre-
sents a significant engineering problem (e.g., Bloom, 2000;
Wilhelm, 1999).

11.4.3 Sources of Mercury to the Environment

There have been few well-designed studies to constrain mer-
cury emission estimates from natural sources and allow global
extrapolations. Indeed, some work has been extraordinarily
misleading. For example, in flawed studies based on the
accumulation of mercury and other metals in glacial ice,
Jaworowski et al. (1981) estimated the annual mercury flow
into the atmosphere at 1000 Mmol with an anthropogenic
contribution at 50 Mmol! Low- and high-temperature volatil-
ization processes were offered by Jaworowski et al. as a poten-
tial explanation for the huge natural fluxes of mercury. Such
inaccuracies, as well as the paucity of reliable investigations,
begs the question “What is the appropriate flux range for global
mercury emissions from sources such as volcanism, biomass
burning, and low-temperature volatilization from natural

waters and soils?” The MFM simulation (Mason et al., 1994)
of the global mercury cycle estimates natural terrestrial emis-
sions at 5 Mmol annually. Such emissions would include
inputs from subaerial volcanism under erupting and non-
erupting conditions, and the preindustrial mercury fluxes
from mineralized regions, forest fires, biological activities,
and natural waters. Today, volcanism and volatilization from
mineralized regions may be the only purely natural sources of
mercury, because, and as illustrated in Figure 2, anthropogenic
mercury contamination is present throughout the atmosphere,
biosphere, the terrestrial realm, and the hydrosphere. Thus, a
portion of the emissions from these secondary reservoirs rep-
resents recycled pollutant mercury; this component has often
been overlooked when the source strengths from ‘natural
sources’ have been compared and assessed relative to modern
anthropogenic mercury inputs.

11.4.3.1 Volcanic Mercury Emissions

The determination of global volcanic mercury fluxes from
direct measurements is at best a hazardous, expensive, labor-
intensive, and, perhaps, impossible task. Reasonably well-
constrained global estimates, however, can be achieved through
use of elemental ratios and a geochemical indexing approach.
Sulfur provides an appropriate index, since it is a major
component of volcanic emanations, and there is agreement
on its global flux to the atmosphere. An example of this ap-
proach is the work of Patterson and Settle (1987), who com-
bined Pb/S, Tl/S, and Bi/S ratios measured in volcanic gases
collected under eruptive and quiescent (fumarolic) conditions
with the global volcanic sulfur flux to “approximate global
volcanic emissions of these three metals to the atmosphere.”
One of the present authors (WFF) measured mercury during
the Patterson and Settle study. Results from this research
were presented at two conferences (Fitzgerald, 1981, 1996),
and Fitzgerald’s estimate of 40 tons year"1 appears in the paper
by Patterson and Settle (1987). Given the potential import-
ance of volcanic mercury inputs, and the limited number of
investigations, a detailed description of the mercury study is
included here.

Patterson, Settle, Buat-Menard (University of Bordeaux),
Fitzgerald, and colleagues (see Acknowledgments) evaluated
volcanic metal fluxes using an experimental design based on
the hypothesis that metal volatilization would be dependent
on temperature, sulfur and halogen composition of magma
and mobilization by volcanic gases. Therefore, volcanoes and
fumaroles were selected to provide a range of temperatures and
S/Cl ratios. The characteristics of the volcanic gas samples are
tabulated in Table 4. The four volcanoes examined were
Kilauea (Hawaii, USA), Mt. Etna (Sicily, Italy), Vulcano (Aeolian
Islands, Italy), and White Island (New Zealand).

Plumes were sampled for mercury using a simple gas train
consisting of a preblanked (pyrolyzed) glass fiber prefilter stage
for particulate phases, followed by two gold traps arranged in
tandem to collect gaseous mercury (Bloom and Fitzgerald,
1988; Fitzgerald and Gill, 1979). The fumarolic collections
were made with a gas sampling train designed by Clair
Patterson and modified for mercury (Patterson and Settle,
1987; shown here in Figure 3). Any mercury associated
with aerosols or the gas phase that escaped the two cold

Table 3 Mercury content of fossil fuels

Sample type Total Hg (ng g"1)

Coal
Chinaa 220
Std. Ref. Mat.b 77.4–433.2
Global estimatec 20–1000
Unrefined petroleumd

Crude oil <d.l. to >7000
Condensate <d.l. to >12000
Refined petroleumd

Light distillates 1&3
Utility fuel oil 1&1
Asphalt 0.3&0.3
Gasoline 0.2–3
Diesel 0.4–3
Kerosene 0.04
Heating oil 0.59
Naphtha 3–60
Petroleum coke 0–250

aWang et al. (2000).
bLong and Kelly (2002).
cPacyna and Pacyna (2002).
dWilhelm (2001) and the references therein.
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traps was collected by a gas-sampling train analogous to the
plume samplers. The gas was pumped through this system
at !1 lmin"1.

In general, and as illustrated for the 1977 study of 100 $C
fumarole at Kilauea, essentially all of the mercury and the other
metals are trapped in the 0 $C condensate (Table 5). Thus,
fumarolic gas collectors for metal studies can be simplified.
The observed Hg/S weight ratio in the Kilauea condensate was
0.9'10"6. The Hg/S ratios from the other investigations are
summarized in Table 4. Values range from 0.7'10"6 to
14'10"6 with a suggestion that Hg/S may increase as the
S/Cl decreases. Dedeurwaerder et al. (1982) were part of the
Mt. Etna study and their results for the Bocca Nuevo plume are
included in the summary. Their plume sampling apparatus was
based on the Fitzgerald technique and similar to that described
above. The sulfur-flux weighted mean volcanic Hg/S from all
locations is 5'10"6.

Estimates of global volcanic sulfur emissions are summa-
rized in Table 6. We have chosen a value of 9'106 tons of
sulfur per year as representative of the recent estimates. There-
fore, by applying the determined Hg/S ratio, a global mercury
flux from subaerial volcanism is estimated to be !45 tons
year"1, or 0.23 Mmol annually. These average emissions are
only 5–10% of the primary natural flux of 2.5–5 Mmol year"1

estimated by Mason et al. (1994) and Seigneur et al. (2001).

Thus, and under long-term mean conditions, other types of
terrestrial volatilization processes for mercury would domi-
nate. Given this conclusion, it is important to place additional
constraints on the validity of the 45 tons year"1 estimate for
subaerial volcanic mercury emissions.

First, Varekamp and Buseck (1986) reported an average
Hg/S weight ratio of 7.4'10"6 for emissions under non-
erupting conditions from Mt. Hood, Mt. Shasta, and Mt. St.
Helens in the United States, and from Mt. Etna. In 1981,
these investigators reported a very high Hg/S weight ratio of
6000'10"6 for Mt. St. Helens under erupting conditions
(Varekamp and Buseck, 1981). However, the mercury and
sulfur measurements were not measured simultaneously
and, according to Varekamp (personal communication), should
not be used for a global-scale analysis of this kind. Thus, we
suggest that a mean Hg/S ratio of 5'10"6 and the annual
emission estimate of 45 tons is of the appropriate magnitude.
Nriagu and Becker (2003), using the same Hg/S ratio and
a more detailed volcanic SO2 emissions inventory, derived
much the same conclusion (!95 tons year"1; 60% eruptive,
40% degassing).

Second, the scale of volcanic mercury fluxes can be approx-
imated indirectly. For example, using the Hg/Bi ratios listed in
Table 4 as well as the Lambert et al. (1988) estimate for annual
global bismuth emissions of 1500 tons, we obtain a range for

Table 4 Volcano sampling locations and gas characteristics

Volcano Date Type of gas Temp. ($C) S (wet gas)
(mg S m"3)

S/Cl
(weight)

Cl/F
(weight)

Hg/S
(weight)

Hg/Bi
(weight)

Kilauea Caldera 6/23/77 Fumarole 100 22800 40 2 0.9
Kilauea Pu’u O’o 5/12/84 Eruptive plume 1140 110 9 0.7 0.0019
Mt. Etna Bocca Nuovaa 6/7/80 Eruptive plume 1100 4.3 0.7 8 11–14
Mt. Etna SE Crater 6/8/80 Eruptive plume 1100 2.5 0.7 4 <13
Vulcano Site A 6/11/80 Fumarole 280 5500 0.3 90 0.9
White Island Site A 7/22/83 Fumarole 180 33000 45 30 0.9
White Island Site B 7/22/83 Fumarole 590 54000 !0.44 0.024
White Island Site C 7/22/83 Fumaroleb 650 180 0.0015

aDedeurwaerder et al. (1982).
bCollected using plume filter device.

Source: Reproduced from Patterson CC and Settle DM (1987) Magnitude of lead flux to the atmosphere from volcanoes. Geochimica et Cosmochimica Acta 51(3): 675–681.
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Figure 3 Hg sampling apparatus used to collect fumarole gas samples. Reproduced from Patterson CC and Settle DM (1987) Magnitude of lead
flux to the atmosphere from volcanos. Geochimica et Cosmochimica Acta 51(3): 675–681.
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the global volcanic mercury flux of 2–36 tons year"1. Hinkley
et al. (1999) suggests that the Lambert et al. values are a factor
of 3 or 4 too high.

A comparable value of 18 tons annually is obtained using
Olafsson’s (1975) estimate of mercury emissions (7'105 g
Hg/6'1014 g ejecta) for the volcanic eruption at Heimay,
Iceland, and an estimate of 6 km3 (!15'1015 g) for annual,
subaerial lava production (!20% of total annual lava produc-
tion being subaerial; Crisp, 1984; Varekamp, personal
communication).

Thus, annual global volcanic mercury emissions estimated
or measured in several ways are <0.5 Mmol (100 tons), and
our work yielded an average value of 0.23 Mmol (45 tons).
This scaling serves two purposes: (1) it provides a framework
for further, needed studies of mercury cycling associated with
volcanism, and (2) it provides a reasonably well constrained
estimate for global emissions for modeling and assessment of
human perturbations of the natural mercury cycle. It is clear
that average volcanic mercury inputs are small relative to esti-
mates for modern anthropogenic mercury fluxes (!10 Mmol;
Pacyna and Pacyna, 2002; Streets et al., 2009) to the global
mercury cycle. Indeed, assuming steady state between emis-
sions and deposition, the average yearly terrestrial deposition
of mercury from volcanism should be !0.09 mg m"2. Since
volcanic eruptions vary in time and space, large-scale eruptions

might be apparent in natural archives such as lake sediments
(Chapter 11.3), and ice cores. Carefully collected and dated
lake sediments, however, do not reveal unusually high accu-
mulations in strata coincident with large explosive aperiodic
volcanic eruptions (e.g., Pinatubo in 1991, Krakatau in 1883,
or Tambora in 1815). In contrast, and according to Schuster
et al. (2002), volcanic mercury depositional signals may be
evident in a study of the Fremont Glacier in Wyoming, USA.
For example, their results suggest an average global mercury
depositional peak increase of 16 mg m"2 year"1 from the 1883
Krakatau eruption, which released!21 km3 of volcanicmaterial
(Rampino and Self, 1984). As the preeruption mercury deposi-
tionwas!2 mg m"2 year"1, the Krakatau event is extraordinarily
prominent at !8' the background. In contrast, a mercury
signal associated with the June 1991 Mount Pinatubo eruption
in the Philippines, which released !5 km3 ash and pumice and
!50'1012 g SO2 or 25'1012 g S (USGS Fact Sheet 113–97), is
not evident in the Fremont Glacier ice core. If Mt. Pinatubo were
assumed to be analogous to Krakatau according to the Fremont
ice core, then the predicted mercury deposition would be !4'
less or !4 mg m"2 year"1. The anthropogenically enhanced
background mercury deposition for 1991 in the ice core was
considerably larger at !11 mg m"2 year"1. Thus, and given the
large pollution-derived mercury deposition, the uncertainty in-
herent in reconstructed fluxes and the assumptions, the lack of a
mercury signal fromMt. Pinatubo could reasonably be expected.

We suggest that the work of Schuster et al. (2002), while
somewhat speculative and not well constrained, is provocative
and stimulating. Moreover, there is reasonable coherence with
the Hg/S for volcanic emissions shown in Table 4. For exam-
ple, the Hg/S of 5'10"6 when combined with the 25'1012 g
sulfur emission estimates for the Mt. Pinatubo eruption yields
a mercury input of 125'106 g mercury or !0.6 Mmol. This is
just 6% of the 10 Mmol anthropogenic mercury emissions
estimated by the MFM simulation for the global contribution
in 1990. Therefore, the measured Hg/S ratio suggests the
Mt. Pinatubo eruption would not be detectable as well. Simi-
larly, the massive Krakatau eruption would have represented
a !2.4 Mmol input, enhancing global Hg deposition by
1 mg m"2 year"1. It must be noted, however, that work from
long peat cores has suggested that large aperiodic volcanic
eruptions may have left detectable signals in that archiving
medium as well (e.g., Martinez-Cortizas et al., 1999; Roos-
Barraclough et al., 2002). The lack of identifiable volcanic
signals in lacustrine sediments is likely due to the ‘smoothing’
effect that a several-year residence time of mercury within a lake
and its watershed would exert on such short-duration signals.

In summary, it has been demonstrated that Hg/S ratios
measured for a variety of volcanic plumes and fumaroles,
when indexed to estimates of global sulfur emissions from
volcanism, yield a mean volcanic mercury flux of 0.23 Mmol
(45 tons), which is consistent with other estimates and obser-
vations. Accordingly, average yearly mercury emission from
volcanoes is small relative to natural terrestrial fluxes to the
atmosphere (2.5–5 Mmol) and modern pollution mercury en-
tering the global cycle (10 Mmol). Over the 100 year time
period used in the MFM simulation, anthropogenic mercury
inputs to the global atmosphere were 1000 Mmol, while aver-
age mercury emissions from volcanoes would be 23 Mmol.
Periodic large eruptions, such as Tambora, Krakatau, Mt. St.

Table 6 Estimates of the global annual sulfur flux from volcanic
activity

Method S flux (106 tons year"1)a References

Rate of S loss per
volcano

5.0 Stoiber and Jepsen
(1973)

3.8 Cadle (1975)
4–5 Friend (1973)

S measurements
from selected
Volcanoes

9.4
Nonexplosive (4.5)
Explosive (4.9)

Stoiber et al. (1987)

Literature review 9 Spiro et al. (1992)
Satellite survey of
SO2 emissions

6.5
Nonexplosive (4.5;
Stoiber et al., 1987)
Explosive (2.0)

Bluth et al. (1993)

Satellite and
modeling

7.5–10.5 Halmer et al. (2002)

aVolcanic sulfur emissions and speciation are examined by Oppenheimer in

Chapter 4.4.

Table 5 Mercury and sulfur concentrations in volcanic gas at
sulfur fumarole site, Kilauea caldera

Collection Hg
concentration

Total
Hg (ng)

Total
S (g)

Hg/S ratio
(weight)

0 $C condensate 120 ng g"1 59200 4.0 14.8'10"6

270 $C
condensate

10 ng g"1 150 0.1 1.5'10"6

Volcanic gas
free of water

0.88 ng g"1 230 60 3.9'10"9

Total 10.2 ng m"3 59600 64 9.3'10"7

ambient air
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Helens, and Mt. Pinatubo, would add significantly to this flux
but for very short periods.

Our assessment for the importance of volcanicmercury emis-
sions to the global inventory has been confirmed by recent in-
vestigations. Indeed, reported Hg/Smass ratios show reasonable
agreement with our earlier studies (Tables 4 and 5). At White
Island, for example, Wardell et al. (2008) found mean Hg/S
values to range from 2.8'10"6 to 4.5'10"6 for replicate sam-
ples, while Bagnato et al. (2007) reported a mean Hg/S mass
ratio of 17'10"6 for Mt. Etna. We note that Mt. Erebus, Antarc-
tica, yielded anoverall average reported to be 20'10"6 (Wardell
et al., 2008; Hg was not detected in many samples). In 2009,
Bagnato and coworkers investigatingmercury emissions from La
Soufriere Volcano, Guadeloupe Island (Lesser Antilles) found
average Hg/S mass ratios of 0.4'10"6 and 3.2'10"6 for the
plume and fumarolic gases, respectively. At Vulcano Island, Italy,
the average Hg/S index for fumarolic gas was 0.7'10"6 and the
plume measurements yielded an average of 0.2'10"6

(Zambardi et al., 2009). Witt et al., (2008a,b) reported Hg/S
mass ratios for two fumarolic gas plumes at the Tatun Volcanic
Field, Taiwan to be 2.4'10"6 and 5'10"6. Witt et al. (2008a)
made plumemeasurements for mercury and sulfur dioxide from
the Masaya and Telica volcanoes, Nicaragua. These yielded the
highest meanHg/Smass ratio at 40'10"6 with a range between
0.2'10"6 and 70'10"6. Nevertheless, and given the uncer-
tainties, a mean volcanic Hg/S mass ratio of 5'10"6 remains
appropriate. Finally, the net contribution of volcanic mercury
fluxes to the global atmosphere may be smaller than our assess-
ment due to the potential for rapid oxidation of mercury by
co-emitting bromine as well as subsequent oxidation by ozone
(von Glasow, 2010).

11.4.3.2 Mercury Input to the Oceans via Submarine
Volcanism

To our knowledge, there are only two published reports of Hg
concentrations in submarine hydrothermal fluids (Crespo-
Medina et al., 2009; Lamborg et al., 2006). That work
described hot fluids emerging from the Sea Cliff field (part of
Gorda Ridge) as containing somewhat elevated total Hg con-
centrations (!10 pM) but that were comprised of nearly 100%
MMHg. Lacking additional data, we can turn to the results of
subaerial volcanism as a guide to the representativeness of the
Sea Cliff data. First, we assume that the Hg/S of 5'10"6

established for subaerial volcanism (Table 4) can be applied
to the hydrothermal inputs associated with submarine tectonic
activity, and second, that oceanic lava production is !5' as
large as the amounts formed subaerially (e.g., Crisp, 1984).
Accordingly, the submarine inputs would be !1.3 Mmol an-
nually. An upper estimate of 1.8 Mmol year"1 was proposed by
Fitzgerald et al. (1998), who used oceanic mercury profiles and
an estimate for the rate of vertical mixing in the water column.
The agreement for these estimates negates the extraordinarily
large fluxes (20–40') suggested by heat flow calculations (e.g.,
Rasmussen, 1994), and provides additional support for an
average Hg/S ratio for volcanic emissions of !5'10"6. An
input of 1–2 Mmol year"1 is significant and comparable to
worldwide river input as estimated by Mason et al. (1994). It
is probable, however, that only a small fraction of the tecton-
ically associated marine mercury inputs mixes with bulk ocean

water. It is likely that mercury will be removed from the hy-
drothermal fluids through co precipitation of metal sulfides
and scavenging by precipitating hydrous oxides of manganese
and iron as hydrothermal fluids mix with the oxygenated
seawater near their entry points. The Sea Cliff results appear
consistent with this view, as they are not highly elevated above
seawater. Moreover, elevated levels of mercury are present in
the hydrothermally derived metal-rich deposits found on the
East Pacific Rise (Boström and Fisher, 1969) and the Gorda
Ridge (Koski et al., 1994). Stoffers et al. (1999) observed some
nascent elemental mercury around the sulfide chimneys of the
White Island (New Zealand) complex, but given the scaling
arguments above it would appear that submarine volcanism
does not represent a significant source of mercury to the global
ocean. The observation from the Sea Cliff study that much of
the Hg in emerging fluid may be methylated is intriguing and
requires further study, but could suggest that hydrothermal
systems are significant sources of methylated Hg to the deep
sea. As we note below (Section 11.4.5.1.2), deep sea concen-
trations of methylated Hg have not been observed to be ele-
vated, suggesting the hydrothermal supply of these forms is
demethylated relatively rapidly.

11.4.3.3 Low-Temperature Volatilization

As noted in the previous section, direct low-temperature weath-
ering inputs frommineralized mercury deposits to aquatic envi-
ronments occur primarily through sediment transport of
cinnabar-containing material. Volatilization is an additional
form of low-temperature weathering in which mercury is unpar-
alleled by other metals. The volatility of elemental mercury is
well documented, and to the extent that mercury-containing
materials possess some fraction of their burden in the elemental
form, weathering by volatilization will occur. Other mercury
species are somewhat volatile as well (Table 7), but most are
less so by orders of magnitude than elemental mercury. Volatil-
ization of mercury from soils and rock to the atmosphere has
only recently received significant attention. Unlike air–water gas
exchange, air–soil/rock gas exchange has not been described in
theoretical terms; thus, all that is known of mercury volatiliza-
tion is from direct flux measurements and the results of soil
manipulation experiments. Several others (e.g., Poissant and
Casimir, 1998 and references therein) have noted from mea-
sured fluxes and their temperature dependence, the similarity of
estimated and theoretical activation energies of vaporization
(!60 and 85 kJ mol"1, respectively).

Measurements using flux chambers and micrometeorolog-
ical techniques are the most numerous (see special section of
Journal of Geophysical Research 104(D17), 1999). As noted in
Section 11.4.2, Klusman and colleagues (e.g., Klusman and
Jaacks, 1987) attempted to develop a tracer approach based on
measurements of 222Rn/He/Hg to estimate the flux of mercury
from soils indexed to the fluxes of the other gases. Their work,
however, has not been extended beyond small-scale applica-
tions. Finally, isotope addition experiments, including those of
Schluter (2000) using radioactive 203Hg additions and those of
Lindberg and colleagues using stable isotopes in the METAALI-
CUS program (see Section 11.4.8), are proving very insightful.

The results from some volatilization measurements over a
number of substrates are shown in Table 8, and vary widely. In
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general terms, the various studies indicate that higher concen-
trations of mercury in the soil/rock substrates lead to higher
evasional fluxes. Other factors are strongly influential as well.
These include temperature, light, wind speed, and soil mois-
ture (e.g., Gustin et al., 1999). It is clear that evasion of mercury
from mineralized areas can be significant; however, the results
from other substrates are currently limited by the large un-
certainties and variability inherent in making such difficult
measurements. Gustin and colleagues have made efforts to
scale up their measurements, made primarily from Nevada,
to the western United States and Mexico (10 Mg year"1; Gustin
et al., 2000). Thus, this important area of research is still
developing and should be active in the future.

In his review of soil volatilization experiments, Schluter
(2000) also highlighted the importance of the dissolved or-
ganic carbon (DOC) concentration in the soil fluids, with
higher concentrations of fulvic acids, for instance, leading to
an enhancement of mercury reduction and evasion by gener-
ating Hg(I) and then aiding the disproportionation reaction
(2Hg(I)¼Hg(0)þHg(II)) through sequestration of Hg(II).
The source of the reducing equivalents in soils appears to be
species generated indirectly through photoreduction of some
kind (e.g., organic carbon and Fe(II); Schluter, 2000). The flux
from nonenriched soils, though, is substantially lower than
that from the mineralized areas and may average around
0.2 mg m"2 year"1 (Schluter, 2000).

Combining estimates for volcanic and low-temperature in-
puts of mercury from mineralized areas and nonenriched soils
to the atmosphere allows an estimate of the total amount of
natural terrestrial emissions to be made. The volcano work
benefits from the existence of tracing species such as sulfur
that make tractable the scaling of individual measurements to
the global scale. In the case of low-temperature volatilization,
however, no such index has yet been developed. Therefore,

translating values such as those of Table 8 into global fluxes
is difficult.

Using the data from Nevada (Gustin et al., 2000;
0.011 Mmol year"1; 1.8'1011 m2 area) an emission rate
of !10 mg m"2 year"1 for the global mercury belt areas can
be estimated. Further assuming that these enriched areas rep-
resent no more than !15% of the continental area suggests a
maximum contribution for volatilization from these areas
of !5.6 Mmol year"1. The addition of the small volcanic con-
tribution suggests that natural emissions of mercury to the
atmosphere are <5.8 Mmol year"1 and that subaerial and sub-
marine emissions combined are <7.1 Mmol year"1.

The volatilization estimates are crude extrapolations, as
they are based on assumptions of soil concentration distribu-
tions and understanding of driving forces behind volatiliza-
tion. They do suggest, however, that the emissions measured
and estimated in some of the work cited are consistent in the
first order with Mason et al. (1994) and that natural land-based
sources of mercury to the atmosphere are consistent and likely
to be !5 Mmol year"1. It has also been noted that a flux of
5 Mmol year"1 for natural sources is consistent with the rate of
atmospheric deposition in the preindustrial past indicated by
analysis of lake sediments (e.g., Lamborg et al., 2002b). Fi-
nally, it must be noted that emissions from soils removed from
natural enrichments likely contain a significant fraction of
mercury initially mobilized by anthropogenic activities and
subsequently deposited in soils (see Section 11.4.3.6).

11.4.3.4 Anthropogenic Sources

The human-related sources of mercury to the environment
are numerous and widespread. Most direct inputs of mercury
from point sources to aquatic systems have largely been con-
tained in most developed countries. Inputs of mercury to the
environment via the atmosphere are of the greatest concern.
These emissions, coupled with long-distance transport of ele-
mental mercury, have resulted in elevated concentrations of
mercury in fish from locations that are removed from anthro-
pogenic sources (e.g., open ocean, and semiremote regions in
the United States, Canada, Scandinavia; Wiener et al., 2002).
A summary of the fluxes from major sources over the last few
years is shown in Table 9. High-temperature processes, princi-
pally coal and cement production, and municipal waste burn-
ing dominate anthropogenic inputs of mercury to the
atmosphere. As noted in Section 11.4.1, small- and large-
scale gold mining may be a significant source of Hg to the
atmosphere (Pacyna, et al., 2010). The emission of anthropo-
genic mercury is higher in the northern hemisphere, as a result
of greater industrial activity and population density. Between
1990 and 1995 the emissions from developed economies in

Table 7 Henry’s law constants for selected mercury species (at STP)

Equilibrium H (M atm"1)

Hg0(g)$Hg0(aq) 0.11
Hg(OH)2(g)$Hg(OH)2(aq) 1.2'104

HgCl2(g)$HgCl2(aq) 1.4'106

(CH3)2Hg(g)$ (CH3)2Hg(aq) 0.13
CH3HgCl(g)$CH3HgCl(aq) 2.2'103

Sources: Sanemasa I (1975) Solubility of elemental mercury-vapor in water. Bulletin

of the Chemical Society of Japan 48(6): 1795–1798; Iverfeldt A and Lindqvist O (1982)

Distribution equilibrium of methyl mercury chloride between water and air. Atmospheric

Environment 16(12): 2917–2925; Lindqvist O and Rodhe H (1985) Atmospheric

mercury – A review. Tellus 27B: 136–159.

Table 8 Some examples of measured fluxes over natural soils

Location Method Soil conc. (ng g"1) Evasional flux (ng m"2 h"1) References

Sweden FC NA "2 to 2 Xiao et al. (1991)
Tennessee, USA FC 61–469 "1.81 to 54.94 Carpi and Lindberg (1998)
Quebec, Canada FC NA 0.62–8.29 Poissant and Casimir (1998)
Nevada, USA FC and MM 1200–214600 50–600 Gustin et al. (1999)
Nova Scotia, Canada FC NA "1.4 to 4.3 Boudala et al. (2000)

FC, flux chamber; MM, micrometeorology (Bowen ratio).
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North America and Europe have declined substantially. Unfor-
tunately, they have almost been completely replaced by emis-
sions from countries, especially in Asia, that have rapidly
developing economies that are coal-driven. Accordingly,
Asian sources of mercury currently constitute 56% of all an-
thropogenic emissions. Based on the Pacyna and Pacyna in-
ventory and the natural source strength suggested by Mason
et al. (1994), human activity contributes approximately two-
thirds of the mercury emitted from land-based sources each
year. Similarly, these estimates suggest that the emission and
deposition fluxes of mercury are currently 3' what they were
in the prehuman environment. Such estimates are now widely
supported by the reconstruction of mercury deposition from
remote lakes worldwide (more below; e.g., Fitzgerald et al.,
1998). Reconstruction of deposition in the recent past
(!30 years) is less certain. Many of the lake sediment archives
examined thus far either accumulate too slowly or possess
enough inherent variability that recent changes are difficult to
definitively reconstruct. Furthermore, lake watersheds act to
buffer rapid changes. As a result, there is evidence from a
variety of archiving media for increases, decreases, and rela-
tively little change in Hg deposition in the last few decades
(e.g., Bindler et al., 2001; Fain et al., 2009a; Fitzgerald, 1995;
Fitzgerald et al., 2005; Kraepiel et al., 2003; Roos-Barraclough
et al., 2002; Shotyk et al., 2003). Some of these observations
are quite clear, but perhaps regionally confined (e.g., Iverfeldt
et al., 1995; Kamman and Engstrom, 2002).

Looking toward the future, recent reports (Pacyna et al.,
2010; Streets et al., 2009) combined the emissions factors
used to develop current anthropogenic Hg emissions and ap-
plied them to a few industrial development scenarios. Streets
and colleagues estimated from these scenarios that by the year
2050, annual Hg emissions could vary from"0.4 to 96%, with
the high end representative of a ‘business as usual’ scenario.

This implies that the next 40 years could see an increase in the
amount of Hg entering the global environment that is compa-
rable to the previous 150.

11.4.3.5 Mining

Mining has been a long-standing and continuing source of
environmental mercury contamination. Indeed, a partial analog
to the alchemist’s quest to transmute base metals into gold is
contained in the patio process in which naturally occurring but
trace amounts of gold and silver are amalgamated (concen-
trated) using large amounts of liquid mercury. The dense amal-
gam can be separated from the crushed, parent rock or from
placer and alluvial deposits, often with much loss of mercury to
air and aquatic systems. The gold or silver is recovered by heat-
ing the amalgam and vaporizing the mercury. This technology
has been employed broadly and often crudely since its intro-
duction by Bartolome de Medina in 1557 (Nriagu, 1979). His-
torically, uses of mercury in gold and silver mining were
especially significant in the Americas from the mid-1500s to
the turn of the twentieth century. This unhealthy and ecologi-
cally damaging practice continues today, and on a large scale, in
many countries (e.g., China, Brazil, Philippines, Kenya, and
Tanzania). In their review of current gold mining, Lacerda and
Salomons (1998) found that environmental losses of mercury
are large, 1–1.7 kg kg"1 gold recovered. Much of the pollutant
mercury accumulates in the surrounding lands, watersheds, wa-
terways, and mine tailings, and the associated environmental
and human-health concerns are primarily local and regional.
However, there are global worries as well, because a portion of
the mercury is emitted to the atmosphere (Porcella et al., 1997).

Mercury losses occur not only with the processing and
recovery of gold and silver, but in the mining and production
of mercury. For example, the nineteenth century ‘gold rush’ in
the western United States was fueled by mercury mining in
California. Egleston (1887) reports that between 1850 and
1889, the mercury yield from California mines, especially
from the New Almaden operation (85%), was 1518380 flasks
(!34.5 kg per flask). This was comparable to the combined
output of the two other major mines, the Almaden (Spain) and
Idrija, Austria (now Slovenia), which produced 1291636
and 347586 flasks, respectively, over the same time period.
Moreover, and as Egleston emphasizes, “according to the best
California authorities, the loss in the best constructed furnaces
as near as can be approximated is not <15–20%, and in
many of the works the losses will probably amount to double
that.” Mercury mining activities continue today in Spain
though with a higher sensitivity to preventing mercury releases
to the environment. Despite this, mercury mines remain sig-
nificant sources of mercury to watersheds and coastal marine
systems including inoperative sites such as Idrija and Clear
Lake, CA, that supply mercury from abandoned tailings.

11.4.3.6 Biomass Burning, Soil and Oceanic
Evasion – Mixed Sources

There are three prominent processes that release mercury of
mixed natural and anthropogenic origin to the atmosphere.
These three include biomass burning (deliberate and natural)
and the evasion of mercury from soils and the ocean. The
general factors controlling emission of mercury from soils

Table 9 Major classes of anthropogenic emissions of mercury to
the atmosphere in 1995 and 2005

Source typea 1995 flux
(Mmol year"1)

2005 flux
(Mmol year"1)b

Stationary combustion 7.4 4.4
Non-ferrous metal production 0.8 0.7
Cement production 0.7 0.9
Waste disposal and product use 0.6 0.6
Pig iron and steel production 0.1 0.3
Gold production n.c. 0.6
Mercury production (primary) n.c. <0.1
Caustic soda production n.c. 0.2
Cremation n.c. 0.1
Artisinal gold mining n.c. 1.8
Total 9.6 9.7

n.c., not considered.
aStationary combustion includes fossil fuel burning power plants, while waste disposal

includes municipal waste combustion.
bNote the apparent large reduction in Hg emissions from stationary combustion and

increases from gold production and mining.

Sources: Reproduced from Pacyna EG and Pacyna JM (2002) Global emission of

mercury from anthropogenic sources in 1995. Water, Air, and Soil Pollution 137(1–4),

149–165; Pacyna EG, Pacyna JM, Sundseth K, et al. (2010) Global emission of

mercury to the atmosphere from anthropogenic sources in 2005 and projections to

2020. Atmospheric Environment 44(20): 2487–2499.
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have been discussed in the section on low-temperature vola-
tilization. The mercury released from soils that are not natu-
rally enriched (unlike some of the mineralized substrates
described) is mercury derived principally from atmospheric
deposition and is released from the upper horizon pool
(Schluter, 2000 and references therein). As the mercury that
is deposited from the atmosphere is of mixed origin, so is the
mercury emitted to the atmosphere from these soils. Therefore,
though mercury may be released from completely natural and
undisturbed soils as regulated by ambient biogeochemical
processes, the current flux is not entirely natural. In the case
of nonenriched soils, this is not very significant as these mate-
rials are net sinks of atmospheric mercury deposition (see
Section 11.4.6). In the case of biomass burning and especially
oceanic evasion, however, the fluxes to the atmosphere
may be very important in the global mercury cycle. As with
soils though, these processes mobilize both natural and an-
thropogenic mercury and represent sources of mixed origin.
In this way, these media act to recycle mercury in the environ-
ment, extending the residence time of mercury at the Earth’s
surface.

Recent measurements of mercury in biomass burning
plumes from research aircraft suggest that this process releases
substantial amounts of mercury. Brunke et al. (2001) and
Friedli et al. (2001) used CO and CO2 as indexing species to
establish fluxes of mercury of !1–5 Mmol year"1. A first-order
estimate, based on the relative strengths of truly anthropogenic
emissions and truly natural emissions, suggests that some two-
thirds of the mercury released by biomass burning was initially
released by human activities (i.e., 0.67–3.4 Mmol year"1 an-
thropogenic; 0.33–1.6 Mmol year"1 natural).

Oceanic evasion is a major component of themercury cycle.
As described in greater detail in Section 11.4.5, there are a
number of processes that may lead to evasion of elemental
mercury from the ocean. Mason et al. (1994) found that eva-
sion from the ocean had tripled in magnitude in concert with
the increase in anthropogenic activities. Therefore, as with
biomass burning, nearly two-thirds of the mercury currently
evading from the ocean is anthropogenic.

11.4.3.7 Watersheds and Legacy Mercury

Watersheds are sources of mercury to the aquatic environment.
The movement of mercury through watersheds is intimately

connected with that of organic matter, especially DOC (e.g.,
Dittman et al., 2010). However, as in the case of biomass
burning and evasion, the mercury released from watersheds is
of mixed origin. Because the residence time of mercury within
watersheds is fairly long (see Section 11.4.6), the potential for
the buildup of ‘legacy’ mercury exists. This feature is relevant
when considering how rapidly a system might respond to
decreased mercury loadings. Therefore, though decreases in
mercury deposition to a watershed may occur, the watershed
will contribute more mercury to its receiving waters than enters
it each year. Legacy mercury, however, was released to the
environment as a result of human activity and should be
viewed as an anthropogenic source term.

In a few recent studies, watersheds were shown to be im-
portant sources of Hg to receiving waters above what might be
viewed as ‘typical.’ In these studies, groundwater was identified
as an important transporter of Hg and wastewater addition
to the aquifers was implicated as a possible cause for the
mobilization (Barringer and Szabo, 2006; Black et al., 2009;
Bone et al., 2007). This is likely to be a very active area of
research in the future.

11.4.4 Atmospheric Cycling and Chemistry
of Mercury

Mercury is found in the atmosphere in both gas and particle
phases. Greater than 95% of mercury exists as gas-phase ele-
mental mercury (Bloom and Fitzgerald, 1988; Fitzgerald and
Gill, 1979; Iverfeldt, 1991a). Concentrations of total gaseous
mercury (TGM; including elemental, ionic and gaseous alky-
lated forms such as DMHg) in remote areas are typically in the
range of 1–2 ng (as mercury) m"3. Concentrations below
1 ng m"3 are to be found under certain conditions (more
below) and higher values are often observed in urban/subur-
ban locations. Some selected concentration and deposition
data are shown in Table 10. Particle-phase atmospheric mer-
cury appears to be largely Hg2þ and comprises a few percent of
total atmospheric mercury in the troposphere (Fitzgerald et al.,
1991; Iverfeldt, 1991a). There is only one published report of
mercury in the stratosphere to our knowledge and no measure-
ments in other regions of the upper atmosphere (Murphy et al.,
1998). Not surprisingly, the authors found the concentration
of particulate mercury increased above the tropopause as a
result of enhanced oxidation of elemental mercury by ozone

Table 10 Atmospheric deposition concentration data

Location TGM (ng m"3) HgT in precip.
(ng l"1)

Deposition
(mg m"2 year"1)

Calculated
lifetime (years)a

Reference(s)

Florida, USA 1.4–3.1 13–23 15–28 0.3–0.7 Guentzel et al. (1995) and Gill et al. (1995)
Tennessee, USA 5.8&3.6 3 30 1.2 Lindberg et al. (1992)
Michigan, USA 2.0 10 9&3 1.4 Hoyer et al. (1995)
S. Atlantic Ocean 1.4 4 6 1.5 Lamborg et al. (1999)
Wisconsin, USA 1.6&0.4 6 7 1.5 Lamborg et al. (1995)
Alert, Canada 1.2 !15 5 1.5 Schroeder et al. (1998) and Schroeder

(personal communication)
Global average 1.6 NA 5.6 1.8 Lamborg et al. (2002a)
Eq. Pacific 1.3 3 4 2 Mason and Fitzgerald (1993)
Sweden 2.9&0.7 10 13&12 2&1 Lindqvist et al. (1991)

aLifetime with respect to wet deposition. Overall lifetime is equivalent to this value divided by the ratio of total deposition and wet deposition.
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and the condensation of the less volatile Hg2þ onto ambient
particles.

Recent years have seen a sharp rise in research regarding the
production and fate of Hg2þ in the gas phase (the so-called
‘reactive gaseous mercury’ or RGM; Engle et al., 2005; Fain
et al., 2009b; Fu et al., 2008; Landis et al., 2002; Sheu and
Mason, 2001; Skov et al., 2006; Stratton and Lindberg, 1995;
Swartzendruber et al., 2006). This is likely driven by the emer-
gence of commercially available instruments designed to col-
lect and measure this form of Hg, along with the whole
atmospheric Hg species suite. The recognition that a significant
fraction (a few percent) of atmospheric Hg is in a highly
soluble and surface-reactive form has led to a major re-
evaluation of the pathways of removal for this metal and a
reassessment of loadings and fluxes in the environment. This is
explored in greater detail below.

The vertical profile of mercury in the troposphere has been
determined in a few cases (Banic et al., 2003; Landis and
Stevens, 2001; Swartzendruber et al., 2008; Talbot et al.,
2007). In most situations, it appears that there is little change
in the total mercury mixing ratio with altitude, indicating
thorough vertical mixing and an atmospheric residence time
that is long enough to make this possible. Talbot et al. (2007)
noted extremely low concentrations of Hg in the upper tropo-
sphere, apparently in situations when stratospheric injection
had taken place and confirming the stratosphere measure-
ments of Murphy et al. (1998). There have been some sugges-
tions that elemental mercury decreases with altitude, while
RGM increases, creating a gradient for atmospheric deposition
on large scales of the more soluble and surface active Hg2þ. For
example, Landis and Stevens (2001) have suggested that the
vertical RGM gradient is on the order of 400 pg m"3 over the
troposphere (6340 m, isobaric). This is a rather large gradient,
representing!25% of the total atmospheric mercury. Applying
a vertical eddy diffusivity of 1 m2 s"1 (Seinfeld, 1986) to this
gradient provides an estimate of the potential rate of removal
of RGM on a large scale of 2 mg m"2 year"1 (or !10–30% of
the observed flux at most locations). It must be noted that
these datasets are being developed only now and, therefore,
the flux estimate made above is highly speculative.

The situation of horizontal profiling is better developed.
Figure 4 illustrates data from a number of sampling locations
worldwide, showing a small but discernible interhemispheric
gradient in TGM. Values for TGM in the northern hemisphere
(NH;!1.7 ng m"3) are larger than in the south (!1.2 ng m"3)
as a result of the NH representing a greater proportion of land-
based natural and anthropogenic emissions. Horizontal gradi-
ents on smaller scales (i.e., plumes) have also been observed
including continental-scale, urban plumes, and single indus-
tries (Fitzgerald, 1995 and the references therein; Lamborg
et al., 2002a).

Assuming little vertical variation in the mixing ratio of total
mercury in the troposphere and using the available horizontal
surface-based measurements, Mason et al. (1994) estimated
the total atmospheric burden of mercury to be 25 Mmol
(5 ktons; Figure 2(a)). Accordingly, the average tropospheric
air column mercury burden is !10 mg m"2. If the emissions of
mercury as outlined in Section 11.4.3 equal 40 Mmol year"1,
then the average residence time of mercury in the atmosphere
is !0.6 year. Such a residence time is relatively long on

atmospheric timescales (e.g., the mixing time for the hemi-
spheres is !1.3 years; Geller et al., 1997), and thus we should
expect to find mercury reasonably well mixed vertically and
intrahemispherically as we do. This global-scale value is within
the range of similar estimates made from various specific loca-
tions (Table 10).

It was quickly realized that the mercury species to be found
in greatest abundance in precipitation was ionic mercury (e.g.,
Fogg and Fitzgerald, 1979). Some typical values of total mer-
cury in precipitation are shown in Table 10. Extensive data-
bases of precipitation mercury concentrations are available
from monitoring networks in the US, Canada, and Nordic
countries (e.g., US Mercury Deposition Network: http://nadp.
sws.uiuc.edu/mdn). The discrepancy between the dominant
gas and precipitation phase species implied a process of oxida-
tion of elemental mercury in the atmosphere and its subse-
quent scavenging as being a major component of the mercury
cycle. Since the initial work, and partially in response to in-
creased governmental interest in long-range atmospheric trans-
port of pollutant mercury, there has been an extraordinary
increase in research on the atmospheric chemistry of mercury.
Many mechanisms for elemental mercury oxidation in the
atmosphere have been proposed and a few have been studied
in detail through laboratory experiments (e.g., Ariya and
Ryzhkov, 2003; Donohoue et al., 2005, 2006; Hall et al.,
1995; Lin and Pehkonen, 1999; Munthe, 1992; Pal and Ariya,
2004a,b; Raofie and Ariya, 2003, 2004; Sommar et al., 2001;
Tokos et al., 1998). These include homogeneous gas-phase
and heterogeneous-phase reactions occurring in cloud-water/
precipitation and aerosols. The principal constraint on gas-
phase oxidation is that the overall reaction rate must be similar
to the residence time of mercury. However, the work done in
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laboratory settings has indicated that the combined effect of
oxidation by ozone, hydroxyl radical, and especially halogen
radicals (Cl and Br) results in too short a lifetime of elemental
Hg with respect to oxidation. This requires that oxidation be
partially balanced by reduction in heterogeneous phase reac-
tions, leading to complex cycling of mercury species within
cloud-water or aerosols that includes influences by sorbent
surfaces such as soot (Pleijel and Munthe, 1995). Some of the
proposed mechanisms are shown in Figure 5. The ongoing
challenge for those studying atmospheric mercury is to identify
which of these mechanisms is actually influential in the atmo-
sphere and under what conditions. The atmospheric chemistry
embedded in the transport and deposition models of Selin
et al. (2008) and Holmes et al. (2010), which included many
of these reactions, estimated the atmospheric residence of mer-
cury to be !0.5 year. Their simulations highlighted the impor-
tance of aqueous-phase reduction reactions in controlling the
atmospheric residence time of mercury. In more urbanized
environments and close to sources, dry deposition of particu-
late mercury emitted from sources or forming shortly after
emission is likely to be the dominant removal mechanism
(e.g., Chiaradia and Cupelin, 2000; Keeler et al., 1995).

One of the more dramatic observations in mercury biogeo-
chemistry in recent years is the so-called ‘spring time depletion’
of mercury in high latitudes. Schroeder et al. (1998) were the
first to observe this phenomenon at Alert on the northern tip of
Ellesmere Island (Canada). TGM at this location shows a fairly
steady value of 1.5 ng m"3, typical of stations representative of
the global pool in the northern hemisphere. However, at the
advent of polar sunrise and lasting for several weeks, the con-
centration begins to fluctuate between the baseline value and
near zero, with the depletion episodes lasting hours to days.
There is also a high correlation between depletion of mercury
and ozone, thus forging a connection betweenmercury and the
chemistry and physics of Arctic haze formation and breakdown

(Figure 6; Barrie and Hoff, 1985; MacDonald et al., 2000).
Further work by Bill Schroeder and his colleagues as well as
others in the Arctic (e.g., Lindberg et al., 2002; Lu et al., 2001;
Munthe and Berg, 2001 and references therein) and Antarctic
(Ebinghaus et al., 2002) confirms this phenomenon as recur-
rent, seasonal, and occurring in both polar regions (though
perhaps more dramatically in the Arctic). Working at mid-
ocean, Mason et al. (2001) have observed a rapid oxidation
of mercury near the air–sea interface resulting from reactions
with sea-spray halogens, and which was supported by model-
ing (Hedgecock and Pirrone, 2001). As Lindberg et al. (2002)
and others have observed, the reaction in the Arctic is also
coincident with a buildup of reactive bromine compounds in
the polar atmosphere, pointing to a possible mechanistic sim-
ilarity between the Arctic and mid-ocean phenomena (e.g.,
Ariya and Ryzhkov, 2003; Balabanov et al., 2005; Donohoue
et al., 2005, 2006; Goodsite et al., 2004; Mao et al., 2010;
Raofie and Ariya, 2003). In both cases, the generation of sig-
nificant concentrations of oxidized mercury in the gas phase
may lead to significant dry depositional fluxes in addition to
fluxes associated with precipitation. The assessment made by
Schroeder et al. (1998) when describing the depletion events
initially was that, perhaps, 0.5 Mmol of mercury was deposited
into the Arctic as a result of this phenomenon (a boundary
layer of 500 m over 2'105 km2 containing 1.84 ng m"3 emp-
tied of its mercury 5 times: 4.6 mg m"2 year"1). This is signifi-
cant but not an enormous unanticipated sink for mercury on a
global scale. However, the flux could still be quite significant
for delicate Arctic ecosystems and their human inhabitants. As
recent modeling has indicated (Holmes et al., 2010), it appears
that the halogen chemistry first implicated as important in the
cycling of atmospheric Hg in the Arctic is likely responsible for
a great deal of the oxidation and removal of Hg on a global
scale, marking Schroeder’s observations as one of the latest
revolutions in our understanding of environmental Hg cycling.
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Figure 5 Summary of some of the important physical and chemical transformations of mercury in the atmosphere; figure style adapted from
Shia et al. (1999); reactions from Shia et al. (1999) and Lin and Pehkonen (1999) and the references therein.
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Research on pathways of mercury dry deposition in addi-
tion to particle phase and RGM suggests that plants (especially
trees) may take up elemental mercury from the atmosphere
into their leaves above a certain ‘compensation point’ concen-
tration (Benesch et al., 2001; Hanson et al., 1995; Rea et al.,
2002). Elemental mercury absorbed in this way could then be
deposited to soils in the form of litterfall (e.g., Grigal et al.,
2000; Johnson and Lindberg, 1995; Lee et al., 2000; St Louis
et al., 2001). Forest foliage may also act as a particle intercep-
tor, effectively increasing the dry deposition velocity of parti-
cles (throughfall; Iverfeldt, 1991b). Throughfall and litterfall
studies suggest that the removal of mercury from the atmo-
sphere in forests might be as much as 3' more than ‘open-
field’ deposition.

Long-term monitoring datasets of mercury in the tropo-
sphere have now been developed at several locations. A

compilation of results from sites in the northern hemisphere
show little change in TGM concentrations over the last decade
(Slemr et al., 2003). However, one group used the air stored
in glacial firn to reconstruct the concentration of atmospheric
Hg in the center of Greenland and found a peak in concentra-
tion in the 1970s, with recent decades showing a relatively
steep decline (Fain et al., 2009a). Such research efforts are
being performed in a social context of decreased mercury
emissions from a number of countries (see Section 11.4.3). It
is therefore difficult to predict the future direction of secular
change of mercury in the atmosphere. However, as suggested,
it may be that the reduced emissions from developed countries
and relatively uncontrolled sources in Eastern Europe, for
example, will be offset by increased emissions associated
with developing economies such as China (e.g., Pacyna
et al., 2010).
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However, assuming for the moment that the atmosphere is
near a steady state between emissions and deposition (Mason
et al., 1994), the emissions estimates of Section 11.4.3 can be
used to gauge the magnitude of the depositional flux
(40 Mmol year"1). This flux is not uniform, with low latitudes
receiving more mercury per unit area than high latitudes and
continental regions more than oceanic areas. These general
trends are the result of several factors. If wet deposition tends
to be more important in the removal of mercury than dry
processes, wetter regions such as the tropics can be expected
to have higher overall fluxes of mercury. This trend is evident
even on regional scales, as for instance, the flux of mercury to
lakes on the wet side of New Zealand’s South Island is much
higher than on the dry side (Lamborg et al., 2002b). The
difference between mid-continent and mid-ocean fluxes of
mercury from the atmosphere appears to be one driven prin-
cipally by transport from the continents, where sources to the
atmosphere are strong, a process traced using 222Rn (Lamborg
et al., 1999).

11.4.5 Aquatic Biogeochemistry of Mercury

A brief overview of the marine biogeochemical cycle of mercury
was presented in the introduction. Here, a broader picture of the
reactions and species-specific interactions involving mercury in

natural waters appears in Figure 7. This mechanistic scheme,
taken from Fitzgerald and Mason (1997), is derived in part
from the simulation of the biogeochemistry of mercury in tem-
perate lakes (Hudson et al., 1994). Hudson et al. (1994) as part
of the successful and scientifically influential Mercury in
Temperate Lakes (MTL) Program conducted in northern
Wisconsin, USA, developed a mercury cycling model (MCM).
Comparable models have been developed for other freshwater
environments such as the Florida Everglades (Beals et al., 2002)
and Onondaga Lake, a highly mercury-contaminated and US
EPAdesignated ‘Superfund’ site (Gbondo-Tugbawa andDriscoll,
1998). We anticipate, as information increases, analogous bio-
geochemical MCMs will be developed and applied for marine
systems. Accordingly, we have chosen to illustratemajor features
of the aquatic cycling of mercury using the nearshore environ-
ment as a generalized working analog for aquatic systems.

Although organic and inorganic ligands and organisms
differ in fresh and salty environments, much of the biogeo-
chemical processing and movement of mercury are expected to
be similar. Representative distribution and speciation data for
mercury in natural waters are presented in Table 11. MMHg
was first determined in freshwaters by Bloom (Bloom, 1989;
Watras et al., 1994), and is now well documented (e.g., Mason
and Sullivan, 1997; Verta and Matilainen, 1995). In 1990,
Mason and Fitzgerald reported finding methylated mercury
species, including DMHg, in the open-ocean waters of the
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Table 11 Mercury species concentrations in a variety of natural waters. All data in pM, except where noted

Location Dissolved
total Hg

Particulate
total Hg

Dissolved
reactive Hg

Dissolved
MMHg

Particulate MMHg Dissolved
DMHg

Dissolved
Hg0

Reference(s)

Freshwaters
Lake Michigan, USA 1.6 0.58 NA 0.025–0.05 0.01–0.015 NA 0.140&0.085 Mason and Sullivan (1997)
Lake Superior, USA/Canada !0.5–5a 0.04–0.43b 0.08–0.57 0.008–0.064 0.00005–3.9b NA 0.03–0.17 Rolfhus et al. (2003)
Lake Hoare, Antarcticaa 2.7–6.8 NA 0.4–1.2 <0.4–1.2 NA NA NA Vandal et al. (1998)
Everglades 5–10a NA 0.15–0.5a 0.25–2.5a NA NA 0.025–0.225 Hurley et al. (1998)
Wisconsin Lakes, USA 3–6 1–2 NA 0.1–0.9 0.15–0.35 <0.003 0.035–0.355 Watras et al. (1994) and Fitzgerald et al. (1991)
Estuaries/coastal
San Francisco Bay, USA 0.4–174 0.3–439 NA 0–1.6 0–1.92 NA 0.043–9.8 Conaway et al. (2003)
Long Island Sound, USA 1.6–13.1 <0.1–24.1 <0.1–7.6 0–3.3 <0.01–2.91 NA 0.037–0.89 Vandal et al. (2002) and Rolfhus and Fitzgerald (2001)
North Sea and Scheldt
Estuary

0.5–14 0.1–6b NA 0.05–1.37 0.0009–0.0435b NA 0.06–0.8 Baeyens and Leermakers (1998) and Leermakers et al.
(2001)

Siberian Estuaries 0.7–17 0.15–9.4 NA NA NA NA NA Coquery et al. (1995)
Loire and Seine Estuaries 1–6 0.42–13.3b <0.4–2.1 NA <0.0015–0.0296b NA <0.05–0.454 Coquery et al. (1997)
Chesapeake Bay, USAa !3–40 NA NA !0.05–0.8 NA NA !0.1 Mason and Lawrence (1999)
Pettaquamscutt R., USA !1–25 !0–18 0.4–8a <0.05–4 <0.05–6.88 NA <0.025–0.4 Mason et al. (1993)
Brazilian Lagoons 18.5–55.2 18–230 0.18–0.43 NA NA NA NA Lacerda and Goncalves (2001)
Open oceanc

Mediterranean Sea 0.8–6.4a NA <0.2–0.97a <0.15a NA <0.13–0.29 <0.02–0.39 Cossa et al. (1997)
Black Sea 1.6–11.8 NA NA <0.025–1.04 NA <0.002–0.041 0.21–1.16 Cossa and Coquery (2005) and Lamborg et al. (2008)
North Pacific 0.1–2 NA NA 0.02–0.5d NA 0.00–0.02 NA Laurier et al. (2004), Hammerschmidt and Bowman

(2012), and Sunderland et al. (2009)
Eq. Pacific Oceana NA 0.11–5.87 0.4–6.9 <0.05–0.58 NA <0.005–0.67 0.015–0.69 Mason and Fitzgerald (1993)
North Atlantic 2.4&1.6 0.035&0.02 0.8&0.44 1.04&1.08e NA 0.08&0.07 0.48&0.31 Mason et al. (1998)
South Atlantic 2.9&1.7a 0.1&0.05 1.7&1.2a <0.05–0.15 NA <0.01–0.1 1.2&0.8 Mason and Sullivan (1999)

aThese samples were unfiltered. NA, not available.
bUnits of nmol Hg g"1 of suspended material, dry weight.
cSee Section 11.4.5.1.2 for a summary of the latest unpublished data.
dSome of the values are from Sunderland et al., 2009, and are the sum of DMHg and MMHg.
eLikely includes anomalously high results.
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equatorial Pacific Ocean (Mason and Fitzgerald, 1990, 1993).
Their presence has been confirmed for the Atlantic Ocean,
Mediterranean Sea, and estuaries (Cossa et al., 1994; Mason
and Sullivan, 1999; Mason et al., 1998). Likewise, the produc-
tion and supersaturation of Hg0 is well documented in fresh
and salt waters since the initial papers were published by
Vandal et al. (1991) for lakes and Kim and Fitzgerald (1986)
for the equatorial Pacific Ocean. As Figure 7 shows, the cycling
of Hg0 and MMHg is intimately linked by their competing and
critical roles in the aquatic biogeochemistry of mercury (sub-
strate hypothesis). Notice that, in general, the speciation, trans-
formation pathways, reactions and processes can be connected
to reactive mercury. This reactant or ‘substrate’ should be
viewed broadly to encompass labile inorganic and organically
associated mercury species. Sources include atmospheric depo-
sition/exchange, watersheds, riverine inputs, sewage and other
human-related discharges.

Using Table 11 as background and Figure 7 as a guide,
important features associated with mercury cycling in all natu-
ral waters, but especially seawater, are reemphasized and
highlighted in the following summary:

1. The principal source of the toxic species, MMHg, in marine
and many freshwater aquatic systems is in situ biologically
mediated conversion of labile reactive mercury. As dis-
cussed, SRB have been implicated as the primary synthe-
sizers (Compeau and Bartha, 1985; Gilmour and Henry,
1991; Winfrey and Rudd, 1990), though recent studies
suggest that iron-reducing delta-Proteobacteria can methyl-
ate (Fleming et al., 2006; Kerin et al., 2006), and may even
be the dominant methylators in low-sulfate environments
(Hammerschmidt et al., 2006). Themechanisms ofmercury
methylation are still not understood, as is demonstrated by
the presence of DMHg in some environments (i.e., water
and sediments; Fitzgerald et al., 2011; Kirk and Louis, 2009)
but whose role is not known. The bioamplification of
MMHg in the aquatic food chain yields concentrations in
fish that are often more than a million times greater than its
levels in water. Many freshwater systems also receive signif-
icant inputs of MMHg from their watersheds, particularly
wetlands (e.g., Hultberg et al., 1994; Hurley et al., 1995; St
Louis et al., 1996). Salt marshes can also be prolific genera-
tors of MMHg, but do not appear to be larger sources than
coastal sediments (Langer et al., 2001). They are, however,
important nurseries for many aquatic organisms and could
represent locations of significant MMHg accumulation in
the early life stages of some fish species.

2. Hg0 is an important species in air and water, and in situ
direct reduction of labile reactive mercury by biotic (i.e.,
bacterial) and abiotic (i.e., photochemical) means is a prin-
cipal pathway for its aqueous production (Amyot et al.,
1994, 1997; Costa and Liss, 1999; Rolfhus, 1998); biolog-
ical demethylation mechanisms (see Figure 7) yield small
amounts of Hg0 (Mason et al., 1993). The mechanisms of
reduction are unclear and the focus of current study. The
reverse reaction, oxidation of Hg0, also occurs (e.g., Amyot
et al., 1997; Lalonde et al., 2001). Thus, ambient Hg0

concentrations can be expected to vary in space and time
in response to changes in the forces that drive the reduction
and oxidation reactions (e.g., bacterial activity, light,

temperature, DOC, total mercury). Examples of diel and
seasonal variations in Hg0, consistent with this view, are
becoming more common in the literature (e.g., Amyot
et al., 2001; Andersson et al., 2008b; Balcom et al., 2004;
Lindberg et al., 2000; O’Driscoll et al., 2003; Rolfhus and
Fitzgerald, 2001; Soerensen et al., 2010a,b; Tseng et al.,
2003; Tseng et al., 2004).

3. Reiterating, in situ Hg0 production (natural waters are
generally supersaturated) and emissions to the atmosphere
are major processes; they exert a first-order (primary) con-
trol on the overall biogeochemistry and bioavailability of
mercury in aqueous systems, and the water–air fluxes must
be considered in global/regional atmospheric and aquatic
biogeochemical models of the mercury cycle; the reduction
reactions (leading to aqueous emissions of Hg0) are recyc-
ling mercury derived from both natural and anthropogenic
sources of mercury, and thereby, extending the lifetime
of pollutant and natural mercury in active reservoirs.

4. The aqueous production of Hg0 competes for reactant (i.e.,
labile reactive mercury) with the in situ biological synthesis
of MMHg; thus, water bodies with a large production of
Hg0 will have less bioavailable mercury, smaller amounts of
MMHg in biota and reduced mercury accumulation in the
sediment (Fitzgerald et al., 1991; Rada et al., 1993; Wiener
et al., 1990b).

5. Given the affinity of Hg2þ for sulfur (i.e., sulfhydryl groups)
and its ability to form very stable organomercury chelates,
organic complexation will exert an important control on
the bioavailability of mercury.

6. Inorganic complexation with sulfur is a primary reaction in
reducing environments. This reaction may occur in oxygen-
ated waters where, for example, microenvironments de-
velop such that oxygen is depleted and sulfate reduction
takes place. This is one possible explanation for the pres-
ence of MMHg and DMHg in ocean surface waters. There is
a triad of competing ligands for free mercury in most aque-
ous systems. Organic ligands compete with chloride in
saltwater and with hydroxide in freshwater, while sulfur
becomes especially competitive as oxygen levels decline,
and SRB activity increases.

As a point of analytical and environmental interest, Hg0 is
more readily measured in natural waters thanMMHg. Since the
in situ production of MMHg and Hg0 is proportional to the
supply of reactive mercury, a comprehensive understanding of
the aqueous Hg0 cycle and its temporal and spatial patterns
may provide a means to constrain and improve predictive
models for the aquatic and atmospheric biogeochemistry
of mercury and MMHg in natural waters. For a sense of
the potential geochemical benefits from automated Hg0 mea-
surements, the reader is referred to some recent field studies of
Hg0 (e.g., Amyot et al., 2001; Andersson et al., 2011; Balcom
et al., 2000; Lindberg et al., 2000).

11.4.5.1 Environmental Mercury Methylation

Given the importance of in situ synthesis of MMHg (and
DMHg) through conversion of less toxic mercury species and
its prominent role in the aquatic cycling of mercury (Figure 7),
aqueous mercury methylation merits added consideration. As
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outlined, bacterial mediation enhances the rates at which mer-
cury, a ‘soft acid,’ can form alkylated species in aquatic envi-
ronments. This extraordinary interaction and its potential
consequences have provided the rationale for much environ-
mentally related mercury research over the past three decades.
Indeed, the biologically mediated synthesis of alkylated mer-
cury species can readily account for most of the MMHg accu-
mulating in biota, especially large fish, in most marine and
freshwaters (Benoit et al., 2003; Fitzgerald and Watras, 1989;
Hammerschmidt et al., 2004; Rolfhus and Fitzgerald, 1995;
Watras et al., 1994; Wiener et al., 1990a).

11.4.5.1.1 Nearshore regions
The nearshore environment provides a useful biogeochemical
framework for outlining current knowledge regarding mercury
methylation in aqueous systems. Mechanistically, recent work
in freshwaters and nearshore sediments has not only pointed
to SRB as methylating agents, but transition regions between
oxygenated and anoxic conditions (e.g., low oxygen/hypoxic)
as the principal sites of MMHg production (e.g., Gilmour
and Henry, 1991; Hammerschmidt and Fitzgerald, 2004;
Hammerschmidt et al., 2004; Langer et al., 2001; Watras
et al., 1994). While mercury methylation does occur in the
water column and is especially important throughout most of
the oceans (i.e., pelagic regions; e.g., Topping and Davies,
1981), the major sites for production are associated with par-
ticles and depositional environments such as lake and coastal/
estuarine sediments, wetlands, and marshes (Gilmour et al.,
1998; Hammerschmidt et al., 2006; Langer et al., 2001; Watras
et al., 1994). Microbial production of MMHg in sediment is
influenced by a number of environmental factors that affect
either the activity of methylating organisms (i.e., SRB) or the
availability of inorganic mercury for methylation. For example,
recent studies of MMHg levels in bulk surface sediment (e.g.,
Benoit et al., 1998a; Gilmour et al., 1998; Hammerschmidt
and Fitzgerald, 2004; Krabbenhoft et al., 1999; Mason and
Lawrence, 1999; Sunderland et al., 2006) have shown depen-
dencies on inorganic mercury, organic matter, and sulfide.
In marine and estuarine sediments, where seawater provides
ample sulfate, rates of sulfate reduction are influenced mostly
by availability of organic matter and temperature (Skyring,
1987). King et al. (1999, 2000, 2001) have demonstrated
that the rate of mercury methylation is closely related to that
of sulfate reduction.

Intensive examination of the genomes of SRB and other
methylating bacteria has recently revealed two genes (hgca
and hgcb) which appear to be necessary for biological methyl-
ation in anaerobes (Parks et al., 2013). The presence/absence
of these genes appears to explain why some bacterial species
and strains are capable of methylating Hg, but others are not
(Gilmour et al., 2011).

Estuarine/marine systems that are highly productive or re-
ceive autochthonous inputs of organic matter are prime locales
for enhanced rates of mercury methylation and ecosystem
exposure to MMHg. However, recent studies have illustrated
that although significant mercury methylation occurs in such
environs, production of MMHg is attenuated by accumulation
of sulfide, the metabolic by-product of sulfate reduction
(Figure 8; Gilmour and Henry, 1991). In estuarine and
marine sediments, where activity of SRB is high and largely

independent of sulfate, sulfide inhibition of mercury methyla-
tion is clearly demonstrated by the inverse relationship with
sulfate. In contrast, mercury methylation in freshwater systems
is directly related to sulfate, which limits SRB metabolism.
Hence, maximum mercury methylation occurs in sediments
where organic matter and sulfate are sufficiently high as to
stimulate SRB metabolism, but not so high as to cause accu-
mulation of sulfide that inhibits the availability of mercury
for methylation (Gilmour and Henry, 1991, Figure 8, the
‘Gilmour curve’).

A mechanism by which sulfide affects methylation of mer-
cury has been proposed by Benoit et al. (1999a,b, 2001a,b).
Sulfide affects the chemistry of inorganic mercury in sediments
by precipitating it as solid mercuric sulfide and forming dis-
solved mercury–sulfide complexes, including HgS0, HgS2

2",
and HgHS2

". HgS0 is a major dissolved mercury–sulfide com-
plex when sulfide is <10"5 M and charged complexes, mainly
as HgHS2

", are dominant at greater levels (Figure 9; Benoit
et al., 1999a). The mechanism for uptake of inorganic mercury
by methylating bacteria is not known, though the research of
Benoit et al. points to diffusion of neutrally charged HgS0

through the cellular membrane as the key factor. As a result,
maximum rates of mercury methylation occur in sediments
where SRB activity is significant but the accumulation of sul-
fide is minimized, thereby favoring speciation of dissolved
Hg–S complexes as HgS0.

Sulfide oxidation occurs both microbially and abiotically.
In coastal sediments that are not subject to water column
anoxia, burrowing animals mix the upper few centimeters of
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Figure 8 Sulfate/sulfide controls on mercury methylation in aquatic
environments – the ‘Gilmour curve.’ At relatively low sulfate
concentrations (most freshwaters), methylation of mercury is limited by
the rate of sulfate reduction. At higher sulfate concentrations
(saltwaters), sulfide buildup from relatively high rates of sulfate reduction
results in decreased bioavailability of mercury. Reproduced from Langer
CS, Fitzgerald WF, Visscher PT, and Vandal GM (2001) Biogeochemical
cycling of methylmercury at Barn Island Salt Marsh, Stonington, CT,
USA. Wetlands Ecology and Management 9: 295–310; Gilmour CC and
Henry EA (1991) Mercury methylation in aquatic systems affected by acid
deposition. Environmental Pollution 71(2–4): 131–169.
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sediment (i.e., bioturbation), homogenizing the sedimentary
solid-phase and pore-water constituents (e.g., Gerino et al.,
1998). In doing so, underlying anoxic (i.e., sulfidic) sediments
are mixed with overlying oxic sediments, thereby minimizing
accumulation of sulfide via dilution and abiotic and micro-
bially mediated oxidation reactions. Sulfide-oxidizing bacteria
(SOB) are chemolithotrophs that use sulfide as a source of
energy and reducing power. Bioturbation also can stimulate
SRB activity by translocating organic matter from surface sed-
iments to depth (Gerino et al., 1998; Hines and Jones, 1985;
Skyring, 1987). Hence, bioturbation of estuarine sediments
likely stimulates mercury methylation by both enhancing SRB
activity and minimizing accumulation of sulfide. Biologically
mediated reworking of coastal/estuarine sediments, in general,
keeps some portion of the historic (buried) inventory of an-
thropogenic mercury (‘mercury pollution legacy’) active (e.g.,
Benoit et al., 2009; Shull et al., 2009). Given that legacy mer-
cury can be methylated and mobilized in the coastal zone
(unlike in lakes), a significant delay is likely between reduc-
tions in modern loadings and expected declines in MMHg in
the fish stock. This unfortunate expectation for marine systems
must be emphasized when considering the expected and ob-
servable benefits from ‘zero mercury use’ environmental legis-
lation and remediation efforts.

In sediments that are less bioturbated, SOB promote mer-
cury methylation by minimizing accumulation of sulfide.
These bacteria proliferate in redox transition zones overlying
SRB. By consuming sulfide, SOB minimize its accumulation,
promoting speciation of mercury–sulfide complexes as HgS0

and facilitating uptake of inorganic mercury by proximal SRB.
The well-defined relationships between redox transition zones,
rates of mercury methylation, and MMHg distributions in salt
marsh sediments are illustrated in Figure 10 (Langer et al.,
2001). These results are consistent with those predicted by
the hypotheses of Benoit et al. (1999a,b). Clearly, the diverse
chemistry and microbiology of the redox transition zone

makes it an important location for MMHg synthesis in sedi-
ments. Thus, and as outlined, there is a triad of competing
controlling reactions involving mercury loadings, organic
matter, and sulfur that affect the bioavailability of mercury to
methylating bacteria.

Demethylation in the water column and sediments is re-
ceiving increasing attention. Both abiotic (e.g., Sellers et al.,
1996, 2001) and biotic (e.g., Barkay et al., 2003; Hintelmann
et al., 2000; Kritee et al., 2009; Marvin-Dipasquale and
Oremland, 1998; Marvin-Dipasquale et al., 2000; Pak and
Bartha, 1998) processes are implicated. The result is that
MMHg accumulation in aquatic systems represents a balance
between methylation, bioaccumulation, and the demethylation
processes. In sediments, MMHg decomposition is particularly
important, and it is possible that some sediments represent net
sinks, rather than net sources, for MMHg in the water column.

Most recently, Hammerschmidt, Fitzgerald, and coworkers
(Fitzgerald et al., 2011) have been conducting comprehensive
investigations of the biogeochemistry and speciation of Hg in
sediments and waters on the continental margin of the north-
west Atlantic Ocean (i.e., off New England). Among their
findings are oceanographically consistent distributions for
MMHg and DMHg in the waters of the shelf and slope. Results
from three oceanographic cruises (2008–2010) suggest that
total Hg in filtered seawater is relatively uniform throughout
the study area. In contrast, dissolved MMHg increases typically
with depth and DMHg is present in waters near the sediment–
water interface on the shelf. Peaks of MMHg and DMHg in
slope water are consistent with mobilization from sediment.
These distributions suggest that both MMHg and, uniquely,
DMHg are produced and mobilized from deposits on the
continental margin. MMHg gradients on the shelf yield esti-
mates for benthic MMHg fluxes that are similar to those deter-
mined in other coastal studies. Comparable distribution
patterns were found by Kirk and Louis (2009) at stations in
the Canadian Arctic Archipelago and Hudson Bay. Although,
these new and exploratory results require confirmation, anal-
ogous sedimentary production and mobilization in other con-
tinental margins worldwide would represent an important
source of methylated species to the marine environment.

11.4.5.1.2 Open-ocean mercury cycling
In contrast to the nearshore, mercury methylation in the water
column is thought to be the primary source of MMHg in the
open ocean, though lateral inputs from continental shelves
are also potentially important sources (Hammerschmidt and
Fitzgerald, 2006). As noted above and shown in Table 11,
DMHg is found in seawater, but has not been commonly
observed in freshwaters (Mason and Fitzgerald, 1993; Mason
and Sullivan, 1999; Mason et al., 1993). Indeed, MMHg is
the predominant alkylated species in temperate lakes, while
DMHg and MMHg are both detectable constituents of the
dissolved mercury pool in ocean water. The unique presence
of DMHg in seawater prompted Mason and Fitzgerald (1993,
1996) to propose the following reaction sequence: where
DMHg would be the principal product from the methylation
of inorganic mercury with MMHg and Hg0 derived from the
decomposition reactions (see p. 24). The primary source of
Hg0 in aqueous systems, however, remains the in situ direct
reduction of labile reactive mercury by biotic (i.e., bacterial)
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Figure 9 Dissolved mercury speciation in sediment pore waters as a
function of sulfide concentration. Note that the most bioavailable form,
HgS0, is the dominant chemical form at log S≲ ("4.7). Reproduced with
permission from Benoit JM, Gilmour CC, Mason RP, and Heyes A (1999)
Sulfide controls on mercury speciation and bioavailability to methylating
bacteria in sediment pore waters. Environmental Science & Technology
33(6): 951–957.
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and abiotic (i.e., photochemical) processes (Figure 7). Decom-
position is the principal loss term for DMHg, while particulate
scavenging and decomposition are important sinks for dis-
solved MMHg. This view of mercury cycling in the ocean is
very speculative. DGM formation has been little studied, and
the organisms responsible for methylation in the open ocean
are not known (nor have the pathways been elucidated). New
enriched isotope spiking and incubation experiments (e.g.,
Lehnerr et al., 2011; Monperrus et al., 2007) have suggested
that the pathways for Hg species formation and destruction are
multifold, and that there may be rapid interchange between all
four of the principal Hg species in seawater.

11.4.5.1.3 Open-ocean mercury profiles
An appreciation of the challenges of ultra-trace metal investi-
gations can be gained from a consideration of mercury speci-
ation and distributional information for open ocean. A classic
vertical distributional profile for mercury in the northeast
Pacific Ocean is shown in Figure 11 (Gill and Bruland,
1987). As expected with a biogeochemically active element,
mercury shows a nonconservative distribution, one that is
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not governed by simple mixing of ocean waters. Total mercury
concentrations range from 1.8 pM at the surface to 0.3 pM in
the upper ocean minimum. The atmospheric mercury enrich-
ment in the near-surface waters was captured due to recent
rains and short-term stratification. The minimum is indicative
of mercury removal via particulate scavenging processes that
are biologically mediated. The gradual increase in mercury at
depth may reflect regeneration processes. Today, given the
analytical improvements since the Gill and Bruland report
(e.g., Bowman and Hammerschmidt, 2011), a more compre-
hensive suite of mercury species can be determined, along
more insightful biogeochemical reaction-based explanations
for the distributional patterns in space and time. A summary
of such extensive mercury measurements appears in Table 11.

An example of data comes from the Third IOC Baseline
Trace Metal Cruise, which took place during May–June
of 1996 in the equatorial and South Atlantic (Mason and
Sullivan, 1999). We selected vertical profiles for mercury spe-
cies for one station (#8 at 17$ S, 25$W) from among six others
examined as part of the Mason and Sullivan Program. These
data are presented in Figure 12. DMHg, Hg0 (total dissolved
gaseous mercury" the small contribution of DMHg), and total
mercury are plotted versus depth. In addition, and as a refer-
ence, the distributions of dissolved silicon and salinity are
shown. First, the results confirm the presence of methylated
mercury species, especially DMHg, and Hg0 in oxygenated
ocean waters. Here, however, and in contrast to the North

Atlantic (Table 11), MMHg levels were at the detection level
(0.05 pM). Mason et al. (1998) noted, given the uncertainty
and the high detection limit (0.5 pM) in their study, that the
values reported for MMHg in the North Atlantic may be too
high. If these values were greater than for the South Atlantic,
this trend would suggest that MMHg is either decomposing or
scavenged more rapidly than it is formed. The prominence of
Hg0 (>50%) relative to the total mercury present (average of
2.4&1.4 pM) is a most striking feature. Its abundant presence
at depth is consistent with the hypothesis outlined above in
which MMHg, which is produced as DMHg, decomposes.
A portion of the MMHg is scavenged by particulate matter
and Hg0 is produced as the relatively stable product (under
dark conditions) of the decomposition of the MMHg.

Hg2+ DMHg MMHg
Hg0

Part.
MMHg

Most DMHg is produced in the near-surface waters, but, as
illustrated in Figure 12, little is found in the euphotic zone
because DMHg is readily decomposed photochemically.
DMHg accumulates in the intermediate depths (see profile)
above 1500 m. Below 1500 m, small but significant concentra-
tions (0.02–0.03 pM) occur, but they are considerably smaller

40 2 6 0.0 0.1 0.2 32 36
0

1000

2000

3000

4000

5000

0 30 60 90 120

Conc. (pM)

Station 8 (17º S, 25º W)

Dimethyl Hg (pM) Salinity

Diss. gaseous Hg

Silica (µM)

D
ep

th
(m

)

Total Hg

Figure 12 Vertical profiles of total dissolved mercury and mercury species in the South Atlantic, from station 8 of the IOC Baseline South
Atlantic Cruise. MonomethylHg was below detection at all depths, while measurable dimethylHg was found within and below the thermocline.
Dissolved gaseous mercury, dominated by Hg0, represents the majority of mercury at many depths at this location. Reproduced with permission from
Mason RP and Sullivan KA (1999) The distribution and speciation of mercury in the south and equatorial atlantic. Deep Sea Research Part II: Topical
Studies in Oceanography 46(5): 937–956.
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than values (0.16&0.8 pM) in the source region of the North
Atlantic Deep Water (NADW; Mason et al., 1998). While the
DMHg decline in the modestly advecting NADW (southward
travel time !100 years to reach the study regions of South
Atlantic and equatorial Atlantic) is significant, decomposition
rate estimates for DMHg in advecting deep ocean waters imply
that sufficient production must be occurring to yield measur-
able concentrations (Mason and Sullivan, 1999). This produc-
tion is presumably fueled by the very small transport of carbon
from the surface regions to below 1500 m.

In summary, mercury speciation studies in oceanic systems
are revealing the complex interactions of this biologically ac-
tive and reactive element. However, and as emphasized, the
spatial and temporal coverage is sparse and many of the bio-
geochemical insights and hypotheses attempting to explain the
behavior and fate of in-marine systems are speculative. Indeed,
the challenging and complicated marine biogeochemistry of
mercury beckons the curious and innovative. There is much to
discover.

As evidence of this, we highlight two additional recent
studies. The first is an analysis of total and methylated Hg on
samples collected as part of the ongoing CLIVAR Repeat
Hydrography Cruises (e.g., Measures et al., 2008; Sunderland
et al., 2009). Sunderland and colleagues noted the substantial
increase in methylated Hg associated with lower oxygen con-
ditions in the permanent thermocline region of the water
column. While this had been broadly observed before
(Mason and Fitzgerald, 1990), they used estimates for apparent
oxygen utilization and water mass age to demonstrate that the
amount of methylated Hg correlated well with rates of organic
carbon degradation (rather than just oxygen concentration),
forging a link between primary productivity in the surface
water with the methylation of Hg in waters below. This trend
in elevated methylated Hg in thermocline waters is well de-
scribed as a result of recent analytical advances (Bowman
and Hammerschmidt, 2011) and will be featured in forth-
coming publications that will aid the examination of both
lateral sources and in situ production of methylated Hg
(Cossa et al., 2009; Hammerschmidt and Bowman, 2012).
In addition, the ongoing GEOTRACES program will dramat-
ically enhance the number of available data on Hg con-
centrations and speciation in the ocean. Some intriguing
findings from these studies include the observations that
deep ocean water methylated Hg levels are both relatively
low and do not increase near the sediment–water interface
and that the deep Pacific and Atlantic oceans appear to have
similar concentrations.

11.4.6 Removal of Mercury from the Surficial Cycle

The work summarized in Section 11.4.3 notwithstanding,
most studies indicate that soils and terrestrial sediments act
as net sinks of mercury on timescales of centuries. Such a
statement is supported by a review of the mercury content of
soils from around the world and supporting data that allow
determinations of mercury inventories in various soil horizons
(Table 12). For comparison, we have estimated the ‘excess
mercury’ inventories (xsHg) resulting from anthropogenic ac-
tivities using the integrated human emission inventory over the

last 100 years estimated by Mason et al. (1994; 947 Mmol
total, 447 Mmol globally uniform, 500 Mmol near source).
As the continental area of the globe is !1.5'108 km2 and
assuming uniform distribution and no soil loss, we expect to
find from 0.6 mg m"2 in remote areas to 2.6 mg m"2 in ‘non-
remote’ areas (taken to be one-third of the continental area).
Most of the lake sediment data cited fit this range reasonably
well. The soil data also display agreement depending on the
assumed depth of penetration of the modern mercury signal.
Matilainen et al. (2001) found that additions of radioactive
203Hg were quantitatively retained in the organic humus layer
of their test soils (O-horizon), and thus we might expect little
vertical penetration of the modern signal. This leads to the
conclusion that most of the mercury that has been deposited
to soils in the last !100 years is still present in active biogeo-
chemical zones in these systems.

These estimates suggest that human-related contributions
to soil loadings of mercury (the excess mercury) are a signifi-
cant if not always dominant contributor to the total soil col-
umn mercury inventory. The natural weathering inputs of
mercury to soils may be examined if we assume that the resi-
dence time of mercury within soils is similar to that of organic
carbon, citing the strong associations between mercury and
humic materials already mentioned. Estimates of organic car-
bon residence within soils are wide ranging and dependent on
ecological setting, but may average !100 years. This approach
is supported by the observation that agricultural fields, which
experience net losses of organic carbon as a result of human
use, show lower mercury inventories than undisturbed soils
(Grigal et al., 1994). As 100 years is the approximate timescale
over which major human perturbation has taken place,
we may subtract the estimated excess mercury loading from
the total inventory to arrive at an estimate of the weathering
input (Table 12). In most instances, the natural and excess
loadings are comparable as was the ratio of natural to
human-related emissions inventories during that period.
Thus, it appears that on millennial timescales, soils are not
net sinks for mercury, and release their burden to natural
waters through runoff and erosion and to the atmosphere by
volatilization and from fires.

Such bulk, integrative studies are supported by short-term
studies of mercury loadings to watersheds and subsequent
runoff in surface streams. A number of studies have indicated
that 70–95% of the mercury deposited under these conditions
is retained within the soils of the watersheds. Retention esti-
mates made in this way could be biased low due to the slow
release of ‘legacy mercury’ deposited over the previous decades
that increases in magnitude as the total watershed inventory
increases (e.g., Aastrup et al., 1991; Kamman and Engstrom,
2002; Krabbenhoft et al., 1995; Lamborg et al., 2002b; Lawson
and Mason, 2001; Mierle, 1990; Scherbatskoy et al., 1998;
Swain et al., 1992).

The flux of mercury from the continents to the ocean in
river runoff has been estimated to be !1–5 Mmol year"1

(Cossa et al., 1996; Mason et al., 1994). While some of this
material is volatilized as outlined in Section 11.4.5, most is
buried in coastal sediments (e.g., Fitzgerald et al., 2000). Dee-
per coastal sediments or remote, surface lacustrine sediments
are of the order of 10–50 ng g"1 dry weight. Typical surface
sediments, even from systems not receiving direct inputs from
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industrial activities, can be 10' the background value. Extreme
examples, such as the nearshore sediments of the Gulf of
Trieste (NE Adriatic Sea), which receives the river discharge
from the mercury mining and mineralized area of Idrija, are
also to be found (Table 12). This enrichment of surface coastal
sediments is not likely to be due to sediment diagenesis as the
flux of mass and mercury to the sediment overwhelms upward
diffusion (Gobeil and Cossa, 1993). Thus, the excess mercury
associated with the enrichments may be used to gauge the
impact of human activity on the coastal zone, as shown in
Table 12. Many of the values estimated here are larger than that
expected from release of mercury from watersheds following
atmospheric deposition. This estimate was made by assuming
!25% of the continental deposition (250 Mmol) was deliv-
ered to 10% of the ocean area (3.6'107 km2) giving
4 mg m"2. This difference is the result of periods when signif-
icant nonatmospheric point- and area-source inputs to coastal
systems and their watersheds were in effect. Such a condition
exists currently, for example, in the case of relatively

unrestricted gold mining in Amazonia, resulting in large docu-
mented accumulations of mercury in the river sediments and
presumably in the coastal sediments of the western equatorial
Atlantic (e.g., Lechler et al., 2000). The residence time of mer-
cury in this pool is difficult to estimate given our relatively
sparse data, but is likely to be similar to the residence time of
the sedimentary material. For example, Herut et al. (1996)
found that mercury contamination of the sediments of Haifa
Bay, Israel, was disappearing in a manner consistent with
sediment remobilization, and could have a half-life in excess
of 100 years. These sediments then represent a significant sink
for mercury on the global scale. This pool should also be
viewed as an environmental and public health concern for
the future because this material is concentrated in a relatively
small area of the ocean and one that is biologically productive
and commercially important (see Section 11.4.5).

Finally, open-ocean sediments receive a portion of the mer-
cury deposited to the ocean. Here, the data are particularly
sparse and only a handful of studies are available to guide

Table 12 Concentrations of mercury in marine and terrestrial deposits and estimates of the anthropogenic mercury inventory (xsHg)

Location(s) Soil/sed. Hg conc. (ng g"1) Soil/sed. Hg inventory
(mg m"2)

References

Soils
Cedar Creek, MN, USA 140&30 0.3&0.2 Grigal et al. (1994)
Organic layer
0–10 cm 36&7 3.4&0.5
10–50 cm 11&4 7&4
Fr. Guiana (rain forest) 122–318 Roulet and Lucotte (1995)
0–30 cm
Sweden O Horizon 320&10 !1.5 Alriksson (2001)
B Horizon 43&3
C Horizon 13&1
Nevada, USA 100–15000 Gustin et al. (1999)
Lake sediments
Northern Quebec, Canada 25–450 Lucotte et al. (1995)
N.S. and N.Z. lakes 10–300 0.32–0.95a Lamborg et al. (2002b)
Ice cores
Fremont glacier, USA 0.002–0.035 !1a Schuster et al. (2002)
Model estimate
Est. avg. anthrop. signal 0.6–2.6a This work; Mason et al. (1994)
Coastal sediments
Long Island Sound, USA <30–600 !30–170a Varekamp et al. (2000)
Northern Adriatic Sea 20–230 !13a Fabbri et al. (2001)
Chesapeake Bay, USA 60–1000 NA Mason and Lawrence (1999)
Gulf of Cadiz, Spain !50–250 !75a Cossa et al. (2001)
Gulf of Trieste, Adriatic Sea 100–23300 !12000a Covelli et al. (2001)
Florida Bay, USA !10–236 !1.6a Kang et al. (2000)
San Francisco Bay, USA 20–700 (MMHg: 0–3.5) NA Conaway et al. (2003)
S. Baltic Sea 2–340 1.2a Pempkowiak et al. (1998)
S. China Sea, Malaysia 20–127 NA Kannan and Falandysz (1998)
Anadyr est., Bering Sea, Russia 77–2100 NA Kannan and Falandysz (1998)
Mouth of St. Lawrence est., Canada !50–100 !4.5a Gobeil and Cossa (1993)
Greenland !6–275 NA Asmund and Nielsen (2000)
Santa Barbara Basin, USA 60–160 NA Young et al. (1973)
Pelagic sediments
Arctic Ocean 10–116 NA Gobeil et al. (1999)
Kara Sea 75–2045 NA Siegel et al. (2001)
W. Mediterranean !80 NA Cossa et al. (1997)
Laptev Sea 25–140 NA Cossa et al. (1996)

aIncludes just the anthropogenic, or excess Hg.
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our discussion. Concentrations of mercury in these materials
can be found in Table 12. Given the slow rate of accumulation
and rapid recycling of material in the upper ocean, it is to be
expected that little of this mercury is of anthropogenic origin,
though one study claims to observe surface enrichments con-
sistent with pollution inputs in a relatively nearshore and
heavily impacted region (Siegel et al., 2001). Gobeil et al.
(1999) found evidence for diagenetic remobilization of mer-
cury along with Fe/Mn and Mercone et al. (1999) have pro-
posed coupled Hg/Se diagenesis and mineral formation under
the slow sediment accumulation conditions present in the
open ocean. They argued that this remobilization could result
in surface enrichments not associated with anthropogenic in-
puts. We estimate the total amount of mercury associated with
marine sediments to be 6'107 Mmol (!10 ng of Hg per gram
of sediments, 1% organic carbon content and 12'1015 tons
organic carbon total; Lalli and Parsons, 1993). With inputs
of mercury to open-ocean sediments on the order of 1 Mmol
year"1 (Mason et al., 1994), the sedimentary pool should be
expected to represent the primary sink for mercury on million
year timescales.

11.4.7 Models of the Global Cycle

Secular change in the global mercury cycle as a result of human
activity is one of the major themes in this chapter and a focus
of research currently. One of the most insightful research ac-
tivities in pursuit of this theme has been the development of
historical archives of mercury change. As of this writing, this
development effort has focused on three archives: peat bogs,
lake sediments, and ice cores. All are used to reconstruct his-
torical changes in the flux of mercury from the atmosphere.

Peat cores are generally collected from bogs dominated by
Sphagnum moss species and from systems that are ombro-
trophic (‘rain fed’). Under these conditions, it is assumed that
the moss is only able to receive mercury from the atmosphere
as these systems are isolated from groundwater and geologic
inputs other than dust. Mercury delivered to the moss is incor-
porated in the living material at the surface and remains asso-
ciated even as the moss continues to grow vertically. Therefore,
collection and sectioning of a peat core, followed by dating and
mercury analysis, should reveal any changes in the rate of
incorporation of mercury into the moss. As discussed by Benoit
et al. (1998b), the source of the mercury archived could in-
clude mercury associated with rain and dust as well as elemen-
tal mercury taken up from the gas phase by the moss.
A number of studies have made successful use of the peat
archive (e.g., Benoit et al., 1998b; Jensen and Jensen, 1991;
Martinez-Cortizas et al., 1999; Norton et al., 1997). There are,
however, other reports of variable element mobilities, includ-
ing the dating isotope 210Pb (e.g., Damman, 1978; Norton
et al., 1997; Urban et al., 1990). In our work in Nova Scotia,
we found evidence for mobility of lead but not mercury
(Lamborg et al., 2002a). We therefore submit that peat ar-
chives, or sections of archives, that are dated with 210Pb may
yield inaccurate estimates of mercury deposition in the near
past, while other dating techniques may result in reliable data.
For example, in Nova Scotia, we dated surface peat using a co-
occurring moss species Polytrichum that develops annual

markings on the male gametophytes. The results of that anal-
ysis, when compared to lake sediments and rain measure-
ments, indicated that dry deposition of dust or uptake of
elemental mercury and/or RGM by the Sphagnummay contrib-
ute some of the mercury archived in peat, but that the contri-
bution was likely small.

Sediments collected from remote lakes have been the most
profitable of the archives studied to date. In most cases, lake
sediments are free of diagenetic mobility that plagues the use of
peat (e.g., Rydberg et al., 2008), allowing reliable dating and
more precise reconstructions (see Chapter 11.3). The lake
approach does have drawbacks, however, as suitable lakes
(small watersheds, simple morphology, and little in/outflow)
are often difficult to find in a location of interest. In the higher
latitudes of the northern hemisphere, where extensive glacia-
tion was in effect, small seepage lakes tend to be more com-
mon, and thus much of this reconstruction work has been
performed in Scandinavia, Canada, and the northern United
States (e.g. Bindler et al., 2001; Fitzgerald et al., 2005; Lockhart
et al., 1998; Swain et al., 1992). Suitable lakes are being inves-
tigated currently in additional locations such as in the tropics,
the temperate, subpolar southern hemisphere, and the Arctic
(e.g., Kirk et al., 2011; Muir et al., 2009; Yang et al., 2010).
Extension of lake sediment studies to these new regions should
bolster the conclusions from the northern studies. The general
picture emerging from the use of lake sediments (and peat) is
one of a widespread, global-scale two to four times increase in
the amount of mercury delivered from the atmosphere since
the advent of the industrial revolution. As noted in
Section 11.4.3.4, many of the lake systems studied thus far
have had slow sediment accumulation rates and watersheds
that act as low-pass filters, rendering accurate reconstructions
of secular change in Hg deposition in the last few decades very
difficult. However, the similarity in timing and scale of the
increased mercury deposition across these varied systems
leaves little doubt that the signal is real and the result of the
substantial impact that human activity has had on the global
mercury cycle. Application of this information to modeling
efforts (see below) represents an important step forward in
our understanding of how the mercury cycle operates.

Ice core archives are receiving increasing attention. In gen-
eral, these archives are not as useful as sediments due to the
relatively low rate of accumulation (usable ice cores are gener-
ally to be found in dry high latitudes and accumulate at
slow rates). Furthermore, work by Marc Amyot and colleagues
(Lalonde et al., 2002) has suggested that mercury deposited in
snow is photoactive and may be lost from the media following
reduction to elemental mercury. However, as described in
Section 11.4.3, Schuster et al. (2002) analyzed ice core sam-
ples from the relatively rapidly accumulating (!70 cm year"1)
Fremont Glacier (Wyoming, USA) to reconstruct deposition
over the last 270 years. As indicated in Table 12, their results
are consistent with predictions made for the inventory of an-
thropogenic mercury made here based on the model of Mason
et al. (1994). Therefore, mountain glaciers may represent an
important archive for future development. We noted that this
glacial core also apparently preserved signals associated with
volcanic eruptions that have not been found in lake sediment
archives, but that these signals are difficult to interpret as they
appear not to be self-consistent. In a more conventional
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location for ice core studies, Boutron et al. (1998) used snow
blocks to estimate changes in mercury deposition to Greenland
over the last 40 years. Their work illustrates other fundamental
difficulties associated with studying Hg in ice cores (small
sample sizes and exceptionally low levels, <1 pg g"1). Going
further back, Vandal et al. (1993) used core material from
Dome C in Antarctica to reconstruct mercury accumulation at
that location to before the last glacial maximum (c.34 ka BP).
This unique study found evidence that increased deposition of
mercury to Antarctica during that last glacial maximum was
attributable to increased evasion from the ocean and suggests
that mercury in ice cores may be a useful paleoproductivity
proxy.

Seabird feathers may provide a proxy for oceanic mercury
secular change (Monteiro and Furness, 1997). This dataset in-
cludes feathers retrieved from museum specimens of exclu-
sively pelagic, piscivorous seabirds such as shearwaters and
petrels. While there is scatter associated with the values, as
should be expected from such a natural archive, an increase
of !3' between 1885 and 1994 can be seen in the mercury
concentration of the feathers. Furness, Monteiro and co-
workers have extended their work to include studies on the
movement of mercury within living birds and the relationship
between prey concentrations of mercury and those observed in
the birds’ feathers (Monteiro and Furness, 2001; Monteiro
et al., 1998), which aid in the interpretation of the feather
record. This approach has so far been applied to the NE Atlantic
(Azores), and should be extended to other ocean regions.

A number of mathematical models have been developed to
test the consistency of a variety of environmental mercury data
sets as well as aid in generating testable hypotheses concerning
those aspects of the global mercury cycle that are difficult to
observe directly (Bergan and Rodhe, 2001; Bergan et al., 1999;
Holmes et al., 2010; Hudson et al., 1995; Lamborg et al.,
2002a; Lantzy and MacKenzie, 1979; Mason et al., 1994;
Millward, 1982; Seigneur et al., 2003; Selin et al., 2008; Shia
et al., 1999; Soerensen et al., 2010b; Strode et al., 2007;
Sunderland et al., 2008). The earliest efforts were limited by
the general lack of high-quality data available at the time.
Mason et al. (1994) therefore can be said to be the first global
mercurymodel capable of providingmeaningful insight into the
whole cycle. The findings of MFM, including their reconstruc-
tion of the cycle in its preindustrial and modern forms, have
been illustrated (Figure 2) and discussed in Section 11.4.1.
As demonstrated, the atmospheric deposition predictions
from MFM can be compared to anthropogenic mercury inven-
tories in soils and sediments and appear to accurately predict
the flux of mercury from the atmosphere to these archives.
Additional insights from MFM include an atmosphere/ocean
system that is nearly balanced, indicating the influential role of
oceanic evasion in redistributing and sustaining the lifetime of
mercury at the Earth’s surface. Furthermore, MFM found that
anthropogenic activities should have tripled the current atmo-
spheric deposition of mercury, resulting in a tripling of the
amount of mercury entering terrestrial and marine ecosystems.
As indicated by the lake sediment archives, this is what is
found. Finally, the MFM model estimated that only 50% of
the mercury emitted to the atmosphere as a result of human
activities is able to participate in the global cycle, and that the
remaining mercury is removed from the atmosphere close to

the source. Thus, the MFM treatment describes the current
condition of the mercury cycle as one significantly perturbed
by human activity on local, regional, and global scales.

As with any modeling effort, MFM was partially supported
by a number of assumptions based on, in some cases, scant
information. Since MFM, several other modeling efforts have
sought to address particular hypotheses concerning some of
these assumptions. For example, Hudson et al. (1995) in-
cluded additional reservoirs to their simulated ocean than
were used in MFM in an effort to gauge the importance of
ocean mixing in modulating mercury increases in the environ-
ment. They also introduced a more complex emissions source
function indexed to CO2 that released less mercury overall than
in MFM, and did so in a nonlinear fashion. The conclusions
from this work were quite similar to MFM but did indicate that
ocean mixing should be considered an important process in
the global-scale biogeochemistry of mercury. Perhaps most
importantly, ocean mixing increases the size of the oceanic
pool and as a result increases the predicted residence time of
mercury in the ocean. An increased oceanic residence time
could result in an increased overall rate of mercury methyla-
tion, particularly as much of this time would be spent in the
lower oxygen/microbially active region of the permanent oce-
anic thermocline. Additional consideration of the oceanic bio-
geochemistry of mercury by Mason and Fitzgerald (1996)
support this model view, particularly as an explanation for
local imbalances in the air–sea exchange of mercury in certain
regions such as the equatorial Pacific. Hudson et al. (1995) were
also the first authors to directly compare their results to those
provided by the lake sediments and noted, among other find-
ings, that emissions from gold and silver mining prior to 1900,
predicted to be significant, were not to be found in the archives.

Three other global models (Bergan and Rodhe, 2001;
Bergan et al., 1999; Shia et al., 1999) focused on the atmo-
spheric aspects of the global cycle and placed constraints on
which of the several chemical mechanisms proposed for ele-
mental mercury oxidation are likely to be important at this
scale. Particularly noteworthy are the efforts by Bergan and
colleagues, who exploited the data on interhemispheric con-
centrations of elemental mercury in the air. Exchange between
the two hemispheres is relatively slow (!1.3 years) due to
physical forcing, but yet the north/south gradient of elemental
mercury is relatively weak (Fitzgerald, 1995; Lamborg et al.,
1999; Slemr and Langer, 1992). As the emissions of mercury in
the northern hemisphere are estimated to be larger than in the
south, Bergan and colleagues used gradient and mixing time
information to place constraints on the atmospheric lifetime of
mercury. More recently, we extended this approach through
inverse box modeling (Lamborg et al., 2002a), which used the
gradient and lake sediment data explicitly to constrain both the
atmospheric lifetime as well as aspects of the oceanic cycle
including evasion, particle scavenging, and burial. This particu-
larmodel (the global/regional interhemisphericmercurymodel,
or GRIMM) suggested that evasion from the ocean is less than
that estimated in MFM and that the ocean is a net sink.

Most recently, the latest laboratory information regard-
ing elemental Hg oxidation (see Section 11.4.4) and the
influence of RGM on dry deposition of Hg have been incorpo-
rated into high spatial resolution atmospheric general cir-
culation models that also include soil and ocean chemistry
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(Holmes et al., 2010; Selin et al., 2008; Smith-Downey et al.,
2010; Strode et al., 2007). Laboratory results suggesting that
the lifetime of elemental Hg in the atmosphere with respect to
oxidation and deposition (!0.6 year) is much shorter than
previously thought were successfully incorporated and were
demonstrated to be consistent with atmospheric distributions
on a global scale. To reconcile short atmospheric lifetimes of
elemental mercury with interhemispheric distributions that
look like a much longer lived gas, the new models emphasize
the importance of ocean evasion in facilitating global atmo-
spheric transport.

11.4.8 Developments in Studying Mercury in the
Environment on a Variety of Scales

11.4.8.1 Acid Rain and Mercury Synergy in Lakes

As noted, sulfate reduction is thought to be the driving biogeo-
chemical process behind mercury methylation in many ecosys-
tems. In freshwaters that are relatively low in sulfate, recent
increases in sulfate deposition associated with the acid rain
phenomenon are hypothesized to result in increased rates of
sulfate reduction and subsequently in mercury methylation
(e.g., Gilmour and Henry, 1991; see Chapter 11.10, for details
on acid rain geochemistry). Thus, not only are lakes receiving
more total mercury than in the preindustrial past, they may be
methylating a greater proportion of this load. Swain and Hel-
wig (1989), for example, have noted that the concentration of
mercury in Minnesota fish (usually dominated by MMHg), has
increased by 10', while deposition of mercury has increased
by only 3'. Work by Branfireun et al. (1999, 2001) have
recreated this phenomenon through sulfate additions to mi-
crocosms in the Experimental Lakes Area of Ontario, and there
are ongoing efforts to expand this research to watershed/
whole-lake scales (D. R. Engstrom, personal communication).

11.4.8.2 METAALICUS

METAALICUS is a project titled Mercury Experiment To Assess
Atmospheric Loading In Canada and the United States. As de-
scribed in this chapter, the atmosphere is the principal avenue
for the mobilization of mercury in the environment and an-
thropogenic mercury emissions to the atmosphere, especially
from coal combustion, have contaminated all the major reser-
voirs. We noted the strong interest and support for studies
examining linkages between the cycling of mercury in the
atmosphere, anthropogenic emissions, deposition to terrestrial
systems, and the bioaccumulation of MMHg in freshwaters. We
have suggested that there has been much emphasis on fresh-
water fish contamination at the expense of marine studies,
given that the major exposure of humans to MMHg is through
the consumption of marine fish and seafood products. Given
our concerns as a caveat, we note that many scientists and
‘stakeholders’ think that an unequivocal connection between
direct atmospheric mercury deposition and the levels of
MMHg in fish in freshwater or marine systems has not been
established. In other words, if mercury deposition is reduced,
through, for example, controls on mercury emissions from
coal-burning power plants, would MMHg concentrations in
fish decline? The METAALICUS team of scientists from the

United States and Canada have attempted to empirically address
questions of linkages between mercury deposition and the
bioaccumulation of MMHg in fish. They conducted a whole
ecosystem experiment in which stable isotopes of mercury are
added to a lake, its upland watershed and adjoining wetland,
and mercury in fish as well as the food chain are examined.

Though the principal fieldwork has been concluded, the
work is ongoing and, to date, several papers have been pub-
lished (Amyot et al., 2004; Babiarz et al., 2003; Branfireun
et al., 2005; Graydon et al., 2009; Harris et al., 2007;
Hintelmann et al., 2002; Kelly et al., 2003; Lalonde et al.,
2003; Southworth et al., 2007; St Louis et al., 2004). Several
important findings have arisen from the project. First and
foremost, the fish responded very quickly to Hg added directly
to the lake. Though intuitively this was to be expected, such a
direct connection between deposition and accumulation in
fish had not been observed. Other important findings include
the relative lack of influence from Hg added to the lake’s
watershed. Particularly surprising was the lack of appearance
for Hg added to the lake’s wetland, which is in direct hydraulic
contact with the lake. These findings suggest that the ability of
the watershed, both upland and wetland, to retain Hg has been
underestimated. However, there has been a slow but measur-
able release of Hg from the upland, indicating that while
slowed, the movement of Hg within the whole lake system
has not been halted. Such findings will be enormously helpful
for predicting the response of lakes in a future where Hg
deposition has been lowered, but where legacy Hg still remains
within watersheds. We wish to reemphasize that in productive
nearshore regions of marine ecosystems, the legacy of pollu-
tion derived mercury in the surficial sediments is likely to
predominate over ‘newmercury’ as a substrate for methylation.
The intense bioturbation in coastal marine sediments can keep
much historical mercury active, relative to the more quiescent
sediments of lakes. Unfortunately, the mechanistic predictions
for declines in fish mercury levels following controls on mer-
cury emissions, derived from the successful METAALICUS pro-
gram, may not be applicable to the marine environment.

The detailed mechanistic studies represented in
METAALICUS, designed to illustrate the connections between
atmospheric deposition and Hg accumulation in fish, have re-
cently been supported in a broad-scale way (Hammerschmidt
and Fitzgerald, 2005). This study noted a highly significant
correlation between the methylHg content of mosquitoes
(which are aquatic predators during their larval life stages)
and local atmospheric Hg deposition.

11.4.8.3 Fractionation of Mercury Isotopes

With improvements in inductively coupled plasma-mass spec-
trometry, there has been a flurry of research regarding fraction-
ation of the stable isotopes of mercury. This work was spurred
by the initial demonstration that accurate and precise measure-
ments of Hg isotopes could be made in natural media, starting
with meteorites, rocks and ores (e.g., Evans et al., 2001; Gehrke
et al., 2009; Hintelmann and Lu, 2003; Lauretta et al., 2001;
Sherman et al., 2009; Smith et al., 2005). As analytical im-
provements are continuing and the amount of Hg needed to
make the measurements has decreased, more media are now
being examined and experiments conducted, both of which are
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revealing surprising results. Chief among these is the observa-
tion of mass-independent isotope fractionation (MIF), which
has been observed in only a few elements (Bergquist and
Blum, 2007; Jackson et al., 2008). However, mass-dependent
fractionation (MDF) has been documented as well, and we
summarize a few of the findings for both kinds of behavior
below.

As with many other isotope systems, one of the most attrac-
tive uses of isotopes is to identify sources of material in the
environment, or apportion relative contributions when more
than one source is possible. The isotopic composition of coal,
one of the leading anthropogenic sources of Hg to the envi-
ronment, has been measured in samples from around the
world and reveals large ranges in both MDF and MIF (e.g.,
Biswas et al., 2008; Evans et al., 2001). By combining MDF
and MIF signals, Biswas and colleagues were able to identify
some sources of coal that had unique isotopic signatures, but
there were no large-scale trends to be discerned (for example,
United States vs. China). Isotope tracing did work well in
confirming the sources of Hg in San Francisco Bay, however,
as processing of ore in the region for use in gold mining
produced isotopically light elemental Hg and relatively heavier
mine wastes (Gehrke et al., 2011). The isotopic signal at the
northern end of the Bay reflected the light material used in gold
mining in the Sierra Nevada Mountains, while Hg found in
the sediments of the south end of the Bay were much closer to
that of the waste which was weathering in the New Idrija
region. In general, however, source apportionment has not
yet been as fruitful an application of Hg isotopic trends as
initially hoped.

Identification of important biogeochemical processes does,
however, appear to be an excellent application of Hg isotopic
systematics. This is due in large part to the connection between
the MIF phenomenon and photochemistry. The seminal study
of Bergquist and Blum (2007) demonstrated that the MIF
signal can be imprinted on aqueous Hg during either photo-
chemical reduction of Hg(II) to Hg0, or the photochemical
degradation of MMHg to Hg(II). Furthermore, they identified
a MIF signal in fish that bore the same properties as the
photodemethylation process observed in the lab. While some
have argued that MIF might be happening within foodwebs
and therefore not reflect aqueous photochemistry (Das et al.,
2009), the nominal explanation is that residual MMHg left
behind following demethylation in natural waters is the source
of Hg in fish. While this is somewhat unsurprising at first
glance, the water–fish MIF connection was recently used to
posit that coastal and pelagic fish receive their Hg from two
different and separate pathways (Senn et al., 2010). As the
photochemistry that generates MIF and MDF in natural waters
leads to the production of at least some of the Hg0 that evades
to the atmosphere, one might anticipate that fractionation
signals will be observed in the air and precipitation. Such
signals have been documented (e.g., Carignan et al., 2009;
Estrade et al., 2010; Gratz et al., 2010; Sherman et al., 2010),
and might result from fractionation in the air or in some
industrial emissions as well as in natural waters. Finally, in
vitro bacterial fractionation of Hg during reduction and meth-
ylation has been documented (e.g., Kritee et al., 2008, 2009)
and offers a tool for directly observing the balance between
biological and abiological cycling of Hg in natural waters.

However, methods for determining the ambient Hg isotope
distribution in the aqueous phase are yet to be proven.

The field of Hg isotopes is still maturing. The number of
instances and processes appearing to result in Hg fractionation
are still being established. Unfortunately, it is uncertain if these
measurements will ultimately be as useful as initially hoped.
Regardless, this will be an area of intense research activity in
the foreseeable future.

11.4.8.4 Tracing Atmospheric Mercury with 210Pb and Br

As noted in Section 11.4.4, an ongoing effort among re-
searchers studying the atmospheric chemistry of mercury is
the determination of which reaction mechanisms are most
influential in the field. Tracers are exceptionally powerful
tools in this regard, as they greatly simplify the process of
scaling up individual measurements to a wide range of scales.
They are often integrative as well, so that discrete measure-
ments of mercury and tracers in a particular medium at a
particular time can be easily generalized to a whole year or
area. Two tracers have recently shown some promise in under-
standing the large-scale behavior of mercury in the atmosphere
and in complementary ways: 210Pb and Br.

Lamborg et al. (1999, 2000) have demonstrated a strong
correlation between Hg and 210Pb in precipitation from sam-
ples collected in remote continental (Wisconsin) and mid-
ocean (tropical South Atlantic) locations. The relationship
from these collections was very similar and indicates that
210Pb may be a useful tracer of mercury in precipitation. The
geochemistry of 210Pb is well described and this tracer has been
useful for atmospheric studies of numerous kinds. The corre-
lation between these two species implicates, by analogy, a
homogeneous gas-phase oxidation of mercury that is first
order as 210Pb is generated from the homogeneous-phase
first-order radioactive decay of 222Rn. As the flux of 222Rn to
the atmosphere is known and constant, the current flux of
mercury to and from the atmosphere can be estimated from
Hg/210Pb ratios, and the universality of the ratio used to exam-
ine regionality of mercury deposition (Lamborg et al., 2013) .

Two findings suggest that bromine may also be an impor-
tant tracer and clue in the atmospheric chemistry of mercury.
Lindberg et al. (2002) have noted that the advent of mercury
depletion events in the Arctic is coincident with the buildup of
reactive bromine compounds (such as BrO) in the polar atmo-
sphere. Halogen compounds are potent oxidizers of mercury,
stabilizing the Hg(II) created by forming halogen complexes.
For example, BrCl is routinely used to oxidize solutions for
mercury analysis in the laboratory. It has also been noted that
such reactive compounds can be created in situ from sea salt in
aerosols in the marine boundary layer (e.g., Disselkamp et al.,
1999), supporting the hypothesis contained in Mason et al.
(2001) of a rapid oxidation of elemental mercury over the
ocean. Roos-Barraclough et al. (2002) presented findings
from long peat cores that showed a strong correlation between
higher deposition of mercury coincident with higher deposi-
tion of bromine over relatively long timescales (centuries). The
cause of this correlation is still unknown and may have as
much to do with sources of mercury to the atmosphere as
well as the atmospheric chemistry of mercury.
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11.4.8.5 Mercury and Organic Matter Interactions

Mercury, the quintessential soft metal, forms exceptionally
strong associations with natural organic matter (e.g., Mantoura
et al., 1978). This behavior has been recognized as influential
in a number of aspects of mercury biogeochemistry. For exam-
ple, lakes have often been shown to have higher mercury in
higher DOC waters (e.g., Vaidya et al., 2000). This indicates
that watersheds (the principal supply of DOC in lakes) can
contribute significant amounts of mercury as well, and that the
DOC mobilization from uplands mobilizes mercury and
MMHg (Dittman et al., 2010). In addition, higher concentra-
tions of DOC provide enhanced complexation capacity for
mercury in the water column of lakes, enhancing mercury
solubility and increasing mercury residence within the lake
(e.g., Ravichandran et al., 1999). There are also competing
effects of DOC on the reduction of mercury within natural
waters. Recently, Amyot et al. (1997), Rolfhus (1998), Costa
and Liss (1999) and O’Driscoll et al. (2006) have indicated
that DOC may act to both enhance and inhibit mercury reduc-
tion (and therefore mercury evasion) in both freshwater and
saltwater depending on the concentration of organic carbon in
the water. The mechanisms for these intricate redox processes
are not well known, but DOC is clearly an important master
variable.

The magnitude of mercury–organic interactions (strength
of the complexes and the abundance of the complexing agents)
has been studied through partitioning experiments of various
kinds. Mantoura et al. (1978), a frequently cited report, made
use of a form of size exclusion chromatography to separate free
mercury from organically complexed mercury. Other impor-
tant work includes that of Hintelmann et al. (1997), who
employed dialysis membranes to estimate MMHg partitioning
between organic and inorganic complexes, and the work of
Benoit et al. (2001c), who used calibrated octanol–water par-
titioning behavior of mercury species to studymercury-binding
ligands in sediment pore waters from the Everglades. For other
trace metals, electrochemical techniques have often been used,
and one such study has been published for mercury (Wu et al.,
1997). Watson et al. (1999) have suggested that the gold
stripping electrodes used for this determination do not quan-
titatively release mercury, making this approach somewhat
suspect. Lamborg et al. (2003), who developed a wet chemical
analog to the electrochemical approach, found affinity results
similar to those of Benoit et al. and the high end of Mantoura
et al. from bulk water samples (most of the other studies have
been performed on isolated DOC fractions), while Han (Han
and Gill, 2005; Han et al., 2006) and Hsu-Kim (Hsu and
Sedlak, 2003; Hsu-Kim and Sedlak, 2005) made use of com-
petitive ligands to titrate even stronger, though less abundant,
ligand classes. The general assumption has been that it is the
reduced sulfur moieties (thiols) in the macromolecules of
natural water DOC that are the sites for binding, and recent
spectroscopic evidence supports this (Hesterberg et al., 2001;
Xia et al., 1999). However, Lamborg et al. (2003) have found
ligand concentrations, when normalized to DOC, which sug-
gest mercury-binding functional group abundances on the
order of parts per million. This is well below the abundance
of reduced sulfur, which is generally found to be in the parts
per thousand range. It therefore appears that the locations for

mercury binding are rare in the DOC pool but still present in
10–1000' excess of mercury.

In saltwater, organic matter complexation of mercury
may not compete with the more abundant chloride ion (see
Section 11.4.5). In estuaries, ligand exchange was observed by
Rolfhus and Fitzgerald (2001) andTseng et al. (2001).One result
of the exchange of mercury from organic to inorganic complex
forms is a general increase in the reactivity of mercury within
estuaries. The change in complexation can result in dramatic
changes in the reactivity of themercury as a result (e.g., enhanced
Hg0 production, Rolfhus and Fitzgerald, 2001; enhanced Hg
methylation by cysteine, Schaeffer and Morel, 2009).

11.4.9 Summary

In this chapter, we have summarized some of the gains made in
understanding the environmental biogeochemistry of mercury
since Goldschmidt’s groundbreaking work. Much of this ad-
vancement has come since the early 1970s, and the growth in
mercury research continues at breakneck pace. This is fortunate
as there is a need for urgency, we believe, in these endeavors.
While human activity has perturbed the mercury cycle by a
smaller degree than, for example, lead, the implications for
continued perturbation on human and ecological health are
enormous.

The way forward will be a fascinating and challenging one.
As we have summarized, this is because the biogeochemistry of
mercury operates at a variety of time and space scales and in
many environmental media. Due to the complexity of the
processes and the minute quantities of material often encoun-
tered in the environment, future research will also require new
hypotheses and new instrumentation. Similarly, and as with so
many environmental research efforts, new collaborations
among scientific disciplines will be required.
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11.5.1 Introduction

11.5.1.1 Scale of the Problem

Mine wastes are the largest volume of materials handled in the
world (ICOLD, 1996). The generation of acidic drainage and the
release of water containing high concentrations of dissolved
metals from these wastes are an environmental problem of
international scale. Acidic drainage is caused by the oxidation
of sulfide minerals exposed to atmospheric oxygen. Although
acid drainage is commonly associated with the extraction
and processing of sulfide-bearing metalliferous ore deposits
and sulfide-rich coal, acidic drainage can occur wherever sulfide
minerals are excavated and exposed to atmospheric oxygen.
Engineering projects, including road construction, airport
development, and foundation excavation, are examples of civil
projects that have resulted in the generation of acidic drainage.
On US Forest Service lands, there are between 20000 and 50000
mines releasing acidic drainage (USDA, 1993). Kleinmann et al.
(1991) estimated that more than 6400 km of rivers and streams
in the Eastern United States have been adversely affected by
mine-drainage water. Between 8000 and 16 000 km of streams
have been affected bymetal mining in theWesternUnited States.
The annual worldwide production of mine wastes exceeded
4.5 billion tonnes in 1982 (ICOLD, 1996). In Canada alone,
there are approximately 980million tonnes of mine wastes, with
the potential to cause acidic drainage (Government of Canada,

1991). The estimated costs for remediating mine wastes interna-
tionally total in the tens of billions of dollars (Feasby, 1993).

11.5.1.2 Overview of the Mining Process and Sources
of Low-Quality Drainage

The recovery of metals from sulfide-rich ore bodies proceeds
through a series of steps: from mining to crushing to mineral
recovery (i.e., concentration), followed typically by smelting of
the sulfide concentrates and thence to metal refining; although
the nature of the ore body dictates the processes used to extract
metals from ores, each of these steps generates a waste stream.
The volumes of the waste streams can be large. For example,
the production of 1 tonne of copper typically requires the
excavation and processing of 100 tonnes of ores, not including
the removal of overburden or rock to access the ore. Each of the
steps of metal production can lead to the generation of low-
quality water.

11.5.1.3 Sources of Low-Quality Drainage

11.5.1.3.1 Mine workings
Minerals are typically excavated by underground mining, strip
mining, or open-pit mining. The selection of the mining tech-
nique is dictated by the physical structure, location, and grade
or value of the ore body and by the characteristics of the
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adjacent geological materials. Although open-pit mining and
underground mining are the two most common mining tech-
niques, placer mining and solutionmining also have been used
for mineral extraction. Placer mining involves excavation of
river or stream sediments and separation of valuable minerals
by gravity, by selective flotation, or by chemical extraction.
Most solution mining is by heap leaching in which the extrac-
tant solution is trickled over broken ore on the surface or in
underground workings; less common is injection into under-
ground geological formations. The consequence of the excava-
tion of open-pits and other mining-related disturbances is that
sulfide minerals previously isolated from the atmosphere are
exposed to oxygen. The oxidation of sulfide minerals ensues.

11.5.1.3.2 Open-pits
Open-pit mining is a surface mining technique employed to
extract ores from large deposits that are relatively close to the
surface. By design, open-pit mining can expose large surface
areas of wall rock to atmospheric oxygen. If the wall rocks
contain iron sulfide minerals, open-pits can be an important
source of acidic drainage during and following mining as long
as they remain exposed. Open-pits are typically several hun-
dreds of meters deep and wide. For example, the Kennecott
Copper Mine in Utah, United States, is 4 km wide and 1.2 km
deep. Thus, large surfaces of rocks are exposed as potential
sources of acidic drainage.

11.5.1.3.3 Waste rock
Open-pit and underground mining result in the excavation of
large volumes of rock to gain access to ore bodies. After the ore
body is accessed, ore for processing is separated from the host
rock on the basis of economic cutoff values. Ore of higher
metal grade is processed, and rock below the cutoff grade is
put to waste. Frequently, ore is segregated into high-grade and
low-grade ore stockpiles. Ore is the material that will yield a
profit; thus, the metal contents of the discrimination between
high-grade and low-grade ores will vary with the costs of min-
ing activities and the value of the metals extracted. The waste
rock from mining operations may be used in construction
activities at the mine site. Excess waste rock is deposited in
waste-rock piles whose composition differs greatly from mine
to mine because of variations in ore-deposit and host-rock
mineralogy and because of differences in the processing tech-
niques and ore-grade cutoff values. Daily production of waste
rock inCanada is estimated tobe 1 000 000 tonnes (Government
of Canada, 1991). Because of the large volume of rock excavated
in open-pit operations, waste-rock piles may be tens of hectares
in area and tens of meters in height (Ritchie, 1994).

11.5.1.3.4 Mill tailings
The ore extracted in most nonferrous, metalliferous mining
operations is rich in base or precious metals, but the ore
minerals are generally too dilute for direct processing using
metallurgical techniques. Thus, most ores are processed
through comminution steps that involve crushing and grinding
to a fine-grain size and concentration steps such as gravity,
magnetic, and flotation for beneficiation or upgrading of the
ore minerals in the matrix. The grain size of the milled rock is
dictated by the process used for mineral recovery. Typical grain

sizes range from 25 mm to 1.0 mm. At many plants, differential
flotation is used to separate the valuable sulfide minerals con-
taining base or precious metals from others (e.g., pyrite [FeS2]
or pyrrhotite [Fe0.875–1S]) that have no to little commercial
value. A flotation concentrator may contain several circuits for
the selective recovery of a variety of metal sulfides and the
production of a series of metal-sulfide concentrates. The con-
centrate from the flotation step is retained for further metallur-
gical processing. Mill tailings are the residual material,
including sulfide gangue minerals, that is discharged to tailings
impoundments, typically as a slurry of water and finely ground
rock. Mineral particles are removed from the slurry by gravity
sedimentation, and the water is often recycled to the mill or
discharged.

The ratio of tailings to concentrate can be very large, partic-
ularly at gold and precious-metal mines at which the concen-
trate may represent only a small fraction (e.g., !1%) of the ore
processed. The mining industry produces immense amounts of
mine tailings. The mass of tailings produced daily in Canada is
estimated to be 950 000 tonnes (Government of Canada, 1991).
Tailings impoundments may be very large. For example, the
Inco Ltd. Central Tailings Disposal Area covers an area of
25 km2 with tailings up to 50 m in depth, and the ultimate
capacity is more than 725 million tonnes (Puro et al., 1995).

Mill tailings are typically retained in impoundments. The
retaining dams of many impoundments are constructed of
coarse-grained tailings or of tailings combined with waste rock.
These types of impoundments are designed to drain, thereby
enhancing their structural integrity but resulting in the develop-
ment of a thick zone of only partial saturation. The entry of
gas-phase oxygen into the unsaturated tailings results in sulfide-
mineral oxidation and in the release of low-quality drainage.

11.5.1.3.5 Wastes from extractive metallurgy operations
Metallurgical processing following milling (i.e., communition
and concentrating) involves extractive metallurgy operations
such as hydrometallurgy, pyrometallurgy, and electrometal-
lurgy. Hydrometallurgy includes leaching operations performed
in aqueous media using various chemicals and oxidizing agents
(e.g., pressure leaching, pressure oxidation (POX), heap
leaching, and bioleaching/oxidation). Resultant oxidation and
leaching products are fine-grained residue formed during the
process, which includes compounds such as elemental sulfur,
various sulfate compounds, jarosite, goethite, and hematite.

Pyrometallurgy operations such as smelting and roasting
involve processing of ores and other materials at high tempera-
tures (i.e., often >1000 "C) and in the absence of aqueous
media. Environmental issues related to pyrometallurgy involve
gaseous and particulate emissions (e.g., SO2, CO2, CO, Hg, As-,
Sb-, Se-, and Te-oxides). Significant amounts of SO2 gas is
produced from the oxidation of sulfide minerals during pyro-
metallurgical treatments. Although most of the SO2 is captured
and converted to sulfuric acid or elemental sulfur and/or reacted
with lime to form gypsum, the quantities of roaster and smelting
gases are significant. In addition, smelting operations produce
wastes such as slags and sludge that are disposed in waste
impoundments and sludge ponds. Electrometallurgy operations
utilizing electrical energy for electrolysis include electrorefining
and electrowinning unit operations. Wastes contain small quan-
tities of fine-grained residue and slimes incorporating impurity
elements originating from the anodes.
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11.5.2 Mineralogy of Ore Deposits

11.5.2.1 Coal Deposits

Coal is a fossil fuel that represents the remains of flora that
accumulated as peat in swamps and bogs during geological
and prehistoric times. The accumulation occurred in submerged
conditions, thereby preventing complete decay of the organic
material to CO2þH2O during the early stage of maturation.
Reflecting its origin, coal occurs in beds, maximum thicknesses
approximate 90 m, and typical mining thicknesses are 1–4 m.

The uses of coal include electricity generation, steelmaking,
and cement production. The carbon content of coal varies from
about 70% to 95 wt%with most of the remainder consisting of
O, H, N, and S. The O content generally ranges from about 2%
to 20%, and the major change that occurs during coalification
is a decrease in the O content and an increase in the carbon
content. With this change, the physical properties and thermal
yield per unit weight also change, and various classifications
have been devised to reflect those properties. A common com-
mercial subdivision is into ‘brown coal’ and ‘hard coal,’ which
in turn is an indication of the degree of induration. Coals can
also be grouped under four types with decreasing energy con-
tent: anthracite, bituminous, subbituminous, and lignite.

Proven coal reserves are estimated to be 826 billion tonnes
(World Energy Council, 2009). The bituminous type forms
about 52% of the world reserves followed by subbituminous
type at 30% and lignite at 17%. The reserves are about equally
distributed among Europe and Asia region (33%), Asia Pacific
region (31.4%), and North America (29.8%) with the United
States, Russia, China, and India having the biggest reserves.
According to International Energy Agency (2010) figures, cur-
rent world production is about 5990 Mt (million metric
tonnes) of hard coal and 913 Mt of brown coal. Germany, at
about 160 Mt, is the largest producer of brown coal, with
Russia a distant second. China’s production of 2971 Mt of
hard coal is the world’s highest, followed by the United States
(919 Mt). India ranks third and produces 526 Mt. In recent
years, the United States has undergone a pronounced shift to
mining of Western coal, predominantly subbituminous, which
has a lower average content of sulfur than coals from Appala-
chia. Wyoming alone now accounts for about a third of all US
production. According to the statistics given by BP Statistical
Review of World Energy (2010), the production and

consumption of coal in the Asia Pacific region have more
than doubled within the last decade (i.e., 1000–2200 Mt oil
equivalent in 1999). This is in sharp contrast to the figures from
North America, and Europe and Eurasia regions where the
production and consumption figures have decreased slightly.

Environmental concerns have been focused on the gaseous
(oxides of sulfur and nitrogen and greenhouse gases such as
carbon dioxide and methane), particulate, and trace-element
emissions (e.g., mercury, selenium, and arsenic), on the envi-
ronmental quality of the ash and slag residues, and on acidic
drainage that may ensue as a consequence of the exposure of
mining-related wastes and mine openings to atmospheric
weathering. Many of the environmentally least desirable as-
pects concerning the utilization of coal are related to the pres-
ence of mineral matter, especially Fe disulfides. The disulfides
are a principal source for SO2 emissions during combustion,
and in mine wastes, the oxidation of FeS2 is the principal cause
of the development of acidic drainage.

Stach et al. (1982) list more than 40 minerals that have
been identified as occurring in coal, and recent observations
have expanded the total to more than a hundred. Finkelman
(1980a,b) concluded that coals yielding >5 wt% ash have had
the bulk of their minerals derived by detrital processes.

Table 1 summarizes and presents an interpretation of the
occurrence of the principal nondetrital minerals in coal. The
chief detrital minerals are quartz and clay minerals (including
K–Al micas), and these minerals commonly form up to 90% of
the mineral matter in coals. The bulk of the remainder typically
consists of carbonates and pyrite. Renton (1982) observed that
most discrete mineral grains observed in coal are about 20 mm
in diameter, and few exceed 100 mm. Exceptions are concre-
tions, nodules, and ‘balls’ that typically contain one or more of
pyrite, marcasite [FeS2], calcite [CaCO3], and siderite [FeCO3]
and which may be many centimeters in diameter. As well,
aggregates of pyrite and marcasite occur within coal and as
fracture (cleat) mineralization. The most common cleat-filling
minerals are calcite, pyrite, and kaolinite [Al2Si2O5(OH)4]
(Renton, 1982). Vassilev et al. (1996) observed that higher
rank coals are enriched in elements associated with probable
detrital minerals, whereas lower rank coals are enriched in
elements associated with probable authigenic minerals and
organic material. The magnitude of the concentrations of
trace elements in coal is summarized in Table 2. Modern

Table 1 Some minerals observed in coal depositsa

Mineral group Inherent Extraneous source

Clay minerals Kaolinite, illite–sericiteb, mixed-layer clays, smectite Illite–sericiteb, chlorite
Carbonates Calcite, siderite, dolomite–ankerite Calcite, dolomite–ankerite
Sulfides Pyrite, marcasite, sphalerite, galena, chalcopyrite, pyrrhotite, greigite Pyrite, marcasite, sphalerite, galena, chalcopyrite
Oxides Quartz, Fe oxyhydroxides, hematite Quartz, goethite, lepidocrocite
Phosphates Apatite, crandallite-group minerals, vivianite Apatite
Others Gypsum, halite Sulfates, chlorides, nitrates

aInterpreted partly from data in Mackowsky (1968), Renton (1982), Stach et al. (1982), Harvey and Ruch (1986), Birk (1989), Ward (1989), Speight (1994), and Spears (1997). The

extraneous source minerals typically form after consolidation has progressed to the state at which the coal can sustain fracturing, and the minerals occur as fracture fillings and in

cavities. The minerals in each group are listed in approximate decreasing order of abundance.
bSericite is a general term for fine-grained, mica-like minerals. Illite has been assigned a specific composition by the International Mineralogical Association (Rieder et al., 1998), but

illite and sericite are used here only to designate mica-type minerals. The mineral ankerite has a formula Fe>Mg, but the name is commonly used for ferroan dolomite [Ca(Mg,Fe)

(CO3)2].
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technology utilizes coal washing, fluidized bed combustion,
activated carbon injection, gasification of coal, flue gas
desulfurization, and particulate control devices to improve
energy extraction while limiting the gaseous and liquid emis-
sions. The lower temperatures of those processes affect the fate
of the individual trace elements that are emitted or are associ-
ated with the residues from the consumed coal (Table 2;
Clarke, 1993).

11.5.2.2 Base-Metal Deposits

Base metal is a wide-ranging term that refers either to metals
inferior in value to those of gold and silver or, alternatively, to
metals that are more chemically active than gold, silver, and
the platinum metals (AGI, 1957). Accordingly, a review of
base-metal mineralogy would encompass much of the world’s
metal production and geology. Usage of the ‘base metal’ term
in the mining and minerals industry is rather loose, but a

common application is to the nonferrous metals excluding
precious metals. These include copper, lead, zinc, nickel, and
tin. Kesler (1994), however, grouped nickel with ferroalloy
metals along with manganese, chromium, silicon, cobalt, mo-
lybdenum, vanadium, tungsten, niobium, and tellurium and
copper, lead, zinc, and tin as base metals. Among the base
metals, tin is by far the least significant in terms of volumes
consumed and monetary value.

World mine production of copper in 2009 exceeded 15 Mt,
about a third of which is from Chile. Other large producers are
Peru and the United States, followed closely by China,
Indonesia, and Australia. The most important ore mineral is
chalcopyrite [CuFeS2] and also significant are bornite
[Cu5FeS4] and chalcocite [Cu2S]. These three minerals make
up about 90% of the primary copper production. The first two
are the primary minerals, whereas chalcocite forms principally
by their weathering and subsequent reprecipitation of the sol-
ubilized Cu as enriched ‘blankets’ of chalcocite ore beneath the
oxidation zone.

Copper ore is predominantly derived from porphyry copper
deposits, with lesser but significant contributions frommassive
sulfide, skarn, and other types of deposits. The host rocks for
porphyry copper deposits are felsic granitoid intrusions, and in
skarn deposits, the intrusions penetrate limestone and associ-
ated sedimentary-derived assemblages. The deposits are typi-
cally large (commonly hundreds of million tonnes) and of low
grade (commonly <1% Cu), with successful exploitation de-
pendent mainly on open-pit access and on daily large-tonnage
extraction and processing.

Based on the 2009 figures, the world mine production of
zinc is about 11 Mt, with almost all of it derived from sphaler-
ite [(Zn,Fe)S], which is also the principal primary source of Cd
and several other metals, such as Ge and In. China, Peru, and
Australia are the largest producers, but several other countries
including Canada, the United States, and India mine signifi-
cant amounts. About half of the annual consumption is for the
manufacture of galvanized products to resist corrosion, primar-
ily in the automotive and construction industries.

Sources of sphalerite in mineral deposits are diverse. Large
production is obtained chiefly from skarn (e.g., Antamina,
Peru); from volcanogenic massive sulfide deposits (e.g., Kidd
Creek and Brunswick No. 12, Canada) in which pyrite is the
predominant mineral; from sedimentary-exhalative (SEDEX)
deposits (e.g., Broken Hill and Mt. Isa, Australia) in which
layers of Pb, Zn, and Fe sulfides occur in fine-grained clastic
sedimentary rocks; and from Mississippi Valley-type deposits
(e.g., Viburnum Trend, United States) in which sphalerite and
galena [PbS] were deposited in large amounts in cavities, brec-
cias, and as replacements of calcareous sedimentary rocks con-
sisting predominantly of limestone.

Whereas sphalerite is the principal mineral source of Zn,
galena is the main source of Pb. The annual world mining
production of lead reached about 4 Mt in 2009, and the annual
consumption is nearing 9 Mt, with the difference made up by
recycling. The largest primary producers are China, Australia,
and the United States, and the largest consumers are China and
the United States. More than 75% of lead consumption is for
the manufacture of lead–acid automotive batteries, which also
are the principal source of recycled scrap. Unlike Zn, which is
an essential biological trace element, Pb has no similar

Table 2 The magnitude of the trace-element contents (ppm)
of coal and coal ash

Coal Coal ash

Element Averagea Rangeb Averagec Ranged

Antimony 3.0 0.05–10 200?
Arsenic 5.0 0.5–80 500 100–500?
Barium 500 20–1000 300–900
Beryllium 3 0.1–15 45 1–10
Bismuth 5.5 20 2–50
Boron 75 5–400 600
Cadmium 1.3 0.1–3 5 5?
Chlorine 1000 50–2000
Chromium 10 0.5–60 100–400
Cobalt 5 0.5–30 300 300
Copper 15 0.5–50 20–200
Fluorine 20–500
Gallium 7 1–20 100 100?
Germanium 5 0.5–50 500 50–500
Lead 25 2–80 100 5–50?
Lithium 65 1–80
Manganese 50 5–300
Mercury 0.01 0.02–1 0.02–0.5?
Molybdenum 5 0.1–10 50 100–200
Nickel 15 0.5–50 700 50–800
Phosphorus 500 10–3000
Scandium 5 1–10 60
Selenium 3 0.2–1.4 60?
Silver 0.50 2 1–5
Strontium 500 15–500 80–170?
Thallium <0.2–1 1?
Thorium 0.5–10
Tin 1–10 16–200?
Titanium 500 10–2000
Uranium 1.0 0.5–10 400
Vanadium 25 2–100 100–1000
Zinc 50 5–300 100–1000?
Zirconium 5–200 100–500?

aFrom the US National Committee for Geochemistry, as cited in Valković (1983).
bSwaine (1990).
cMason (1958).
dKrauskopf (1955).
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function and is an important environmental hazard (Kesler,
1994). The processing of Pb and Zn concentrates is almost
totally by conventional pyrometallurgical smelting, but the
most abundant anthropogenic sources of Pb have been coal
combustion and gasoline additives (Kesler, 1994).

Nickel production from primary sources includes Ni sulfide
deposits located principally in Canada, Russia, Australia, and
South Africa and laterite deposits in New Caledonia, Indone-
sia, Colombia, Brazil, Cuba, and the Dominican Republic.
Russia is the top producer of Ni from the Norilsk–Talnakh Ni
sulfide deposits that are considered to be the largest in the
world. Canada, Indonesia, and Australia are the other impor-
tant Ni producers. Stainless steel and alloys account for more
than 80% of Ni consumption. Nickel sulfide deposits are as-
sociated with mafic and ultramafic complexes where pentland-
ite is the main mineral source of Ni. Pyrrhotite and
chalcopyrite are the other abundant sulfide minerals. Laterite
deposits are remnants of highly weathered mafic and ultra-
mafic rocks. Nickel is hosted by silicate minerals and Fe(III)
oxyhydroxides such as goethite.

11.5.2.3 Precious-Metal Deposits

The precious-metal group consists of gold, silver, and the
platinum-group elements (PGEs). The world’s leading pro-
ducer of Au is China, followed by Australia, the United States,
Russia, and South Africa forming nearly half of the total world
production figure of 2572 Mt in 2009. Most mining of Au is
done specifically for that metal rather than for a polymetallic
assemblage, and most Au is produced from auriferous quartz
veins also known as lode deposits. However, appreciable
amounts (i.e., !20%) of Au are recovered as a by-product
from the processing of base-metal ores, especially Cu deposits.
A characteristic feature of all types of deposits is that nearly all
of the Au occurs as the native metal, commonly with Ag in
solid solution. Another type of economically important Au
deposits is known as the refractory Au where Au occurs in
solid solution or as nanoparticulate form in arsenical pyrite
and/or arsenopyrite. Gold is recovered from such ores by the
destruction of the host sulfide through roasting, POX, or bac-
terial oxidation (BIOX) processes prior to cyanidation. Envi-
ronmental concerns related to roasting are the high-As
emissions and the disposal of the As2O3 that precipitates
from the condensed gases. The use of pressurized autoclaves
to oxidize the host sulfide minerals has increased to decrease
As emissions. Another environmental concern has been the use
of mercury to recover gold by amalgamation. This practice has
been largely discontinued because the effects of mercury poi-
soning are well known, but a legacy of pollution remains in
many areas, and amalgamation on a small scale is still prac-
ticed by artisan miners in countries such as Brazil, Guyana, and
Indonesia.

Gold in recent years has found increased markets in electri-
cal and electronic applications, but these account for <5% of
the annual consumption. About 90% of the annual production
is utilized for jewelry and arts purposes.

Peru, China, Mexico, and Chile are the largest producers of
silver, whose main usage is in photography, plating, jewelry,
and electronic and electrical applications. More than two-
thirds of the world’s production of silver in 2009 was obtained

as a by-product from smelting of base-metal ores including
those from copper–gold deposits. For example, the world’s
largest silver producer is the metamorphosed, stratabound
Cannington deposit in Australia. The deposit is of the Broken
Hill type and contains about 44 Mt grading 11.6% Pb, 4.4%
Zn, and 538 g t$1 Ag (Walters and Bailey, 1998). The domi-
nant sulfide assemblage is galena–sphalerite–pyrrhotite, and
the high-Ag content is related mainly to the presence of argen-
tiferous galena and freibergite [(Ag,Cu,Fe)12Sb4S13].

Mexico, one of the leading silver producers by country,
obtains about half of its output from mines in which silver is
the principal ore metal. Many of the mines are epithermal
fissure veins, and most host a polymetallic assemblage whose
exploitation is economically dependent on the high-Ag values.
Although acanthite [Ag2S] and native silver predominate in
some veins, in others, much of the Ag occurs in Ag sulfosalts
and as Ag substitutions in tetrahedrite [(Cu,Fe,Ag)12Sb4S13]
and other minerals.

The platinum-group metals consist of ruthenium, rhodium,
palladium, osmium, iridium, and platinum. Each of the metals
occurs naturally in its native form, and in economically ex-
ploitable deposits, the elements occur overwhelmingly as indi-
vidual platinum-group mineral (PGM) species. Mutual
substitution of the various PGEs is common, but substitutions
in other minerals, such as base-metal sulfides, typically occur
to only a limited extent. A comprehensive review of PGM and
PGE geochemistry is given in Cabri (2002).

The platinum-group metals are generally grouped with gold
and silver as precious-metal commodities, but the platinum-
group metals have little in common with the other precious
metals in terms of their primary geological host-rock associa-
tions. The world’s largest producer of platinum and rhodium is
South Africa, with most of the metal obtained from mines that
exploit thin (centimeters rather than meters), PGM-rich layers
(averaging <10 g t$1 PGE) in the Bushveld Complex, a layered
mafic intrusion that is also a principal source of chromium and
vanadium. Platinum and palladium account for all but a very
small percentage of the world’s PGE production. Whereas the
Bushveld Complex accounts for more than a quarter of the
world’s palladium production, more than double that amount
is obtained as a by-product from Cu–Ni mines in layered
intrusive complexes such as those at Sudbury, Canada, and
Norilsk–Talnakh, Russia; the latter is the world’s largest pri-
mary source of palladium. Braggite [(Pt,Pd)S], cooperite [PtS],
sperrylite [PtAs2], michenerite [PdBiTe], moncheite [PdTe2],
and Pt–Fe alloys are among the principal sources of PGE.

The principal consumption of PGE is as a catalyst, especially
the use of platinum, or the more favored palladium because of
its superior high-temperature performance, in catalytic con-
verters in motor vehicles. Among the diverse other chief uses
are electrical and electronic applications, jewelry, fabrication of
laboratory equipment, and dental repairs.

11.5.2.4 Uranium Deposits

Canada, Australia, and Kazakhstan are the world’s largest pro-
ducers of uranium. Together, they form about 63% of the
world’s uranium production. All Canadian production is
from rich deposits in the Athabasca Basin of Northern Sas-
katchewan; among those is the McArthur River mine, which
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has the world’s largest high-grade deposit, estimated at
152 000 t of U from ore grading, 15–18% U. These ‘uncon-
formity’-type Saskatchewan deposits, which are also the
principal deposit type for Australian uranium production,
contain mainly uraninite [UO2] with associated coffinite [U
(SiO4)1$x(OH)4x] and brannerite [(U,Ca,Y,Ce)(Ti,Fe)2O6]
(Plant et al., 1999). The chief uses of uranium are in nuclear
power plants and weaponry.

11.5.2.5 Diamond Deposits

The world’s annual production of natural diamonds, including
both the gemstone and industrial types, is about 159 million
carats (1 carat¼200 mg). Almost all is derived from kimberlite
or its weathered remnants, but Australian production is from the
Argyle mine at which the host rock is lamproite. Kimberlites are
olivine- and volatile-rich potassic ultrabasic rocks of variable
geological age that typically form near-vertical carrot-shaped
‘pipes’ intruded into Archean cratons. The volatile-rich compo-
nent is predominantly CO2 in the carbonate minerals calcite and
dolomite, and the texture is characteristically inequigranular,

with large grains (macrocrysts), usually of magnesian olivine
[Mg2SiO4], in a fine-grained, olivine-rich matrix.

Russia, Botswana, Congo, Australia, and Canada, in de-
creasing order, account for more than 80% of the carats
(both gemstone and industrial) produced in 2008. In terms
of gemstone carats, Botswana, Russia, and Canada account for
over 70% of the world production, whereas South Africa pro-
duction is ranked sixth and with less than 0.5% of the world
production, Australia is ranked eleventh.

11.5.2.6 Other Deposits

Table 3 summarizes the data on the principal sources and uses
of numerous other metals. The listing is not intended to be
comprehensive.

11.5.3 Sulfide Oxidation and the Generation
of Oxidation Products

A principal environmental concern associated with mining re-
sults from the oxidation of sulfide minerals within the waste

Table 3 Principal ‘mineral’ sources and usage of various metals

Principal ‘mineral’ sources Principal usage

Aluminum Gibbsite [Al(OH)3], böhmite [AlO(OH)] Transportation, packaging
Antimony Stibnite [Sb2S3], by-product from Pb sulfides Flame-retardant chemical, hardener for Pb in batteries
Arsenic By-product as As2O3 Wood preservatives
Beryllium Beryl [Be3Al2Si6O18] from pegmatite, bertrandite [Be4Si2O7(OH)2] from tuff Be–Cu alloys (telecommunications)
Bismuth By-product, mainly from galena Pharmaceuticals, chemicals
Cadmium By-product from sphalerite Batteries
Chromium Chromite [FeCr2O4] in mafic–ultramafic intrusions Stainless steel
Cobalt Laterites, Ni–Cu sulfide ores, linnaeite [Co2þCo2

3þS4] from
sedimentary-hosted Cu–Co deposits

Superalloys, alloys with steel

Gallium By-product from sphalerite GaAs in electronic devices
Germanium By-product from sphalerite Fiber-optic systems
Indium By-product from sphalerite Electronics, LCD screens
Iron Hematite [Fe2O3], goethite [FeOOH], magnetite [Fe2þFe2

3þO4] Iron and steel
Magnesium Brines, seawater, magnesite [MgCO3] Al alloys, die casting
Manganese Mn oxides, hydroxides Alloys with steel
Mercury Cinnabar [HgS] Electrolysis, batteries
Molybdenum Molybdenite [MoS2] from porphyry Mo and Cu deposits Alloys with iron, steel
Nickel Laterite, pentlandite [(Fe,Ni)9S8] in mafic–ultramafic intrusions Steel and nonferrous alloys
Niobium Pyrochlore [(Ca,Na)2Nb2O6(OH,F)] from carbonatites Alloys with steel, superalloys
Rare earths Bastnäsite-Ce [(Ce,La)(CO3)F] from carbonatites Chemical catalyst, automotive catalytic converters,

glass polishing, ceramics
Rhenium By-product from molybdenite Pt–Rh catalysts, superalloys
Scandium By-product Al alloys, halide lighting additive
Selenium By-product from Cu anode slimes Glass, metallurgical additive, electronics
Silicon Quartz [SiO2] Additive to steel
Strontium Celestine [SrSO4] Television faceplate glass, ceramics
Tantalum Tantalite–columbite [(Fe,Mn,Mg)Ta2O6-(Fe,Mn,Mg)Nb2O6] from pegmatites Electronic components
Tellurium By-product from refining Cu ores Steel and copper additive
Thallium By-product from Cu–Zn–Pb sulfide ores Semiconductor materials, electronics
Thorium Monazite [(REE,Th)PO4] by-product from heavy-mineral sands Refractory applications, catalyst
Tin Cassiterite [SnO2] in placers Plating on cans and containers, solder
Titanium Ilmenite [FeTiO3] from heavy-mineral sands TiO2 pigment
Tungsten Scheelite [CaWO4] from skarns, ferberite [Fe2þWO4] from veins Tungsten carbide
Vanadium Magnetite [Fe2þ(Fe3þ,V3þ)2O4] in mafic–ultramafic intrusions Steel additive
Yttrium By-product from bastnäsite REE production Phosphors
Zirconium Zircon [ZrSiO4] from heavy-mineral sands Refractory facings and bricks
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materials and mine workings and the transport and release of
oxidation products. The principal sulfide minerals in mine
wastes are pyrite and pyrrhotite, but others are susceptible to
oxidation, releasing elements such as Al, As, Cd, Co, Cu, Hg,
Ni, Pb, and Zn to the water flowing through the mine waste.

11.5.3.1 Sulfide-Mineral Oxidation

11.5.3.1.1 Pyrite oxidation
Pyrite is the most abundant sulfide mineral in Earth’s crust. It is
commonly associated with coal, base-metal, and gold deposits.
It is also commonly found elsewhere in crustal rocks unrelated
to mineral deposits. Pyrite oxidation and the factors affecting
the kinetics of oxidation (O2, Fe

3þ, temperature, pH, Eh, and
the presence or absence of microorganisms) have been the
focus of extensive study because of their importance in both
environmental remediation and mineral separation by flota-
tion (Brown and Jurinak, 1989; Buckley and Woods, 1987;
Evangelou and Zhang, 1995; Luther, 1987; McKibben and
Barnes, 1986; Moses et al., 1987; Nordstrom, 1982; Sasaki
et al., 1995; Wiersma and Rimstidt, 1984; Williamson and
Rimstidt, 1994). The reviews of pyrite oxidation and the forma-
tion of acid mine drainage (AMD) are given by Lowson (1982),
Evangelou (1995), Evangelou and Zhang (1995), Nordstrom
and Southam (1997), Nordstrom and Alpers (1999a),
Rimstidt and Vaughan (2003), and Rosso and Vaughan (2006).

The oxidation of pyrite can occur when the mineral surface
is exposed to an oxidant and water either in oxygenated or
anoxic systems, depending on the oxidant. The process is com-
plex and can involve chemical, biological, and electrochemical
reactions. The chemical oxidation of pyrite can follow a variety
of pathways involving surface interactions with dissolved O2,
Fe3þ, and other mineral catalysts (e.g., MnO2). The oxidation
of pyrite by atmospheric oxygen produces one mole of Fe2þ,
two moles of SO4

2$, and two moles of Hþ for every mole of
pyrite oxidized (Nordstrom, 1982):

FeS2 sð Þ þ 7

2
O2 þH2O! Fe2þ þ 2SO4

2$ þ 2Hþ [1]

The Fe(II) thus released may be oxidized to Fe(III):

Fe2þ þ 1

4
O2 þHþ ! Fe3þ þ 1

2
H2O [2]

Fe(III) oxyhydroxides such as ferrihydrite (nominally
5Fe2O3(9H2O) may precipitate:

Fe3þ þ 3H2O! FeðOHÞ3 þ 3Hþ [3]

where Fe(OH)3 is a surrogate for ferrihydrite. Adding eqns
[1]–[3] yields the overall reaction:

FeS2 sð Þ þ 15

4
O2 aqð Þ þ

7

2
H2O aqð Þ

! 2SO4
2$ þ FeðOHÞ3 sð Þ þ 4Hþ

aqð Þ [4]

This overall reaction results in the release of four moles of
Hþ for each mole of pyrite oxidized.

11.5.3.1.1.1 Chemical oxidation by Fe3þ and O2

Initially, pyrite oxidation involves the adsorption of O2 and
water to the partly protonated pyrite surface by bonding to
Fe2þ (Fornasiero et al., 1994). Various sulfide species and Fe

oxyhydroxide intermediate products can form on the pyrite
surface, depending on the pH. According to Todd et al.
(2003), in oxygenated aqueous solutions under acidic condi-
tions (pH<4), an Fe(III) hydroxysulfate is the main oxidation
product. As the pH is increased, an Fe(III) oxyhydroxide ap-
pears beside an Fe(III) hydroxysulfate, and under alkaline con-
ditions, goethite dominates the pyrite surfaces. Singer and
Stumm (1970) suggested that, under acidic conditions, the
major oxidant of pyrite is Fe3þ, whereas O2 becomes the pre-
dominant oxidant at circumneutral pH because of the dimin-
ished solubility of Fe3þ. Pyrite oxidation by Fe3þ at
circumneutral pH has also been observed (Brown and Jurinak,
1989; Evangelou and Zhang, 1995; Moses et al., 1987), but the
reaction cannot be sustained without the presence of dissolved
O2 to perpetuate the oxidation to Fe3þ. When O2 is the oxidant
under near-neutral pH conditions, one O atom in the sulfate is
derived from dissolved O2, with the remainder derived from
H2O. Under acidic conditions, all four O atoms in sulfate are
derived from H2O (Reedy et al., 1991). Although both Fe3þ

and oxygen can bind chemically to the surface, the more
rapid oxidation rates for Fe3þ compared to those for O2 are
due to a more efficient electron transfer for Fe3þ (Luther,
1987). A molecular orbital model proposed by Luther (1987)
is consistent with pyrite oxidation data obtained by McKibben
and Barnes (1986), Moses et al. (1987), and Wiersma and
Rimstidt (1984).

Rate data from the literature for the reaction of pyrite with
dissolved O2 were compiled by Williamson and Rimstidt
(1994) to produce a rate law that is applicable for more than
four orders of magnitude in O2 concentration and over a pH
range of 2–10:

R ¼ 10$8:19 )0:04ð Þ m
0:5 )0:04ð Þ
DO

m0:11 )0:01ð Þ
Hþ

[5]

where R is the rate of pyrite dissolution in units of mol m$2 s$1.
A series of batch and mixed flow reactor experiments were

performed at pH<3 to determine the effect of SO4
2$, Cl$, ionic

strength and dissolved O2 on the rate of pyrite oxidation by
Fe3þ. Of these, only dissolved O2 had any appreciable effect on
the rate of pyrite oxidation in the presence of Fe3þ. Williamson
and Rimstidt (1994) combined their experimental results
with kinetic data reported from the literature to formulate rate
laws that are applicable over a range spanning six orders of
magnitude in Fe3þ and Fe2þ concentrations and for a pH
range of 0.5–3.0 when fixed concentrations of dissolved O2

are present:

R ¼ 10$6:07 )0:57ð Þ m
0:93 )0:07ð Þ
Fe3þ

m0:40 )0:06ð Þ
Fe2þ

[6]

where R is the rate of pyrite dissolution in units of mol m$2 s$1.
A wide variation in empirical rate laws has been developed

to describe pyrite oxidation. The wideness of the range could
be due to several factors, among which are the differences in
sample preparation, different ratios of surface area to volume,
types of pyrite (e.g., low T, high T, framboidal, and massive),
and presence of impurities and substitutions in the pyrite or in
the solution. The activation energies determined for pyrite
oxidation range from 50 kJ mol$1 for pH 2–4 to 92 kJ mol$1

for pH 6–8, regardless of whether dissolved O2 or Fe(III) is used
as the oxidant (Nicholson, 1994; Wiersma and Rimstidt,
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1984). Table 4 provides a summary of the proposed rate
expressions for the dissolution of pyrite in solutions contain-
ing dissolved O2 and Fe(III). The activation energies are ob-
served to be higher for pH values in the range of 6–8 than in
the range from 2 to 4. Casey and Sposito (1991) suggested that
the proton adsorption/desorption reactions can contribute up
to 50 kJ mol$1 to the experimental activation energy of disso-
lution reactions for silicate minerals. The hydrogen ion activity
or pH, therefore, may play an important role in the observed
activation energy for the oxidation of sulfide minerals. Regard-
less, the high activation energies observed indicate that the
rate-limiting step in pyrite oxidation is related to electron
transfer at the pyrite surface.

Holmes and Crundwell (2000) studied the kinetics of pyrite
oxidation and reduction independently using electrochemical
techniques. The kinetics of the half reactions are related to the
overall dissolution reaction assuming no accumulation of
charge on the surface. This assumption was used to derive
expressions for the mixed potential and rate of dissolution,
which agreed with those obtained by McKibben and Barnes
(1986) and Williamson and Rimstidt (1994). The results
showed that the electrochemical reaction steps occurring at
the mineral–solution interface control the rate of dissolution.
As summarized by Rimstidt and Vaughan (2003), the steps are
(1) cathodic reaction transferring electrons from the pyrite
surface to the aqueous oxidant species, (2) electron transport
from the anodic to cathodic site, and (3) anodic reaction
involving H2O molecules interacting with S atoms to form a
sulfoxy species. Reactivity of pyrite can be influenced by subtle
changes in the composition of pyrite because of its semicon-
ductor nature (Rimstidt and Vaughan, 2003). In other words,
highly variable minor- and trace-element compositions of py-
rite including Au, As, Sb, Co, and Ni (Abraitis et al., 2004)
and the stoichiometric variability in terms of excess S or its
deficiency would influence the electrical properties of pyrite
and its reactivity.

Secondary Fe(III) oxyhydroxide coatings that develop at
neutral pH values can reduce the rate of pyrite oxidation by
limiting the transport of reactants to pyrite surfaces. According
to Huminicki and Rimstidt (2009), Fe(III) oxyhydroxide coat-
ings grow in two stages: the formation of Fe oxyhydroxide
colloids and their attachment to pyrite surfaces followed by
the interstitial precipitation of Fe oxyhydroxide material be-
tween the colloidal particles. Both stages play a role in limiting
the transport of oxidant to pyrite surfaces.

11.5.3.1.2 Pyrrhotite oxidation
Pyrrhotite is a common Fe sulfide mineral. Although there
have been numerous studies of the oxidation of pyrite, fewer
studies have focused on pyrrhotite oxidation (Buckley and
Woods, 1985; Janzen et al., 2000; Jones et al., 1992; Nicholson
and Scharer, 1994; Pratt et al., 1994a,b; Thomas et al., 1998).
The pyrrhotite structure is based on hexagonal close packing
but is disordered (i.e., NiAs-type structure), giving rise to non-
stoichiometric and stoichiometric compositions in which x in
the formula Fe1$xS can vary from 0.125 (Fe7S8) to 0 (FeS). The
Fe vacancies within the structure may be charge-compensated
by Fe3þ (Vaughan and Craig, 1978) or an approximation
thereof. Analyses of cleaved pyrrhotite surfaces under vacuum
showed Fe(III)–S interactions on the pyrrhotite surface (Pratt
et al., 1994a). The deficiency in Fe within the pyrrhotite struc-
ture can result in a symmetry that varies from monoclinic
(Fe7S8) to hexagonal (Fe11S12), with the composition progres-
sing to stoichiometric troilite (FeS). Orlova et al. (1988) exam-
ined the reaction rates for monoclinic and hexagonal pyrrhotite
and concluded that the hexagonal form was the more reactive.

The deficiency of Fe in the pyrrhotite structure may affect
the oxidation behavior. Nicholson and Scharer (1994) ob-
served a dependency of activation energy on pH; the energy
ranged from 52 to 58 kJ mol$1 at pH 2–4 and almost doubled
to 100 kJ mol$1 at circumneutral pH (i.e., 6). These values are
similar to activation energies noted for pyrite, suggesting a

Table 4 Summary of proposed rate expressions for the dissolution of pyrite in solutions containing dissolved oxygen and ferric ion

Source Rate expression: dissolved oxygen Rate expression: dissolved iron

Garrels and Thompson (1960)
rFeS2 ¼

k Fe3þ
h i

P
Fe½ +

Mathews and Robins (1972, 1974) rFeS2 ¼ k O2½ +0:81 rFeS2 ¼
k Fe3þ
h i

P
Fe½ + Hþ! "0:44

Lowson (1982) rFeS2 ¼
k Fe3þ
h i

Fe2$
h i

P
Fe½ +

McKibben and Barnes (1986) rFeS2 ¼ k O2½ +0:5 rFeS2 ¼
k Fe3þ
h i0:58

Hþ! "0:5

Williamson and Rimstidt (1994) rFeS2 ¼ k O2½ +0:5 Hþ! "$0:11
rFeS2 ¼

k Fe3þ
h i0:3

Fe2þ
h i0:47

Hþ! "0:32

Holmes and Crundwell (2000) rFeS2 ¼ k Hþ! "$0:18
O2½ +0:5 rFeS2 ¼ k Hþ! "$0:5

kFe3þ Fe3þ
h i

kFe2þ Fe2þ
h i

kFeS2 Hþ! "$0:5

0

@

1

A
0:5

Source: Holmes PR and Crundwell FK (2000) The kinetics of the oxidation of pyrite by ferric ions and dissolved oxygen: An electrochemical study. Geochimica et Cosmochimica

Acta 64: 263–274.

The Geochemistry of Acid Mine Drainage 139



chemical-controlled reaction. Orlova et al. (1988) observed a
range of activation energies for both monoclinic and hexago-
nal varieties ranging from 50 to 46 kJ mol$1, respectively. It
was argued that the lower activation energy was a function of
the hexagonal crystal structure. Janzen et al. (2000), however,
did not observe consistent trends between activation energy
and crystal structure.

11.5.3.1.2.1 Chemical oxidation by O2 and Fe3þ

Pyrrhotite dissolution can proceed through oxidative or non-
oxidative reactions. Oxidative dissolution can be at least 103

times slower than nonoxidative reactions (Thomas et al.,
1998). Dissolved O2 and Fe3þ can be important oxidants of
pyrrhotite. When oxygen is the primary oxidant, the overall
reaction may be written as

Fe1$xSþ 2$ 1

2
x

0

@

1

AO2 þ xH2O

) 1$ xð ÞFe2þ þ SO4
2$ þ 2xHþ [7]

The production of protons is linked to the mineral stoichi-
ometry. Up to one-quarter mole of the protons produced are
derived from the oxidation of one mole of the Fe-deficient
form (x¼0.125), whereas no protons are produced from the
stoichiometric form, which is troilite (x¼0). The release of
protons can also result from the oxidation of the dissolved
Fe, resulting from the precipitation of ferric hydroxide:

Fe2þ þ 1

4
O2 þ

5

2
H2O) Fe OHð Þ3 Sð Þ þ 2Hþ [8]

In other circumstances, the oxidation reactions may not pro-
ceed to completion. Partial oxidation may result in only a small
proportion of the S being transformed to sulfate, with the re-
mainder accumulating as reduced sulfur species (polysulfides
and elemental sulfur) at themineral surface (Janzen et al., 2000):

Fe1$xS Sð Þ þ
1$ x

2

0

@

1

AO2 þ 2 1$ xð ÞHþ

) 1$ xð ÞFe2þ þ Sn<0
x þ 1$ xð ÞH2O [9]

The rates of oxidation of both pyrite and pyrrhotite at 25 "C
and the standard atmospheric oxygen indicate that pyrrhotite
can react 20–100 times faster than pyrite. During oxidation of a
particle of pyrrhotite, Fe diffuses to the exposed surface,
thereby creating a S-enriched inner zone that contains
disulfide- and polysulfide-like species (Mycroft et al., 1995).

11.5.3.1.2.2 Nonoxidative mechanism
Nonoxidative dissolution of pyrrhotite occurs in acidic solu-
tions when predominant S2$ surface species are exposed. The
reaction occurs as

FeSþ 2Hþ ) Fe2þ þH2S [10]

Jones et al. (1992) observed restructuring of sulfur-rich
pyrrhotite surfaces in deoxygenated acid, resulting in the de-
velopment of a surface dominated by a discontinuous layer of
a tetragonal intermediate Fe2S3 structure. Janzen et al. (2000)
showed a significant release of Fe2þ from pyrrhotite in acidic
solutions in which oxygen was not present. Although Fe2þ

concentrations increased linearly with time, sulfate values
remained unchanged, with sulfur from pyrrhotite dissolution

remaining in a reduced state (S2$). Thomas et al. (1998, 2001)
proposed a dissolution mechanism that allows two distinct
pathways: (1) Fe leaves the surface, with no additional elec-
trons released from the structure, and (2) after a critical accu-
mulation of charge, the reduction of polysulfide to sulfide
occurs, resulting in the release of negative charge from the
surface in the form of HS$. The significant feature of this
process is the delay between the release of Fe2þ and HS$.

11.5.3.1.3 Oxidation of other metal sulfides
11.5.3.1.3.1 Sphalerite
The oxidation of sphalerite is dependent on a number of factors,
among which are the concentration of oxidants, such as dis-
solved O2 or Fe(III) in the solution, the temperature, and the pH
(Bobeck and Su, 1985; Crundwell, 1988; Olanipekun, 1999;
Perez and Dutrizac, 1991; Rimstidt et al., 1994). For sphalerite,
Vaughan and Craig (1978) reported a solubility product of
Ksp¼1,10$20.6 at 25 "C in water. Other researchers have
reported similar values (Daskalakis and Helz, 1993).

For sphalerite in dilute Fe(III) solutions, Rimstidt et al.
(1994) obtained a dissolution rate of 7.0,10$8 mol m$2 s$1

with a corresponding activation energy of 27 kJ mol$1 over a
range of 25–60 "C. The concentration of Fe(III) used was
10$3 M, which is similar to dissolved Fe concentrations
(2–9,10$3 M) typically observed in acidic mine waters (Lin,
1997). The overall oxidation reaction for pure sphalerite, as-
suming that all sulfur is oxidized to sulfate, is

ZnSþ 4H2O) Zn2þþ SO4
2$þ 8Hþ [11]

The x-ray photoelectron spectroscopy (XPS) examination of
oxidized sphalerite showed the development of a surface layer
of metal-deficient sulfide (Buckley et al., 1989) whose forma-
tion in acid solution is described by

ZnS) Zn1$xSþ xZn2þ þ 2xe$ [12]

Weisener et al. (2003, 2004) observed increased rates of
oxidation and increased acid consumption as a function of the
amount of solid-solution Fe in sphalerite [(Zn,Fe)S]. Apparent
activation energies of 21–28 kJ mol$1 obtained at 25–85 "C
are similar to the values reported by Rimstidt et al. (1994).
Weisener et al. (2003, 2004) suggested that the production of
polysulfide species results in a lower diffusion gradient at the
mineral surface, thus leading to lower reactivity with potential
oxidants and to diffusion-limited release of Zn and Fe from the
bulk mineral. Elemental sulfur was not observed to limit the
reactivity of the mineral surface. The accumulation of polysul-
fides and S0 on the sphalerite surface under oxygenated condi-
tions can affect the acid-neutralization capacity because the
polysulfides and S0 consume acid when pH is<3. The resulting
formation of a S-enriched surface slows the subsequent rate of
dissolution of sphalerite in the absence of bacteria. Under
these conditions, S0 does not passivate the surface (Weisener,
2002). Moncur et al. (2009) showed that the stability of sphal-
erite in tailings impoundments is generally greater than that of
pyrrhotite but less than that of pyrite.

11.5.3.1.3.2 Galena and chalcopyrite
Galena and chalcopyrite are commonly associated with acid-
generating minerals, such as pyrite and pyrrhotite. Acid ferric
sulfate solutions, generated through the oxidation of Fe
sulfides, can enhance the oxidation of Pb- and Cu-bearing
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sulfide minerals. The oxidation of galena has been studied by
Buckley and Woods (1984a), Tossell and Vaughan (1987),
Fornasiero et al. (1994), Kim et al. (1995), Prestidge et al.
(1995), Basilio et al. (1996), Kartio et al. (1996, 1998),
Chernyshova and Andreev (1997), Jennings et al. (2000),
Nowak and Laajalehto (2000), Shapter et al. (2000), and
others. The XPS studies showed that S0 formed when galena
was oxidized in a hydrogen peroxide solution and that metal-
deficient surfaces resulted from oxidation by dilute acetic acid
solutions (Buckley and Woods, 1984a). In natural oxygenated
environments, galena will weather to anglesite, which is
weakly soluble below pH 6 (Lin, 1997; Shapter et al., 2000):

PbS sð Þ þ 2O2 aqð Þ ) Pb2þ
aqð Þ þ SO4

2$
aqð Þ [13]

Pb2þ
aqð Þ þ SO4

2$
aqð Þ ) PbSO4 sð Þ [14]

Galena may also be oxidized by Fe(III) under acidic condi-
tions (Rimstidt et al., 1994):

PbSþ 8Fe3þ þ 4H2O) 8Hþ þ SO4
2$ þ Pb2þ þ 8Fe2þ [15]

The oxidation of galena in air may result in the formation of
lead hydroxide and lead oxide (Buckley and Woods, 1984a;
Evans and Raftery, 1982; Laajalehto et al., 1993). The oxidation
in aqueous solutions may lead to the formation of lead oxides
and lead sulfate surface products (Fornasiero et al., 1994; Kartio
et al., 1996; Kim et al., 1995; Nowak and Laajalehto, 2000). In
the absence of oxygen, both Pb and sulfide ions are released to
the solution in the form of free Pb ions and hydrogen sulfide
(Fornasiero et al., 1994). Jennings et al. (2000) showed that
galena was not acid-generating when exposed to accelerated
oxidation using hydrogen peroxide. This reaction resulted in
the accumulation of anglesite on the mineral surface.

An XPS study by Buckley and Woods (1984b) showed that
freshly fractured chalcopyrite surfaces exposed to air formed a
ferric oxyhydroxide overlayer with a Fe-deficient region com-
posed of CuS2. Acid-treated surfaces of fractured chalcopyrite
showed an increase in the thickness of the CuS2 layer and the
presence of elemental sulfur. Hackl et al. (1995) suggested that
dissolution of chalcopyrite is passivated by a thin (<1 mm) Cu-
rich surface layer, which forms as a result of solid-state changes.
The passivating surface layer consists of Cu polysulfide, CuSn,
where n-2. Hackl et al. (1995) described the dissolution
kinetics as a mixed diffusion and chemical reaction whose
rate is controlled by the rate at which the Cu polysulfide is
leached. The oxidation of chalcopyrite in the presence of ferric
ions under acidic conditions can be expressed as

CuFeS2 þ 4Fe3þ ) 5Fe2þ þ Cu2þ þ 2S0 [16]

Hiroyoshi et al. (1997) monitored the oxygen consumption,
sulfur formation, total Fe, and Fe(II) concentrations at different
pH levels during the oxidation of chalcopyrite. On the basis of
the reaction products formed, it was concluded that ferrous ions
catalyzed the oxidation by dissolved oxygen in acidic media:

CuFeS2 þ 4Hþ þO2 ) Cu2þ þ Fe2þ þ 2S0 þ 2H2O [17]

This conclusion agrees with the observation and interpreta-
tionsmade from testingmonomineralic chalcopyrite with perox-
ide solution; acid productionwas not observed. Chalcopyrite can
be acid-consuming via the production of S0 (Smart et al., 2000).

The dissolution of chalcopyrite also can be influenced stron-
gly by galvanic effects. The presence of pyrite or molybdenite

in association with chalcopyrite can cause accelerated rates of
chalcopyrite dissolution (Dutrizac and MacDonald, 1973),
whereas the presence of Fe-rich sphalerite and galena can slow
the dissolution.

11.5.3.1.3.3 Mercury sulfides
Cinnabar [HgS], the principal ore of mercury, is the most
thermodynamically stable form at low temperature (Barnett
et al., 2001; Benoit et al., 1999). The presence of trace impuri-
ties, such as Zn, Se, and Fe, can impede the conversion of
metacinnabar, which is the high-temperature form, to cinna-
bar. The trace impurities decrease the inversion temperature
and thus retard the conversion (Barnett et al., 1997). Therefore,
in some environments, the availability of impurities will favor
the in situ formation of metacinnabar over cinnabar. The
formation of HgS is favored under reducing conditions, in
part, because of the high affinity of Hg compounds for S.
Cinnabar is kinetically resistant to oxidation and can remain
in the soil and tailings impoundments even under oxidizing
conditions (Barnett et al., 1997). Although little has been
published on its oxidation rates in soils, the observed persis-
tence of HgS in soils at mine sites suggests that its weathering is
slow under typical oxidative environments (Barnett et al.,
1997; Gray et al., 2000).

11.5.3.1.4 Oxidation of arsenic sulfides
The oxidation of arsenopyrite [FeAsS] releases both S and As.
Buckley and Walker (1988) studied the oxidation of arsenopy-
rite in alkaline and in acidic aqueous solutions. In air, the
mineral reacted rapidly, and the oxidation of As to As(III) was
more rapid than the oxidation of Fe on the same surface. Only
a small amount of sulfur oxidation occurred. Under acidic
conditions, the mineral formed S-rich surfaces.

Nesbitt et al. (1995) conducted a detailed study of the oxi-
dation of arsenopyrite in oxygenated solutions. Arsenic and S
were observed to exist in multiple oxidation states near the
pristine surface. After reaction with air-saturated distilled water,
Fe(III) oxyhydroxides formed the dominant Fe surface species,
and As(V), As(III), and As(I) were as abundant as As($I) surface
species. An appreciable amount of sulfate was observed on the
mineral surface. Arsenic was more readily oxidized than S, and
similar rates of the oxidation of As($I) and Fe(II)þ surface
species were observed. Nesbitt et al. (1995) concluded that
continued diffusion of As to the surface under these conditions
can produce large amounts of As3þ and As5þ, promoting rapid
selective leaching of arsenites and arsenates. According to
Walker et al. (2006), arsenite forms 60% of the total arsenic
releases, while the remainder is made of arsenate and that the
molar proportion of arsenic to sulfur is approximately 1:1,
suggesting that the dissolution is congruent. Arsenopyrite oxi-
dation involves the following reactions yielding H2AsO4

2$ and
HAsO4

$ ions in equal proportions (Walker et al., 2006):

4FeAsSþ 11O2 þ 6H2O) 4Fe2þ þ 4H3AsO3

þ 4SO4
2$ [18]

2H3AsO3 þO2 ¼ 2HAsO4
2$ þ 4Hþ [19]

2H3AsO3 þO2 ¼ 2H2AsO4
$ þ 2Hþ [20]

Further acidity is produced with the oxidation of dissolved
Fe and its precipitation as a ferric hydroxide as described earlier
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for pyrite. Overall, oxidation of one mole of arsenopyrite
would result in the formation of 3.5 protons.

Rimstidt et al. (1994) measured the rate of reaction of
arsenopyrite under conditions typical of AMD environments.
Arsenopyrite was observed to be more reactive than pyrite,
chalcopyrite, galena, and sphalerite. Oxidation of arsenopyrite
led to the formation of scorodite on the surface. The activation
energies for arsenopyrite oxidation varied from 18 kJ mol$1 at
0–25 "C to a slightly negative Ea of 6 kJ mol$1 at 25–60 "C.
Rimstidt et al. (1994) attributed the negative activation ener-
gies to competition between the dominant reactions that occur
at all temperatures and the less vigorous side reactions that
contribute to rate-limiting behavior at higher temperatures.
Oxidation of arsenopyrite in acidic media is faster than in air,
in water, or in alkaline solutions (Corkhill and Vaughan, 2009).

Oxidation of arsenopyrite by dissolved oxygen at 25 "C and
circumneutral pH (6–7) indicates that the rate of arsenopyrite
oxidation is essentially independent of dissolved oxygen and
that oxidative dissolution is congruent with respect to As and S
(Walker et al., 2006). McKibben et al. (2008) determined the
rate of arsenopyrite oxidation to be four orders of magnitude
faster than that of Walker et al. (2006). The reason for this
discrepancy is due to the use of As release rate by Walker et al.
(2006) as opposed to the use of Fe release rate by McKibben
et al. (2008) as representing the oxidative dissolution of arse-
nopyrite. McKibben et al. (2008) indicated the incongruency
of arsenopyrite dissolution in acidic solutions. Incongruent
dissolution also was evident from the surface characterization
studies of Nesbitt et al. (1995) and Nesbitt and Muir (1998),
indicating preferential enrichment of As in the oxidized sur-
faces of arsenopyrite. In other words, As and S releases from the
surfaces of arsenopyrite were much slower than the release of
Fe; therefore, the rates of As release from arsenopyrite would
not represent the oxidative dissolution of arsenopyrite. Similar
to pyrite, arsenopyrite oxidation is a three-step electrochemical
process involving cathodic reaction, electron transport, and
anodic reaction (Corkhill and Vaughan, 2009).

An investigation of the surface composition and the
chemical state of three naturally weathered arsenopyrite sam-
ples exposed for periods ranging from 14 days to 25 years
showed that the arsenopyrite surface has an effective passivat-
ing layer that protects the mineral from further oxidation
(Nesbitt and Muir, 1998). The same samples were then reacted
with mine-waste waters, which caused extensive leaching of the
arsenopyrite surface below the oxidized overlayers. The acidic
nature of the solution caused dissolution of the previously
accumulated ferric arsenite and arsenate salts. In mine tailings,
Paktunc et al. (2004) reported that arsenopyrite grains are
often surrounded by secondary minerals, such as scorodite,
arseniosiderite, and goethite and suggested that the relict arse-
nopyrite would be protected from further oxidative dissolution
by the rims limiting the reaction to diffusion of reactants and
products. Furthermore, As releases would be controlled by the
solubility and stability of the secondary products. Similar
occurrences of relict arsenopyrite enveloped by secondary
products were reported by Salzsauler et al. (2005) and
Moncur et al. (2009).

Pyrite can contain significant amounts of arsenic. Concen-
trations of up to 10 wt% (Fleet et al., 1993), 19 wt% (Reich
et al., 2005), and 12 wt% (Paktunc et al., 2006) have been
reported to occur in association with gold deposits. Micro x-ray

absorption fine structure (XAFS) spectra collected from a range
of arsenical pyrite grains having different morphologies and
arsenic concentrations from 0.03 to 4.4 wt% are characterized
by the dominant edge aligned with As1$ valence state similar to
that of arsenopyrite and that of As substitutes for S in the struc-
ture (Paktunc, 2008). Based on XAFS results, it appears that As
occurs in clusters within the pyrite structure (Paktunc, 2008;
Savage et al., 2000), and such clustering of As atoms in the
structure causes about 2.6% expansion of the unit cell, making
pyrite more susceptible to oxidative dissolution (Savage et al.,
2000). Arsenic substitutes for S in the pyrite structure forming
As–S dianion groups and the presence of arsenic in pyrite would
make it more reactive and accelerate its dissolution (Abraitis
et al., 2004; Blanchard et al., 2007).

Oxidation of arsenic sulfides including orpiment and realgar
produces arsenite as the dominant arsenic species and several
intermediate sulfur species (Lengke and Tempel, 2003). Oxida-
tion rates increase with pH, dissolved oxygen concentrations,
and temperature. In comparison with pyrite, oxidation rates of
orpiment and realgar are lower at pH 2.5–9, whereas those of
amorphous arsenic sulfides are higher at neutral to alkaline pH
(Lengke and Tempel, 2003). Under acidic conditions, arseno-
pyrite oxidizes four to five orders of magnitude faster than
orpiment and realgar and three to four orders of magnitude
faster than arsenical pyrite (McKibben et al., 2008).

11.5.3.2 Bacteria and Sulfide-Mineral Oxidation

11.5.3.2.1 Mechanisms of sulfide-mineral dissolution
and the role of microorganisms
The mechanism(s) by which acidophilic microorganisms
catalyze the dissolution of sulfide minerals has/have long been
the subject of conjecture and debate. Much of the current con-
sensus on this issue, described in the succeeding texts, comes
from the insights provided by research groups headed by Wolf-
gang Sand and Helmut Tributsch over the past 10 years or so.

Sulfide minerals can be divided into those, such as sphal-
erite (ZnS) and chalcocite (Cu2S), that are acid-soluble and
those, such as pyrite (FeS2) and tungstenite (WS2), that are
acid-insoluble. As their name suggests, the first of these are
susceptible to acid dissolution by bacteria such as Acidithioba-
cillus thiooxidans that oxidize elemental sulfur and reduced
inorganic sulfur compounds (RISCs) to sulfuric acid. In con-
trast, acid-insoluble sulfide minerals are stable in dilute solu-
tions of sulfuric acid but are subject to oxidative dissolution. In
acidic liquors, ferric iron is a more important oxidant of sulfide
minerals than molecular oxygen, and therefore, bacteria, such
as Leptospirillum spp., that oxidize ferrous iron to ferric assume
the primary role in sulfide-mineral destruction. Even with acid-
soluble sulfides, rates of mineral dissolution in acidic media
are greatly accelerated when ferric iron is available (Table 6).

Two different mechanisms (the ‘thiosulfate’ and ‘polysulfide’
mechanisms) have been proposed for the biologically acceler-
ated dissolution of sulfide minerals in acidic environments
(Schippers and Sand, 1999; Figure 1). Acid dissolution of sus-
ceptible sulfide minerals is initiated by the mineral being
attacked by protons (hydronium ions), releasing the metal com-
ponent and generating hydrogen sulfide (eqn [21]):

MSþ 2H3O
þ ! M2þ þH2Sþ 2H2O [21]
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The hydrogen sulfide formed is oxidized, by acidophilic
microorganisms, to sulfuric acid, allowing the process to con-
tinue (eqn [22]):

H2Sþ 2O2 þ 2H2O! 2H3O
þ þ SO4

2$ [22]

Acid-soluble sulfides may also be attacked by ferric iron
(eqn [23]), in which case, the first free sulfur compound is
thought to be an unstable sulfide cation (H2S

þ) that first di-
merizes (to H2S2) and then oxidizes via various polysulfides
(from which the mechanism derives its name) to elemental
sulfur (eqn [24]), which is also oxidized by some acidophilic
bacteria and archaea to sulfuric acid (eqn [25]), allowing the
cycle of acid dissolution of the sulfide minerals to continue
(eqn [21]):

MSn þ Fe3þ þH3O
þ ! M2þ þ 0:5H2Sn þ Fe2þ þH2O [23]

0:5H2Sn þ Fe3þ þH2O! 0:125S8 þ Fe2þ þH3O
þ [24]

0:125S8 þ 1:5O2 þ 3H2O! 2H3O
þ þ SO4

2$ [25]

In acidic solutions, acid-insoluble minerals are oxidized by
soluble ferric iron (eqn [26]), with a total of six successive one-
electron transfer steps required to break the sulfur–metal
bonds in minerals such as pyrite:

FeS2 þ 6Fe3þ þ 9H2O! 7Fe2þ þ S2O3
2$ þ 6H3O

þ [26]

Since the initial sulfur product released from the degrading
mineral is thiosulfate, this form of oxidative sulfide-mineral
dissolution has been described as the ‘thiosulfate mechanism’
(Rohwerder et al., 2003). Thiosulfate is unstable in acidic

solutions (more so when ferric iron is present) and oxidizes
via tetrathionate and other sulfur oxyanions, ultimately to
sulfate (eqn [27]):

S2O3
2$ þ 2O2 þ 3H2O! 2H3O

þ þ 2SO4
2$ [27]

Many acidophilic bacteria have been shown to attach to,
and to form biofilms on, sulfide minerals (Rohwerder et al.,
2003). The attachment may be (semi-)permanent and specific
to certain sulfide minerals, though different species of acido-
philes, and even strains within a species, have been shown to
display significant differences in how rapidly and permanently
they attach to mineral (pyrite, schwertmannite, and glass)
surfaces (Ghauri et al., 2007). How acidophilic bacteria attach
to sulfide-mineral surfaces is now quite well understood. In the
case of Acidithiobacillus ferrooxidans, an acidophile that can
oxidize both ferrous iron and reduced sulfur, ferric iron is
complexed by two uronic acid residues in the bacterial glyco-
calyx, and the resulting net positive charge facilitates attach-
ment to the negatively charged pyrite (Rohwerder et al., 2003).
Once attached, further production of exopolymeric substances
(EPS) by the bacteria enhances the development of biofilms on
the mineral surfaces, within which conditions (pH, dissolved
oxygen concentrations) may differ from the bulk solution
phase and be more conducive for mineral dissolution. The
biofilm formation and mineral attack by Leptospirillum ferroox-
idans, an iron-oxidizing acidophile that is unable to oxidize
reduced sulfur, appear to be different to that of At. ferrooxidans.
When it is grown on pyrite, the EPS produced by L. ferrooxidans
is dotted with small particles, which Tributsch and Rojas-
Chapana (2007) identified as colloidal, microcrystalline pyrite.
The oxidation of these microscopic grains appears to support
the growth of biofilm communities of L. ferrooxidans. The pitting
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Figure 1 Oxidation pathways for acid-soluble and acid-insoluble sulfide minerals.

The Geochemistry of Acid Mine Drainage 143

Figure&nbsp;1


caused by this process can develop into deep holes within sulfide
minerals, a process described as ‘electrochemical machining.’
Colloidal sulfur was detected in the EPS of At. ferrooxidans at-
tached to pyrite, and Tributsch and Rojas-Chanapa (2007) pro-
vided evidence for the role of thiol groups (e.g., in cysteine)
being involved in the breakup of interfacial chemical complexes
by At. ferrooxidans.

However, it has long been recognized that physical contact
between bacteria and sulfide minerals is not a prerequisite for
accelerated dissolution of the latter to occur. Historically, two
scenarios were described to account for mineral dissolution
catalyzed by either bacteria that were attached to sulfide min-
erals (the ‘direct’ mechanism) or planktonic-phase cells that
generate the oxidant (ferric iron) in the solution, which subse-
quently diffuses and oxidizes the mineral (the ‘indirect’ mech-
anism). It is now recognized that ferric iron mediates oxidative
dissolution of acid-insoluble sulfide minerals in both scenar-
ios. Ferric iron is tightly associated with the glycocalyx of
attached cells and is recycled with biofilms of iron-oxidizing
acidophiles. The terms ‘contact’ and ‘noncontact’ leaching,
proposed by Hallberg and Johnson (2001), are now used
widely to describe that which is mediated by attached and
free-swimming bacteria and archaea, respectively.

One consequence of mineral dissolution being possible by
noncontact leaching is that, while the hydronium ions and
ferric iron necessary for leaching may be generated in situ,
they can also originate from an external location, which may
be distant from the minerals themselves. For example, acidic
ferric iron-rich solutions formed in the aerated surface zones of
tailings lagoons can percolate to lower anoxic zones and cause
oxidative dissolution of pyrite and other potentially reactive
minerals, which are often considered to be secure when stored
in oxygen-free environments. However, although oxidation of
pyrite by ferric iron can occur in anoxic environments (eqn
[28], which is valid for both aerobic and anoxic environments,

as oxygen is not involved), regeneration of ferric iron is an
oxygen-requiring reaction (eqn [28]):

Fe2þ þ 0:25O2 þH3O
þ ! Fe3þ þ 1:5H2O [28]

Given the different roles of acidophilic bacteria and archaea
in the dissolution of sulfide minerals, a division of different
physiological groups based on their roles has been proposed
(Johnson, 2010). The primary mineral degraders are those
autotrophic, mixotrophic, and heterotrophic species that
catalyze the oxidation of ferrous iron to ferric iron (Section
11.5.3.2.2), thereby generating the oxidant that initiates the
breakdown of pyrite and most other metal sulfides. Secondary
acidophiles are sulfur-oxidizing bacteria and archaea. The sul-
furic acid that they generate maintains conditions that favor
the activities of other acidophiles, and extreme acidity (pH
<2.5) causes ferric iron to remain in the solution. Lastly,
tertiary acidophiles are those obligate and facultative hetero-
trophic bacteria and archaea that degrade organic carbon,
some of which inhibit the growth of some iron and sulfur
oxidizers. Most acidic mineral-oxidizing environments, includ-
ing biomining sites and those involved in the genesis of mine-
impacted waters, are colonized by microbial consortia com-
prising different species of all three of these groups (Rawlings
and Johnson, 2007). A schematic representation of the roles of
primary, secondary, and tertiary acidophiles in the dissolution
of pyrite is shown in Figure 2.

11.5.3.2.2 Biodiversity of iron- and sulfur-oxidizing
acidophilic microorganisms
Mine-impacted waters can be colonized by a wide diversity of
microorganisms. Eukaryotic life-forms observed in, and some-
times isolated from, mine-impacted waters include species of
acidophilic and acid-tolerant microalgae, fungi and yeasts,
protozoa, and some multicellular animals such as rotifers
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Figure 2 Microbial consortium involved in the oxidative dissolution of pyrite. Iron-oxidizing autotrophs constitute the primary mineral degraders, the
secondary sulfuric acid-generating bacteria, the secondary-level subgroup, and the dissolved organic carbon (DOC)-degrading acidophiles, the tertiary-
level subgroup. Reproduced with permission from Johnson DB (2010) The biogeochemistry of biomining. In: Barton L and Mandl M (eds.)
Geomicrobiology: Molecular and Environmental Perspective, pp. 401–426. Dordrecht: Springer.
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(Johnson, 2007). However, prokaryotic microorganisms
(archaea and particularly bacteria) are found in greater num-
bers of individuals and of species than eukaryotes, and these
have been the focus of a large body of applied and fundamen-
tal research.

Bacteria with contrasting physiological characteristics can
thrive in mine-impacted waters. These species differ in their
requirements for oxygen (obligate aerobes, and facultative and
obligate anaerobes), methods of carbon assimilation (obligate
and facultative autotrophs, and heterotrophs), and the nature
of their electron donors (organic or inorganic). The common
characteristic of all prokaryotes that are active in acidic mine
waters is that they are metabolically active in low-pH environ-
ments, which are highly toxic to most other life-forms. Acido-
philes can be divided into three groups, depending on their pH
for optima for growth. Extreme acidophiles grow best at
pH<3, moderate acidophiles at pH 3–5, while acid-tolerant
species have pH optima at above pH 5 but are able to grow at
pH 3. Additional stress factors, such as elevated osmotic po-
tentials and metal concentrations in mine-impacted waters,
further restrict their indigenous biodiversities. Acidophiles
also vary in their response to temperature. Thermophilic spe-
cies include those that grow optimally at 40–60 "C (moderate
thermophiles) or at 60–80 "C (extreme thermophiles), while
thermotolerant acidophiles grow optimally at <40 "C but can
also grow at >45 "C. Most acidophiles are mesophilic (grow-
ing between about 15 and 40 "C), while a subgroup of these
that have been less studied (psychrotolerant species) can grow
at <5 "C. Given the temperatures of the majority of mine-
impacted waters, mesophilic and psychrotolerant species
might be anticipated to be abundant in many of these envi-
ronments, though there are notable exceptions, such as within
the former Richmond Mine at Iron Mountain, California
(Nordstrom et al., 2000).

The main protagonists involved in the formation of acidic
mine waters, for reasons described in Section 11.5.3.2.1, are

acidophilic bacteria and archaea that can catalyze the dissimi-
latory oxidation of ferrous iron or reduced forms of sulfur
(Table 5). Other prokaryotes (and sometimes even the same
species, under different environmental conditions) can, how-
ever, catalyze the dissimilatory reduction of ferric iron or ele-
mental sulfur (or sulfur oxyanions) and thereby allow the
cycling of these elements, which are among the most abundant
of all in mine-impacted waters, at mine water/sediment in-
terfaces (Johnson and Hallberg, 2009a,b; Johnson et al., 2012).

Acidophilic bacteria and archaea that oxidize iron. Some bac-
teria and archaea can catalyze the dissimilatory oxidation of
ferrous iron but appear not to also oxidize reduced sulfur. The
most widely studied of these are Leptospirillum spp., a species of
the deep-branching Nitrospira phylum. These are obligately
acidophilic and autotrophic bacteria that are well known for
their key roles in biomining operations and in the formation of
acid rock drainage. Three species of Leptospirillum have been
validated, but the sole strain of one of these (Leptospirillum
thermoferrooxidans) has been lost. L. ferrooxidans and Lepto-
spirillum ferriphilum can coexist in mine-impacted waters,
though the higher temperature for growth of most strains of
the latter means that they are less commonly encountered in
most mine waters. A third species, Leptospirillum ferro-
diazotrophum awaits validation, though it appears to have
many similar traits to L. ferrooxidans. Leptospirillum spp. generally
grow more slowly than iron-oxidizing Acidithiobacillus spp.,
though their tolerance to ferric iron and affinity for ferrous
iron tend to be significantly greater. In terms of mine water
microbiology, these differences often result in Acidithiobacillus
spp. being the numerically dominant iron oxidizers in freshly
discharged, ferrous iron-rich waters, and Leptospirillum becom-
ing increasingly significant downstream as ferrous iron concen-
trations fall and those of soluble ferric iron increase.

Two other iron-oxidizing species of bacteria that do not
oxidize sulfur are known to be important in mine waters.
One of these has been described recently (and also awaits

Table 5 Characteristics of iron- and sulfur-oxidizing prokaryotes that have been found in mine-impacted waters

Oxidation of
Fe2þ S

Carbon assimilationa pH range (approx.) T-response Other traits

Acidiferrobacter thiooxydans þ þ A 1.2 to >3 T Reduction of Fe3þ

Acidimicrobium ferrooxidans þ $ A/H 1.3 to >3 T Reduction of Fe3þ

Acidiphilium acidophilum $ þ A/H 1.5 to 6.5 M Reduction of Fe3þ

Acidithiobacillus caldus $ þ A 1 to 4 T
Acidithiobacillus ferrivorans þ þ A 1.9 to >3 P Reduction of Fe3þ

Acidithiobacillus ferrooxidans þ þ A 1.3 to >3 M Reduction of Fe3þ

Acidithiobacillus thiooxidans $ þ A 0.5 to 5.5 M Some strains are
halotolerant

Ferrimicrobium acidiphilum þ _ H 1.4 to >3 M Reduction of Fe3þ

Ferroplasma spp. þ – H 0.8 to >2 T Reduction of Fe3þ

Ferrovum myxofaciens þ – A 2 to >4 P Copious production of
exopolymeric substances

L. ferrooxidans þ – A 1.3 to >2 M
L. ferriphilum þ – A 0.8 to >2 T
Sulfobacillus spp. þ þ A/H 1 to >3 T Reduction of Fe3þ

Thiobacillus prosperus þ þ A 1 to 4.5 M Halophilic
Thiomonas spp. $ þ A/H 3 to 8 M

(T, one species)
Some species oxidize As(III)

aCarbon assimilation: A¼ autotroph, H¼heterotroph; T-response: P¼psychrotolerant, M¼mesophilic, and T¼ thermotolerant or moderately thermophilic.
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validation), though, paradoxically, it is the most readily ob-
served in mine-impacted waters, due to its tendency to form
macroscopic growths. Ferrovum myxofaciens is a Betaproteobac-
terium that shares several key characteristics with Leptospirillum
spp. (Table 5), though it is far less acid-tolerant (the lower pH
for its growth being !2.0). Its most notable trait, however, is
its propensity for generating copious amounts of EPS that
enmesh the cells and cause them to grow in gelatinous biofilms
or, more characteristically, in flowing mine-impacted waters,
as ‘acid streamers’ (Kimura et al., 2011). Although streamer
growths can be formed by other acidophiles (Johnson, 2009),
those in lower-temperature (<30 "C) mine-impacted waters of
pH 2–4 are often dominated by Fv. myxofaciens.

In contrast with both Leptospirillum spp. and Fv. myxofaciens,
Ferrimicrobium (Fm.) acidiphilum (a Gram-positive Actinobacter-
ium) is an obligate heterotroph, obtaining energy from the
oxidation of ferrous iron, and carbon from an organic source
(such as yeast extract) rather than carbon dioxide. However, a
coculture of Fm. acidiphilum and the sulfur-oxidizing autotroph
At. thiooxidans can degrade pyrite in the absence of an added
organic carbon source by establishing a syntrophic relation-
ship involving carbon transfer and access to reduced sulfur
(polythionates, etc.). Acidimicrobium ferrooxidans is also a
Gram-positive Actinobacterium, but in contrast to mesophilic
Ferrimicrobium, this iron oxidizer is a moderate thermophile
and therefore of more limited distribution in most mine-
impacted waters. The thermotolerant iron-oxidizing archaeon,
Ferroplasma, is also considered by most researchers to be obli-
gately heterotrophic. Its occurrence in acidic mine waters has not

yet been widely documented (except at Iron Mountain), though
related euryarchaea have been detected in low-temperature mine
waters (e.g., Kimura et al., 2011).

11.5.3.2.2.1 Acidophilic bacteria and archaea that oxidize sulfur
Some acidophilic bacteria and archaea can utilize the energy
available from oxidizing various forms of reduced sulfur (oxi-
dation states from $2 to þ4) ultimately to sulfate (oxidation
state þ6) but do not oxidize iron (Dopson and Johnson,
2012). Elemental sulfur and polythionate RISCs are typical
substrates for these prokaryotes. Some (mostly archaea) are
thermophiles and are generally not found in mine waters.
Prokaryotes that oxidize sulfur at lower temperatures
(5–30 "C) are exclusively bacteria and include At. thiooxidans,
which was the first acidophile to be described in 1919.
Acidithiobacillus caldus shares many physiological traits with
At. thiooxidans, with the notable exception that it is a moderate
thermophile rather than a mesophile (Table 5).

Several species of Thiomonas have been described (e.g.,
Slyemi et al., 2011), though some of these have been com-
bined into a single species on the basis of comparative 16S
rRNA gene analysis (Battaglia-Brunet et al., 2011). Thiomonas
spp. are moderate, rather than extreme, acidophiles and are
generally not found in extremely acidic and metal-rich mine
waters. They can grow autotrophically or as heterotrophs using
organic carbon. All Thiomonas spp. can use the energy from
oxidizing reduced sulfur to support their growth, though in
closed environments (e.g., in laboratory shake-flask cultures),
this oxidation reaction can cause problems as the consequent

Table 6 Comparison of sulfide-mineral oxidation rates from abiotic, microbial, and field measurements

Process Rates of oxidation pH<2, 25 "C Source

Abiotic Microbial Field

Pyrite oxidation by [Fe2þ] 3,10$12 mol l$1 s$1 3,10$7 mol l$1 s$1 5,10$7 mol l$1 s$1 Singer and Stumm (1968,
1970) and Nordstrom (1985)

Pyrite oxidation by [Fe3þ] 1,10$3 to
2,10$8 mol m$2 s$1

2.7,10$7 mol m$2 s$1

McKibben and Barnes (1986)
and Rimstidt et al. (1994)

Pyrite oxidation by [DO] 0.3,10$9 to
3,10$9 mol m$2 s$1

1.2,10$9 mol m$2 s$1

0.5,10$9 mol m$2 s$1

8,10$8 mol m$2 s$1 McKibben and Barnes (1986),
Olson (1991), Weisener
(2002), and Nicholson
(1994)

Pyrite nonoxidative dissolution 1.9,10$10 mol m$2 s$1 Weisener (2002)
Oxidation of waste dump 0.03,10$8 mol m$2 s$1 Ritchie (1994)
Oxidation in high relative
humidity

!10$8 mol m$2 s$1 Jerz and Rimstidt (2000)

Pyrrhotite oxidation by [DO] 1.3,10$8 mol m$2 s$1

4,10$9 mol m$2 s$1
Nicholson and Scharer (1994)
and Janzen et al. (2000)

Pyrrhotite oxidation by [Fe3þ] 3.5,10$8 mol m$2 s$1 Janzen et al. (2000)
Pyrrhotite nonoxidative
dissolution

5,10$10 mol m$2 s$1

6,10$7 mol m$2 s$1
Janzen et al. (2000) and
Thomas et al. (1998, 2000)

Sphalerite oxidation by [Fe3þ] 3,10$7 to
7,10$7 mol m$2 s$1

Rimstidt et al. (1994)

Sphalerite oxidation by [DO] 1,10$8 to
3,10$8 mol m$2 s$1

Weisener (2002)

Chalcopyrite oxidation by
[Fe3þ]

9.6,10$9 mol m$2 s$1 Rimstidt et al. (1994)

Galena oxidation by [Fe3þ] 1.6,10$6 mol m$2 s$1 Rimstidt et al. (1994)
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decrease in pH can be sufficient to cause their rapid mortality.
Some species of Thiomonas (e.g., Thiomonas intermedia and
Thiomonas arsenitoxydans) can also obtain energy from oxidiz-
ing arsenic (III) to arsenic (V) and therefore have potential
for remediating As-contaminated mine waters (As(V) rapidly
combines with schwertmannite and other ferric precipitates in
mine waters, whereas As(III) is more bioavailable). Claims that
some Thiomonas spp. can directly oxidize ferrous iron have
been questioned, as pH perturbations in solid and liquid
cultures of these bacteria can give rise to spontaneous chemical
oxidation of iron.

Acidiphilium acidophilum is another classified acidophilic
sulfur-oxidizing bacterium that is somewhat unusual in that,
although it is capable of growing as a heterotroph (a trait that
characterizes all other known species of Acidiphilium), it can
also grow autotrophically using reduced sulfur as an energy
source, which is unique among species of this genus. It was
originally considered to be a species of Thiobacillus (Thiobacillus
acidophilus), though it was later reclassified as an Acidiphilium
sp. on the basis of 16S rRNA gene sequencing. Interestingly,
other species of Acidiphilium (which are widely distributed in
mine waters) can also accelerate the oxidation of reduced
sulfur though only when provided with organic carbon.

11.5.3.2.2.2 Acidophilic bacteria and archaea that oxidize
both iron and sulfur
Some acidophilic bacteria that are commonly encountered in
acidic mine waters are capable of accelerating the dissimilatory
oxidation of both ferrous iron and reduced sulfur. Of these, the
Gram-negative species Acidithiobacillus spp., Acidiferrobacter
thiooxydans, and Thiobacillus prosperus are obligate autotrophs,
while the Gram-positive species can use organic compounds as
a carbon source and also fix carbon dioxide.

At. ferrooxidans is, by far, the most well studied of all
acidophiles and was first isolated and characterized in the
late 1940s. It is capable of growing autotrophically by oxida-
tion of reduced sulfur or hydrogen, as well as ferrous iron, and
can grow in anaerobic (using ferric iron as an electron acceptor,
in place of oxygen) and aerobic environments. It is very fre-
quently encountered in acidic mine waters, though its faster
growth than many other iron oxidizers (such as L. ferrooxidans)
means that it tends to dominate enrichment cultures of mine
waters that contain ferrous iron, often leading to erroneous
conclusions of its relative abundance and significance in these
environments. It is now recognized that bacteria that have
been classified as At. ferrooxidans comprise at least four phylo-
types (species) on the basis of multigene sequence analysis
(Amouric et al., 2011). One of these phylotypes had previously
been recognized as the novel species, At. ferrivorans. This iron/
sulfur oxidizer has many physiological traits in common with
At. ferrooxidans, though an important difference is that it is a
psychrotolerant bacterium (growing at 4 "C and above), and
appears to be particularly well distributed in low-temperature
mine waters. At. ferrivorans is also less acidophilic than
At. ferrooxidans, and it grows poorly (if at all) on hydrogen.
Amouric et al. (2011) also provided evidence of different
biochemical pathways for iron oxidation in iron-oxidizing
acidithiobacilli, including At. ferrooxidans and At. ferrivorans.

At least two other species of obligately autotrophic iron-
and sulfur-oxidizing acidophilic bacteria are known, and

although these are also Proteobacteria, they are only distantly
related to Acidithiobacillus spp. Af. thiooxidans was initially
named Thiobacillus ferrooxidans strain m-1, though fairly soon
after its isolation (in the early 1980s), it was apparent that
these bacteria were phylogenetically distant from other (bona
fide) strains of At. ferrooxidans (Harrison, 1982). The original
strain was isolated from coal spoil refuse in Missouri, United
States, and there have been relatively few reports of its occur-
rence in other acidic waters (described in Hallberg et al.
2011b). T. prosperus, on the other hand, still awaits official
classification over 20 years since first being isolated from the
island of Vulcano (Italy), though closely related strains have
been isolated more recently by Davis-Belmar et al. (2008). The
key trait of T. prosperus-like acidophiles is their requirement for
salt (sodium chloride), a compound that tends to inhibit the
growth of more well-known iron oxidizers, including At. fer-
rooxidans, at relatively small concentrations. T. prosperus-like
acidophiles have, to date, been isolated from acidic marine-
impacted waters, though it might be anticipated that they
could also thrive in saline mine waters. Interestingly, growth
of both Af. thiooxydans and T. prosperus on ferrous iron has been
reported to be stimulated by the inclusion of reduced sulfur,
such as tetrathionate, in growth media.

A number of species of Gram-positive iron- and sulfur-
oxidizing acidophilic bacteria have been described, the major-
ity belonging to the spore-forming Firmicutes phylum. While
most of these are thermotolerant or moderately thermophilic,
and would not be anticipated to thrive in most mine waters,
some unclassified species (possibly belonging to novel genera)
have been detected in low-temperature mine waters (e.g.,
Kimura et al., 2011).

11.5.4 Acid-Neutralization Mechanisms at Mine Sites

The oxidation of sulfide minerals in mine waste-rock piles and
tailings impoundments generates acidic waters containing high
concentrations of SO4, Fe(II), and other metals. The water af-
fected by sulfide oxidation is displaced into underlying or adja-
cent geological materials, or it is discharged directly to the
adjacent surface-water flow system. Geochemical reactions
with the gangue minerals result in progressive increases in the
pore-water pH and the attenuation of some dissolved metals. A
sequence of geochemical reactions occurring in the mine wastes
and in the underlying aquifers results in profound changes in
the concentrations of dissolved constituents and in the miner-
alogy and physical properties of the mine waste and aquifer
materials. Low-pH conditions promote the dissolution of
many metal-bearing solids and the desorption of metals from
solid surfaces. Increases in pH through acid-neutralization re-
actions can lead to pronounced declines in the concentrations of
dissolved metals released from mine wastes.

11.5.4.1 Mechanisms of Acid Neutralization

The acid generated through sulfide oxidation reacts with the
nonsulfide gangue minerals within the mine wastes. The most
significant pH-buffering reactions in mine settings are the dis-
solution of carbonate minerals, aluminum hydroxide and fer-
ric oxyhydroxide minerals, and aluminosilicate minerals.
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11.5.4.1.1 Carbonate-mineral dissolution
The most abundant carbonate minerals in mine wastes are
calcite [CaCO3], dolomite [CaMg(CO3)2], ankerite [Ca(Fe,
Mg)(CO3)2], siderite [FeCO3], or mixtures thereof. The disso-
lution of calcite can be described as

CaCO3 þHþ , Ca2þ þHCO3
$ [29]

or, at low pH, as

CaCO3 þ 2Hþ $ Ca2þ þ CO2 þH2O [30]

The dissolution of carbonate minerals has the potential to
raise the pH of the pore water to near neutral. The dissolution
of carbonate minerals releases Ca, Mg, Mn, Fe, and other
cations that are as solid-solution substitutions or as impurities
and increases the alkalinity of the water. At many sites, the
mass of carbonate minerals contained in the mine wastes
exceeds that of the sulfide minerals, and the rapid dissolution
of carbonate minerals is sufficient to maintain neutral pH
conditions through the mines or their waste piles. Neutral pH
conditions have been observed in tailings impoundments de-
rived from processing carbonate-bearing vein-type gold de-
posits (Blowes, 1990; McCreadie et al., 2000) and in open-
pits derived from gold mining (Shevenell et al., 1999).

Many mines and mine wastes derived from massive sulfide
ore deposits have a sulfide content in excess of the carbonate-
neutralization capacity. At these sites, the available carbonate
content is completely consumed, with the most soluble and
most reactive carbonate minerals depleted first. Calcite is de-
pleted initially, followed by dolomite–ankerite and siderite
(Blowes and Ptacek, 1994). As the carbonate content of the
waste dissolves, the pH is buffered to near neutral. The deple-
tion of carbonate minerals through consumption by acid-
neutralization reactions has been documented for a number
of settings, including base-metal mine-tailings impoundments
(Blowes and Jambor, 1990; Dubrovsky, 1986; Dubrovsky
et al., 1984; Gunsinger et al., 2006a,b; Johnson et al., 2000;
Moncur et al., 2005), aquifers impacted by drainage frommine
wastes (Morin et al., 1988), and coal-mine spoils (Cravotta,
1994). In these studies, the greatest depletion occurs at the
advancing acid front. An abrupt increase in solid-phase car-
bonate concentration is observed, suggesting that the dissolu-
tion of carbonate minerals is rapid. Measurements of the
carbonate content of mine wastes, in front of and behind of
the carbonate dissolution front, indicate that carbonate deple-
tion occurs over a small distance along the path of groundwa-
ter flow and that carbonate minerals are absent behind the acid
front (Dubrovsky et al., 1984; Johnson et al., 2000). Detailed
laboratory column studies conducted by Jurjovec et al. (2002,
2003) confirmed that the depletion of carbonate minerals in
response to an advancing acid front is rapid. Jurjovec et al.
(2002, 2003) observed stable pH conditions, while alkalinity
and cations were produced through carbonate dissolution,
followed by a pronounced drop in pH after carbonate minerals
were depleted (Figure 3).

The solubility products for the dissolution of calcite,
dolomite–ankerite, and siderite vary, with calcite having the
highest solubility product and siderite the lowest (Table 7).
Field observations suggest that dissolution of the most soluble
of these minerals will proceed first, followed by dissolution of

the next most soluble mineral. As Fe sulfide minerals oxidize,
Fe(II) can be released to anoxic pore waters and can react with
the HCO3

$ produced through calcite dissolution, thereby
forming siderite. Observations from field sites, coupled with
geochemical modeling results, suggest that secondary siderite
does form through this reaction (e.g., Blowes and Jambor,
1990; Ho et al., 1984; Moncur et al., 2005; Morin et al.,
1988; Ptacek and Blowes, 1994). Al et al. (2000) identified
secondary siderite on calcite surfaces, consistent with theoret-
ical predictions. In laboratory studies conducted by Jurjovec
et al. (2002, 2003), the dissolution of various carbonate min-
erals, including calcite, dolomite–ankerite, and siderite, could
not be distinguished. Under the near-neutral pH conditions
maintained by carbonate-mineral dissolution, the precipita-
tion of crystalline and amorphous metal hydroxides is favored.
Cations released through sulfide oxidation and the dissolution
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Figure 3 pH-buffering sequence observed in mine tailings: results of
laboratory column experiment with 0.1 N H2SO4 input solution
(reproduced from Jurjovec J, Ptacek CJ, and Blowes DW (2002) Acid
neutralization mechanisms and metal release in mine tailings: A
laboratory column experiment. Geochimica et Cosmochimica Acta 66:
1511–1523). SI.N is the saturation index normalized per mole of reactant.
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of carbonate and aluminosilicate minerals can lead to the
formation of secondary hydroxide phases that accumulate in
the waste solids. These phases may subsequently dissolve as
additional acid is produced through sulfide-mineral oxidation
reactions. The dissolution of these secondary minerals contrib-
utes to acid neutralization.

11.5.4.1.2 Dissolution of hydroxide minerals
After the carbonate minerals are depleted, the pH falls until
equilibrium with the most soluble secondary hydroxide min-
eral is attained. An abrupt increase in the concentration of
dissolved Al has been observed to coincide with carbonate
depletion at several mine-tailings impoundments. These ob-
servations suggest that the initial hydroxide mineral to dissolve
is an aluminum hydroxide. Although a discrete Al-bearing
phase has not been isolated, it is generally assumed to be
amorphous Al hydroxide [Al(OH)3] or gibbsite [crystalline
Al(OH)3]. Dissolution of this Al-bearing phase buffers the pH
in the region of 4.0–4.5 (Blowes and Jambor, 1990; Dubro-
vsky, 1986; Gunsinger et al., 2006b; Johnson et al., 2000;
Moncur et al., 2005). Although repeated attempts have been
made, the presence of these Al-bearing phases has not been
confirmed through mineralogical studies. After the secondary
Al phases present in the tailings are depleted, the pH falls until
equilibrium with an Fe oxyhydroxide mineral, typically ferri-
hydrite (nominally 9Fe2O8(5H2O) or goethite (a-FeOOH), has
been attained. Dissolution of ferric oxyhydroxide minerals
typically maintains pH values in the range of 2.5–3.5.

11.5.4.1.3 Dissolution of silicate minerals
Gangue minerals associated with sulfide-rich tailings include
various aluminosilicate minerals such as chlorite, smectite,
biotite, muscovite, plagioclase, and amphibole and other sili-
cate minerals such as olivine and pyroxene. Their contribution
to acid-neutralization reactions has been examined in a num-
ber of field studies and through controlled laboratory experi-
ments. During the period of carbonate- and hydroxide-mineral
dissolution, aluminosilicate minerals may also dissolve, thus

consuming Hþ and releasing H4SiO4, Al
3þ, and other cations,

including K, Ca, Mg, and Mn. Silicate dissolution is generally
not rapid enough to buffer the pore water to a specific pH. Such
reactions, however, do consumeHþ and contribute to the overall
acid-neutralizationpotential ofminewastes. For instance, biotite
has high neutralization capacity in that the dissolution of one
mole of biotite (e.g., KMg1.5Fe1.5Al Si3O10(OH)2) can consume
between 7 and 10 Hþ depending upon the type of dissolution.
In addition to Hþ consumption, Al and other metals released
from aluminosilicate minerals may accumulate in secondary
products such as amorphous Al(OH)3 or gibbsite that act as
secondary pH buffers. As with other phases contributing to acid
neutralization, the mass and composition of silicates vary from
site to site and within an individual site.

Detailed field studies conducted at the Heath Steele tailings
impoundment, New Brunswick, Canada, illustrate the role of
aluminosilicate-mineral dissolution in contributing to acid
neutralization. The tailings contain in excess of 85 wt% sulfide
minerals, where partial oxidation has led to the production of
low-pH pore waters (pH<0.5) and the extensive dissolution of
aluminosilicate minerals. Blowes (1990) noted increased con-
centrations of Al and Si (up to 2500 and 200 mg l$1, respec-
tively) due to the dissolution of the aluminosilicate minerals.
In the deeper tailings, a diverse silicate gangue was observed,
including chlorite, muscovite, quartz, and an Fe-bearing am-
phibole. In the upper 30 cm of the tailings, a less diverse
silicate gangue, extensively depleted in chlorite and amphi-
bole, was observed. The order of depletion of the aluminosil-
icate minerals followed closely the order predicted on the basis
of the zero point of charge of the aluminosilicate mineral.

Johnson et al. (2000) documented the depletion of alumi-
nosilicates at the Nickel Rim mine-tailings impoundment.
There solid-phase Al and biotite are depleted in the upper
oxidized portion of the tailings, whereas biotite is abundant
in the underlying unoxidized tailings. At the Sherridon tailings
impoundment, Manitoba, Moncur et al. (2003, 2005) ob-
served extensive depletion of biotite, chlorite, and possibly,
smectite in the upper 1 m of the tailings. At this site, there is
evidence of secondary replacement of other aluminosilicates,
namely, plagioclase, cordierite, and amphibole. At Sherridon,
the first appearance of biotite occurs at 72 cm, which coincides
with the first appearance of secondary sulfides (marcasite).
Chlorite and smectite first appear at a 90 cm depth, indicating
the greater tendency for dissolution. In a controlled laboratory
experiment using a 0.1 M H2SO4 solution, Jurjovec et al.
(2002) observed extensive depletion of chlorite and minor
depletion of biotite as a result of acid leaching of the tailings.

Dissolution rates of biotite and iron-rich chlorite at acidic
pH (Nagy, 1995; Ritchie, 1994) are slow in comparison with
calcite but several orders of magnitude faster than K-feldspars
and albite (Lasaga et al., 1994; Stillings and Brantley, 1995). In
addition, biotite and chlorite can be considered as slightly
more reactive than muscovite. Dissolution rates of olivine at
acidic pH (i.e., 3.98,10$11–1.02,10$12 mol$1

cm$2 s$1) as reported by Wogelius and Walther (1991) and
Sverjensky (1992) are comparable to the oxidative dissolution
rates of pyrite. Other minerals with relatively fast dissolution
rates under acidic conditions that are comparable with the
oxidation rates of pyrite include Ca end-member of plagioclase
(anorthite) and wollastonite. In addition, Fe-rich pyroxenes

Table 7 Solubility products for selected phases that form at
mine-drainage sites

Mineral Reaction log k

Oxides and hydroxides
Goethite FeOOH(s)þ3Hþ

(aq)$Fe3þ(aq)þ2H2O(l) $1.0
Ferrihydrite Fe(OH)3(s)þ3Hþ

(aq)$Fe3þ(aq)þ3H2O(l) 3.0–5.0
Gibbsite Al(OH)3(s)þ3Hþ

(aq)$Al3þ(aq)þ3H2O(l) 7.94
Boehmite AlOOH(s)þ3 Hþ$Al3þ(aq)þ2H2O(l) 7.83
Sulfates
Gypsum CaSO4(2H2O(s)$Ca2þ(aq)þSO4

2$
(aq)þ2H2O(l) $4.58

Celestine SrSO4(s)$Sr2þ(aq)þSO4
2$

(aq) $6.62
Barite BaSO4$Ba2þ(aq)þSO4

2$
(aq) $0.97

Carbonates
Calcite CaCO3(s)$Ca2þ(aq)þCO3

2$
(aq) $8.48

Dolomite CaMg(CO3)2(s)
$Ca2þ(aq)þMg2þ(aq)þ2CO3

2$
(aq)

$17.09

Source: Nordstrom DK and Munoz JL (1994) Geochemical Thermodynamics. Boston,

MA: Blackwell Scientific.
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and amphiboles may also be considered as having potentials to
neutralize acidity. The presence of Fe2þ or other cations that
may oxidize reduces the structural stability; therefore, the rates
for ferromagnesian minerals may be higher depending upon
their Mg to Fe ratios.

11.5.4.1.4 Development of pH-buffering sequences
The sequence of pH-buffering reactions observed within tail-
ings impoundments results in a progressive increase in the
pore-water pH along the groundwater flow path. These
changes in pH occur as long zones of relatively uniform pH,
which are dominated by a single pH-buffering reaction, sepa-
rated by fronts or relatively sharp changes in pH as a buffering
phase is depleted (Figure 3). Field data from the Nickel Rim
tailings impoundment, as were presented by Johnson et al.
(2000), illustrate a pH-buffering sequence. At the Nickel Rim
site, the pH of the pore water at the base of the impoundment
is near neutral, varying from 6.5 to 7.0. The geochemical
calculations suggest that the pore water in this zone ap-
proaches or attains equilibrium with respect to calcite. Overly-
ing the calcite-buffered zone, calcite is absent from the tailings,
and the pH is buffered by the dissolution of siderite and
possibly by the dissolution of dolomite. The complete deple-
tion of carbonate minerals is accompanied by a sharp decline
in pH from 5.8 to 4.5. Immediately above the depth of
carbonate-mineral depletion, the pH is relatively uniform,
varying from 4.0 to 4.5, the dissolved Al concentrations in-
crease sharply, and the pore water approaches or attains equi-
librium with respect to gibbsite. Near the surface of the
impoundment, the pH decreases sharply from 4.0 to 3.5,
then more gradually from 3.5 to approximately 2.5. Through-
out this decrease in pH, the pore water is undersaturated with
respect to ferrihydrite and approaches equilibrium with respect
to goethite.

11.5.5 Geochemistry and Mineralogy of Secondary
Minerals

In mineral processing and mine-waste settings, the secondary
minerals are those that form during and after processing and
after disposal of the wastes. Thus, the mined material may
contain both the primary, fresh minerals and the oxidation
products that were formed through geological processes (e.g.,
paleoweathering). In rare cases, a mineral deposit will consist
wholly of oxidizedmaterial, but in the acid-drainage setting, all
of these minerals are deemed to constitute the primary assem-
blage because they were formed prior to processing of ores and
disposal as wastes. After final discharge or even during tempo-
rary storage of wastes and low-grade ores, crystallization of
secondary minerals occurs in situ principally as a result of
oxidation of the primary sulfide assemblage. However, upon
removal from its disposal site, as occurs during a sampling
program, a waste may form additional minerals as the material
dries; such products, which are predominantly water-soluble
salts that crystallize during evaporation of the pore water, are
classified as ‘tertiary’ minerals (Jambor, 1994; Jambor and
Blowes, 1998).

11.5.5.1 Soluble Sulfates: Iron Minerals

Iron sulfates form under low-pH conditions and are generally
highly soluble. Themost common secondary Fe sulfate minerals
associated with oxidized mine wastes are of the type
Fe2þSO4(nH2O, wherein n ranges from 7 to 1. The minerals of
the most frequent occurrence and abundance are melanterite
(n¼7), rozenite (n¼4), and szomolnokite (n¼1); the pentahy-
drate (siderotil) and hexahydrate (ferrohexahydrite) have also
been reported but aremuch less widespread and occur sparingly.
The divalent salts seem to form in the earliest stages of sulfide-
mineral oxidation, but they are observed more commonly as
superficial evanescent coatings that appear during dry periods
and are susceptible to solubilization during rainfall events. Mel-
anterite has been reported from several localities as a precipitate
from greenish pools of Fe-rich solutions that drained from pyr-
itiferous deposits, and themineral has also been noted to form a
hardpan layer in pyrite-rich tailings at the Heath Steele Mines,
New Brunswick, Canada (Blowes et al., 1992), in the main
hardpan of the Sherridon tailings in Manitoba (Moncur et al.,
2005, 2009), and in high-sulfideminewastes at the Berikulmine
site in Russia (Sidenko et al., 2005). The tetrahydrate, rozenite,
more typically forms as a dehydration product of melanterite.

Although the soluble salts of ferric iron may crystallize on a
microscale in the earliest stages of Fe sulfide oxidation, in field
settings, the paragenesis indicates that the progression is from the
early formation of the divalent salts of Fe to minerals containing
both ferrous and ferric Fe and thence to the trivalent-Fe minerals
(Jambor et al., 2000a,b). Forminerals devoid of other cations, the
most commonly occurring of themixed-valence type is copiapite
[Fe2þFe4

3þ(SO4)6(OH)2(20H2O], and less common is römerite
[Fe2þFe2

3þ(SO4)4(14H2O]. Among the trivalent-Fe minerals, the
most common are coquimbite [Fe2

3þ(SO4)3(9H2O], ferricopia-
pite [Fe2/3

3þFe4
3þ(SO4)6(OH)2(20H2O], and rhomboclase

[(H5O2)
1þFe3þ(SO4)2(2H2O]. Also common is fibroferrite

[Fe3þ(SO4)(OH)(5H2O], which, however, is relatively insoluble
except in acidic conditions.

A notable locality for acid drainage is Iron Mountain, Cal-
ifornia, where oxidation of pyritiferous massive sulfide de-
posits has resulted in the formation of many of the
aforementioned soluble salts in the underground workings.
The precipitation order of the salts at Iron Mountain follows
the divalent to trivalent trend (Nordstrom and Alpers, 1999b).
These secondary iron sulfates form and evolve during dry
periods through dehydration, oxidation, and neutralization
reactions, and they are dissolved during wet periods by releas-
ing metals and acidity into local environments.

11.5.5.2 Soluble Sulfates: Other Elements

Other than the soluble sulfates of Fe, only those of Mg and Al
are of moderately common occurrence in association with acid
drainage. TheMg salts are chiefly of the typeMgSO4(nH2O, with
epsomite [MgSO4(7H2O] and hexahydrite [MgSO4(6H2O] the
predominant minerals. Occurrences of the pentahydrate (pen-
tahydrite) and the tetrahydrate (starkeyite), which are known
from a few localities, could be categorized as rare, and the
monohydrate (kieserite), although identified as a weathering
product of pyritiferous shales, has not yet been observed specif-
ically in association with acid drainage.
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Whereas the oxidation of pyrite provides the principal
source for the Fe analogues of the simple Mg sulfates, the
chief source of the latter is dolomite [CaMg(CO3)2]. Dissolu-
tion of dolomite attenuates the acidity generated by pyrite
oxidation, thereby releasing Ca and Mg to form gypsum
[CaSO4(2H2O], simple Mg salts, and more complex ones
such as magnesiocopiapite [MgFe4

3þ(SO4)6(OH)2(20H2O].
Thus, both gypsum and Mg sulfates may form without the
development of acid drainage if dolomite is sufficiently abun-
dant to neutralize the acidity that is generated by oxidation of
the associated sulfides.

The formation of soluble salts containing Al is parageneti-
cally later than that of the simple Mg salts because Al is sourced
from aluminosilicates, the dissolution of which is typically
slow and requires low-pH conditions to accelerate the process.
The most common soluble sulfates of Al are members of
the halotrichite–pickeringite series [Fe2þAl2(SO4)4(22H2O–
MgAl2(SO4)4(22H2O] and of less widespread occurrence are
aluminocopiapite [Al2/3Fe4

3þ(SO4)6(OH)2(20H2O] and alu-
nogen [Al2(SO4)3(17H2O].

Various soluble salts, such as kalinite [KAl(SO4)2(11H2O],
blödite [Na2Mg(SO4)2(4H2O], and bilinite [Fe2þFe2

3þ(SO4)4(
22H2O], occur sparingly but may be locally prominent. The
most common of the Cu salts is chalcanthite [CuSO4(5H2O].
Both goslarite [ZnSO4(7H2O] and gunningite [ZnSO4(H2O]
have been reported as secondary minerals in sphalerite-bearing
wastes, but the salts occur sparingly.

11.5.5.3 Less Soluble Sulfate Minerals

Gypsum, which has a moderate solubility in water, is the most
abundant secondary mineral in sulfide-rich tailings due to
high-sulfate concentrations resulting from sulfide oxidation
and high-Ca concentrations arising from lime and/or lime-
stone use during metallurgical processing and tailings neutral-
ization. Jarosite [KFe3(SO4)2(OH)6], which is relatively
insoluble (Table 7), is the other abundant and widespread
secondary mineral associated with acid drainage. Bassanite
[2CaSO4(H2O] has also been identified as a secondary mineral
in tailings impoundments, but the quantities are minute and
are insignificant relative to those of gypsum. Jarosite is, by
definition, K-dominant, but as a mine-drainage precipitate, it
invariably is oxonium-bearing, commonly with K>H3O>Na.
In the early stages of acid generation, the bulk of the K at most
localities is derived by incongruent dissolution of trioctahedral
micas. Various other members of the jarosite supergroup occur
in acid-drainage settings; other members detected are natrojar-
osite [NaFe3(SO4)2(OH)6], hydronium jarosite [(H3O)Fe3
(SO4)2(OH)6], plumbojarosite [PbFe6(SO4)4(OH)12], alunite
[KAl3(SO4)2(OH)6], and As-bearing species, but all are of rare
occurrence relative to jarosite. Jarosite is also common in
weathered zones of sulfide ore deposits and in acid sulfate
soils. Furthermore, jarosite is an important compound in hy-
drometallurgy because its formation is widely utilized to con-
trol Fe, sulfate, alkalis, and impurity elements. Precipitation of
jarosite occurs from acidic (pH<3) solutions rich in Fe(III),
SO4, and alkalis such as K and Na at elevated temperatures
(Dutrizac and Kaiman, 1976; Majzlan and Myneni, 2005).
Dissolution of jarosite produces acidity.

Among the Al sulfate salts, jurbanite [Al(SO4)(OH)(5H2O]
is commonly used in geochemical modeling, but the mineral
itself is of extremely rare occurrence; the most common Al
hydroxysulfates associated with acid drainage correspond to
crystalline and amorphous felsöbányaite (basaluminite)
[Al4(SO4)(OH)10(4H2O] and hydrobasaluminite [Al4(SO4)
(OH)10(15H2O].

A poorly crystalline hydroxysulfate, schwertmannite
(Bigham et al., 1990), having the ideal formula Fe8O8(OH)6
SO4(nH2O, may be the most common direct precipitate of Fe
from acidic effluents at pH 2–4 (Bigham and Nordstrom,
2000). The composition deviates from the ideal formula in
terms of the proportions of Fe, OH, and SO4. Although
schwertmannite occurs in acidic waters and soils and com-
monly the initial precipitate from AMD, it is difficult to iden-
tify because of its poor crystallinity and the almost invariable
presence of associated Fe oxyhydroxides and jarosite, but nu-
merous occurrences have been reported in the literature.
Schwertmannite typically occurs as ‘hedgehog’-type rounded
aggregates with filamentous or needlelike whiskers (Bigham
and Nordstrom, 2000; Loan et al., 2004) or spheroidal aggre-
gates (Peretyazhko et al., 2009; Regenspurg et al., 2004) that
are typically less than amicrometer. Its structure is described by
Bigham et al. (1990) as having some similarities to that of
akaganeite [b-FeO(OH,Cl)] where double chains of FeO octa-
hedra share corners to produce square tunnels extending par-
allel to the c-axis. Transmission electron microscopy (TEM)
and nanodiffraction studies of Loan et al. (2004) did not find
any evidence for an akaganeite-like structure. Instead, the TEM
observations suggested that the schwertmannite whiskers pos-
sess structures similar to maghemite and highly disordered
ferrihydrite. Recently, Fernandez-Martinez et al. (2010) pro-
posed a structural model similar to the original akaganeite-like
structure having two sulfate molecules per unit cell where one
sulfate occurs as an inner-sphere and the other as an outer-
sphere complex within the akaganeite tunnel structure.
Schwertmannite is metastable, and it transforms to goethite
(Bigham et al., 1996; Peretyazhko et al., 2009; Schwertmann
and Carlson, 2005) and to jarosite at low pH (Majzlan and
Myneni, 2005). Its transformation rate to goethite increases
with an increase in pH (Regenspurg et al., 2004) and temper-
ature (Schwertmann and Carlson, 2005), whereas it decreases
with increases in the concentrations of sulfate and dissolved
organic carbon (Knorr and Blodau, 2007). Detailed studies of
the oxidation of pyrite and pyrrhotite indicate that schwert-
mannite is not an early formed mineral, and the occurrences
suggest an origin in which the requisite Fe and SO4 have
undergone solubilization, transportation, and subsequent pre-
cipitation rather thanmaintaining an intimate association with
precursor sulfides. Regenspurg et al. (2004) describe schwert-
mannite as the first mineral that forms from oxidation and
hydrolysis of Fe(II)SO4 solutions at pH 5–6.

The principal ore mineral of Pb is galena [PbS], and the
predominant sulfates derived from it are anglesite [PbSO4] and
plumbojarosite. Partial substitution of Pb for the alkali-site
cations also occurs in other members of the jarosite
supergroup. An unusual sink for Cu and Al is the mineral
hydrowoodwardite [Cu1$xAlx(OH)2(SO4)x/2(H2O)n], recently
discovered as a supergene product at several old mines in
Saxony, Germany (Witzke, 1999). The same mineral was
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almost simultaneously reported to occur as bluish coatings on
weathered waste rocks and in stream sediments at two former
mines in Northern Italy (Dinelli et al., 1998).

11.5.5.4 Metal Oxides and Hydroxides

The oxidation of Fe sulfides invariably leads to the formation
of goethite [a-FeOOH] both in intimate association with
the sulfides and in distal precipitates. Other oxyhydroxide
minerals identified as secondary precipitates are crocite
[g-FeOOH] and akaganéite [b-FeO(OH,Cl)], but occurrences
are generally insignificant relative to the abundance and distri-
bution of goethite, which is thermodynamically the most
stable iron oxyhydroxide at low temperatures. However, lepi-
docrocite has been observed to be important at some sites; for
example, Roussel et al. (2000) determined the mineral to be
the principal component of suspended particulate matter in
drainage from an As-rich tailings impoundment in France, and
Bowell and Bruce (1995) observed lepidocrocite to be a signif-
icant component of ochres that precipitated from low-pH (<5)
waters at the Levant Mine in Cornwall, England. In general, Fe
(III) oxyhydroxides are the other abundant secondary minerals
forming from slightly acidic to neutral drainages in sulfidic
mine tailings.

Ferrihydrite is a poorly crystalline mineral of widespread
occurrence in soils and secondary alteration products of hy-
drothermal ore deposits, mining wastes, AMD settings, and
iron-bearing sediments. In addition, it has a considerable im-
portance in mineral processing and extractive metallurgy
(Jambor and Dutrizac, 1998). Ferrihydrite is commonly re-
ferred to as ‘amorphous Fe(OH)3,’ poorly crystalline iron
oxyhydroxide, or colloidal ferric hydroxide. Its particle size is
defined by Waychunas et al. (1996) as being in the 0.8–1.5 nm
range and in the 2–6 nm range by Janney et al. (2000). There
are several varieties of ferrihydrite identified by the number of
broad peaks in the x-ray diffraction (XRD) patterns such as the
two-line and six-line varieties. The two-line variety is less crys-
talline and smaller in size in comparison to the six-line variety
(Drits et al., 1993; Manceau and Drits, 1993). Ferrihydrite is
considered to be a mixture rather than a single compound
(Drits et al., 1993; Marchand and Rancourt, 2009). Recently,
Michel et al. (2007, 2010) proposed a new structural model for
ferrihydrite based on synchrotron x-ray total scattering data.
The structure is analogous to akdalaite (Al10O14(OH)2) having
20% iron in tetrahedral coordination and possessing a low
density of defects. Iron octahedra and tetrahedra share corners
and edges, and unlike the conventional model (Drits et al.,
1993), there are no face-sharing octahedra. The new model
received critism due to its shortcomings in describing XRD,
x-ray absorption spectroscopy, and Mössbauer data and not
being in accordance with the fundamental crystal chemical
principles (Hiemstra and van Riemsdijk, 2009; Manceau,
2009, 2010, 2011; Rancourt and Meunier, 2008).

Mixing of acidic waters with oxygenated freshwaters and
neutralization of acidic mine effluents result in the formation
of Fe(III) oxyhydroxides. These Fe(III) oxyhydroxide com-
pounds and minerals begin as small clusters of Fe(O,OH,
OH2)6 octahedra that evolve into larger polymeric units with
time, eventually reaching colloidal sizes (Combes et al., 1989).

Precipitation of ferrihydrite is favored when oxidation of Fe2þ

and hydrolysis occur rapidly from supersaturated solutions.
Due to their nanoparticle or colloidal sizes, Fe(III) oxyhydrox-
ides have high surface areas; therefore, they can play important
roles in terms of immobilizing heavymetals and toxic elements
through sorption.

Ferrihydrite is metastable and transforms to hematite or
goethite with aging (Combes et al., 1989; Waychunas et al.,
2005) or to hematite through internal structural arrangements
combined with dehydration (Schwertmann et al., 2004). The
transformation from ferrihydrite to hematite occurs at neutral
pH. In contrast, transformation of ferrihydrite to goethite re-
quires dissolution and recrystallization because face-sharing
FeO octahedra are not present in the goethite structure. In-
stead, the goethite structure consists of edge-sharing and
corner-sharing FeO octahedra. Because of the energy barriers
involving breakage of the Fe–O bonds linking octahedra
through a face-sharing arrangement, ferrihydrite–goethite
transformation requires disintegration of the structure through
dissolution (Combes et al., 1990).

The presence of ferrihydrite in precipitates frommine-waste
effluents is commonly reported, but unequivocal identifica-
tions of its presence in mine-waste solids, such as tailings,
have been fewer. For the latter, because the crystallinity is
poor and the mineral forms only a small proportion of the
total waste solids, recourse is generally made to selective dis-
solution whereby the fraction that is more soluble in certain
reagents is inferred to represent ferrihydrite rather than goe-
thite, which is more dissolution-resistant. In addition, the
likelihood of finding ferrihydrite in tailings is slim due to its
metastability.

Although hematite [aFe2O3] is a common product of the
oxidation of sulfide-bearing mineral deposits, only a few un-
equivocal occurrences are known in mine-drainage settings
(e.g., Boulet and Larocque, 1996; Hochella et al., 1999). Vari-
ous Fe oxides and oxyhydroxides, including hematite, maghe-
mite [g-Fe2O3], and ilmenite [Fe2þTiO3], have been observed
as microcrystalline aggregates that have formed within acido-
philic microorganisms in sediments affected by effluents from
tailings at Elliot Lake, Ontario, Canada (Mann and Fyfe, 1989).
Minerals of the spinel group, which includes magnetite
[Fe2þFe2

3þO4], have been detected, but most associations are
on a minute scale. However, the presence of extensive accumu-
lations of magnetite derived by the anoxic reduction of trans-
ported Fe in mining-impacted lake-bottom sediments has been
reported by Cummings et al. (2000).

Manganese oxides–oxyhydroxides which are known to be
potent scavengers of trace metals in both aquatic and terrestrial
environments (Villalobos et al., 2005) have been observed at a
few acid-drainage localities. For example, Benvenuti et al.
(2000) observed pyrolusite [MnO2] and pyrochroite [Mn
(OH)2] in weathered jig tailings and waste rock at a site in
Tuscany, Italy. At the Clark Fork River Superfund site, Hochella
et al. (2005) reported the occurrence of a vernadite-like min-
eral (nominally MnO2(nH2O) having high sorption capacity
due to its exceptionally high surface area. It occurs as a mixture
with ferrihydrite and carries significant amounts of heavy
metals such as Pb, Cu, Zn, and As. Hochella et al. (1999)
identified hydrohetaerolite [Zn2Mn4

3þO8(H2O] among the
secondary minerals in stream sediments at an acid-drainage
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site in Montana, and nsutite [g-MnO2], birnessite [Na4
Mn14O27(9H2O], and minerals in the ranciéite–takanelite se-
ries [(Ca,Mn2þ)Mn4

4þO9(3H2O–(Mn2þ,Ca)Mn4
4þO9(H2O]

were among the various Mn minerals detected in precipitates
in the streambed of Pinal Creek, Arizona (Lind and Hem,
1993). At Pinal Creek, the acidic groundwater plume reacted
with calcite-bearing alluvium, initially forming ‘amorphous Fe
oxide’ as pH increased, and subsequently precipitating the Mn-
bearing assemblage farther downstream, where the pH of the
stream water was near neutral. Similar relationships were ob-
served by Hudson-Edwards et al. (1996), who identified cesar-
olite [PbH2Mn3O8], coronadite [Pb(Mn4þ,Mn2þ)8O16],
woodruffite [(Zn,Mn2þMn3

4þO7(1-2H2O], and hydrohetaero-
lite in contaminated stream sediments of the Tyne River catch-
ment, northeastern England, and noted the disappearance of
these minerals in downstream areas in which the pH of the
water was lower.

The presence of plumboferrite [!PbFe4O7] in the Tyne
River sediments was reported by Hudson-Edwards et al.
(1996), and the mineral has also been identified as a secondary
product in tailings (Morin et al., 1999). Although Al hydrox-
ides play a prominent role in geochemical modeling, few
occurrences of such material have been described. Bove et al.
(2000) reported the presence of an amorphous Al hydroxide
precipitate in a stream channel that drains an acid sulfate
hydrothermal system near Silverton, Colorado, and Bove
et al. (2000) reported the occurrence of a poorly crystalline Al
hydroxide in particulate matter that was filtered from seeps
below an abandoned waste-rock dump in New Mexico; how-
ever, detailed characterizations were not published. Diaspore
[AlOOH] has been reported to occur as a secondary mineral in
a waste-rock dump in Tuscany, Italy (Benvenuti et al., 1997). In
the study by Hochella et al. (1999), a nearly pure amorphous
Si–Al oxyhydroxide (Si:Al¼2:1) rather than Al(OH)3 was iden-
tified as the major sink for Al in the local drainage system.

The occurrence of secondary SiO2(nH2O has been observed
in several tailings impoundments, predominantly as amor-
phous hydrated pseudomorphs after biotite. Cristobalite
[SiO2] has also been detected in the pseudomorphs. Partial
replacement of various other minerals by amorphous silica
has also been observed.

An extensive suite of supergene minerals, including chlo-
rides, sulfates, and arsenates, occurs at Levant Mine, Cornwall,
England, where ingress of seawater has influenced the variety
of minerals in the suite. In stagnant pools of mine drainage at
the mine, cuprite [Cu2O] and native copper have precipitated
within the ochres (Bowell and Bruce, 1995).

11.5.5.5 Carbonate Minerals

Like the precipitation of secondary Al(OH)3, that of secondary
siderite [FeCO3] is widely employed in geochemical models.
Secondary siderite and associated Fe oxyhydroxides were de-
termined to have formed as coatings, up to 1000-nm thick, on
ankerite–dolomite in the Kidd Creek tailings impoundment at
Timmins, Ontario, Canada (Al et al., 2000). At Elliot Lake,
Ontario, nodules of siderite, each <10 mm across, and calcite
in aggregates, up to 400 mm across, occur as secondary min-
erals in a small tailings impoundment (Paktunc and Davé,
2002). The precipitation of the carbonate minerals at the Elliot

Lake site was interpreted to result from high alkalinity related
to the presence of decaying organic debris.

At the Matchless pyritiferous deposit in Namibia, huntite
[CaMg3(CO3)4] occurs within high-pH zones in an oxidized
tailings impoundment (Dill et al., 2002). The high-pH zones
are sandwiched between low-pH layers, with phyllosilicate-
rich layers acting as aquitards that impede vertical movement
and homogenization of the pore waters.

Wastes from Pb-rich mineral deposits typically form angle-
site in sulfate-dominant environments, but in limestone-
dominated host rocks and in gangue containing abundant
carbonates, both cerussite [PbCO3] and hydrocerussite
[Pb3(CO3)2(OH)2] have been reported as secondary minerals
in mining-related wastes. Several carbonate and hydroxycarbo-
nate minerals of Cu and Zn were reported by Hudson-Edwards
et al. (1996) as secondary products in stream sediments in the
Tyne Basin, England.

11.5.5.6 Arsenic Oxides

Common arsenic oxide minerals include arsenates or As5þ spe-
cies such as scorodite, arseniosiderite, and pharmacosiderite
and aresnites or As3þ species such as claudetite (As2O3) and
arsenolite (As2O3). Arsenates are common in mine wastes
and mine-drainage settings, mainly because of the common
and widespread occurrence of arsenopyrite and arsenian pyrite
as gangueminerals. Once discarded in tailings or as constituents
of waste rocks, arsenopyrite and arsenian pyrite oxidize to form
secondary arsenates as discussed earlier and as indicated from
the occurrence of scorodite around relict arsenopyrite particles
(Moncur et al., 2005, 2009; Paktunc et al., 2004; Salzsauler et al.,
2005). Arsenate minerals are also common in the oxidized
(paleoweathered) portions of some gold deposits (Paktunc,
unpublished data) and impacted soils (Ashley and Lottermoser,
1999). The common secondary arsenates inmine wastes include
scorodite, amorphous ferric arsenate, arseniosiderite, yukonite,
and pharmacosiderite (Filippi et al., 2007; Foster et al., 1998a;
Morin and Calas, 2006; Paktunc et al., 2003, 2004, 2008;
Walker et al., 2009). Among the secondary arsenates, scorodite
is the most abundant variety due to its higher stability in the
near-surface environments (Harvey et al., 2006; Paktunc and
Bruggeman, 2010).

By far, the most important sink for arsenate is sorption to Fe
oxyhydroxides. Examples include Fuller et al. (1993), Nriagu
(1994), Kimball et al. (1995), Manceau (1995), Waychunas
et al. (1996), Lutzenkirchen and Lovgren (1998), Manning
et al. (1998), Raven et al. (1998), Webster et al. (1998),
Foster et al. (1998b), Ding et al. (2000), Jain and Loeppert
(2000), and Farquhar et al. (2002). Fe oxyhydroxides have the
capacity to adsorb significant amounts of arsenate as bridging
or bidentate–binuclear type complexes (Fuller et al., 1993;
Paktunc et al., 2004, 2008; Waychunas et al., 1996). Sorption
of As on clays is reported by Manning and Goldberg (1996),
Foster et al. (1998a), Lin and Puls (2000), and Garcia-Sanchez
et al. (2002) and on schwertmannite by Carlson et al. (2002).

Arsenopyrite and arsenian pyrite are the common carriers of
gold in refractory gold deposits. In order to liberate the con-
tained gold, these sulfide minerals are decomposed through
accelerated oxidation at high temperature and/or pressure.
Roasting, POX, and BIOX are the proven technologies in the
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pretreatment of refractory gold ores. The POX of sulfide con-
centrate from refractory gold ores in autoclaves produces resi-
due containing various arsenates including scorodite,
sulfoarsenates, sulfates, and As-bearing hematite and jarosite.
Arsenates and sulfoarsenates include compounds referred to as
type 1 and type 2 (Swash and Monhemius, 1994) and phase 3
and phase 4 (Dutrizac and Jambor, 2003). Phase 3 has a highly
variable composition (Fe0.9–1.3As0.3–0.6S0.4–0.7O4(OH)0.3–3.3),
and its As-rich end-member is similar to type 2 (Fe1.2–1.3
As0.6–0.8S0.2–0.4O4(OH)2.6–3.5) in terms of both the long- and
short-range structures (Paktunc, 2009). Spherical Fe sulfarse-
nates from the Red Lake autoclave reported by McCreadie et al.
(1998) is similar in composition to phase 3. Jarosite can
accommodate limited arsenate in the structure through sub-
stitution of sulfate (Dutrizac and Jambor, 2000; Paktunc and
Dutrizac, 2003; Savage et al., 2000).

During roasting pretreatment of the refractory gold ores, the
host sulfide minerals are progressively transformed to pyrrho-
tite, magnetite, and hematite (Swash and Ellis, 1986) and to
maghemite and hematite (Paktunc et al., 2006) as the sulfur is
driven off as SO2 from the sulfide minerals. Arsenic that occurs
in $1 valence state in arsenian pyrite and arsenopyrite is
volatilized as As2O3 and in some cases oxidized to As2O5

under the highly oxidizing conditions of the roaster. Depend-
ing upon the roasting conditions and the efficiency of the
process, some of this As is trapped in maghemite and hematite,
which report to the cyanidation circuit for gold extraction
(Paktunc et al., 2006). These high-temperature Fe oxide oxida-
tion products typically appear as porous and concentrically
layered grains. McCreadie et al. (2000) reported that hematite
and maghemite occurring as porous grains measuring
20–50 mm across are the As-rich phases in the residue from
the Red Lake roaster. These grains have inclusions of a variety
of gangue minerals and also have a high-As content, which
varies widely between and within grains but is not correlated
with the type of iron oxide. No discrete As phases were identi-
fied on the surfaces of the grains, and the As is not part of the
crystal structure. The As was presumably incorporated during
the roasting process. Arsenic is released due to bacterially me-
diated reduction of As-rich hematite and maghemite in the
roaster tailings at the Campbell Mine (McCreadie et al.,
2000). Foster et al. (1998a) reported that arsenic occurs in
the roasted sulfide ore of the Spencerville mine in California
as As5þ species in jarosite and as sorbed complexes on hematite
and ferric oxyhydroxide grains. Micro x-ray absorption near
edge structure studies indicated that arsenic occurs as both
As3þ and As5þ species in maghemite and hematite (Paktunc,
2008). Walker et al. (2005) reported similar speciation data
on the Fe oxide particles in the tailings of the Giant Gold
Mine roaster. It appears that As3þ species are preferentially
enriched in maghemite (Paktunc, 2008, 2009). Although
modern roasters allow effective capture of As from off-gases
as As2O3 (arsenolite) through condensation and collection in
bags, complete removal of As from roaster circuits remains
challenging, and there are major environmental issues with
the disposal of pure As2O3 wastes stored in bags. For example,
more than 100 000 tonnes of As2O3 are temporarily stored
in the underground workings of the Giant Gold Mine at
Yellowknife and permanent disposal is a major environmental
concern.

Trivalent arsenic oxide species also occur as secondary oxi-
dation products after arsenopyrite and arsenian pyrite in mine-
drainage settings, although they are rare in comparison to the
As5þ species. Reported occurrences of As3þ oxides in mine
wastes and impacted soil/sediments include arsenolite
(Ashley and Lottermoser, 1999), picropharmacolite [Ca4Mg
(AsO3OH)2(AsO4)2(11H2O] (Juillot et al., 1999), and tooe-
leite [Fe6(AsO3)4(SO4)(OH)4(4H2O] (Morin et al., 2003).

11.5.5.7 Phosphates

Secondary phosphates occur rarely in acid-drainage settings.
Pyromorphite [Pb5(PO4)3Cl] has been identified in tailings
(Morin et al., 1999) and in mining-related stream sediments
(Hudson-Edwards et al., 1996). Brushite [CaHPO4(2H2O] was
reported by Dill et al. (2002) to be present in the oxidized
tailings of the Matchless Mine, Namibia, but the absence of an
adequate source of PO4 in the primary mineral assemblage
indicated that the anion was most likely derived from a flota-
tion reagent.

11.5.5.8 Secondary Sulfides

The principal secondary sulfides that have been observed in
oxidized mine wastes are marcasite [FeS2] and covellite [CuS],
which have distinctly different origins. The initial oxidation of
pyrrhotite results in the solid-state diffusion of Fe toward grain
boundaries at which the Fe is oxidized (Pratt and Nesbitt,
1997; Pratt et al., 1994a,b). Upon further Fe migration and
the consequent enhanced S enrichment of the original pyrrho-
tite, replacement by marcasite is affected. Hence, pseudomor-
phism of the pyrrhotite by marcasite and other oxidation
products, including native sulfur, is common if leaching rates
are not rapid.

In contrast to the spatial restriction of marcasite to replace-
ment of pyrrhotite, most covellite in mine wastes results from
redeposition of solubilized Cu that is typically derived from
primary chalcopyrite. Sorption of Cu on Fe oxyhydroxides is
common, but redeposition as a sulfide occurs where reductive
conditions are present. Such conditions seem to be available
locally on a microscale in proximity to altering pyrrhotite, but
on a broader scale, the formation of covellite is predominant at
the interface between the oxidized and reduced zones of a
waste body, thus emulating the supergene enrichment process
that takes place in sulfide deposits, especially those of porphyry
copper. In mine wastes, other Cu sulfides that resemble covel-
lite in reflected light may also be present, but small grain size
has impeded specific identification.

Occurrences of secondary pyrite with framboidal and mas-
sive morphologies were reported in the Elliot Lake uranium
mine tailings (Paktunc and Davé, 2002). The geochemical
conditions in the tailings that promote the formation of pyrite
at depths of greater than 0.75 m are described as neutral to
weakly alkaline and reducing assisted by microbial activity.

In permeable reactive barriers (PRBs) (described in
Section 11.5.5.9), chalcopyrite, bornite [Cu5FeS4], greigite
[Fe2þFe2

3þS4], and abundant framboidal pyrite have been ob-
served as secondary precipitates within the reactive medium
emplaced to treat waters laden with heavy metals and sulfate
derived from oxidized tailings and sulfide concentrates
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(Jambor et al., 2005). Organic carbon is added to the barrier
mixture to promote sulfate reduction. The occurrence of mack-
inawite [Fe9S8] at one of the barriers was described by Herbert
et al. (1998).

Nanometer-scale secondary sulfides associated with sulfide-
reducing bacteria were reported by Fortin and Beveridge
(1997) to have formed within the pyritiferous tailings at Kidd
Creek, Timmins, Ontario. The sulfides were identified as mack-
inawite, amorphous FeS, and pyrite. A bacterially associated
secondary Ag2S phase, possibly acanthite, was observed by
Davis (1997) in the Kidd Creek tailings.

11.5.5.9 Role of Microorganisms in the Formation and
Dissolution of Secondary Minerals

Microorganisms have a major impact on the behavior and
cycling of metals in the environment. Their role influences
metal behavior through mediation of a variety of opposing
mechanisms, including assimilation/adsorption and minerali-
zation, precipitation and dissolution, oxidation and reduction,
andmethylation and dealkylation (Johnson, 2006). Sometimes,
these processes are interrelated; for example, redox changes can
result in the release of metal ions that are more or less soluble
under prevailing environmental conditions, leading to their
spontaneous precipitation or dissolution. Whereas the dissolu-
tion of pyrite and other sulfide minerals is central to the genesis
of AMD, other microbially mediated processes can occur down-
stream at the point of discharge of water from amine, leading to
the formation of new (secondary) mineral phases, and these, in
turn, may also be subjected to dissolution. While most of these
processes involve redox transformations, other aspects of micro-
bial metabolism (e.g., oxygenic photosynthesis by acidophilic
and acid-tolerant microalgae, which results in increased alkalin-
ity in mine waters) can also cause or contribute to the formation
of secondary minerals.

At its point of discharge, AMD frequently contains little or
no dissolved oxygen, and the dominant (or even exclusive)
form of soluble iron present is Fe(II) (e.g., Rowe et al., 2007).
Oxygenation of AMD streams by diffusion, mass transport, and
oxygenic photosynthesis creates conditions favorable to the
diverse species of bacteria and archaea that can obtain energy
from the dissimilatory oxidation of ferrous iron. Ferrous iron
oxidation is a proton-consuming reaction (eqn [31]), which
causes, at least in the short term, the pH to increase

Fe2þ þ 0:25O2 þHþ ! Fe3þ þ 0:5H2O [31]

However, ferric iron is far less soluble under most physio-
logical conditions than is ferrous and reacts with hydroxyl ions
(i.e., the reaction is pH-dependent) to form a variety of amor-
phous (e.g., ferric hydroxide, eqn [32]) and mineral phases:

Fe3þ þ 3OH$ ! Fe OHð Þ3 [32]

This reaction (referred to as iron ‘hydrolysis’) causes the pH
to decrease, and because two protons are ‘produced’ for each
iron atom, which oxidizes and hydrolyzes, the pH of AMD is
often found to be lower downstream than at its point of
discharge, as a result of these combined reactions.

In iron-rich mine waters, the dominant ferric iron mineral
that forms is very much determined by the pH. In relatively

high-pH waters, ferrihydrite is a frequently encountered sec-
ondary ferric iron mineral (eqn [33]):

10Fe3þ þ 16H2O! Fe10O14 OHð Þ2 þ 30Hþ [33]

However, at lower pH (!2.3–4), schwertmannite is often the
dominant secondary ferric precipitate found in AMD (eqn [34]):

8Fe3þþSO4
2$þ14H2O! Fe8O8 OHð Þ6 SO4ð Þþ22Hþ [34]

Both of these are hydrous oxide minerals, but the formation
of schwertmannite generates less acidity than does ferrihydrite
(2.75 protons for each ferric ion precipitated, compared to 3)
and also results in coprecipitation of sulfate, a useful attribute
with regard to mine water remediation. However, schwertman-
nite is metastable with regard to goethite (Schwertmann and
Cornell, 2000) and releases sulfate when it is transformed to
the latter (eqn [35]):

Fe8O8 OHð Þ6 SO4ð Þþ2H2O!8FeO(OHþSO4
2$þ2Hþ [35]

Ferrihydrite is also a metastable mineral and transforms to
goethite and/or hematite (Schwertmann and Cornell, 2000).

Below pH!2.3, the solubility of ferric iron is greatly in-
creased and extremely acidic, iron-rich mine waters can assume
colors ranging from light orange to burgundy red. However, a
third type of secondary ferric minerals can precipitate under
such extreme conditions. Jarosites are a group of basic hydrous
sulfate ferric iron minerals. Jarosite also is a principle waste
product formed during metallurgical mill processing, where it
can be confined to large repositories (Al et al., 1994; Dutrizac,
1999; Dutrizac and Jambor, 2000; Welham et al., 2000). Struc-
turally, jarosite is a member of the jarosite–alunite group of
minerals with a general formula of DG3(TO4)2(OH,H2O)6.
The D sites can be occupied by monovalent (i.e., K, Na, Ag,
Tl, and H3O), divalent (i.e., Ca, Sr, Ba, and Pb), trivalent (Bi
and rare earth element (REE)), and quadrivalent (Th and U)
ions; G sites in this case can undergo solid-solution substitu-
tion with Al, Fe3þ, and T sites by S6þ, As 5þ, or P5þ with lesser
amounts of Cr and/or Si (Stoffregen et al., 2000). Jarosites are
most commonly encountered in low-pH, high-ferric iron/
sulfate-containing liquors that also contain significant concen-
trations of basic metal cations, such as process waters at bio-
mining sites as well as mine-waste sites and mine waters (e.g.,
at Iron Mountain, California; Nordstrom et al., 2000). Due to
its low solubility in water, jarosite will scavenge metals, allow-
ing it to serve as an excellent medium for trace-metal attenua-
tion. Jarosite thus is important with respect to the fate and
transport of metals in AMD environments (Accornero et al.,
2005; Lee et al., 2005).

Some microorganisms appear to have a role in forming
secondary ferric iron minerals in AMD beyond that of generat-
ing ferric iron (which is primarily a microbiological process in
acidic (pH !4) waters). Filaments of ferrihydrite, deposited as
trailing stalks attached to bacterial cells, are produced by one of
the longest known of all bacteria, Gallionella ferruginea, a neu-
trophilic bacterium not commonly encountered in AMD.
However, there is evidence that the EPS produced in abun-
dance by the acidophilic iron oxidizer, Fv. myxofaciens, can
serve as a site of nucleation for schwertmannite precipitates.
Ferrovum-like bacteria have been identified as the dominant
bacteria present in a pilot-scale system used for remediating
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iron-rich groundwater in Germany, where the major precipi-
tate formed is schwertmannite (Heinzel et al., 2009).

Metal sulfides can also form as secondary minerals in mine
waters, though these are less frequently encountered than sec-
ondary ferric minerals. Many metals frequently found in ele-
vated concentration in AMD frommetal mines (e.g., copper and
zinc) form highly insoluble sulfide phases that can precipitate
(in the case of copper) even in extremely acidicmine waters. The
prerequirement here is a source of sulfide (often denoted as S2$,
whereas H2S is actually the dominant form below pH 6.8).
Sulfide is produced as a waste product in several biological
processes, the most important of which involve the dissimila-
tory reduction of sulfate, elemental sulfur, and polythionates by
sulfate- and sulfur-reducing bacteria (Jameson et al., 2010).
These bacteria are obligate or facultative anaerobes that only
produce hydrogen sulfide in anoxic conditions, such as in sed-
iments or within thick microbial biofilms and mats in mine
streams, where sulfate, etc. (as opposed to oxygen), is used as a
terminal electron acceptor. An electron donor (energy source) is
also required, which can be organic (e.g., small molecular
weight alcohols, such as ethanol) or inorganic (e.g., hydrogen)
in nature. Since AMD streams are characterized by having very
elevated concentrations of dissolved sulfate, there is great po-
tential in these waters for bacterial sulfide formation. The avail-
ability of a suitable electron donor is usually the limiting factor
for bacterial sulfidogenesis in AMD streams and sediments
(mine waters are generally oligotrophic with regard to dissolved
organic carbon), though colonization by acidophilic algae can
lead to large inputs of organic carbon in mine waters, which in
turn can support massive streamer/mat growths where sulfido-
genic bacteria proliferate (e.g., Rowe et al., 2007).

Bacterial sulfate reduction is a proton-consuming reaction,
whereas the formation of metal sulfides from the reaction
between the dissolved metals and hydrogen sulfide generates
protons. Whether the net reaction is pH-neutral or proton-
consuming depends on the concentration of a metal(s) in the
AMD that can form a sulfide phase under the prevailing pH
conditions. Equations [36] and [37] show a hypothetical ex-
ample for mine water sediment containing 1 mM of both Cu
and Zn and 5 mM of Fe(II), where the electron donor is glyc-
erol. At pH 2, only CuS forms (due to its much lower solubility
product than those of ZnS and FeS), and the net reaction is
alkali-generating (eqn [36]):

2C3H8O3 þ 3:5SO4
2$ þ 5Hþ þ Cu2þ þ Zn2þ þ 5Fe2þ

! 6CO2 þ 2:5H2Sþ CuSþ Zn2þ þ 5Fe2þ þ 8H2O [36]

Such a scenario has been described in AMD draining a
copper mine in Spain (Cantareras) where only CuS was iden-
tified in the anaerobic microbial mat growth, even though the
mine water also contained appreciable concentrations of Zn
and Fe (Rowe et al., 2007). At pH 4, both Zn and Cu sulfides
form, but not FeS (even though there still may be free sulfide
available), as its solubility product is too large. The net reaction
is now less proton-consuming (eqn [37]):

2C3H8O3 þ 3:5SO4
2$ þ 3Hþ þ Cu2þ þ Zn2þ þ 5Fe2þ

! 6CO2 þ 1:5H2Sþ CuSþ ZnSþ 5Fe2þ þ 8H2O [37]

The secondary minerals that form in AMD streams and
sediments are themselves potentially subject to microbial

dissolution. Secondary sulfides, such as the primary sulfides,
are stable as long as conditions remain anoxic, but when
sediments are disturbed by high-streamflow rates, etc., and
exposed to oxygen, they are susceptible to the same processes
of microbial oxidative dissolution as described in
Section 11.5.3.2.1 In contrast, secondary ferric iron minerals
(jarosites, schwertmannite, and ferrihydrite) are subject to re-
ductive dissolution in oxygen-depleted (or limiting) environ-
ments. Some species of bacteria and archaea are able to use
ferric iron as an electron acceptor in anaerobic respiration
(Lovley, 1993), and ferric iron reduction also can occur during
fermentative metabolism. While dissimilatory ferric iron reduc-
tion has been most intensively studied with neutrophilic bacte-
ria such asGeobacter spp., the ability to reduce iron appears to be
particularly widespread among heterotrophic and autotrophic
acidophiles (Coupland and Johnson, 2008; Johnson and Hall-
berg, 2009a,b). The reasons for this capacity are probably the
elevated concentrations of iron that characterize AMD and re-
lated environments and also the greatly enhanced solubility of
ferric iron at extremely low pH, making it more accessible as an
electron acceptor.

Heterotrophic acidophilic bacteria, such as Acidiphilium
spp. and Ferrimicrobium acidiphilum, use organic electron do-
nors to fuel ferric iron reduction (Bridge and Johnson, 2000;
Johnson et al., 2009), while autotrophic acidophiles, such as
Acidithiobacillus spp., use reduced forms of sulfur and, occa-
sionally, hydrogen (Hallberg et al., 2010; Ohmura et al.,
2002). Mixotrophic acidophiles, such as Sulfobacillus spp. and
Am. ferrooxidans, can use both organic and inorganic electron
donors, and since these, such as Acidithiobacillus spp., are also
iron oxidizers, they are capable of iron cycling when grown as
pure cultures (Bridge and Johnson, 1998).

Bridge and Johnson (2000) compared rates of reductive
dissolution of ferric iron minerals by Acidiphilium sp. SJH,
using glycerol as an electron donor. They found that the
iron mineral reduction rates followed the pattern amorphous
Fe(OH)3>magnetite>goethite¼natrojarosite>akageneite>
(potassium) jarosite and that hematite was not reduced under
the experimental conditions used. The rates of mineral disso-
lution were also faster at lower pH and that contact between
the bacteria and the mineral phase was not necessary for
reduction of the latter. They concluded that Acidiphilium sp.
SJH caused the reductive dissolution of ferric iron minerals by
an indirect mechanism in which bacterial reduction of soluble
ferric iron caused a shift in equilibrium between the mineral
phase and soluble ferric iron (which was affected by pH),
thereby causing accelerated dissolution of the minerals. The
optimum ferric iron reduction by Acidiphilium sp. SJH was
observed under microaerobic rather than strictly anoxic con-
ditions. Reductive dissolution of amorphous ferric hydroxide,
goethite, and jarosite has also been reported for moderately
thermophilic acidophiles (Bridge and Johnson, 1998), and
recently, Hallberg et al. (2011a) have reported that reductive
dissolution of goethite in a limonitic nickel laterite ore, using
elemental sulfur as an electron donor, resulted in extraction of
>80% of nickel, most of which was intimately associated with
the goethite fraction.

In mine-impacted sediments, jarosite may decompose to
form a variety of secondary mineral phases, for example,
schwertmannite, iron oxides (usually goethite), and hydroxides
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(Baron and Palmer, 1996; Gasharova et al., 2005; Smith et al.,
2006; Welham et al., 2000). Depending on the geochemical
conditions, these secondary minerals may also sequester
metals such as Pb, Zn, Ni, Cr, As, and Ag either through adsorp-
tion or incorporation into their crystalline structure (Hudson-
Edwards et al., 1999; Paktunc and Dutrizac, 2003; Sidenko
and Sherriff, 2005).

Dissolution of jarosite (Bridge and Johnson, 2000) and
schwertmannite (Coupland and Johnson, 2008; Gramp et al.,
2009; Kusel et al., 1999) through the action of acidophilic iron
and sulfate-reducing bacteria (SRB) under acidic conditions
(pH <2.5) has been demonstrated. The bacteria, in this case,
accelerate the dissolution of these ferric iron hydroxysulfate
minerals by an indirect mechanism, such that the bacterial
reduction of the dissolved Fe(III) results in a shift in equilib-
rium between solid Fe(III) phases, promoting dissolution of the
mineral. As noted earlier, soluble ferric iron derived from acid
dissolution of the ferric iron minerals appears to be the form of
iron used by iron-reducing acidophiles. In contrast, concentra-
tions of dissolved Fe(III) in equilibrium with the solid would be
too low to support such an indirect mechanism at circum-
neutral pH. However, dissimilatory metal-reducing bacteria
have been shown to thrive under circumneutral conditions,
although most commonly through direct mechanisms utiliz-
ing metal sites (i.e., iron) as a terminal electron acceptor from
the mineral itself (Crowe et al., 2007; Hansel et al., 2003;
Nevin and Loveley, 2002; Weisener et al., 2011). In this re-
spect, many questions remain regarding the long-term stability
of metal-substituted iron hydroxysulfate minerals under pro-
longed reducing conditions and perhaps moderate pH settings
associated with AMD settings either proximal or downstream.

Jones et al. (2006) investigated themicrobial susceptibility of
K jarosite. In this study, the dissolution character was controlled
by a function of temperature and particle size and differences in
experimental conditions (media, organisms, number of cells,
etc.). These observations appear to be the case for other metal-
substituted jarosite minerals. Jones et al. (2006) and Weisener
et al. (2008) both show similar trends in sulfate release rates
during reductive dissolution compared to ferrous iron for two
different jarosite compounds containing different D-substituted
elements (i.e., K vs. Ag). The effect of these trace metals relative
to iron and sulfate is often not clear, especially when the range
of redox-sensitive metals (i.e., As, Cr, Se, Pb, Tl, and Ag) that can
occupy lattice positions in these hydroxy sulfate phases is
considered. In the latter case, Ag was observed to form intracel-
lularly within bacteria in part due to its very low solubility,
coupled with the potential for metal-reducing bacteria (i.e.,
Shewanella putrefaciens and Geobacter metallireducens) to use Ag
along with ferric iron as a terminal electron acceptor. Similar
trends have been observed for Pb-substituted iron hydroxy sul-
fate minerals (Smeaton et al., 2009). However, in this case, Pb
was observed to precipitate within the cytoplasmic membrane,
in contrast to the cell wall, of the same bacterial species.
Smeaton et al. (2009) note that, within such systems, key ge-
netic differences related to how specific organisms regulate tox-
icity may be a deciding factor. These differences would certainly
have a strong influence on potential pathways that would regu-
late metals in these AMD environments.

Other investigations have focused on the biogeochemical
cycling of solid-phase Fe and S mineral phases often observed

in these systems with the aim of understanding the oxidative
and reductive pathways of hydroxysulfate end-members and
their mineral counterparts (Gramp et al., 2009). The authors
note that the reduction of Fe(III) hydroxysulfate occurs via
solution-phase transformations, resulting in the dissolution
and remobilization of minor trace metals occupying the D loca-
tion. However, the precise initial mechanism associated with the
biological reduction of sulfate is undetermined, but it is hypoth-
esized that electron transfer in sulfate reducers to the surfaces of
the mineral and the reduction of low concentrations of sulfate in
the solution result in a shift in the equilibrium toward Fe(III)
hydroxysulfate solubilization (Gramp et al., 2009).

In reduced aqueous environments, the presence of As in the
solution can be a function of both biotic and abiotic mecha-
nisms. The release of As to groundwater from anthropogenic
sources is problematic in some areas proximal to mining op-
erations (Williams, 2001) and can be strongly influenced by
the microbial communities found within the mine wastes. The
prevalent and notably most toxic As species in these systems
are the inorganic forms: arsenate [As(V) as HAsO4

2$ or
H2AsO4

$] and arsenite [As(III) as H3AsO3 or H2AsO3
$],

which act to disrupt cellular processes by posing as an analogue
of phosphate or by binding to sulfhydryl groups, respectively
(Oremland and Stolz, 2003). The geochemical controls on the
fate of As in mine environments are complicated by a number
of interacting biotic and abiotic processes, and thus the limits
on its mobilization are often difficult to isolate (Smedley and
Kinniburgh, 2002). In general, As provenance is most strongly
associated with that of Fe. Iron oxides and oxyhydroxides
provide sorption sites for As (Bowell, 1994) along with many
clay minerals (Violante and Pigna, 2002). Extensive studies of
As sorption have demonstrated that pH and redox conditions
are the major factors affecting As sorption onto mineral phases
(Burton et al., 2009; Casiot et al., 2005). However, factors such
as surface area, mineralogy, and the presence of competing
ions also may control As sorption (Lim et al., 2008). Following
the onset of reducing conditions, adsorbed and coordinated
arsenate can be remobilized during the microbial Fe(III) to Fe(II)
transformations of Fe oxides (e.g., Cummings et al., 1999).
Furthermore, As-bearing phases, such as scorodite [Fe
AsO4(2H2O)], can be reduced by a variety of dissimilatory
iron-reducing bacteria (Babechuk et al., 2009; Cummings
et al., 1999; Newman et al., 1997; Papassiopi et al., 2003),
leading to the release of Fe(II) and As(V). In some cases,
dissimilatory release of As is thought to be a prerequisite
for subsequent arsenate reduction (Cummings et al., 1999).
The transformation of arsenic between pentavalent and triva-
lent states also can occur directly through microbial oxidation
and reduction (Lee et al., 2010). Recent studies focusing
on arsenic-rich mine tailings from the Ketza River mine, Can-
ada, suggest that the stability of these mineral phases is depen-
dent upon the increasing Fe/As ratio (Paktunc et al., 2003,
2004). Leaching tests performed by the authors have shown
that the tailings material has significant As concentrations
associated with Fe(III) oxyhydroxides. The adsorbed As asso-
ciated with the Fe(III) oxyhydroxides was less soluble com-
pared to other crystalline minerals such as arseniosiderite
[Ca2Fe3(AsO4)3O2(3H2O] (Paktunc et al., 2004).

The susceptibility of As-bearing Ca–Fe hydroxide minerals
collected from tailings cores at the Ketza River mine (Yukon,
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Canada) was investigated by Weisener et al. (2011). In this
study, samples were collected from exposed and saturated
tailings within the impoundment area. The principle concern
was to establish the materials’ behavior when exposed to re-
ducing conditions in the presence of bacteria. The rates of Fe
and As reduction using two strains of dissimilatory As-
(S. putrefaciens ANA3) and Fe-reducing (S. putrefaciens 200R)
bacteria were measured. Coatings containing Ca, Fe, and As in
the tailings surfaces appeared to have an inhibitory effect on
the bacteria slowing the rates of reduction for Fe and As. In
part, this reduction in dissolution rate is likely due to surface
area characteristics. However, when the carbonate coatings
were removed through acid treatment and reinocculated with
the bacteria strains, a significant increase in the rate of Fe and
As reduction occurred. While, simultaneous reduction of both
As(V) and Fe(III) was observed in this study in both cases, As(III)
respiration rates showed a significant increase in the untreated
material compared to Fe(II) and was likely due to favorable
thermodynamic conditions utilizing different electron receptor
half reactions, for example, As(III/v) reduction versus Fe(II/III).

11.5.6 AMD in Mines and Mine Wastes

11.5.6.1 Underground Workings

Access to deeply buried ore bodies is attained through under-
ground mining. Workings are excavated to provide access to
the ore body (Figure 4) and to mine the ore. These operations
typically involve the removal of rock with no or little valuable
metal content. Mining and economic limitations frequently
result in large amounts of residual sulfide minerals being left
adjacent to the excavated stopes. The extent of oxidation of
these residual sulfides is primarily dependent on the surface
area of exposed sulfide minerals and the duration of exposure

to oxygen (Morin and Hutt, 1997). After a mine is decommis-
sioned, the weathering products of these exposed sulfides may
become a source of acidity, sulfate, and dissolved metals.

Many underground mines are allowed to flood shortly after
mining ceases, thus limiting the extent of sulfide-mineral oxi-
dation. In areas where the water table is deep or where adits
have been excavated to drain the mine workings, extensive
oxidation of the wall rock may persist for years or decades
after mining ends. The extent of sulfide oxidation and the
quality of the water derived from a mine site are dependent
on the duration of exposure to atmospheric O2, the local
geological conditions, and the methods of mining used.

Nordstrom and Alpers (1999b) and Nordstrom et al.
(2000) described the generation of extremely acidic water at
the Iron Mountain Mine near Redding, California, where a
series of tunnels had been excavated to allow access to deep
portions of the ore body. The excavation of drainage tunnels
from these sites had the effect of exposing large volumes of
sulfide minerals, principally pyrite with lesser amounts of chal-
copyrite and sphalerite, to oxidation. Large accumulations of
secondary sulfate solids, such as römerite, rhomboclase, and
Zn–Cu-bearing melanterite, have been observed as efflores-
cences on the mine walls and as stalagmites and stalactites
(Nordstrom and Alpers, 1999b). Water dripping from the
mine walls and in pools contained extremely high concentra-
tions of dissolved solids (up to 760000 mg l$1 SO4, 86 mg l$1

Fe, and very high concentrations of other metals) and had a pH
as low as $3.6 (Nordstrom et al., 2000; Table 8). During dry
periods, secondary minerals form within the mine workings
and the dissolved metals in pools become concentrated from
evaporative effects. After rainfall events, flushing of the accu-
mulated oxidation products results in effluents that have very
high-metal concentrations. The concentrations of dissolved
metals associated with the Iron Mountain site are much higher
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Figure 4 Schematic diagram showing underground mine workings. Modified from Morin KA and Hutt NM (1997) Environmental Geochemistry of
Minesite Drainage: Practical Theory and Case Studies. Vancouver, BC: MDAG Publishing.
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than those observed in drainage from other base metal and
gold mines, such as the Carlton Mine and the Roosevelt Mine
in Colorado (Table 8).

At the Wismut Königstein mine, near Dresden, Germany,
acidic solutions were used in an in situ leaching procedure to
extract uranium from a sandstone aquifer. During mining,
zones of the mine were isolated, and acidic leaching solutions
were percolated through blocks of aquifer material. The resid-
ual sulfuric acid was collected at the base of the block. The
blocks were blasted to enhance permeability. In addition to the
acid used in the leaching process, acidity was released by the
oxidation of sulfide minerals contained in the sandstone
(Biehler and Falck, 1999). The concentrations of dissolved
constituents vary in the vicinity of the mine (Table 8). Low
concentrations of sulfate and dissolved metals are observed in
the groundwater. Higher concentrations are observed in the
mined blocks, with the maximum concentrations observed in
blocks that had been leached and flooded. Wismut plans to
decommission the Königstein mine. The fate of dissolved
metals and radionuclides in the flooding water is an important
factor in the development of decommissioning plans (Bain
et al., 2001).

The effects of Au mining on groundwater quality was
assessed at the Cripple Creek Mining District, Cripple Creek,
Colorado, using field measurements of water quality, mineral-
ogical analyses, and geochemical modeling techniques (Eary
et al., 2003). The underground workings were dewatered using
a series of drainage adits. These adits have not been plugged,
allowing the workings to continue to be exposed to atmo-
spheric O2. The Au ore occurs as disseminated native Au and
is generally associated with pyrite. Oxidation reactions have
produced low-pH conditions (pH <3), with elevated concen-
trations of SO4 (>2000 mg l$1), Fe (>200 mg l$1), and other
dissolved metals in the shallow groundwater. Deeper drainage
waters are near neutral in pH (>7) and have low concentrations

of dissolved metals. The upper host rocks were depleted in
carbonate minerals, suggesting the increase in pH was a result
of carbonate-mineral dissolution reactions. The removal of Fe
was attributed to the formation of ferrihydrite, Mn to the for-
mation of Mn oxyhydroxides and rhodochrosite, and Zn to the
formation of Zn silicates and/or Zn substitutions in calcite. The
predictions suggest that the neutralizing capacity of the rock will
result in continued improvements in water quality for the fore-
seeable future (Eary et al., 2003).

11.5.6.2 Open-Pits

Open-pits are excavated to extract ore from near-surface ore
bodies. Many open-pits are adjacent or connected to under-
ground workings. Open-pit mining has increased substantially
over the past two decades as improved metallurgical
techniques, and the increased scale of mechanical operations
has made it possible to extract metals from low-grade ores
(Miller et al., 1996). These improvements have made large-
scale open-pit mining of low-grade Cu and Au ores economi-
cally viable. Open-pits are excavated through a series of
benches that provide access to the ore and maintain the stabil-
ity of the pit walls. In areas where the water table is high, it may
be necessary, during the mining operation, to dewater the pits
and surrounding materials by using pumping or diversion
techniques (Figure 5).

The excavation of the open-pit and dewatering expose por-
tions of the ore body and country rock, which were previously
buried or submerged, to atmospheric oxygen. The oxidation of
sulfide minerals within the wall rock results in the release of
acidity, sulfate, dissolved metals, and other trace elements
(Davis and Ashenberg, 1989). The extent of sulfide oxidation
is dependent on the surface area of the exposed sulfide min-
erals and the duration of mining. In upper portions of the pit,
where benches may be pushed back only occasionally, sulfide

Table 8 Example of water chemistry observed in mine workings

Königstein Minea

Groundwater in
fourth aquifer

Königstein Minea

Unsaturated
unleached blocks

Königstein Minea

Unsaturated
leached blocks

Königstein
Minea

Flooded
leached blocks

Richmond Mine
Portalb

Carlton
Mine
Tunnelc

Roosevelt
Mine
Tunneld

pH (SU) 5.99 1.88 2.92 1.88 0.5–1.0 7.81 7.69
Eh (mV) 307 747 807 651 – – –
TDS (mg l$1) 1736 12 322 3827 13 296 – – –
SO4 (mg l$1) 33 8220 2090 8800 20000–108000 1292 849
As (mg l$1) – – – – 34–59 – –
Cd (mg l$1) – – – – 4–19 – –
CrT (mg l$1) <0.002 0.97 0.072 1.34 – – –
Cu (mg l$1) – – – – 120–650 – –
FeT (mg l$1) 1.51 1171 15.32 1570 13 000–19 000 0.006 0.012
Pb (mg l$1) 0.013 2.1 0.010 1.43 – – –
Zn (mg l$1) <0.01 132 24 164 700–2600 0.044 0.22
Ra (Bq kg$1) 104)7 0.520)0.047 0.0073)0.0016 2.74)0.24 – – –
Th (Bq kg$1) n.a. 1333)100 49)6 1051)95 – – –
U (mg l$1) <0.02 12.3 18.1 50 – – –

aKönigstein Mine, Germany (Biehler and Falck, 1999).
bRichmond Mine portal, California, United States (Nordstrom et al., 2000).
cCarlton Mine Tunnel, Colorado, United States (Eary et al., 2003).
dRoosevelt Mine Tunnel, Colorado, United States (Eary et al., 2003).
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minerals may oxidize for a prolonged period of time. The
quantity of sulfide minerals exposed is dependent on their
abundance and on the surface area of the pit walls. The pit-
wall surface area is considerably greater than would be esti-
mated from an ideal three-dimensional model because of ir-
regularities in the pit walls, the presence of fractures and faults
intersecting the pit walls, and the accumulation of rubble
zones (Morin and Hutt, 1997). The reactive surface of a pit
wall has been estimated to be 27–161 times larger than the
ideal three-dimensional surface area (MEND, 1995). The total
reactive rock-surface area for an open-pit can be large. For
example, the reactive rock-surface area at the Island Copper
Mine, near Port Hardy, British Columbia, Canada, was esti-
mated to be 244000000 m2, with a 161:1 ratio of reactive to
modeled planar surfaces (MEND, 1995). Many pits are back-
filled with sulfide-bearing waste rock, tailings, and other ma-
terials, some of which may have oxidized extensively prior to
placement in the pit. The presence of these backfill materials
may also contribute to the generation of low-quality effluent.

After mining is complete, pumping is terminated and the
pits are allowed to flood. The principal components of water
gain are precipitation, groundwater inflow, and surface-water
inflow. The final elevation of the pit lake will depend on the
local hydrological conditions and the geological properties of
the surrounding rocks. The principal components of water loss
are evaporation and groundwater and surface-water outflow. A
water balance based on these principal components can be
constructed to estimate the relative magnitude of each compo-
nent and to assist in the prediction of pit-water quality (Eary
and Castendyk, 2009). For the Spenceville Mine at Spenceville,
California, Levy et al. (1997) estimated that the principal
inflow components were surface runoff>precipitation-
groundwater inflow and the principal outflow components
were direct evaporation>groundwater outflow as the pit
reflooded. On this basis, it was concluded that 2 years had
been required to reflood the pit. After the pit had filled, the

outflow of surface water commenced and the magnitude of the
groundwater and surface-water outflow components increased.
In contrast, the Berkeley Pit at Butte, Montana, filled over a
period of three decades and is anticipated to continue to fill
for several more years (Gammons and Duaime, 2006), thus
allowing prolonged exposure of sulfide minerals on the pit
walls and the possible accumulation of secondary minerals.
These secondary minerals may dissolve into precipitation runoff
or into inflowing groundwater or during pit refilling. After the
pit floods, further oxidation of sulfide minerals by atmospheric
oxygen below the pit-lake surface will be limited because of the
low solubility of O2 in water. The sulfide minerals above the
surface of the pit lake will continue to oxidize long after mining
has ceased. In addition, oxidation of sulfide minerals with Fe(III)
as an electron acceptormay continue within the flooded zone of
the pit (Gammons and Duaime, 2006).

The chemistry of pit lakes depends on a number of factors,
among which are the geology of the pit walls and surrounding
geological materials, the duration of sulfide oxidation, and the
local hydrologic conditions (Table 9; Miller et al., 1996; She-
venell et al., 1999). Some pit lakes have near-neutral pH and
contain low concentrations of dissolved constituents. These
lakes may be suitable for recreational use (Shevenell et al.,
1999). Other lakes, however, are acidic and contain high con-
centrations of dissolved metals and may be hazardous to wa-
terfowl (Miller et al., 1996; Morin and Hutt, 1997). Miller et al.
(1996) and Shevenell et al. (1999) compared the water chem-
istry of several pit lakes in the Western United States. Pit lakes
associated with sulfide ores and carbonate-deficient rocks gen-
erated acidic water containing high concentrations of dissolved
metals, whereas pits excavated in country rock containing abun-
dant carbonates were neutral in pH and contained low concen-
trations of dissolved metals. Some elements, including As, Se,
and Hg, were present at high concentrations under the neutral
pH conditions that are predominant in carbonate-rich terrains.
Eary and Castendyk (2009) summarized the typical host-rock
composition, acid–base characteristics, and the expected pit-lake
water quality associated with major ore-deposit types.

The relative depth, which is the ratio of the maximum pit
depth to the mean diameter of the pit lake expressed as
percentage, typically is greater than for natural lakes. The
large relative depth typical of pit lakes, combined with the
high concentrations of dissolved solids in some pit-lake waters,
results in a stable stratification; hence, seasonal turnover and
metal cycling are limited. For example, Ramstedt et al. (2003)
observed a halocline, redoxcline, and thermocline at different
depths in the Udden pit lake, northern Sweden. The limited
mixing that persists in some pit lakes can result in the devel-
opment of a permanently anoxic zone at the base of a lake.
Sanchez-España et al. (2008) examined 22mine pit lakes of the
Iberian Pyrite Belt in Spain and noted that many of the lakes
exhibited a thermal and chemical stratification with a well-
defined chemocline, separating an anoxic Fe(II)-rich monimo-
limnion from a well-mixed, oxygenated upper layer. The
stratification isolates the anoxic zone from the atmosphere,
limiting Fe(II) oxidation and providing an environment
suitable for anaerobic bacteria, including Fe-reducing bacteria
and SRB (Sanchez-España et al., 2008). In lakes derived from
metal mining, concentrations of organic carbon may be low
enough to limit the extent of Fe and sulfate reduction, whereas
open-pits derived from coal mines may have sufficient organic
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Figure 5 Schematic diagram of an open-pit mine during and after
operation. Modified from Eary and Castendyk (1999).
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carbon to promote extensive sulfate reduction (Pfeiffer et al.,
2002; Ramstedt et al., 2003). In the oxic portion of the water
column, oxidation of ferrous iron and precipitation of ferric
oxyhydroxide solids may occur. These solids can scavenge trace
metals and can settle through the water column. The upper,
oxic portion of a lakemay therefore contain lower concentrations
of dissolved constituents than the deeper waters. The distribution
of dissolved constituents in the pit will affect the quality of water
discharged from the pit into the adjacent groundwater system
and surface-water outflow. For example, very high concentrations
of dissolved Zn have been observed in groundwater adjacent to
the BrunswickNo. 6 open-pit at Bathurst,NewBrunswick (Morin
and Hutt, 1997). Eary (1999) provides a summary of secondary
minerals thatmay form in open-pits. Recently, the AcidDrainage
Technology Initiative, metal mining sector (ADTI-MMS) devel-
oped a comprehensive guidebook for assessing the characteris-
tics, fate, and remediation of pit lakes that result frommetal and
coal mining (Eary and Castendyk, 2009).

11.5.6.3 Waste-Rock Piles

Waste rock, the large volume of rock excavated to access the ore
and low-grade ore that cannot be processed economically, is
commonly deposited in large piles that are typically 30–100 m
high but range up to 500 m in height and several square

kilometers in area (Figure 6). Waste-rock piles may be depos-
ited in successive lifts or benches, or waste rock may be end
dumped from the top of the pile, enhancing sorting and seg-
regation according to particle size. The selection of a disposal
technique will depend on the site conditions, economic con-
siderations, and environmental policy.

Waste-rock materials vary in grain size from fine-grained
sand and gravel-sized materials to large blocks up to several
meters in diameter (Ritchie, 1994). The hydrology of waste-
rock piles is an active area of research (Gelinas et al., 1992;
MEND, 1994; Nichol et al., 2002; Ritchie, 1994). Measurements
made on waste-rock piles and in laboratory columns suggest
that the coarse nature of waste rock leads to a relatively large gas-
filled porosity and high permeability. Ritchie (1994) summa-
rized the characteristics of waste-rock piles (Table 10). This
summary indicates that the travel time for vertical transport of
water from the surface to the base of a 15 m high waste-rock pile
is approximately 3 years. These calculations assume that water
transport through the waste rock can be described in the same
manner as water flow through an unsaturated soil. Recent stud-
ies of waste materials at a mine site in Northern Saskatchewan
suggest thatmore than one flow regimemay be present in waste-
rock piles, with a portion of the water moving along rapid flow
paths (Nichol et al., 2002). At many locations, waste-rock piles
are constructed on permeable geological materials (Ritchie,

Table 9 Example of water chemistry observed in existing pit lakes

Constituent EPA
drinking
water
standard

Berkeley Pit
Butte, MT,
10/16/87

Robinson District Yerington Pit
Yerington,
NV, 1991

Getchell Mine Cortez Pit
Cortez, NZ
1992–93

Liberty Pit
1993
(0.5 m)

Kimbley Pit
1993
(0.5 m)

South Pita

4/28/82
Center
Pita

4/28/92

North Pita

4/28/92

pHb 6.5–8.5 (s) 2.8 3.21 7.61 8.45 5.96 5.27 7.67 8.07
TDSc 100 (s) 6240 3580 631 2110 2140 2420 432
Cl 250 (s) 9 48.9 286 36 34.4 30.2 25.7 24.4
F 1.4–2.4 18.5 3.01 1.4 2.4 2.4 1.6 2.4
NO3 as N 10 <.04 <0.02 0.67 0.01 0.01 0.01 0.207
SO4 250 (s) 5740 3700 1800 270 1380 1410 1570 90.2
As 0.5 0.05 <0.005 <0.005 0.003 0.009 0.008 0.38 0.038
Ba 1 <0.002 <0.002 0.034 0.06
Cd 0.01 1.3 0.647 <0.005 <.001 <.005 <0.005 <0.005
Cr 0.05 0.107 0.059 <0.005 <.02 <0.02 <0.02
Cu 1 (s) 156 37.1 0.06 0.16 0.04 0.04 <0.005
Fe 0.3 (s) 386 62.2 <0.05 0.01 0.8 2.1 0.16 0.134
Pb 0.05 <0.005 <0.005 <0.005 <.05 <0.05 <.05 0.0043
Mn 0.05 (s) 95 116 0.17 0.32 1.8 4.3 0.13 0.0017
Hg 0.002 <0.0002 <0.0002 <0.0005 <0.2 <0.2 <0.02 0.00046
Se 0.01 <0.005 <.005 0.13 <.002 <0.002 0.003
Ag 0.05 0.022 0.021 <.01 <.005 <0.005 <0.005
Zn 5 (s) 280 52.1 1.81 0.01 0.33 0.4 0.02 0.002
Ca 462 506 605 93 401 438 530 45.4
Mg 201 344 156 15 79.3 61.9 72.7 18.1
K 10 63 11.4 6.9 7.85 6.36 10.82 11.7
Na 72 53.6 95.3 76 56.3 40 38.1 68.6
Total alk. 0 189 24

aFiltered samples; composites of samples from various depths.
bAmounts are in mg l$1; pH is given in pH units.
cTotal dissolved solids.

Source: Eary LE (1996) Geochemical and equilibrium trends in mine pit lakes. Applied Geochemistry 14: 963–987.
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1994). At these locations, pore water affected by geochemical
reactions within the waste-rock pile may be displaced into the
underlying geological materials. Travel through the base of a
waste-rock pile, 25 ha in area and undersaturated flow condi-
tions, is anticipated to require 5 years or more (Ritchie, 1994).
Under conditions that prevail in most waste-rock piles, the
supply of oxygen limits the rate and extent of sulfide-mineral
oxidation (Ritchie, 1994). Initially, the oxygen that is contained
in a waste-rock pile upon deposition is consumed. This oxygen
is gradually replenished by the oxygen from the surface of the
pile via four gas-transport mechanisms: diffusion, advection,
convection, and barometric pumping, with the last probably
the least significant (Figure 6).

The rate of oxygen diffusion is proportional to the diffusiv-
ity of the waste-rock pile. Although the diffusivity of waste rock

is high because of the low moisture content of the waste rock,
diffusive transport of oxygen is sufficiently slow that this pro-
cess limits the rate of sulfide oxidation. Advective transport of
oxygen results from changes in gas pressure between the waste-
rock pile and the atmosphere. Wind has the potential to drive
oxygen deeper into the pile than would occur under diffusive
transport mechanisms alone (Amos et al., 2009; Ritchie, 1994;
Figure 6). The oxidation of pyrite is exothermic, and the pro-
gressive accumulation of heat can result in high temperatures
in a waste-rock pile undergoing intense oxidation. Tempera-
tures in excess of 60 "C have beenmeasured in oxidizing waste-
rock piles. These increased temperatures induce the convective
transport of atmospheric oxygen into the pile (Ritchie, 1994,
2003; Figure 7).

Convective transport of oxygen results in the penetration of
oxygen deep into the waste-rock pile, accelerating the rate of
oxidation of sulfide minerals and reinforcing the development
of the convection cell (Cathles, 1979, 1994). The accelerated
rate of oxidation near the pile margins both increases the short-
term release of contaminants and decreases the duration of
sulfide oxidation at those sites. Measurements of temperature
and gas-phase oxygen concentrations in a waste-rock pile at the
Rum Jungle mine site in Australia illustrate the regimes of gas
transport within the pile (Harries and Ritchie, 1985). On the
surface of the pile, away from the pile margins, the temperature
remains relatively uniform and the concentration of oxygen in
the pore gas decreases from atmospheric levels (20.9%) to
<1% within 10 m. Gas transport in this region of the pile is
dominated by diffusion. At its western margin, temperatures of
up to 50 "C were observed within the pile. High O2 concentra-
tions coincide with these high temperatures, indicating that
convective transport of gas is drawing oxygen-rich air from
the margin of the pile to approximately 150 m into the interior
of the pile. The convective transport of O2 in this region
accelerates the rate of sulfide oxidation at the pile margin
relative to the pile surface.

Although seemingly dramatic in its effects, the convective
transport of atmospheric gases is of relatively limited impor-
tance because a zone of only about 100 m inward from the pile
margins is affected. Based on model calculations, Ritchie
(1994) estimated that approximately 150 years would be re-
quired to oxidize all of the pyrite in a typical waste-rock pile
containing 2 wt% pyrite. The duration of oxidation is longer if
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Chemical reactions
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Figure 6 Schematic diagram of a waste-rock dump. Reproduced with permission from Ritchie AIM (1994) Sulfide oxidation mechanisms: Controls
and rates of oxygen transport. In: Blowes DW and Jambor JL (eds.) The Environmental Geochemistry of Sulfide Mine-Wastes, vol. 22, pp. 201–246.
Nepean, ON: Mineralogical Association of Canada.

Table 10 Physical properties of a typical dump of mine waste

Symbol Definition Value Units

L Dump height 15 m
A Dump area 25 ha
rr Bulk density of dumpmaterial 1500 kg m$3

rrs Sulfur density as pyrite 30 (2%) kg m$3

Qw Infiltration rate 0.5 m year$1

eg Porosity of the dumped
material

0.4

ew Water-filled porosity at
specified infiltration

0.1

Ks Saturated hydraulic
conductivity of dump

10 m day$1

D Oxygen diffusion coefficient
in the dump

5,10$6 m2 s$1

Co Oxygen concentration in air 0.265 kg m$3

e Mass of oxygen consumed
per unit mass sulfur
oxidized

1.75

S* Mass of oxygen consumed
per unit volume and unit
time by the dump material

1,10$8 kg m$1 s$1

rc Carbonate density 0.6 (0.04%) kg m3

Source: Ritchie AIM (1994) Sulfide oxidation mechanisms: Controls and rates of

oxygen transport. In: Blowes DW and Jambor JL (eds.) The Environmental

Geochemistry of Sulfide Mine-Wastes, vol. 22, pp. 201–246. Mineralogical

Association of Canada.
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the pile has a greater sulfide content. The rapid oxidation of
sulfide minerals in waste-rock piles can generate low-pH con-
ditions and release very high concentrations of dissolved con-
stituents to the pore water that flows through the waste-rock
pile. Because of the difficulty associated with obtaining water
samples from unsaturated waste rock, few measurements of
water chemistry from within waste-rock piles are available.
Measurements made within the unsaturated zone at the Mine
Doyon waste-rock pile show low-pH waters containing very
high concentrations of dissolved SO4, Fe, and Al (Table 11;
Gelinas et al., 1992, MEND, 1994).

The transport and release of dissolved constituents from the
oxidation zone are controlled by the physical hydrogeologic
processes that control water flow through the unsaturated pile.
These processes include diffusion, flow through the porous
matrix, and preferential flow through more permeable path-
ways. The interaction between these flow and transport pro-
cesses is complex because of waste pile heterogeneity (Nichol
et al., 2005), structure, and geometry (Lamontagne et al., 1999;
Lefebvre et al., 2001). Transient flow conditions can result in
spatial variations in flow patterns and flow intensities, which
lead to spatial variability in flushing rates and, thus, variability
in drainage solute and metal loadings (Nichol et al., 2005;
Velbel, 1993).

11.5.6.4 Coal-Mine Spoils

One of the most serious environmental concerns associated
with coal mining is the production of AMD. Coal mining
exposes sulfur-bearing minerals to atmospheric oxygen and
water. Pyrite is the principal source of acid production in coal
spoils (Rose and Cravotta, 1998). Concerns associated with
acidic coal-mine drainage include sedimentation of chemical

precipitates, soil erosion, and loss of aquatic habitats in contact
with waters with high-metal loads (Williams et al., 2002). A
bimodal distribution of coal-mine drainage has been observed,
with acidic (pH 3–5) and near-neutral (pH 5–7) pH values
(Brady et al., 1997). Figure 8 illustrates the range of pH values
observed for both bituminous and anthracite coals of the
Eastern United States. Acidic drainage associatedwith coal spoils
develops where carbonate minerals, such as calcite and dolo-
mite, or other calcareous strata that could neutralize acid pro-
duction are insufficient to neutralize the acidity released by
sulfide oxidation. Coal-mine effluents can range in composition
from acidic to alkaline, depending on the host-rock geology.
Effluents can have pH values as low as 2 and high concentra-
tions of SO4, Fe, Mn, and Al, along with common elements such
as Ca, Na, K, and Mg. The latter constituents are commonly
elevated due to aggressive acidic dissolution of carbonate, oxide,
and aluminosilicate minerals along flow paths that are down-
gradient from the sources of oxidizing pyrite (Cravotta, 1994).

In cases where neutral or alkaline mine drainage predo-
minates, problems may arise because of elevated concentra-
tions of SO4, Fe, Mn, and other solutes that are derived from
sulfide oxidation or from reactions with carbonate or alumi-
nosilicate minerals. Dissolved Fe and Al may precipitate as the
pH increases, and these precipitates can act as substrates for
adsorption and coprecipitation (Brake et al., 2001; Foos, 1997;
Stumm and Sulzberger, 1992). The dissolution of siderite,
which is commonly associated with coal spoils, followed
by the precipitation of Fe(III) oxyhydroxides generates no
net alkalinity (Rose and Cravotta, 1998).

High-sulfate concentrations are not dependent on pH con-
ditions and can pose a significant problem in both acidic and
alkaline conditions (Rose and Cravotta, 1998). The formation
of hydrous sulfate minerals in coal spoils can be significant
sources of ‘stored acidity’ (Alpers et al., 1994). This stored
acidity can be released when the soluble secondary minerals
are dissolved during periods of recharge or runoff and when Fe
or Al components of the minerals undergo hydrolysis (Rose
and Cravotta, 1998). An example of this effect is the dissolu-
tion of halotrichite and coquimbite, respectively:

Halotrichite

FeAl2 SO4ð Þ4(22H2Oþ 1

4
O2 $ Fe OHð Þ3 þ 2Al OHð Þ3

þ 4SO4
2$ þ 8Hþ þ 13(5H2O

[38]
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Figure 7 Measurements of temperature and oxygen concentration in
the Rum Jungle Mine waste-rock pile. Reproduced from Harries JR and
Ritchie AIM (1985) Pore gas composition in waste rock dumps
undergoing pyritic oxidation. Soil Science 140: 143–152.

Table 11 Concentrations of dissolved constituents in samples
collected in lysimeters installed into the Mine Doyon waste-rock pile

Sample 92-1
L3A

92-1
L4A

92-1
L5A

92-2
L3A

92-2
L4A

92-2
L5A

Depth (m) 1.67 2.42 4.05 1.67 2.54 4.07
pH (SU) 6.81 6.81 6.97 1.77 2.03 1.9
Cond. (mS) 1242 1625 2315 21185 17588 22532
Eh (mV) 249 250 226 514 484 432
FeT (mg l$1) 0 0 0 16614 2878 7888
SO4 (mg l$1) 629 1550 0 63029 43210 40750
Al (mg l$1) – – – 2324 2412 2634

MEND (1994) Monitoring and modeling of acid mine drainage from waste rock dumps.

Natural Resources Canada MEND Report 1.14.2g.
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Coquimbite

Fe2 SO4ð Þ3(9H2O$ 2Fe OHð Þ3 þ 3SO4
2$ þ 6Hþ

þ 3H2O [39]

The storage and release of acidity by these mechanisms can
cause considerable temporal variability in water quality and
can cause acid drainage to continue even after pyrite oxidation
has ceased.

11.5.6.5 Tailings Impoundments

Mine tailings are the finely ground residue from ore extraction.
The grain size of the tailings depends on the nature of the ore
and the milling process. Size measurements (Robertson, 1994)
of tailings from four mines in Ontario, Canada, indicated the
tailings materials to be predominantly silt and fine to medium
sand with <10% clay content. Tailings are transported from
the mill and are discharged into an impoundment as a slurry
containing !30 wt% solids. The method of deposition affects
the distribution of tailings particles within the impoundment.
Discharge commonly takes place at elevated perimeter dams;
hence, there is potential for extensive hydraulic sorting, with
coarser fractions settling near the discharge point and the finer
fractions settling in distal portions of the impoundment
(Robertson, 1994). At some sites, tailings are thickened to
>60 wt% solids prior to deposition. Thickening the tailings
allows a more rapid settling of the solids, which therefore
reduces the potential for hydraulic sorting, resulting in a
more uniform grain-sized distribution than is observed in
conventional tailings areas (Al, 1996; Robinsky, 1978).

During tailings disposal, water is continuously added to the
impoundment, and the water table remains near the impound-
ment surface. After tailings deposition ceases, precipitation be-
comes the dominant source of recharge to the impoundment.
The water table falls to an equilibrium position controlled by
the rate of precipitation, the rate of evapotranspiration, and the
hydraulic properties of the tailings and the underlying materials
(Blowes and Jambor, 1990; Dubrovsky et al., 1984).

The fine-grain size of mine tailings results in a highmoisture-
retaining potential for these materials, which is a situation
distinctly different from that in waste-rock piles. Whereas
waste-rock piles commonly have a large open and free-draining
porosity, mine tailings drain slowly, maintaining a large residual
moisture content under gravity drainage. Measured moisture
contents of conventional tailings impoundments vary from
10% to 100% saturation (Blowes, 1990; Smyth, 1981). The
residual moisture content of thickened tailings is greater than
that observed for conventional tailings (Al and Blowes, 1996;
Robinsky et al., 1991). The high residual moisture content of
mine tailings results in a low gas-filled porosity and in rapid
changes in hydraulic gradient in response to precipitation
(Al and Blowes, 1996; Blowes and Gillham, 1988).

Precipitation that falls on the impoundment surface mi-
grates downward and laterally through the tailings impound-
ment into underlying geological materials (Figure 9).
Groundwater velocities in tailings impoundments are rela-
tively low. Coggans et al. (1998) estimated that the ground-
water vertical velocity ranged from 0.2 to 1.0 m a$1 at the
Inco Ltd. Copper Cliff Central Tailings area in Sudbury,
Ontario, whereas horizontal velocities were on the order of
10–15 m a$1. At the Nickel Rim tailings impoundment, also
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Figure 8 The bimodal distribution of pH in coal-mine drainage, where approximately half of the discharges from bituminous and anthracite coal mines
are acidic with a pH less than 5 (http://pa.water.usgs.gov/projects/amd/index.html).
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near Sudbury, Johnson et al. (2000) estimated groundwater
vertical velocities ranged from 0.1 to 0.5 m a$1 and horizontal
velocities ranged from 1 to 16 m a$1.

The surface area of tailings impoundments varies from less
than 10 ha to several square kilometers, and the thicknesses of
the tailings deposits vary from a fewmeters to more than 50 m.
The relatively low groundwater velocities and the large areal
extent of tailings impoundments result in long time intervals
between the time of groundwater infiltration and the time of
groundwater discharge to an underlying aquifer or to the sur-
face water environment (Figure 10). These long travel times
result in the delay of measurable environmental degradation at
the groundwater discharge point until long into the life of the
impoundment. The severity of the negative environmental
effects associated with tailings impoundments may not be
evident until long after mine closure and decommissioning
of the impoundments. The subsequent prevention and reme-
diation of low-quality drainage waters are more difficult than
during the active mining. The long travel distances and low
groundwater velocities result not only in the potential for
prolonged release of contaminants from the tailings
impoundment but also in large long-term treatment costs.
For example, Coggans (1992) combined estimates of the rate
of sulfide oxidation with estimates of groundwater velocity at
the Inco Copper Cliff Central Tailings area in Sudbury, On-
tario, and predicted (1) that the peak release of sulfide-oxida-
tion products will occur approximately 50 years after the
impoundment is decommissioned and (2) that high concen-
trations of oxidation products will persist for approximately
400 years thereafter.
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Figure 9 Schematic diagram showing the hydrology and geochemistry
of a decommissioned min-tailings impoundment. Reproduced with
permission from Blowes DW and Ptacek CJ (1994) Acid-neutralization
mechanisms in inactive mine tailings. In: Blowes DW and Jambor JL
(eds.) The Environmental Geochemistry of Sulfide Mine-Wastes, vol. 22,
pp. 271–292. Nepean, ON: Mineralogical Association of Canada.
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In most tailings impoundments, gaseous diffusion is the
most significant mechanism for oxygen transport. The rate of
diffusion of oxygen gas is dependent on the concentration
gradient and the diffusion coefficient of the tailings material.
The diffusion coefficient of tailings is dependent on the air-
filled porosity of the tailings; the coefficient increases as the air-
filled porosity increases, and the coefficient decreases as the
moisture content increases. Several empirical relationships
have been developed to describe the dependence of the gas
diffusion coefficient on the tailings moisture content (e.g.,
Reardon and Moddle, 1985). These relationships indicate a
maximum diffusion coefficient at low moisture contents,
with a gradual decline in diffusion coefficient as moisture
content increases to about 70% saturation, followed by a
more rapid decline as the moisture content increases further.
The relationship between moisture content and diffusion co-
efficient results in rapid oxygen diffusion in the shallow por-
tion of the vadose zone of a tailings impoundment, where the
moisture content is low. The rapid diffusion of oxygen in this
zone replenishes oxygen consumed by the oxidation of sulfide
minerals. As the sulfide minerals in the shallow portion of the
tailings are depleted, the rate of sulfide oxidation decreases due
to the longer diffusion distance and the higher moisture con-
tent of the deeper tailings.

In many tailings impoundments, a variety of sulfide
minerals is present. Jambor (1994) reported a general sequence
of sulfide-mineral reactivity observed in several tailings
impoundments, from the most readily attacked to the most
resistant, to be pyrrhotite>galena–sphalerite>pyrite–arseno-
pyrite>chalcopyrite>magnetite. Blowes and Jambor (1990)
observed systematic variations in sulfide-mineral alteration
versus depth at the Waite Amulet tailings impoundment,
Rouyn-Noranda, Quebec. On the basis of the observations,
the degree of alteration was classified into a numerical scale
as shown in Table 12. The sulfide alteration index indicates the
relative degree of alteration of sulfides. Because pyrrhotite is
the sulfide mineral most susceptible to alteration, the extent of
its replacement forms the basis for the alteration index. When
plotted versus depth on a vertical axis, the alteration index
correlated well with geochemical parameters measured in

adjacent drill holes and with gas-phase O2 and CO2 concen-
trations (Figure 11; Blowes and Jambor, 1990).

The microbially mediated oxidation of sulfide minerals
within mine-tailings impoundments generates acidic condi-
tions and releases high concentrations of dissolved metals
(Table 12). Mill tailings at the Heath Steele Mines in New
Brunswick contain up to 85 wt% sulfide minerals (Blowes
et al., 1991; Boorman and Watson, 1976). Pore-water pH
values as low as 1.0 and concentrations of dissolved SO4 up to
85000 mg l$1 were observed in the shallow pore water of the
tailings impoundment (Figure 12; Blowes et al., 1991). This
water also contained up to 48000 mg l$1 Fe, 3690 mg l$1 Zn,
70 mg l$1 Cu, and 10 mg l$1 Pb. The shallow pore waters at the
Waite Amulet tailings impoundment in northwestern Quebec
contain 21000 mg l$1 SO4, 9.5 mg l$1 Fe, 490 mg l$1 Zn,
140 mg l$1 Cu, and 80 mg l$1 Pb. The pH of this water varies
from 2.5 to 3.5 (Blowes and Jambor, 1990). High concentra-
tions of dissolved Zn (48 mg l$1), Cu (30 mg l$1), Ni
(2.8 mg l$1), and Co (1.5 mg l$1) were observed in the shallow
groundwater at the inactive Laver Cu mine in northern Sweden
(Holmström et al., 1999). These low-pH conditions and high
concentrations of dissolved metals occur within the shallowest
portions of the tailings impoundment. As this water is displaced
downward through the tailings or through adjacent aquifer
materials, the pH gradually rises, andmanymetals are removed
from the solution by precipitation, coprecipitation, or adsorp-
tion reactions. High concentrations of Fe(II) and SO4, however,
move down through the tailings and aquifer sediments rela-
tively unattenuated (Dubrovsky et al., 1984; Johnson et al.,
2000; Moncur et al., 2005). As this groundwater discharges
from the tailings impoundment, Fe(II) oxidizes and precipitates
as ferric (oxy)hydroxide and ferric hydroxysulfate minerals.
These reactions release Hþ, generating acidic conditions within
surface waters. The transport of Fe(II) along the groundwater
flow path, therefore, provides the vehicle for transporting acid-
ity long distances from the oxidation zone to the surface-water
flow system.

Table 12 Alteration-index criteria for sulfides in oxidized tailings

Index Alteration

10 Almost complete oxidation of sulfides; traces of
chalcopyrite)pyrite

9 Only sparse pyrite and chalcopyrite; no pyrrhotite or sphalerite
8 Pyrite and chalcopyrite are common, but chalcopyrite

proportion is higher than normal possibly because of pyrite
dissolution; no pyrrhotite or sphalerite

7 Pyrite and chalcopyrite proportions are normal; pyrrhotite is
absent, but sparse sphalerite is present

6 Pyrrhotite is absent but is sphalerite common
5 Pyrrhotite is represented by marcasite pseudomorphs
4 First appearance of pyrrhotite but only as remnant cores
3 Cores of pyrrhotite are abundant
2 Well-developed cores of pyrrhotite are with narrower alteration

rims; replacement by marcasite is decreasing, while
pseudomorphs are absent

1 Alteration restricted to narrow rims on pyrrhotite
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Figure 11 Sulfide alteration index (SAI) for oxidized tailings at the
Sherridon mine, Manitoba. Reproduced from Moncur MC, Ptacek CJ,
Blowes DW, and Jambor JL (2005) Release, transport and attenuation of
metals from an old tailings impoundment. Applied Geochemistry 20:
639–659.

166 The Geochemistry of Acid Mine Drainage

Figure&nbsp;11


11.5.7 Bioaccumulation and Toxicity
of Oxidation Products

Metals released from mines and mine sites, and in some cases
from the natural weathering of ore deposits, can harm aquatic
biota in adjacent water bodies (Borgmann et al., 2001). Metals
are present in aqueous environments in a variety of species,
some of which are bioavailable with various toxicities and
potential for bioaccumulation. Transformations among these
species depend on the physical and chemical characteristics of
the water body. Metal toxicity can be acute or chronic. For
example, Al can coordinate or precipitate to form species that
result in sudden fish kills in waters near mine sites. Other
metals, such as Hg, can bioaccumulate, leading to chronic
toxicity (Domagalski, 2001). The extent of bioaccumulation
and the toxicity of metals within natural environments are
controlled by a number of factors, among which are the pH,
oxidation–reduction potential, organic carbon content, con-
centrations and compositions of other dissolved species, and
composition of the sediment (Warren and Haak, 2001).

11.5.7.1 Uptake and Bioaccumulation

Bioaccumulation and biomagnification are two terms com-
monly used for metal toxicity. Bioaccumulation refers to how
pollutants (metals) enter a food chain and relates to the accu-
mulation of contaminants, in biological tissues by aquatic
organisms, from sources such as water, food, and particles of
suspended sediment (Wang and Fisher, 1999). Bioaccumula-
tion involves, relative to the ambient value, an increased con-
centration of a metal in a biological organism over time.
Accumulation in living things can occur whenever metals are
taken up and stored faster than they are metabolized or ex-
creted (Markich et al., 2001). Understanding the dynamic
processes of bioaccumulation can have important ramifica-
tions in protecting human beings and other organisms from

the adverse effects of metal exposure, and hence, bioaccumula-
tion is an important consideration in the regulation and treat-
ment of metals associated with AMD.

Among the terms that are important in conjunction with
bioaccumulation are uptake, bioavailability, bioconcentration,
and biomagnification. Uptake describes the entrance of a
chemical into an organism such as by breathing, swallowing,
or absorbing it through the skin without regard to subsequent
storage, metabolism, and excretion. Bioavailability refers to the
availability of a compound to cross an organism’s cellular
membrane from the medium the organism inhabits at a given
time (Semple et al., 2004). Bioconcentration is the specific
bioaccumulation process by which the concentration of a
chemical in an organism becomes higher than its concentration
in the air or water around the organism. Although the process is
the same for natural and anthropogenic chemicals, the term
bioconcentration usually refers to chemicals foreign to the
organism. For fish and other aquatic animals, bioconcentration
after uptake through the gills or, in some circumstances,
through the skin is usually the most important bioaccumula-
tion process. Biomagnification refers to the tendency of pollut-
ants to concentrate as they move from one trophic level to the
next. The process occurs when a chemical or metal becomes
increasingly concentrated as it moves up through a food chain,
that is, the dietary linkages between single-celled plants and
increasingly larger animal species. The natural bioaccumula-
tion process is essential for the growth and nurturing of organ-
isms (Heikens et al., 2001). Bioaccumulation of substances to
harmful levels, however, may also occur.

Acid and alkaline mine waters commonly contain high
concentrations of dissolved metals and metal-oxide particu-
lates. The acidification of wetlands can elevate the concentra-
tions of metals and increase the potential bioavailability in
aquatic plants and freshwater biota (Albers and Camardese,
1993) and can influence the uptake of metals in both sub-
merged and rooted plants (Sparkling and Lowe, 1998). Arsenic
concentrations in freshwater macrophytes affected by effluents
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from a Au mine were examined by Dushenko et al. (1995).
Macrophytes concentrated As relative to sediment concentra-
tions, with submerged species containing much higher levels
of As than those in air-exposed plants. The differences observed
were attributed to growth form and the ability of plants to
exclude As with increasing sediment concentrations. Plants in
the vicinity of high-As values showed clear indications of ne-
crosis of leaf tips and reduced micronutrient levels of Cu, Mn,
and Zn in root tissues.

A study of As contamination in wood mice proximal to
abandoned mine sites has shown that the extent of accumula-
tion depends on the level of habitat contamination (Erry et al.,
2000). Rai et al. (2002) observed that seeds appreciably
bioconcentrate toxic metals, in the order Pb>Cr>Cu>Cd.
The concentrations of these metals correlated positively with
metal concentrations in adjacent water and sediments, which
had been impacted by domestic and industrial discharges.

11.5.7.2 Toxicity of Oxidation Products

Metals such as Fe, Cu, Cd, Cr, Pb, Hg, Se, and Ni can produce
reactive oxygen species, resulting in lipid peroxidation, DNA
damage, depletion of sulfhydryls, and Ca homeostasis (Stohs
and Bagchi, 1995). The inherent toxicities produced by the
oxidation of these metals generally involve symptoms of neu-
rotoxicity and hepatotoxicity. Metal reactions can be influ-
enced by oxidation–reduction reactions, which often occur in
aqueous environments impacted by mine-waste effluents. Spe-
cies that contain more than one oxidation state in natural
waters are inherently more mobile, reactive, and will exhibit
differences in toxicity (Ahmann et al., 1997; Brown et al.,
1999a,b; Ledin and Pedersen, 1996; Lin, 1997; Nordstrom
and Alpers, 1999a; Warren and Haak, 2001). Depending on
the metal concentrations entering the environment, most oxi-
dation products in excess of natural requirements can produce
toxic responses to aquatic biota.

Iron is an essential element for metabolic systems, but in
Fe-rich solutions, toxicity can develop in both fish and biota.
Iron toxicity has occurred in aquatic plants exposed to Fe-rich
groundwater (Lucassen et al., 2000). Iron species can also
affect the gill performance in fish, causing acute toxicity and
accumulation on the gills (Dalzell and MacFarlane, 1999). In
mine-waste discharge, Fe(III) sulfate and oxyhydroxide precip-
itates can accumulate on the gill epithelium, resulting in clog-
ging and damage, decreasing the available surface area, and
increasing the diffusion distance for respiratory exchange
(Dalzell and MacFarlane, 1999).

Arsenic in aquatic environments is usually more concen-
trated in sediments and pore water than in the overlying water
column (Ahmann et al., 1997; Smedley and Kinniburgh, 2002;
Williams, 2001). The most abundant forms of As are arsenate
[As(V)] and arsenite [As(III)], but methylated forms can occur in
mine-impacted environments (i.e., methylarsenic acid and
dimethylarsenic acid) (Smedley and Kinniburgh, 2002). The
principal pathway of As toxicity is through dietary exposure to
sediment and suspended particulates by fish, followed by
human consumption. Environmental exposure to As is a causal
factor in human carcinogenous and other related health issues.
Chronic exposure symptoms in humans include hyperkerato-
sis, hyperpigmentation, skin malignancies, and peripheral

arteriosclerosis. Water provides the dominant pathway for As
exposure in humans (Williams, 2001).

Mercury speciation is dependent on the available oxygen,
pH, and dominant redox conditions, which often are site
specific. Mercury can be present as either elemental Hg or
mercuric phases (i.e., Hg2þ, HgS, and HgCl2) associated with
reduced anoxic environments. Under these conditions, Hg is
considered to be relatively insoluble and is less toxic to biota.
Under more oxidative conditions, such as those associated
with roasting by-products (calcines) from separation proce-
dures, Hg can form soluble sulfates and oxychlorides. Further
reduction by SRB can cause the inadvertent methylation of the
dissolved Hg (Rytuba, 2000). The methylation of Hg and
adsorption of Hg and methylmercury onto Fe oxyhydroxides
are important processes that control the fate and transport of
Hg species in waters impacted by Hg-containing mine drain-
age. The primary mechanisms controlling the accumulation of
methylmercury and inorganic Hg in aquatic food chains are
not sufficiently understood, but it is speculated that bacteria in
anoxic sedimentary environments associated with the reduc-
tion of SO4

2$ and S2
2$ are responsible (Domagalski, 2001;

Rytuba, 2000). The formation of methymercury within sedi-
ments and suspended particulate matter has the potential to
increase bioaccumulation across all trophic levels, resulting in
biomagnification up the food web. Mercury concentrations in
fish are ultimately determined by methylmercury accumula-
tion at the bottom of the food chain, which is governed by
water chemistry, primarily pH and chloride concentration
(Mason et al., 1996).

Accumulation of methylmercury in fish is a consequence of
the greater trophic transfer efficiency of methylmercury than of
inorganic Hg. For example, methylmercury concentrations in
phytoplankton accumulate in the cell cytoplasm, and assimi-
lation by zooplankton is four times more efficient than occurs
for inorganic Hg, which is bound in cellular membranes
(Mason et al., 1996). The toxicity of methylmercury is high
because of its increased stability and its affinity for lipid-based
compounds and because its ionic properties lead to an in-
creased ability to penetrate the membranes of living organisms.
Because methylmercury is lipid-soluble, it can penetrate the
blood–brain barrier. This penetration can affect the central
nervous systems of most vertebrates by concentrating in the
cerebellum and cerebral cortex, binding tightly to sulfhydryl
groups. Developing fetuses are subject to risk exposure because
methylmercury can cross the placental barrier (Domagalski,
2001; USEPA, 2000).

11.5.7.3 Assessment of Toxicity

11.5.7.3.1 Predictive models
Models are important tools for the prediction of metal toxicity
in aquatic systems. The models relate metal toxicity to site-
specific differences in the chemical composition of surface
waters. For example, Di Toro et al. (2001) and Santore et al.
(2001) summarized the biotic ligand model approach to ac-
count for compositional effects on the acute toxicity of metals
to aquatic organisms. The model is based on the premise that
mortality occurs when the metal biotic ligand complex reaches
a critical concentration. The biotic ligand in fish is either
known or suspected to be the Ca- or Na-channel proteins
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within the gill surface that facilitate the ionic composition of
the blood. The biotic ligand will therefore interact with metal
cations in the solution. In natural systems, the amount of
metal that binds to the gill surface is determined by the
competition between the toxic metal and other metals such
as Ca. The model is a generalization of free ion-activity model
that relates toxicity to the concentration of the divalent metal
ions in the solution. The difference in this model is the pres-
ence of competitive binding at the biotic ligand, which ac-
counts for the protective effects of other cations, and the direct
influences frompH. Themodel is applied using theWindermere
humic aqueous model (WHAM) (Tipping, 1994) to describe
metal complexation to organic matter, in conjunction with
normal chemical speciation models such as MINTEQA2
(Allison et al., 1990).

11.5.7.3.2 Biologic sensors
Metal contaminants can be monitored using biologic sensors.
These sensors can be divided into two groups: active and
passive. Active monitoring utilizes well-defined species under
controlled conditions, whereas passive monitoring refers to
direct observation or chemical analysis of indigenous plant
and wildlife. Widespread health concerns have led to the adop-
tion and development of a variety of methods for rapid toxicity
assessment. These methods include biosensor devices that in-
corporate biological whole cells on electrode substrates (e.g.,
cyanobacteria, microalgae, and fish cells) and substrate moni-
toring (e.g., bivalves, fish parasites, plants, and mosses).

Natural organisms can provide information pertaining to
the chemical state within an environment not through their
presence or absence but through their ability to concentrate
heavy metals within tissues. For example, sentinel organisms,
which include bivalves, have been used to monitor the con-
centrations of bioavailable metals and toxicity in aquatic eco-
systems (Byrne and O’Halloran, 2001; Hall et al., 2002; Lau
et al., 1998). Bivalves have been used to monitor heavy-metal
pollutants from Au-mine operations in Sarawak, Malaysia (Lau
et al., 1998).

Plants and algae species have also been used as biosensors
to detect high concentrations of metals from contaminated
aquatic ecosystems. Long-term evaluation of Zn and Cd con-
centrations using two species of brown algae was conducted in
Sepetiba Bay, Rio de Janeiro, Brazil (Amado Filho et al., 1999).

11.5.7.3.3 Molecular tools
In the last 10 years, there has been rapid advance in the
application of molecular based techniques within the geologic
science with respect to their use in discerning microbial struc-
ture and effect in natural and anthropogenic systems. Although
there are abundant applications of molecular techniques to
delineate environmental processes, this section concentrates
on the emerging use of these techniques to investigate the
mechanisms associated with AMD. The biogeochemistry asso-
ciated with sulfide-rich waste-rock storage and tailings is com-
plex as certain variables including heat generation from sulfide
oxidation; pH gradients, oxygen depletion, and nutrient matter
can influence microbial colonization. Overall, the anaerobic
biogeochemical processes at work in waste-rock piles are
poorly understood (Schippers, 2003). Recent studies have

shown that the microbial diversity observed in waste-rock
storage sites typically consists of a variety of aerobic and an-
aerobic species such as autotrophic, heterotrophic, and/or
lithotrophic bacteria. The latter have the ability to utilize inor-
ganic compounds as an energy source. An extensive review of
this genus has recently been compiled from a variety of mine
sites around the globe (Schippers et al., 2010). It is the appli-
cation of molecular based techniques that makes this possible.
Some molecular methods used consist of variations of fluores-
cence in situ hybridization (FISH) and catalyzed reporter
deposition-FISH (CARD-FISH), quantitative polymerase chain
reaction (qPCR), denaturing gradient gel electrophoresis, and
terminal restriction enzyme fragment length polymorphism.
These molecular tools provide an opportunity to profile micro-
bial ecophysiology and quantify individual bacteria groups
(Edwards et al., 2003; Fike et al., 2008; Huang et al., 2007;
Norland et al., 2009; Schippers, 2007). These tools also can be
used to assess microbial community diversity and population.
With all techniques there are inherent limitations and caution
should be used when interpreting fingerprinting results. Some
techniques will only profile more abundant ribotypes within a
community but do not detect rare ribotypes.

Metagenomic sequencing of microbial communities in
mine-impacted environments promises new perspectives of
metabolic activities and pathways in these systems (Hutchens,
2009). Recent applications of thesemethods have begun to shed
light on the complexity of mine-waste dumps. Based on DNA
extraction and quantification (qPCR), it has been shown that
‘bacteria’ typically dominate over ‘archaea’ and ‘Eukarya’ with
Acidithiobacillus spp. being the most abundant Fe(II) and sulfur
oxidizers detected (Kock and Schippers, 2006, 2008). Further-
more, the authors report that Leptospirillum, an iron oxidizer,
and sulfobacilluswere detected either in low abundance or not at
all. These observations can provide valuable insight into how
researchers model the biogeochemistry of these systems. Recent
work by Norland et al. (2009) has provided further key evidence
to describe symbiotic relationships of microbial communities
in AMD environments. Based on the application of FISH and
high-resolution geochemical imaging using scanning transmis-
sion x-ray microscopy, they propose that a microbial coopera-
tive is involved in sulfur cycling in these systems reminiscent of
the structure observed for marine consortia. In this study, the
authors note the formation of ‘sulfur pod cooperative,’ which
mediate internal redox conditions that can differ from the bulk
pore-water solutions. This study provides an interesting inter-
pretation and holds promise for assessing future systems, which
are controlling environmental gradients in these AMD sites.

11.5.8 Methods of Prediction

11.5.8.1 Laboratory Static Procedures

Static tests are intended to predict whether a sample, and the
rock or soil that it represents, will be acid-producing after
exposure to weathering. The distinguishing characteristic of a
static test is that it is a one-time determination, whereas kinetic
tests involve repeated cycles in which dosages of humidity or
aqueous solutions are applied over a period of time. Thus,
kinetic tests can provide information on weathering rates and
the abundances of ions in the leachates, data not obtainable
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from a static test. Nevertheless, static tests are widely used
because they have the advantages of being rapid and simple
to perform, and commensurate with those advantages is a
relatively low cost per determination. Hence, static tests are
commonly performed on large numbers of samples for an
individual project and for potentially exploitable mineral and
coal deposits, the results are commonly used to provide guid-
ance as to which rocks may merit further study, such as by
kinetic tests. At active mines, static tests may be used to mon-
itor the potential of various wastes, such as overburden and
barren or sulfide-bearing low-grade rocks that host the ores, to
generate acidic drainage. The results may be used to govern
how and where those wastes are disposed.

Numerous types of static tests have been developed, and
some of the laboratory procedures and the variety of tests or
their individual development have been described in various
publications, such as those by MEND (1991), Lawrence and
Wang (1997), Morin and Hutt (1997), White et al. (1999), and
Jambor (2003). By far, the most widely adopted static test,
both for metalliferous and coal deposits, is the acid–base ac-
count (ABA) of Sobek et al. (1978). As is implied by its name,
ABA involves a determination of the acid-producing potential
(AP) of a sample and a determination of the base that is
potentially releasable; the latter is generally referred to as the
neutralization potential (NP). The two chemically determined
values therefore provide a net accounting of the expected be-
havior during weathering. A common form of expressing the
result is to obtain the net NP (NNP) by simple subtraction of
the two chemically determined values:

NNP ¼ NP$ AP [40]

If NP>AP, the resulting value for NNP will be positive, thus
indicating that the sample should have some acid-neutralizing
capacity; the opposite, with AP>NP, is taken as an indication
that the sample will be acid-generating.

The value for AP is obtained by measuring the sample’s
weight percentage of sulfur (or wt% Ssulfide in some jurisdic-
tions). It is assumed that the S is present as pyrite [FeS2] and
that the pyrite will weather in accordance with the reaction:

FeS2 þ
15

4
O2 þ

7

2
H2O) FeðOHÞ3 þ 2SO4

2$ þ 4Hþ [41]

Hence, each mole of S produces 2Hþ, or stated alterna-
tively, each mole of pyrite produces two moles of Hþ. Most
nonsulfide minerals will react with acid to some extent, and if
the effect of the mineral dissolution is to decrease the acidity of
the original solution, then the mineral contributes NP, the
amount of which is relative to the acidity consumption effected
by calcite in the reaction:

CaCO3 þ 2Hþ ) Ca2þ þ CO2 þH2O [42]

The 2Hþ produced per mole of S in eqn [41] can be neu-
tralized by 1 mol of CaCO3, as in eqn [42]. Therefore, 1 mol of
CaCO3 is equivalent to 1 mol of S, and their approximate
molecular weight values are 100 and 32, respectively; hence,
100.32¼3.125, and 1 g of S is equivalent to 3.125 g of
CaCO3. If S is in kg t$1, which is a unit commonly employed,
the AP of a sample is its wt% S multiplied by 31.25 to obtain a
value expressed in kg t$1 of CaCO3 equivalence. The NP of

calcite, because it is in g t$1, is 1000. The NP of material is
obtained by the addition of acid to a 2 g mass of a sample to
determine howmuch of the acid it consumes (neutralizes). The
step-by-step procedures and calculations are given by Sobek
et al. (1978), MEND (1991), and Morin and Hutt (1997).

The relationship between the result from a static test and
what may occur during weathering is strictly empirical. Many
assumptions are involved in the derivation of the NP and AP
values, and static tests are a surrogate for weathering, not an
emulation of it. Nonetheless, those aspects aside, probably the
chief arguments concerning interpretations of static-test
results, have been focused on which value constitutes an envi-
ronmentally ‘safe’ NNP, on which minerals will provide NP to
prevent ARD rather than just mitigate it, and on which min-
erals contribute to static-test NP even though their effects on
ARD are minimal except over longtime periods.

Part of the answer to the arguments has been the measure-
ment of the NP values of specific minerals (Jambor et al., 2002)
and the replacement, by some regulatory agencies, of the abso-
lute value of NNP, adopting in its place the ratio of NP/AP for
environmental assessments. Like other environmental parame-
ters, the ratio deemed to be appropriate is different in various
jurisdictions. Whether NNP values or NP/AP ratios are used,
however, they are but one part of a more comprehensive,
site-specific environmental evaluation that includes kinetic
(dynamic) laboratory tests, commonly.

11.5.8.2 Mineralogical Prediction

Mineralogical factors such as the types, quantity and distribu-
tion of sulfide, carbonate and fast-dissolving silicate minerals,
and their dissolution and oxidation rates are important in the
prediction of AMD. Neutralization capacity and acid genera-
tion capacity of the samples can be determined from mineral
quantities and the stoichiometry of neutralization and acid-
generating reactions (Paktunc, 1999). This mineralogical ap-
proach provides an independent assessment of the static ABA
test results, which are known to have limitations and uncer-
tainties. Jambor et al. (2007) determined the NP potentials of a
range of rocks by the Sobek method and compared the mea-
sured NP values with those calculated from the NP of individ-
ual minerals (Jambor et al., 2002) and mineral quantities.
Although the measured values are always higher than those
of the calculated NP values, there is a relationship controlled
by the fast-dissolving silicate minerals such as Ca-rich plagio-
clase and olivine.

Knowledge of the oxidation and dissolution rates of the
minerals present in the samples is important for assessing
how fast the acidity is produced and whether or not the car-
bonate and silicate minerals present would dissolve fast
enough to effectively neutralize the acidity. Kinetic consider-
ations require that not only the types and quantity of the
sulfide and carbonate minerals but also their distribution and
availability within the sample need to be known.

The presence of more than one type or generation of pyrite
possessing different morphological and chemical features in a
deposit such as framboidal and massive types of pyrite and Au
and As concentrations in pyrite (Paktunc et al., 2003) would
require further considerations on the oxidative dissolution
rates of pyrite with orders of magnitude differences.
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Differences in the chemical composition of pyrite (Rimstidt
and Vaughan, 2003) such as the stoichiometry and minor
elements and the particle size would influence the oxidation
rates and acid production rates.

The effectiveness of the neutralization capacity can be de-
termined from assessing the particle size and mineral libera-
tion properties. For instance, a study involving long-term
column leaching experiments conducted for evaluating the
oxidation and leaching characteristics of coarse pyritic ura-
nium tailings with limestone amendments showed that the
tailings amended with coarse-grained (6–7 mm) limestone
produced acidic drainage after about 2 years of leaching despite
the limestone amendment was stoichiometrically adequate for
effective neutralization (Paktunc and Dave, 1999). On the
contrary, the tailings amended with fine-grained ($44 mm)
limestone where there was no acidic drainage during 7.5
years of leaching indicating the importance of availability or
effectiveness of the neutralization capacity.

Another important mineralogical feature to consider is the
degree of liberation of pyrite or pyrrhotite in the samples. This
is especially important for waste rocks but equally applicable to
tailings where the sulfide particle size is smaller than average
tailings particles. ABA tests inherently assume that sulfide
represented by the bulk S concentrations is available. This is
acceptable in the case where the sulfide minerals are fully
liberated. If sulfide mineral particles are not fully liberated,
that means not all of their surfaces are exposed and available
for reaction with water and oxygen. The effect of this feature
was demonstrated by column leaching studies carried out on
three waste-rock samples containing similar quantities of py-
rite and calcite but with differing amounts of liberated, locked,
and encapsulated pyrite (Paktunc and Davé, 2000). The tail-
ings with essentially liberated pyrite particles produced acidic
drainage after about 4 years of leaching, whereas the other two
tailings where pyrite particles also occurred as encapsulated
and locked particles did not produce acidic drainage during
the entire leaching period of 7.5 years.

11.5.8.3 Laboratory Dynamic Procedures

Laboratory dynamic tests are conducted by exposing small
volumes of rock to repeated weathering cycles. These tests are
commonly referred to as kinetic tests and are intended to assess
the potential for acid generation and metal leaching under
flow conditions that are designed to emulate field conditions.
The objectives of dynamic testing programs vary from confirm-
ing the hypothesis developed through static testing to estimat-
ing the rates of sulfide oxidation and metal release and to
assessing the potential for secondary mineral formation and
metal attenuation. Various testing procedures have been devel-
oped (DIAND, 1992), among which are well-standardized
ones (ASTM, 2001). The test apparatus ranges from humidity
cells, which contain approximately 1 kg of sample (ASTM,
2001) to columns containing up to 100 kg of sample
(Bennett et al., 1999). The operational steps of the tests vary
from procedure to procedure, and the steps may dictate the
rate, duration, and volume of sample irrigation, the rate and
duration of sample aeration, and the frequency of collection of
supernatant samples.

The interpretation of dynamic test data depends on the
objective and design of the testing procedure. Although some
tests are designed to estimate individual parameters, such as
the rate of sulfide-mineral oxidation (Bennett et al., 1999),
other tests are intended to provide estimates of the rate of
release of dissolved metals and the rate of depletion of sulfide
minerals and acid-neutralizing carbonate minerals (ASTM,
2001; DIAND, 1992). It is important that the test design ad-
dress the objectives. Tests that accelerate the rate of water
washing of the sample may not accelerate the rate of sulfide
oxidation if that reaction is dependent on the exposed surface
area and the extent of bacterial catalysis but independent of
the rate of irrigation. Furthermore, many of the products of
sulfide oxidation are sparingly soluble at the neutral or
moderately acidic pH values that may be observed in the
early stages of the test program. Care must be taken to incor-
porate the masses of these phases into sulfide-oxidation or
metal-leaching calculations.

11.5.8.4 Geochemical Models

11.5.8.4.1 Geochemical modeling approaches
A summary of the computer models available to describe in-
organic geochemistry in static batch systems was prepared by
Alpers and Nordstrom (1998). This summary indicates that a
diverse series of models was developed in the 1970s and 1980s,
and by the late 1990s, this diversity had decreased to a smaller
number of well-supported models. Figure 13 illustrates the
current evolution of coupled chemical–hydrological-
speciation modeling programs.

Geochemical speciation models and geochemical specia-
tion mass-transfer models are used widely to describe water
chemistry in mine-drainage environments. Most of these
models are based on the ion-association theory (Garrels and
Thompson, 1960) and use the extended Debye–Hückel model
or derivative models, such as the Davies or WATEQ equation,
for activity corrections (Nordstrom and Munoz, 1994). A vari-
ety of geochemical speciation mass-transfer models has been
developed over the past decades (Figure 13; Allison et al.,
1990; Alpers and Nordstrom, 1998; Ball and Nordstrom,
1987; Parkhurst, 1998; Parkhurst et al., 1985). These models
have become highly sophisticated and are able to describe
increasingly complex geochemical reactions. Activities derived
from the speciation calculations are used to determine mineral
saturation indices and predict the extent of mass transfer
among aqueous, gaseous, and solid phases, over a range in
temperature. Processes described by these models include geo-
chemical speciation, acid–base equilibrium, redox equilibrium,
precipitation/dissolution, and adsorption/desorption. The most
recent versions of these models are able to incorporate descrip-
tions of kinetically controlled reactions and descriptions of one-
dimensional solute transport (e.g., Parkhurst, 1998).

Models based on the ion-pair approach are generally for
application to dilute waters, such as those observed in rela-
tively uncontaminated lakes or groundwater systems. Efforts to
improve predictions of ion activities and mineral saturation
indices for mine-drainage settings (e.g., Ball and Nordstrom,
1987; Nordstrom et al., 1990) have included the addition of
extensions to the Debye–Hückel equation to cover a wider
concentration range, the inclusion of a large number of
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ion-association constants and complexation constants specific
tomine-drainage settings, and the addition ofmineral-solubility
constants for phases typically encountered in mine-drainage
environments. As a result, the ion-association approach for pre-
dicting metal-speciation and mineral-stability fields is generally
accurate for mine waters characterized by relatively high con-
centrations of dissolved solids (ionic strengths up to 1 m) and a
relatively broad range in temperature (e.g., Ball and Nordstrom,
1987; Nordstrom et al., 1990).

11.5.8.4.2 Application of geochemical speciation
mass-transfer models
Geochemical speciation and geochemical speciation mass-
transfer models are used to assist in the interpretation of data
collected in mines, deposits of mine wastes, and bodies of
receiving water. These models can be used to infer the geo-
chemical reactions that affect the concentrations of major ions
and dissolved metals in mine waters and pore waters of mine
wastes, to assess the stability of secondary minerals present in
mine wastes, and to predict the concentrations of dissolved
metals that can be anticipated in mine and mine-waste dis-
charge. The application of these models can be constrained by
other observations, particularly characterization of the primary
and secondary mineralogy, by measurements of groundwater

and surface-water flow directions and velocity, by water-
balance calculations, and by measurements of environmental
isotopes (e.g., 2H, 3H, 18O, and 34S). Geochemical speciation
calculations have been used to assist in the interpretation of
water chemistry associated with underground mine workings
(Eary et al., 2003), open-pits (Davis and Ashenberg, 1989;
Eary, 1999; Ramstedt et al., 2003; Tempel et al., 2000), tailings
impoundments (Blowes and Jambor, 1990; Blowes et al.,
1992; Gunsinger et al., 2006b; Johnson et al., 2000; Moncur
et al., 2005), rivers (Runkel and Kimball, 2002; Runkel et al.,
1996), and lakes (Moncur et al., 2006).

Waters associated with mine sites may contain high con-
centrations of dissolved solids as a result of intense sulfide-
oxidation and evaporative processes. Specialized models are
required for calculation of ion activities and mineral saturation
indices for sites characterized by these high concentrations.
The most widely accepted approach for prediction of ion activ-
ities andmineral solubilities in complex concentrated electrolyte
mixtures is based on the Pitzer ion-interaction formalism
(Pitzer, 1973) as summarized in Pitzer (1991). Models based
on the Pitzer formalism have been developed for application to
various geochemical systems, from acidic to basic, dilute to
concentrated, and over a range in temperature, total pressure,
and partial pressures of component gases (Clegg and Whitfield,
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1991; Pitzer, 1991). The first applications of Pitzer-based
models to geochemical systems involved calculations of ion-
activity and mineral-solubility relations in waters containing
seawater components (e.g., Clegg and Whitfield, 1991; Plum-
mer et al., 1988;Weare, 1987). These efforts have been expanded
to include development of ion-interaction-based models for a
wide range of chemical compositions, including those derived
from sulfide-oxidation processes (Baes et al., 1993; Ptacek and
Blowes, 2000; Reardon and Beckie, 1987). Mine drainage con-
taining high concentrations of dissolved metals, sulfate, and
acid has been reported for sites in Canada (in excess of
300000 mg l$1; Blowes et al., 1991; Moncur et al., 2003, 2006)
and in the United States (in excess of 900000 mg l$1; Nordstrom
and Alpers, 1999b, Nordstrom et al., 2000).

Geochemical models based on the Pitzer approach have
been applied to describe mineral-stability relationships in con-
centrated mine-drainage waters. At the Heath Steele site in New
Brunswick, Canada, high concentrations in pore waters were
observed in shallow tailings as a result of sulfide oxidation.
Mineral saturation indices calculated using a Pitzer-based
model for melanterite, gypsum, and siderite were close to 0.0
where these minerals were observed to occur, whereas satura-
tion index values calculated using the conventional ion-pair
model indicated supersaturated conditions (Blowes et al., 1991;
Ptacek and Blowes, 1994). Tailings pore waters should have
achieved equilibrium with respect to melanterite and gypsum,
and possibly siderite, within the observed residence time in the
tailings. At the Sherridon mine site in Sherridon, Manitoba,
mineral saturation indices for melanterite, gypsum, and siderite
also were close to 0.0 where these minerals were observed
(Moncur et al., 2005). These results suggest that the Pitzer-
based models have the potential to provide predictions of
mineral-stability relationships that are consistent with observa-
tions at mine-drainage sites with concentrated pore waters.

11.5.8.5 Reactive-Transport Models

Reactive-transport models couple the equations that describe
physical transport processes with equations that describe geo-
chemical reactions. These models can be divided into three
basic categories: (1) equilibrium models, (2) partial equilib-
rium models, and (3) kinetic models. The three are differenti-
ated by the approach used to solve the equations for chemical
reactions. Equilibrium-based models apply the local equilib-
rium assumption (LEA) in which all chemical reactions are
assumed to proceed to completion or attain equilibrium
within each time step. This assumption facilitates coupling
between the physical transport step and the geochemical reac-
tion step. In most models, the iteration between the transport
step and the chemical step assures convergence between the
two modules (Walter et al., 1994a,b). In some cases, however,
the two steps proceed sequentially with no iteration between
them. A comparison conducted by Walter et al. (1994a) sug-
gests that the error arising from use of the sequential approach
is modest. Partial equilibrium models identify a reaction, or a
series of reactions, for which the equilibrium assumption is
unrealistic. Kinetic expressions are then applied to describe
these reactions. The remaining geochemical reactions are de-
scribed using the LEA (Wunderly et al., 1996). Kinetic models
provide the opportunity to consider the rates of all chemical

reactions that occur. In several of these models, the chemical
reactions are directly substituted into the transport equations
and are solved simultaneously (Lichtner, 1993; Mayer et al.,
2002; Steefel and Lasaga, 1994; Steefel and van Capellan,
1998). These models provide a comprehensive description of
the geochemical system.

Reactive-transport models have been used to describe sul-
fide oxidation and transport of its products through mine
wastes. Liu and Narasimhan (1989a,b) used a reactive-trans-
port model to describe the transport of dissolved constituents
at a uranium mine site. Sulfide oxidation and transport of
oxidation products at the inactive Nordic uranium tailings
impoundment were described using reactive-transport models
(Walter et al., 1994; Wunderly et al., 1996). The transport of
metal contaminants at Pinal Creek, Arizona, was modeled by
Brown et al. (1998). Sulfide oxidation and transport of oxida-
tion products through the Nickel Rim tailings impoundment,
Sudbury, Ontario, were simulated by Bain et al. (2000) and by
Mayer et al. (2002). The performance of a PRB at the Nickel
Rim mine site was simulated using the reactive-transport
model MIN3P (Mayer et al., 2006). These simulations that
included the reaction mechanisms proposed by Benner et al.
(2000), together with the flow system parameters and temper-
ature conditions measured at the Nickel Rim site, provide good
agreement with the field observations. MIN3P also was applied
by Brookfield et al. (2006) to describe sulfide oxidation and
subsequent reactive transport of oxidation products at the
INCO Central Tailings Disposal Area, Copper Cliff, Canada.
Acero et al. (2009) applied a coupled model that includes the
Pitzer ion-association model and kinetically based geochemi-
cal reactions coupled to a dynamic flow and solute transport
model to describe sulfide oxidation and reactive transport in
laboratory column experiments. The performance of a PRB at
the Nickel Rim mine site was simulated using the reactive-
transport model MIN3P (Mayer et al., 2006). These simula-
tions that included the reaction mechanisms proposed by
Benner et al. (2000), together with the flow system parameters
and temperature conditions measured at the Nickel Rim site,
provide good agreement with the field observations.

11.5.9 Approaches for Remediation and Prevention

Extensive degradation of surface waters by the effluents from
abandoned mines and mine wastes has the treatment of efflu-
ents imperative in many mining districts throughout the
world. Because the degradation of surface-water resources is
obvious, often, the remediation of surface waters is the first
step in remediation. However, prevention of oxidation in mine
wastes and treatment of contaminated groundwater have be-
come areas of active research inmine rehabilitation efforts over
the past two decades. An understanding of the geochemical
and hydrological processes that result in the release and trans-
port of the products of sulfide oxidation guides the develop-
ment and implementation of remedial technologies at many
mine sites. Among the various remedial strategies that have
been developed for implementation at mine sites are the col-
lection and treatment of contaminated surface water and
groundwater, passive treatment of contaminated surface
water using constructed wetlands, treatment of contaminated
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groundwater using PRBs or other in situ remedial approaches,
and emplacement of covers on tailings impoundments and
waste-rock piles to prevent oxygen ingress or infiltration of
precipitation. Mine-site remediation may focus on application
of one of these strategies or, more commonly, the integration
of a combination of these approaches. The selection of appro-
priate technologies depends on the physical conditions of the
site, the mineralogy of the wastes, and the extent of existing
sulfide oxidation.

11.5.9.1 Collection and Treatment

The most common approach to remediate sulfide-bearing
mine wastes is collection of the effluent and treatment by pH
neutralization and metal precipitation. At many mine sites,
water is collected from ponds and ditches and is conveyed to
a central treatment facility. The most common approach to
water treatment is through pH neutralization using lime, with
the subsequent precipitation of metals as a ferric hydroxide
sludge. Over the past decade, substantial improvements have
been made in treatment efficiency, particularly in the develop-
ment of high-density sludge systems that both remove greater
amounts of dissolved metals and produce lower volumes of
waste sludges. The wastes derived from these treatment plants
may be disposed of in dedicated facilities or may be codisposed
with mill tailings. Little research has focused on the stability
of treatment sludges within tailings impoundments. Zinck
(1999) assessed the stability of sludges from wastewater treat-
ment plants from several mine sites in Canada. Although the
results suggested that these sludges are stable under the condi-
tions that prevail in many mine-tailings impoundments, the
stability of codisposal waste products from metal refineries
seems to differ. For example, Al (1996) observed that jarosite
residue, derived from the Kidd Creek metallurgical plant at
Timmins, Ontario, was unstable in the tailings impoundment
at that site. At the Campbell mine at Red Lake, Ontario, As-
bearing hematite and maghemite residues derived from the
roaster circuit in the Au refinery were mixed with flotation
tailings and were codischarged to the tailings impoundment.
The biologically mediated reductive dissolution of the roaster
residue was determined to release As to the tailings pore water,
which has been subsequently displaced into an underlying
aquifer (McCreadie et al., 2000; Stichbury et al., 2000).

Alternative water-treatment technologies have recently been
developed and applied for the treatment of mine-site effluents.
Biologically mediated systems that reduce sulfate and promote
the precipitation of insoluble metal sulfides have been devel-
oped for treatment of mine-waste streams. Reverse osmosis
systems have been applied for treatment of mine-waste
effluents or for polishing the effluent from facilities that use
lime treatment.

11.5.9.2 Controls on Sulfide Oxidation

11.5.9.2.1 Physical barriers
Figure 14 shows a schematic diagram of a mine-waste im-
poundment. The generation of acidic drainage results from
the exposure of sulfide minerals in the vadose zone of the
tailings impoundment to atmospheric O2. Oxygen penetrates
the sulfide-bearing wastes by downward and inward

movement. Limiting O2 transport into mine wastes has the
potential to limit the extent of sulfide oxidation and the rate
of contaminant release. Various physical barriers have been
applied or proposed to prevent oxygen ingress; the most com-
monly used barriers are covering the wastes with water, which
limits oxygen transport because of its low-diffusion coefficient,
emplacement of covers composed of soil materials designed to
maintain high degrees of saturation and low gas-phase diffu-
sivities, and emplacement of synthetic covers, which can be
specified to maintain low rates of oxygen transport. In addition
to covers that impede oxygen transport, covers composed of
oxygen-consuming materials, such as wood wastes, have been
applied to prevent oxidation of underlying sulfide minerals.

To be most effective, physical barriers must be applied either
at the time that mine-waste deposition ceases or shortly there-
after. The rate of sulfide oxidation is greatest immediately after
mine-waste deposition ceases, whereupon the moisture content
declines. Measurements of concentrations of dissolved constit-
uents in inactive tailings impoundments and modeling of the
rate of sulfide oxidation in these wastes indicate that extensive
oxidation occurs during the first decade after tailings disposal is
complete and that the rate of sulfide oxidation rapidly declines
thereafter as the zone of active oxidation migrates deeper into
the impoundment and the path for oxygen diffusion lengthens
(Johnson et al., 2000; Mayer et al., 2002). These observations
suggest that, for sites where mine-waste oxidation has pro-
gressed for more than a decade, the emphasis of remedial pro-
grams should shift from preventing sulfide oxidation to
managing the fate of dissolved oxidation products.

11.5.9.2.1.1 Subaqueous disposal
The solubility of O2 in water is low, approximately 8–13 mg l$1,
at normal surficial temperatures. Furthermore, the diffusion
coefficient of O2 in water (2,10$9 m2 s$1) is much lower than
the diffusion coefficient of O2 in air (1.78,10$5 m2 s$1). These
characteristics have been exploited to limit the rate of
sulfide-mineral oxidation by covering mine wastes with water.
Subaqueous disposal can be achievedby depositing thewastes in
natural water bodies, including lakes or marine systems, or in
constructed impoundments designed to maintain the water
cover. The extent of sulfide oxidation in tailings submerged in
lakes in northern Manitoba was observed to be much less exten-
sive than oxidation in adjacent subaerial tailings impoundments
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Figure 14 Schematic diagram of a mine-waste impoundment with a
combined remediation approach, including a cover to prevent O2 and
water ingress, in situ mixing to geochemically stabilize waste, permeable
reactive barrier in aquifer to treat subsurface drainage, and wetland for
surface treatment of drainage.
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(Pedersen et al., 1993). The development of reduced conditions
in the sediments overlying the tailings resulted in the formation
of authigenic sulfide minerals.

The environmental implications of dedicating a lake to
mine-waste disposal can be significant. Mining companies
proposing subaqueous disposal in natural water bodies face
regulatory hurdles, and in some jurisdictions, disposal of mine
wastes in natural water bodies is not permitted. In addition,
mine sites may be remote from water bodies that have the size
or depth to accommodate the mass of mine wastes generated
through mineral exploitation. In these settings, construction of
surface repositories with sufficient retention capacity to main-
tain water covers over wastes has been constructed (Davé and
Vivyurka, 1994). To maintain structural stability of the repos-
itory, it is desirable to minimize the depth of the free water
cover. Water covers of 1 m or less have been placed on inactive
tailings impoundments (Vigneault et al., 2001; Yanful and
Verma, 1999). Shallow water covers may be susceptible to
resuspension of tailings by wind and wave action (Yanful and
Verma, 1999). Furthermore, where sunlight penetrates the
water cover, a periphyton layer may develop on the surface of
the exposed tailings, producing oxygen at the tailings surface
(Vigneault et al., 2001). As a result of these processes, complete
prevention of sulfide oxidation may not be attained in repos-
itories with shallow water covers (Vigneault et al., 2001; Yanful
and Verma, 1999). For example, Martin et al. (2001) observed
more extensive oxidation in shallow lake bed sediments than
in similar sediments in deeper portions of a lake in Peru.
Although, shallow water covers do not completely prevent
sulfide oxidation, these covers do substantially lessen the rate
of oxidation relative to rates observed under subaereal
conditions. Vigneault et al. (2001) estimate that tailings sub-
merged beneath a 0.3 m water cover oxidized at a rate approx-
imately 2000 times less than the rate observed for in moist
tailings exposed to oxygen in humidity cell experiments.

11.5.9.2.1.2 Dry covers
Retaining dams constructed at many mine-waste disposal fa-
cilities are composed of coarse-grained mill tailings or mill
tailings combined with waste rock. Many of these structures
were designed to retain tailings during deposition and to drain
and consolidate after deposition is complete. Consolidation
enhances the stability of the retaining dam and is a component
of the impoundment design. Alternative cover designs may
include layers that maintain high moisture contents under
negative pressures. These dry covers maintain a near-saturated
layer several meters above the water table. Dry covers typically
are composed of layers of soil materials with variable grain-
sized characteristics (Holmström et al., 2001; Nicholson et al.,
1989). In their simplest form, these covers can be composed of
a single layer of fine-grained material. In 1988, a fine-grained
cover was applied to the surface of waste-rock piles at the Rum
Jungle mine site in the Northern Territory, Australia (Harries
and Ritchie, 1985, 1987). The performance of the Rum Jungle
cover has been monitored regularly since installation (Harries
and Ritchie, 1985, 1987; Timms and Bennett, 2000). Analysis
andmodeling of the field data indicate that the cover decreased
the rate of oxidation of the underlying sulfide minerals by one-
third to one-half of the initial rate and that recent data

indicates that both the oxidation rate and the rate of infiltra-
tion have increased (Timms and Bennett, 2000).

More complex covers may be comprised of several layers,
each with different soil characteristics. A cover installed at the
Bersbo site in Sweden included layers of fine-grained clay and
coarse-grained aggregate material and a protective layer of
natural till (Lundgren, 2001).

Dry covers may also be installed with the objective of pre-
venting the infiltration of precipitation into the underlyingmine
wastes. These covers are designed to retain moisture during wet
seasons and promote evapotranspiration of this moisture dur-
ing dry periods (Bews et al., 1997; Durham et al., 2000).

11.5.9.2.1.3 Synthetic covers
Covers composed of synthetic materials have been emplaced at
mine-waste sites to prevent ingress of both oxygen and water.
Synthetic materials used include polyethylene, concrete, and
asphalt. A complex cover includes a sealing layer consisting of
concrete stabilized with fly ash at the Bersbo site in Sweden in
1988. This cover includes a granular stabilization layer, the
concrete sealing layer, and a 2-m-thick protective till cover.
Instruments were installed through the barrier at the time of
implementation, and monitoring since then has shown that,
although the cover formed a suitable oxygen barrier, changes
in barometric pressure cause migration of O2 into the waste
material (Lundgren, 2001).

To prevent the release of contaminants from an inactive
Cu–Zn mine-tailings impoundment near Joutel, Québec, a
geomembrane and a protective clay cover overlain by 0.5–
1.5 m of till were placed on the impoundment surface (Lewis
et al., 2000). The performance of this barrier is the subject of a
long-term monitoring program.

11.5.9.2.1.4 Oxygen-consuming materials
Covers containing organic materials have been applied to the
surface of mine wastes (Tassé et al., 1994). The principal ob-
jective of these covers is to prevent oxygen entry into the mine
wastes by intercepting and consuming oxygen in the cover
material. Wood wastes and other waste forms of organic car-
bon have been evaluated to assess their potential as cover
materials. Reardon and Poscente (1984) evaluated the poten-
tial application of wood wastes as an oxygen-consuming bar-
rier for sulfide-bearing mine tailings. The conclusion is that
these materials may provide an effective oxygen barrier, but the
life-span of the organic carbon cover would be insufficient for
this approach to be viable. Tassé et al. (1994) described the
performance of a wood-waste cover installed at a mine site in
Québec. At this site, the cover provided an effective barrier to
the ingress of O2 into the underlying tailings.

Organic materials, such as wood waste or waste materials
derived from pulp-and-paper operations, have the potential to
leach organic acids, which subsequently move into the under-
lying tailings. For freshly deposited tailings, in which the oxi-
dation of sulfide minerals has been minimal, the presence of
these organic acids is not anticipated to have deleterious envi-
ronmental effects. If an organic cover is emplaced over weath-
ered sulfide-bearing mine tailings, however, accumulations of
ferric iron-bearing secondary minerals may be reductively dis-
solved by the organic acids released from the cover materials.
Extraction experiments conducted by Ribet et al. (1995)

The Geochemistry of Acid Mine Drainage 175



indicated that most of the metals present in the shallow por-
tions of the Nickel Rim tailings impoundment, Sudbury, On-
tario, were in the oxidized form and would be susceptible to
release by reductive dissolution.

11.5.9.2.2 Chemical treatments
A variety of methods has been developed to prevent sulfide-
mineral oxidation at the particle scale. Chemical treatments
have been proposed to encapsulate sulfide minerals in inert
materials, thereby preventing oxidation at the sulfide-mineral
surface. Huang and Evangelou (1994) proposed encapsulation
with silicate coatings. Silicate binds with ferric iron on the
sulfide-mineral surface, rendering the surface inert. Huang
and Evangelou (1994) and Ueshima et al. (2004) proposed
using phosphate to bind on sulfide surfaces in a similar man-
ner. Laboratory experiments indicated that the rate of oxida-
tion at the sulfide-mineral surface was much less in the
presence of phosphate and silicate anions. Silicate coating of
sulfide grains was also evaluated by Georgopoulou et al.
(1995) and by Fytas and Bousquet (2002). Belzile et al.
(1997) also observed that coating pyrite grains with either
acetyl acetone or sodium silicate reduced the oxidation rate
of pyrite grains. All of these studies indicated that coatings
formed on the surfaces of sulfide minerals substantially de-
creased the rate of sulfide oxidation relative to that of pristine
sulfide minerals. In addition to chemical treatments that in-
corporate the addition of anionic reagents, accelerated oxida-
tion of sulfide particles by using strong oxidants, such as
permanganate, has been proposed. The objective is to oxidize
the surface of the sulfide grain, creating a protective armor
layer.

11.5.9.2.3 Bactericides
The rate of abiotic pyrite oxidation declines as the pH decreases
below 3.5. Under these conditions, bacterially mediated pyrite
oxidation predominates. Numerous researchers have evaluated
the use of bactericides, principally anionic surfactants, to pre-
vent bacterial activity and limit the rate of sulfide oxidation.
Bactericides can be applied either directly to mine-waste sur-
faces or as intimate mixtures with the mine wastes (Ericson and
Ladwig, 1985). Preliminary results using this approach were
encouraging (Dugan, 1987a,b; Sobek, 1987). Slow release of
surfactants from rubber-based pellets is an approach that has
been developed to extend the life-span of these surfactants in
field applications. The toxicity of low-molecular-weight or-
ganic acids to microorganisms is well documented. At low-
pH values, they have a neutral charge and are able to diffuse
across the membrane and deprotonate in the cytoplasm killing
the microorganism (Aston et al., 2009). However, organic
acids would be too expensive for use in the field and would
also degrade very rapidly. Thiocyanate has also been evaluated
as an inhibitor of sulfide-mineral oxidation in waste rock
(Olson et al., 2004), but thiocyanate is toxic and it would be
difficult to obtain regulatory approval for its use. Stichbury
et al. (1995) proposed the use of thiol-blocking agents to
inhibit bacteria involved in the early stages of sulfide oxida-
tion. In shake-flask cultures and in column experiments,
Stichbury et al. (1995) observed reduced sulfide oxidation
that persisted over a 1-year study. In a 2-year field study, the
inhibitor mixture completely prevented the growth of

At. ferrooxidans and lessened the growth of At. thiooxidans and
Thiobacillus thioparus (Lortie et al., 1999). Lower concentrations
of sulfate, iron, and dissolved metals were observed in the
treated field plots than were observed in untreated control
plots. The effectiveness of the inhibitors was observed to de-
cline following the first year after application, and thus, they
would not be suitable for long-term application. This observa-
tion suggests that inhibitors may be best applied in settings
where prevention of sulfide oxidation is required for limited
periods only. Examples are stockpiling of waste rock before it is
placed in underground workings, stockpiles of mill tailings
that will be subsequently used for mine backfill, or waste-
rock and tailings piles during periods of temporary closure.

11.5.9.3 Passive Remediation Techniques

11.5.9.3.1 Types of passive systems
Passive treatment systems can be based on chemical or biolog-
ical processes or a combination of both (Neculita et al., 2007).
Systems for the treatment of mine drainage will often consist of
several treatment cells in series based on different treatment
processes (Johnson and Hallberg, 2005). Passive chemical sys-
tems include anoxic limestone drains (ALDs), limestone
channels, and PRBs, and biological systems include con-
structed wetlands, bioreactors, and PRBs. PRBs will be dis-
cussed in another section of this article.

11.5.9.3.2 Anaerobic bioreactors
Anaerobic bioreactors (ABRs) consist of organic matter to pro-
vide substrates for microbial activity, sand and gravel for
permeability, and limestone for alkalinity generation
(Johnson and Hallberg, 2005; Kaksonen and Puhakka,
2007). They are generally operated in the upflow mode to
develop anaerobic conditions more rapidly and to reduce
compaction (Mattes et al., 2011). Although a number of pro-
cesses are responsible for attenuating contaminant concentra-
tions in ABRs, the key process is sulfate reduction. Sulfate
reduction generates alkalinity and precipitates metals by the
formation of metal sulfides. Because SRB only utilize simple
organic compounds such as low-molecular-weight organic
acids and alcohols as electron donors, they are dependent on
other organisms to provide these substrates (Gould and
Kapoor, 2003; Logan et al., 2005; Pruden et al., 2007). The
major components of plant-derived organic matter are lignin,
cellulose, and more reactive low-molecular-weight organic
compounds. Lignin degrades much more slowly than the
other materials but will contribute to the longevity of the
ABR. The more reactive organic compounds will be consumed
rapidly. Most of the electron donors for sulfate reduction will
be provided by cellulose degradation. During degradation,
cellulose is hydrolyzed to sugars, which are then fermented
into alcohols and organic acids which can then be used by
the SRB (Gould and Kapoor, 2003). In most ABR systems with
the exception of pH extremes, carbon availability is the limit-
ing factor. Microbiological studies of laboratory ABRs indicate
that the key microorganisms are the anaerobic cellulose de-
graders and that cellulose hydrolysis is the rate-determining
step (Logan et al., 2005; Pruden et al., 2007).
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11.5.9.3.3 Constructed wetlands
Constructed wetlands have been used for water treatment since
the early 1950s (Hedin and Nairn, 1992). The interest in using
constructed wetlands for the remediation of mine drainage
stems from their ability to filter particulate matter, thus reduc-
ing suspended solids, their ability to reduce biochemical oxy-
gen demand and remove and store nutrients and heavy metals,
and their natural buffering capacity (Greenway and Simpson,
1996; Hsu and Maynard, 1999; Machemer and Wildeman,
1992; Mayes et al., 2009; Perry and Kleinmann, 1991). How-
ever, wetland systems can lose their effectiveness if the influent
pH is too low (Hsu and Maynard, 1999). The influent pH can
be increased by treating the influent with an alkalinity-
generating system such as anoxic limestone channel or an
ALD prior to the wetland (Cravotta, 2010; Zipper and Skousen,
2010). If properly designed and maintained, constructed wet-
lands can result in the improvement of the quality of drainage
water derived from mines (Walton-Day, 1999). The mecha-
nisms that promote acid neutralization and metal retention
include dissolution of primary carbonate minerals, formation
and precipitation of metal hydroxides, microbially mediated
sulfate reduction, formation of metals sulfides, complexation
of metals by organic carbon, ion exchange, and direct uptake
by plants (Bendell-Young and Pick, 1996). Batty et al. (2008)
designed a wetland for the treatment of drainage from an
abandoned coal mine with Fe and Mn concentrations of 45
and 2 mg l$1, respectively. The system consisted of two oxida-
tion ponds (total area 800 m2) and three wetlands (total area
3000 m2). The iron was removed in the first part of the system,
but manganese was only removed in the latter stages of the
system. Wetlands can be designed to function under aerobic or
anaerobic conditions. Aerobic wetlands consist of Typha and
other wetland vegetation planted in shallow relatively imper-
meable sediments comprised of soil, mine spoil, or clay. The
vegetation in anaerobic wetlands is planted in deep (>30 cm)
permeable sediments consisting of peat, soil, organically
enriched compost, sawdust, etc., which are sequenced between
crushed limestone or are mixed (http://www.wvu.edu/!
agexten/landrec/passtr/passtrt.htm).

Anaerobic constructed wetlands promote bacterially medi-
ated sulfate reduction. These reactions have the potential to
remove metals, as well as high concentrations of sulfate, from
mine drainage. A growing concern associated with the use of
wetlands to attenuate metals is the potential for the wetland
soils to become latent sinks of toxic metals (Gopal, 1999). Heal
and Salt (1999) monitored a constructed-wetland system im-
pacted by acidic metal-rich drainage from ironstone mine
spoils. Mine waters (pH 2.7, 247 mg l$1 total Fe) passing
through the wetland were monitored for 12 months. After
installation, the acidity declined by 33%, and Fe, Mn, and Al
concentrations declined by 20–40%. The performance of the
constructed wetland showed favorable response to metal loads
during the summer months, but the rates of metal removal
decreased significantly in the winter months (Heal and Salt,
1999). Sobolewski (1996) monitored the performance of a
constructed peat-based wetland for long-term treatment of
mine drainage at the former Bell Copper Mine near Smithers,
B.C., Canada. Copper concentrations were used to provide
estimates of the long-term potential for removal of Cu from
the mine-drainage site. Two Cu species were identified: Cu

sulfides and Cu bound to organic material. Removal from
mine effluent containing low concentrations of Cu at near-
neutral pH was through sulfide formation. Removal from
acidic drainage containing higher Cu concentrations was by
complexation to organic matter. The effectiveness of the
constructed-wetland system to remove metals under low-pH
conditions and with high-metal concentrations was insuffi-
cient to be suitable for long-term remediation.

The definition of appropriate operating conditions is re-
quired to assure success of wetland treatment systems. Acidic
drainage containing high concentrations of dissolved metals
discharged from abandoned underground mines in Kentucky,
United States, was intercepted by a wetland constructed in
1989 to reduce the concentration of metals (Barton and
Karathanasis, 1998). The initial attempt to treat the drainage
water using the wetland failed after 6 months because of insuf-
ficient utilization of the treatment area, inadequate alkalinity
production, and high-metal loadings. A renovation added two
ALDs and a series of anaerobic subsurface compartments to
promote vertical flow through a successive alkalinity-producing
system. The renovated system was monitored over 19 months
and showed improved performance in metal removal. Iron con-
centrations decreased from 787 to 39 mg l$1, the pH increased
from 3.38 to 6.46, and the acidity decreased from 2244 to
199 mg l$1 (carbonate equivalent) (Barton and Karathanasis,
1998). The mass loading of metals was reduced by an average
of 98% for Al, 95% for Fe, 55% for sulfate, and 49% for Mn.

Improving the efficiency of metal removal using wetlands
has proved to be difficult. Successful wetland treatment
systems are frequently overdesigned in order to handle
variations in influent loading and also to prolong the effective
lifetime of the wetland (Hedin, 2008). Detailed assessments
of long-term performance of wetland systems with a focus on
metal-retention mechanisms, eutrophication, and flushing
rates and their effects on downgradient ecosystems are
required if wetland treatment is to be applied in temperate
regions.

11.5.9.3.4 Permeable reactive barriers
PRBs are used for treatment and prevention of mine-drainage
waters within aquifers receiving discharge from mine wastes.
These systems are constructed by excavating a portion of the
aquifer downgradient from the waste disposal area and filling
the excavation with a permeable mixture composed of reactive
components (Blowes et al., 2000a,b). Among the mixtures
designed for treating mine-drainage waters have been organic
carbon in the formof compostedmunicipal wastes, woodwastes,
and by-products from pulp-and-paper manufacturing (Benner
et al., 1999; Blowes et al., 1994), zerovalent iron (Blowes et al.,
2000a; Morrison et al., 2002; Naftz et al., 2002), limestone, and
phosphate-based adsorbent materials (Conca et al., 2002).

Reactive mixtures containing organic carbon are designed
to support the bacterially mediated reduction of sulfate and the
precipitation of metal sulfides (Blowes et al., 1994; Cocos et al.,
2002; Waybrant et al., 1998, 2002). SRB oxidize organic car-
bon by using SO4 as the electron acceptor, thereby generating
H2S and releasing dissolved inorganic carbon:

2 CH2Oð Þx NH3ð Þy H3PO4ð Þz þ xSO4
2$

) 2xHCO3
$ þ xH2Sþ 2yNH3 þ 2zH3PO4 [43]
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where ‘(CH2O)x(NH3)y(H3PO4)z’ represents organic matter
undergoing oxidation and x, y, and z are stoichiometric co-
efficients. The H2S produced through sulfate reduction com-
bines with metal cations to form metal sulfides:

Me2þ þ S2$ ) MeS [44]

These metal sulfides are stable below the water table within
the reactive barrier. Sulfate reduction also releases dissolved
inorganic carbon, which neutralizes the pH and favors the
precipitation of metal carbonate minerals, for example,
FeCO3 and MnCO3 (Waybrant et al., 2002).

The first full-scale reactive barrier for treatment of mine
drainage was installed at the Nickel Rim mine site, near Sud-
bury, Ontario in 1995 (Benner et al., 1997). The barrier con-
tains a reactive mixture composed of 50 vol% organic carbon,
49 vol% pea gravel, and 1 vol% limestone. The organic carbon
used was a composted waste of leaf mulch and wood chips
derived from a municipal recycling program. Semiannual
monitoring of the reactive barrier for 5 years after installation
showed consistent removal of dissolved sulfate and dissolved
metals and increases in pH and alkalinity (Benner et al., 1999).
Enumeration of SRB within the barrier indicated that a large
population of SRB had become established within a year fol-
lowing installation (Benner et al., 2000). Measurements of the
sulfur isotopic ratio indicated enrichment of 34S–SO4 in the
barrier effluent, which is consistent with the hypothesis that
the sulfate removal was through bacterially mediated sulfate
reduction. Measurements of the solid-phase sulfide content
indicated accumulations of acid-volatile sulfides within the
barrier material and lesser accumulations of total reducible
sulfide (Herbert et al., 1998, 2000).

The aqueous geochemistry data obtained from the Nickel
Rim site indicates that the rate of sulfate reduction is depen-
dent on temperature, with sulfate reduction more rapid during
the warm summer months than during the cooler winter
months. The relationship between temperature and reaction
rate could be explained using an Arrhenius-type relationship
(Benner et al., 2002).

A pilot-scale reactive barrier for treating metals and sulfate
was installed in 1997 at an industrial site in Vancouver, Can-
ada (Ludwig et al., 2002; McGregor et al., 2002). Monitoring of
the barrier between 1997 and 2001 showed that initial con-
centrations of up to 8570 mg l$1 Cu were decreased to 17 mg l$1

after passage through the barrier, Zn decreased from 2780
to <140 mg l$1, and Cd and Ni declined from 21 and
210 mg l$1 to concentrations of <0.2 and <6 mg l$1, respec-
tively (McGregor et al., 2002). The performance of the pilot-
scale barrier led to the installation, in 2002, of a full-scale
reactive barrier that is 400 m long and 17 m deep, with a
maximum thickness of 5 m.

PRBs have also been installed at uranium mine-tailings
impoundments to remove U and other metals. A reactive bar-
rier containing three reactive components, as part of a side-by-
side comparison, was installed at the Fry Canyon Mine site,
Utah. The reactor systems included hydrous ferric oxide for the
adsorption of U, zerovalent iron to induce U reduction and
precipitation, and bone char that is rich in phosphate to induce
the precipitation of U-bearing phosphates. Monitoring showed
removal of U in all of these systems (Blowes et al., 2000a,b;

Fuller et al., 2002; Naftz et al., 2002). A full-scale permeable
barrier using zerovalent iron for reduction and precipitation of
U was installed in 1999 in Monticello, Utah (Morrison et al.,
2002). This barrier treats U, Mo, Se, and V.

PRBs have significant advantages over the conventional
approaches for groundwater remediation. The barriers are pas-
sive systems whose effectiveness can persist for several years to
decades. Moreover, the reactive material can be adjusted to
target specific contaminants from a mine site, and the contam-
inants precipitated within the barrier are isolated from the
surface-water environment and biota (Blowes et al., 2000a,b).

11.5.9.3.5 Other in situ techniques
The addition of organic carbon to mill tailings has the potential
to enhance sulfate-reduction reactions and reprecipitation of
metal sulfides within tailings impoundments (Blowes and
Ptacek, 1992b). The addition of organic carbon below the equi-
libriumwater table position will isolate the organic carbon from
oxidation by atmospheric O2. The addition of organic carbon to
sulfide-rich tailings was evaluated in pilot test experiments con-
ducted at the Kidd Creek Zn–Cu metallurgical site, Timmins,
Ontario (Hulshof et al., 2003, 2006), and at the Greens Creek
Z–Pbmine, near Anchorage, Alaska (Lindsay et al., 2009, 2011a,
b,c). At the Kidd Creek metallurgical site, the addition of organic
carbon was added to the sulfide-rich tailings in two test cells,
one containing pulp waste from a pulp-and-paper mill and the
second containing wood waste, principally tree branches and
bark. The organic carbonwasmixed thoroughly with the tailings
and deposited in test cells, and the changes in water chemistry
were monitored over a two-year period. In the test cell contain-
ing pulp waste, the organic carbon promoted the growth and
activity of SRB, resulting in the precipitation of secondary sulfide
minerals and declines in the concentrations of dissolved metals,
principally Fe and Zn. The rate and extent of metal removal were
greater in the test cell containing pulp waste than in the test cell
containing wood waste (Hulshof et al., 2006).

The effectiveness of the addition of organic carbon in the
form of peat, spent brewing grain, and municipal sewage
sludge was evaluated at the Greens Creek Mine, Alaska,
through the construction and monitoring of seven test cells
(Lindsay et al., 2009, 2011a,b,c). The test cells were installed by
excavating tailings materials, mixing with organic carbon, and
placing the mixture within the excavation. A low permeability
liner on the sides of the test cells was used to limit horizontal
flow in the test cells. The base of the test cells remained open
and connected to the underlying tailings impoundment. Mon-
itoring over 4 years indicated that populations of IRB and SRB
were established in all of the test cells within the first year of
installation, but the largest and most active populations were
observed in the test cells containing spent brewing grain
(Lindsay et al., 2011b). The precipitation of metal sulfides
resulted in substantial decreases in the concentrations of sul-
fate and dissolved metals, principally Zn. The declines in Zn
concentrations were accompanied by an increase in dissolved
As, which was attributed to microbially mediated reduction of
iron oxyhydroxides and release of coprecipitated As, followed
by a subsequent decrease in dissolved As. Mineralogical study
of samples collected from the test cells indicated the accumu-
lation of poorly crystalline Zn and Fe sulfides (Lindsay et al.,
2011b,c).
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11.5.10 Summary and Conclusions

The exposure of sulfide minerals contained in mine wastes to
atmospheric oxygen results in the oxidation of these minerals.
The oxidation reactions are accelerated by the catalytic effects of
Fe hydrolysis and sulfide-oxidizing bacteria. The oxidation of
sulfide minerals results in the depletion of minerals in the mine
waste and the release of Hþ, SO4, Fe(II), and other metals to the
water flowing through the wastes. The most abundant solid-
phase products of the reactions are typically ferric oxyhydroxide
or hydroxysulfate minerals. Other secondary metal sulfate, hy-
droxide, hydroxy sulfate, carbonate, arsenate, and phosphate
precipitates form. These secondary phases limit the concentra-
tions of dissolved metals released from mine wastes.

At many sites, the acid produced by sulfide oxidation is
consumed by the pH-buffering reactions of the nonsulfide
gangue minerals contained in the wastes. As these acid-
neutralization reactions proceed, the pH of the pore water pro-
gressively increases, enhancing the potential for attenuation of
dissolved metals by adsorption and precipitation reactions. The
quality of aqueous effluents from tailings impoundments and
waste-rock piles is dependent on the extent of the acid-producing
sulfide-oxidation reactions versus the acid-consuming pH-buff-
ering reactions. Regardless of the degree of acid neutralization,
the effluent water from the waste material contains increased
concentrations of dissolved constituents.

Oxidation products transported from the mine waste can
enter streams, lakes, and oceans. A series of further reactions
occur upon the discharge of this mine-drainage water, resulting
in acidification andmetal release. Complex geochemical models
and reactive-transport models have been developed and are
important tools in the prediction of the environmental impacts
of mine wastes and in developing remedial alternatives. The
remedial technologies developed and refined over the past two
decades are being applied increasingly, thereby decreasing the
magnitude of the negative effects of mining operations.
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Abbreviations
AR Activity ratio
DDREF Dose rate effectiveness factor
EAR Excess absolute risk or rate
ERR Excess relative risk
ISL In situ leaching
ISR In situ recovery

LET Linear energy transfer
LNT Linear no-threshold
LOAEL Lowest observed adverse-effect level
MCL Maximum contaminant level
MNA Monitored natural attenuation
MRL Minimum risk level
NA Natural attenuation

Treatise on Geochemistry 2nd Edition http://dx.doi.org/10.1016/B978-0-08-095975-7.00906-2 191

http://dx.doi.org/10.1016/B978-0-08-095975-7.00906-2


NEM Nonelectrostatic model
NOAEL No-observed adverse-effect Level
NORM Naturally occurring radioactive

materials
PDI Potential determining ion
RfD Reference dose

SCM Surface complexation model
SIT Specific interaction theory
TENORM Technologically enhanced naturally occurring

radioactive material
TLM Triple-layer model
UMT Uranium mill tailings

Nomenclature
CL Concentration of contaminant in solution
CS Concentration of contaminant sorbed onto solid
D Dose
D0 Dose at time 0
H Equivalent dose; H¼D"wr

HE Effective dose; HE¼wt"(D"wr)
Kd Distribution of sorption coefficient

Rd Sorption ratio (equivalent to Kd)
Tr Radiologic half-life
Tb Biological half-life
Teff Effective half-life; Teff¼(TrþTb)/(Tr"Tb)
wr Radiation weighting factor
wt Tissue weighting factor
r Bulk density of a porous medium
u Porosity

11.6.1 Introduction

11.6.1.1 Approach and Outline of Chapter

In the decade that has passed between the first edition of the
Treatise on Geochemistry and the current second edition, a
number of events have impacted the direction of research
into the nature of radioactive contamination in the environ-
ment. The attack on the Twin Towers of the World Trade
Center in September 2001 led to increased concerns over the
risks posed by terrorists whomight use nuclear bombs or ‘dirty’
bombs as weapons of mass destruction or ‘mass distraction’ for
political purposes. New drinking-water regulations and exploi-
tation of deep groundwater aquifers led to new interest in
the occurrence of naturally occurring radioactive materials
(NORM), including radium, in brackish waters. The occur-
rence of these radionuclides in waters associated with coalbed
methane resources has led to concerns about the safe disposal
of radioactive wastes associated with new fossil fuel sources.
The growing consensus that nuclear power must play a signif-
icant role in energy policy in the twenty-first century has raised
concerns about the risks associated with the front and back
ends of the nuclear fuel cycle, and with the safety of reactor
operations. Previous uranium mining efforts in the United
States (US) and elsewhere have left a legacy of abandoned
mining sites posing environmental hazards and worker health
problems. Since 1987, the US repository program for spent
nuclear fuel (SNF) has focused on a single proposed site,
Yucca Mountain in Nevada, and the US Department of Energy
(DOE) submitted a license application for the site to the
Nuclear Regulatory Commission (NRC) in June 2008 (DOE,
2008). However, in early 2010, the DOE initiated legal steps to
withdraw the license application, and at the time of this writ-
ing, the future of the program is in question and is being
addressed through administrative, legal, and congressional fo-
rums. The decision to withdraw the license application has left
the US without a clear plan for disposal of these wastes. Finally,
the release of radioactive contamination associated with dam-
age done to the Fukushima nuclear reactors in Japan in March

2011 by an earthquake and tsunami raised concerns about
radionuclide transport and the resulting health effects in
exposed populations.

This review addresses three major questions:

1. What are the major sources of radioactive contamination
on the planet?

2. What controls radionuclide migration in the environment?
3. What are the likely impacts of exposure to radioactive con-

tamination on human health?

This chapter is divided into two major sections. The first
part of the chapter updates the basic geochemical and environ-
mental data on radionuclide behavior obtained from research
carried out from 2002 to 2011. Recent studies of radionuclide
speciation, solubility, and sorption are reviewed, drawing
upon the major US and European nuclear waste and remedia-
tion programs. The second half of the chapter focuses on three
applications of this information: (1) NORM associated with
drinking water resources or deep brackish waters, (2) radioac-
tive contamination resulting from uranium mining, and (3)
contamination associated with historical nuclear activities such
as nuclear weapons production or nuclear waste disposal.
Table 1 describes the groups of radionuclides discussed in
this chapter and also shows their relative importance to each
of these areas. For each application, data on natural occur-
rence, the major sources of contamination, important geo-
chemical processes controlling distribution and transport of
the key radionuclides, and environmental epidemiological stud-
ies describing the association between exposure and human
health are reviewed. In addition, appendices providing more
detailed information on health physics and toxicology, relevant
to exposure to radioactive contamination, have been included.

11.6.1.2 Previous Reviews and Scope of the Chapter

This review emphasizes scientific work from the period 1990 to
2011, but it is recognized that any overview of the ‘current’
state of knowledge will likely be outdated before it is
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published. Several major books have been written on the sub-
ject of radionuclide chemistry; notable ones include Seaborg
and Katz (1954), Katz et al (1986), Ivanovich (1992), and
Choppin et al. (1995). This chapter updates similar literature
reviews that have been published in the last few decades, such
as those by Allard (1983), Krauskopf (1986), Choppin and
Stout (1989), Hobart (1990), Kim (1993), Silva and Nitsche
(1995), Murphy and Shock (1999), Szabó et al. (2006), and
Choppin (2007), and chapters in Barney et al. (1984),
Langmuir (1997), Zhang and Brady (2002), and Morss et al.
(2007). Recently, the US Environmental Protection Agency
(EPA) published a 3-volume set of reports dealing with mon-
itored natural attenuation (MNA) for metals and radionuclides
(EPA, 2010). Volume 3 in the series (Monitored Natural Atten-
uation of Inorganic Contaminants in Ground Water Volume 3
Assessment for Radionuclides Including Tritium, Radon, Strontium,
Technetium, Uranium, Iodine, Radium, Thorium, Cesium, and
Plutonium–Americium) contains a fairly comprehensive review
of radioactive decay chains, occurrence, speciation, solubility,
and adsorption properties of the radionuclides.

This chapter focuses on the interactions of radionuclides
with geomedia in near-surface low-temperature environments.
Because of the importance of uranium mining to this topic, a
brief overview of the mineralogy or economic geology of ura-
nium deposits is included; the reader is referred to the series of
review articles describing the mineralogy and paragenesis of
uranium deposits and the environmental geochemistry of ura-
nium and decay products published by the Mineralogical
Society of America (Burns and Finch, 1999). The use of radium
and uranium isotopes as environmental tracers is briefly de-
scribed; however, an adequate treatment of the use of radio-
nuclides in studies of the atmosphere, hydrosphere, or
lithosphere is not provided here. Similarly, an exhaustive over-
view of the nuclear fuel cycle or weapons production is not
discussed. The interested reader is advised to turn to other
excellent general summaries of these topics and included ref-
erences, for example, Eisenbud (1987). National symposia
dealing with the disposal of nuclear waste and remediation of
radioactive environmental contamination have been held an-
nually by the Material Research Society (e.g., see Smith et al.,
2010) and the American Nuclear Society (ANS) (see, e.g., ANS,
2011) for the last three decades. In this chapter, only limited
information is provided about the role of microbes in the
biogeochemistry of uranium and the actinides. Chapelle
(1993) and Konhauser (2007) provide more comprehensive

treatments of microbial growth, metabolism, and ecology for
geoscience applications.

This chapter supplements and does not repeat the infor-
mation presented in the corresponding chapter in the First
Edition of the Treatise on Geochemistry Siegel and Bryan
(2003). Much of the basic information describing methods
in speciation, solubility and sorption experiments, and ther-
modynamic or reactive transport modeling is not repeated
here. In addition, due to limitations in space, no update is
given on recent work concerning colloid transport of radio-
nuclides and only a cursory overview of studies of natural
analogs for candidate nuclear waste disposal sites is provided.
Finally, in Siegel and Bryan (2003), considerable attention is
devoted on how geochemical studies were used in support of
performance assessment calculations for the Waste Isolation
Pilot Plant (WIPP) for transuranic (TRU) wastes and the
proposed high-level waste (HLW) repository at Yucca Moun-
tain. That information is not repeated here and is only briefly
updated; comprehensive updates to those approaches can be
found in the Yucca Mountain license application submitted
to the NRC (DOE, 2008) and supporting documents (e.g.,
SNL, 2007a,b).

11.6.2 Radioactive Processes and Sources

11.6.2.1 Radioactive Processes

Only certain combinations of protons and neutrons result in
stable atomic nuclei. Figure 1 shows a section of the chart of
the nuclides, on which nuclides are plotted as a function of
their proton number (Z) and neutron number (N). The radio-
active decay chain for 238U is indicated; only 206Pb has a stable
combination of protons and neutrons. At low atomic numbers
(below Z¼20), isotopes with proton–neutron ratios of ap-
proximately 1 are stable, but a progressively higher proportion
of neutrons is required to produce stability at higher atomic
numbers. Unstable nuclei undergo radioactive decay – sponta-
neous transformations involving emission of particles and/or
photons, resulting in changes in Z and N, and transformation
of that atom into another element. Several types of radioactive
decay may occur:

• b$ decay – a negatively charged beta particle (electron) and
an antineutrino are emitted from the nucleus of the atom,
and one of the neutrons is transformed into a proton.
Z increases by 1 and N decreases by 1.

• bþ decay – a positively charged beta particle (positron) and
a neutrino are emitted from the nucleus, and a proton is
transformed into a neutron. Z decreases by 1 and N
increases by 1.

• Electron capture – an unstable nucleus may capture an
extranuclear electron, commonly a K-shell electron, result-
ing in the transformation of a proton to a neutron. This
results in the same change in Z and N as bþ decay and
commonly, nuclides with a deficiency of neutrons can
decay by either mechanism.

• a decay – nuclei of high atomic number (heavier than
cerium), and a few light nuclides, may decay by emission
of an a particle, a 4He nucleus consisting of two protons
and two neutrons. Z and N both decrease by 2.

Table 1 Radionuclide groups and relative importance for
occurrence as discussed in this chapter

Radionuclide or
radionuclide
groups

Drinking
water

Mining Waste management
weapons production and
nuclear accidents

Radium and
progeny

M M m

Thorium N m M
Uranium M M M
Transuranics N n M
Fission
products

N n M

M, major importance; m, minor importance; n, relatively not important.
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In each case, the daughter nucleus is commonly left in an
excited state and decays to the ground state by emission of
gamma rays. If there is a significant delay between the two
processes, the g emission is considered a separate event.
Decay by g emission, resulting in no change in Z orN, is called
an isomeric transition (e.g., decay of 99mTc to 99Tc).

Many radioactive elements decay to produce unstable
daughters. The radioactivity of many forms of radioactive con-
tamination is primarily owing to daughter products with short
half-lives. The longest such decay chains that occur naturally are
those for 238U, 235U, and 232Th, which decay through a series of
intermediate daughters to 206Pb, 207Pb, and 208Pb, respectively
(see Table 2). The decay of 238U to 206Pb results in the produc-
tion of eight alpha particles and six beta particles; that of 235U to
207Pb, seven alpha and four beta particles; and that of 232Th to
208Pb, six alpha and four beta particles. Thus, understanding

the geochemistry of radioactive contamination requires con-
sideration of the chemistries of both the abundant parents and
of the transient daughters, which have much lower chemical
concentrations. After several half-lives of the longest-lived
intermediate daughter, a radioactive parent and its unstable
daughters will reach secular equilibrium, and the contribution
of each nuclide to the total radioactivity will be the same. Thus,
a sample of 238U will, after about a million years, have a total
a activity that is about eight times that of the uranium alone.

Heavy nuclei can also decay by fission, by splitting into two
parts. Although some nuclei can spontaneously fission, most
require an input of energy. This is most commonly accom-
plished by absorption of neutrons, although alpha particles,
gamma rays, and even x-rays may also induce fission. Fission is
usually asymmetric – two unequal nuclei, or fission products, are
produced, with atomic numbers ranging from 66 to 172.
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Figure 1 The major decay path for 238U. A small fraction of decays will follow other possible decay paths – for example, decaying by b$ emission from
218Po to 218At, and then by a emission to 214Bi – but 206Pb is the stable end product in all cases.

Table 2 The major decay paths for several important actinides (isotope, half-life, and decay mode)

238U decay series 235U decay series 228Th decay series 237Np decay series

238U 4.47"109years a 235U 7.04"108years a 232Th 1.40"1010years a 237 Np 2.14"106years a
234Th 24.1 days b$ 231Th 1.06 days b$ 228Ra 5.76 years b$ 233 Pa 27.0 days b$
234Pa 1.17 m b$ 231Pa 3.28"104years a 228Ac 6.15 h b$ 233U 1.59"105years a
234U 2.46"105years a 227Ac 21.8 years b$ 228Th 1.91 years a 229Th 7.30"103years a
230Th 7.54"104years a 227Th 18.7 days a 224Ra 3.66 days a 225Ra 14.9 days b$
226Ra 1.60"103years a 223Ra 11.4 days a 220Rn 55.6 s a 225Ac 10.0 days A
222Rn 3.82 days a 219Rn 3.96 s a 216Po 0.145 s a 221Fr 4.8 m A
218Po 3.10 m a 215Po 1.78"10$3 s a 212Pb 10.6 h b$ 217At 3.2"10$2 s A
214Pb 27.0 m b$ 211Pb 36.1 m b$ 212Bi 1.01 h b$ 213Bi 45.6 m b$
214Bi 19.9 m b$ 211Bi 2.14 m a 212Po 45 s a 213Po 3.8"10$6 s A
214Po 1.64"10$4 s a 207Tl 4.77 m b– 208Pb Stable 209Pb 3.25 h b$
210Pb 22.3 years b$ 207Pb Stable 209Bi Stable
210Bi 5.01 days b$
210Po 138 days a
206Pb Stable
239Pu decay series 238Pu decay series 241Am decay series
239Pu 2.41"104 years a 238Pu 87.7 years a 241Am 432.7 years a
235U As above 234U As above 237Np As above

Source: Baum et al. (2002).
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Fission product yields vary with the energy of the neutrons
inducing fission; under reactor conditions, fission is highly
asymmetric, with production maxima at masses of %95 and
%135. High-energy neutrons result in more symmetric fission
with a less bimodal distribution of products.

Fission products generally contain an excess of neutrons
and are radioactive, decaying by successive b$ emissions to
stable nuclides. The high radioactivity of SNF and of the wastes
generated by fuel reprocessing for nuclear weapons production
is largely owing to fission products, and decreases rapidly over
the first few tens of years. In addition to the daughter nuclei,
neutrons are released during fission (2.5–3 neutrons per
fission event for thermal neutrons), creating the potential for
a fission chain reaction – the basis for nuclear power and
nuclear weapons.

The basic unit of measure for radioactivity is the number of
atomic decays per unit time. In the International System of
Units (Système international d´unités, or SI) system, this unit is
the Becquerel (Bq), defined as one decay per second. An older,
widely used measure of activity is the Curie (Ci), equal to
3.7"1010 Bq. The units used to describe the dose, or energy
absorbed by a material exposed to radiation, are dependent
upon the type of radiation and the material. The dose absorbed
by any material, by any radiation, is measured in rads
(radiation-absorbed dose), where1 rad corresponds to 100
ergs per gram of absorbed energy. The SI equivalent is the
Gray (Gy), which is equal to 100 rads. Historically, the unit
describing biological damage is the rem (roentgen-equivalent
man). The dose in rem is equal to the dose in rad multiplied by
a quality factor, which varies with the type of radiation. The SI
unit for equivalent dose is the Sievert (Sv), which is equivalent
to 100 rem. Further details on the biological effects of radiation
can be found in Appendix A of this chapter.

11.6.2.2 Overview of Radioactive Sources and Exposure

11.6.2.2.1 Natural sources of radioactivity
Radioactive materials have been present in the environment
since the accretion of the earth. The decay of radionuclides
provides an important source of heat that drives many of the
large-scale earth processes. The most abundant naturally
occurring radionuclides are 40K, 232Th, 238U, and 235U. Average
crustal concentrations of uranium (mostly 238) and thorium
(mostly 232) are 2.7 and 9.6 mg g$1, respectively. Both ele-
ments are enriched in silicate-rich igneous rocks (4.4 and
16 mg g$1, respectively, in granites) and are highly enriched in
zircons (2000 and 2500 mg g$1 respectively). In groundwater,
average uranium concentrations range from<0.1 (reducing) to
100 mg l$1 (oxidizing) (Langmuir, 1997). The average thorium
concentration in groundwater is <1 mg l$1 and is not affected
by solution redox conditions.

The major decay paths for the naturally occurring isotopes
of uranium and thorium are shown in Table 2. Other actinides
of environmental importance include 237Np, 238Pu, 239Pu, and
241Am. These have decay series similar to and overlapping
those of uranium and thorium. 237Np (t1/2¼2.14"106 years,
a) decays to 209Bi through a chain of intermediates, emitting
seven a and four b$ particles. 238Pu (t½¼86 years, a) decays
into 234U, an intermediate daughter on the 238U decay series.
239Pu (t1/2¼2.44"104years, a) decays into 235U. 241Am

(t1/2¼458 years, a) decays into 237Np. Small amounts of acti-
nides (237Np and 239Pu) occur naturally owing to neutron
capture reactions with 238U.

Other naturally occurring radionuclides include actinium,
technetium, and protactinium. Natural 99Tc is a product of
238U spontaneous fission (Curtis, 1999). The bulk of the nat-
ural global inventory of actinide radioactivity in the upper
100 m of the lithosphere (about 1022Bq, or 2.7"1011 Ci) is
owing to activity of uranium and thorium isotopes (Ewing,
1999; Santschi and Honeyman, 1989). This is about equal to
the total activity of 40K in the world ocean. Table 2 in Siegel
and Bryan (2003) provides additional examples of large-scale
sources of natural and anthropogenic radioactivity in the
environment throughout the world.

11.6.2.2.2 Nuclear waste
There are several classes of nuclear waste; each type is regulated
by specific environmental regulations and each has a preferred
disposal option.

Spent fuel (SF) consists of irradiated fuel elements removed
from commercial reactors or special fuels from test reactors. It
is highly radioactive and generates a lot of heat; therefore,
remote handling and heavy shielding are required. It is consid-
ered a form of HLW because of the uranium, fission products,
and transuranics that it contains. HLW includes highly
radioactive liquid, calcined or vitrified wastes generated by
reprocessing of SF. Until the project was terminated, both SF
and HLW from commercial reactors were to be entombed in
the geological repository at Yucca Mountain about 100 miles
northwest of Las Vegas, Nevada. At the turn of the twentieth
century, it was estimated that the inventory of nuclear reactor
waste in the US would reach 1.3"1021 Bq by 2020 (Ewing,
1999). Initially, the bulk of the radioactivity is owing to short-
lived radionuclides 137Cs and 90Sr. After 1000 years, the bulk of
the radioactivity is owing to the decay of 241Am, 243Am,
239,240Pu, and 237Np. At longest time periods, a mixture of
the isotopes 129I, 210Pb, and 226Ra dominate the smaller
amount of radioactivity that remains (Campbell et al., 1978).
Disposal of HLW and SF in the US is regulated by 40 CFR Part
191 (EPA, 2001) and 10 CFR Part 60 (NRC, 1983). Current
regulations focus on the time period up to 10 000 and
1 000 000 years after emplacement, when radioactivity is dom-
inated by the decay of isotopes of americium, neptunium, and
plutonium, and the long-lived fission products 129I and 99Tc.

Transuranic waste (TRU) is defined as waste contaminated
with alpha-emitting radionuclides of atomic number greater
than 92 and half-life greater than 20 years in concentrations
greater than 100 nCi g$1 (3.7"103 Bq g$1). TRU is primarily a
product of the reprocessing of SF and the use of plutonium in
the fabrication of nuclear weapons. In the US, the disposal of
TRU at the WIPP in Southeastern New Mexico (NM) is
regulated by 40 CFR Part 194 (EPA, 1996).

Uranium mill tailings (UMT) are large volumes of radioac-
tive residues that result from the processing of uranium ore. In
the US, the DOE has the responsibility for remediating mill-
tailing surface sites and associated groundwater under the
Uranium Mill Tailings Radiation Control Act (UMTRCA) of
1978 and its modification in 1988. LLW are radioactive wastes
not classified as HLW, TRU, SF, or uranium mill tailings. They
are generated by institutions and facilities using radioactive
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materials and may include lab waste, towels, and lab coats
contaminated during normal operations. Disposal of LLW is
governed by agreements between states through state compacts
at several facilities in the continental US Geochemical data;
conceptual models and performance assessment methodolo-
gies relevant to LLW are summarized in Serne et al. (1990).

NORM includes radionuclides that are naturally present in
the rocks and minerals of the earth’s crust and cosmogenic
radionuclides in the atmosphere and crust by cosmic rays. The
principal ‘primordial’ radionuclides are isotopes of heavy ele-
ments belonging to the radioactive series headed by the three
long-lived isotopes 238U (uranium series), 235U (actinium
series), and 232Th (thorium series). The principal radionuclide
of concern in NORM is 226Ra, a member of the uranium series.

Technologically Enhanced Naturally Occurring Radioactive
Material (TENORM) is produced when NORM is concentrated
or exposed to the environment by activities such as mineral
extraction, purification, or waste treatment. Of significant im-
portance are wastes produced by uranium and phosphate min-
ing, coal ash generation, geothermal energy production, and
municipal drinking water treatment. Radionuclide concentra-
tions in TENORM are often orders of magnitude higher than in
the parent NORM.

11.6.2.2.3 Sites of radioactive environmental contamination
In the US and other countries, radioactive contamination is of
particular importance in the vicinity of nuclear weapons pro-
duction sites, near proposed or existing nuclear waste disposal
facilities, and in areas where uranium mining was carried out.
In Europe and the Former Soviet Union (FSU), large areas have
been contaminated by nuclear weapons production and ura-
niummining. The extent of contamination in the FSU is greater
than in the US because of less strict regulations on the control
of nuclear materials and mining. Section 11.6.2.2 provides
details about the nature of geochemical processes important
for UMTs and in situ uranium mining. The US DOE estimates
that nuclear weapons production activities have led to radio-
active contamination of approximately 63 million cubic me-
ters of soil and 1310 million cubic meters of groundwater in
the US (DOE, 1997a,b). The contamination is located at 64
DOE environmental management sites in 25 states. The
Hanford Reservation in Washington State provides a good ex-
ample of the diverse sources of radioactive contamination asso-
ciated with weapons production. At this site, nine plutonium
production reactors were built in the 100 Area; HLWs are stored
in buried tanks in the 200 Area where SF was processed; and
nuclear fuel was fabricated in the 300 Area. A complex mixture
of radioactive and hazardous wastes is either stored in aging
underground tanks or has been discharged to seeps or trenches
and to the vadose zone in surface impoundments. The total
inventory at the Hanford Site is estimated to be 360–370 MCi
(1.33"1019–1.37"1019 Bq); between 0.22 and 6.5 MCi
(8.1"1015–2.4"1017 Bq) has been released to the ground
(National Research Council, NRC, 2001). The status of efforts
to remediate this contamination can be found in DOE (2006).

Naturally occurring uranium deposits have been an impor-
tant source of information on the long-term behavior of acti-
nides and fission products in the environment. Important sites
of natural radioactivity (natural analogs) include the Pena
Blanca deposit (Murphy, 1999; Pearcy et al., 1994), the

Alligator River Region (Davis, 2001; Duerden et al., 1992;
Payne et al., 1992), Cigar Lake (Curtis, 1999; Vilks et al.,
1993), and the Oklo natural reactor (Brookins, 1990; Jensen
and Ewing, 2001; Pourcelot and Gauthier-Lafaye, 1999). For a
detailed summary of work in this area with applications to
high-level nuclear waste disposal,the reader is referred to Sim-
mons and Stuckless (2010).

11.6.2.2.4 Exposure to background and anthropogenic
sources of radioactivity
Exposure to natural sources of radon (produced in the decay
chain of crustal 238U) averages 2 mSv year$1 while other natu-
ral sources account for 1 mSv year$1 (NRC, 1995). Total expo-
sure to anthropogenic sources averages about 0.6 mSv year$1,
with medical x-ray tests accounting for about two thirds of the
total. The average exposure related to the nuclear fuel cycle is
estimated to be less than 0.01 mSv year$1 and is comparable to
that associated with the release of naturally occurring radionu-
clides from the burning of coal in fossil-fuel plants (Ewing,
1999; McBride et al., 1978). At the other end of the range of
exposures are those associated with nuclear blasts and reactor
leaks. Details on exposures to the blast and fallout from nuclear
detonations at Hiroshima and Nagasaki, the dose to workers
involved in the cleanup of Chernobyl nuclear power plant after
the 1986 accident, and the radiation dose on the shores of Lake
Karachay near the Chelyabinsk-65 complex are discussed in
more detail in Section 11.6.4.3.4 and Appendix A.

11.6.3 Radionuclide Geochemistry: Principles
and Methods

Analysis of the risk from radioactive contamination requires
consideration of the release rates and rate of dispersion of the
radioactive contamination through potential exposure path-
ways. Information about the specific activity and decay chain
of the radioactive material, the physical and chemical nature of
the host phase, and accessibility to environmental transport are
all needed to convert the amounts of radioactivity of the source
to estimates of the exposure to humans.

Prediction of the fate of radionuclides released from a con-
taminated area must consider a series of processes including
(1) contact of the radioactive source with groundwater, and
release of aqueous species and particulate matter, (2) transport
of aqueous species and colloids through the saturated zone,
the vadose zone, or the atmosphere, and (3) uptake of radio-
nuclides by exposed populations or ecosystems. The chemistry
of the radionuclides will control their transport properties by
controlling their solubility, speciation, sorption, and transport
by particulates. These are strong functions of the compositions
of the groundwater and geomedia and the atomic structure of
the radionuclides. Simplifications in predictions of radionu-
clide mobility are difficult to make; instead, site-specific
measurements and thermodynamic calculations for the site-
specific conditions are needed to make meaningful statements
about radionuclide behavior. A wide variety of experimental
techniques are used in radiochemical studies; a review of this
subject is beyond the scope of this chapter. The interested
reader should refer to the reviews and textbooks of actinide
chemistry listed in Sections 11.6.1.2 and 11.6.3.1. Some
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general points, which should be considered in evaluating avail-
able data relevant to environmental radioactive contamina-
tion, are described in Siegel and Bryan (2003) and are
summarized briefly below.

11.6.3.1 Aqueous Speciation and Solubility

11.6.3.1.1 Experimental studies
Good summaries of accepted experimental techniques can be
found in the references that are cited for individual radionuclides
in the sections below. Nitsche (1991) provides a useful general
summary of the principles and techniques of solubility studies.
A large number of techniques have been used to characterize the
speciation of radionuclides. These include potentiometric
methods, optical absorbance, and vibrational spectroscopy.
Silva and Nitsche (1995) summarize the use of conventional
optical absorption and laser-based photothermal spectroscopy
for detection and characterization of solution species and pro-
vide an extensive citation list. A recent review of the uses of
Raman and infrared spectroscopy to distinguish various uranyl
hydro complexes is given by Tsushima et al. (2007).

Extraction techniques to separate oxidation states and com-
plexes are combined with radiometric measurements of various
fractions. A series of papers by Choppin and coworkers refer-
enced below provides good descriptions of these techniques;
see, for example, Caceci and Choppin (1983) and Schramke
et al. (1988). Cleveland and coworkers used a variety of extrac-
tion techniques to characterize the speciation of plutonium,
neptunium, and americium in natural waters (Cleveland and
Rees, 1981; Cleveland et al., 1983a,b; Rees et al., 1983).

A variety of methods have been used to characterize the
solubility-limiting radionuclide solids and the nature of sorbed
species at the solid/water interface in experimental studies.
Electron microscopy and standard x-ray diffraction techniques
can be used to identify some of the solids from precipitation
experiments. X-ray absorption spectroscopy can be used to
obtain structural information on solids and is particularly
useful for investigating noncrystalline and polymeric actinide
compounds that cannot be characterized by x-ray diffraction
analysis (Silva and Nitsche, 1995). X-ray absorption near-edge
spectroscopy can provide information about the oxidation
state and the local structure of actinides in solution, in solids,
or at the solution/solid interface. Many of the surface spectro-
scopic techniques have been reviewed by Bertsch and Hunter
(2001) and Brown et al. (1999). Rai and coworkers have
carried out a number of experimental studies of solubility
and speciation of plutonium, neptunium, americium, and
uranium that illustrate combinations of various solution and
spectroscopic techniques (Felmy et al., 1989, 1990; Rai et al.,
1980, 1997, 1998; Xia et al., 2001).

11.6.3.1.2 Aqueous speciation and solubility models
Several geochemical codes are commonly used for calculations
of radionuclide speciation and solubilities. Reviews of the
codes can be found in Serne et al. (1990), Mangold and Tsang
(1991), Nuclear Energy Agency (NEA, 1996), and US EPA
(1999a). Extensive databases of thermodynamic property
values and kinetic rates are required for these codes and several
such databases for the actinides have been developed over
the last three decades. Of historical importance are the

compilations and reviews of Lemire and Tremaine (1980),
Phillips et al. (1988), and Fuger et al. (1990). Comprehensive
and consistent databases have been based on compilations
produced by the NEA for plutonium and neptunium (Lemire
et al., 2001), americium (Silva et al., 1995), uranium (Grenthe
et al., 1992), and technetium (Rard et al., 1999). These books
contain suggested values for DG, DH, Cp, and log Kf for forma-
tion reactions of radionuclide species. More recent publications
often use these compilations as reference and add additional
parameter values or correct errors (Guillaumont et al., 2003;
Van der Lee and Lomenach, 2004). Ideally, as new species are
identified or suspect ones eliminated and as constants of previ-
ously recognized species are revised, the entire reaction network
should be used to rederive all of the constants (Grenthe et al.,
1992; Wagman et al., 1982). The NEA Thermochemical Data
Base (TDB) Project (http://www.oecd-nea.org/databank/ac
cess.html) provides information about the latest self-consistent
database maintained by this organization.

For most solubility and speciation studies, calculations of
the activity coefficients of aqueous species are required. For
waters with relatively low ionic strength (0.01–0.1 molal),
simple corrections such as the Debye Huckel relationships are
used (Langmuir, 1997, p. 127). This model accounts for the
electrostatic, nonspecific, long-range interactions between
water and the solutes. At higher ionic strengths, short-range
interactions must be taken into account. The NEA has devel-
oped a database for ionic strengths up 3.0 molal based on the
specific interaction theory (SIT) approach of Bronsted (1922),
Scatchard (1936), and Guggenheim (1966). It has been used to
obtain equilibrium constants and free energies for the NEA
databases (Grenthe et al., 1992; Lemire et al., 2001; Rard
et al., 1999; Silva et al., 1995). In some cases, the US DOE
has used the more complex Pitzer for calculations of radionu-
clide speciation and solubility in its Nuclear Waste Manage-
ment Programs. This model includes concentration-dependent
interaction terms and is valid up to ionic strengths greater than
10 molal.

11.6.3.2 Sorption

11.6.3.2.1 Experimental studies
Several different approaches have been used to measure sorp-
tion of radionuclides by geomedia. These include (1) the lab-
oratory batch method, (2) the laboratory flowthrough
(column) method, and (3) the in situ field batch sorption
method. Laboratory batch tests are the simplest experiments;
they can be used to collect distribution coefficient (Kd) values
or other partitioning coefficients to parameterize sorption and
ion exchange models. (The term sorption is often used to
describe a number of surface processes including adsorption,
ion exchange, and coprecipitation that may be included in the
calculation of a Kd. For this reason, some geochemists use the
term sorption ratio (Rd) instead of distribution coefficient (Kd)
to describe the results of batch sorption experiments. In this
chapter, both terms are used in order to be consistent with the
terminology used in the original source of information sum-
marized.) The different sorption models are summarized in
Section 11.6.3.2.2.

Descriptions of the batch techniques for radionuclide sorp-
tion and descriptions of calculations used to calculate
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distribution coefficients can be found in ASTM (2010), Park
et al. (1992), Siegel et al. (1995a), and US EPA (1999a).

In batch systems, the distribution or sorption coefficient
(Kd or Rd) describes the partitioning of a contaminant between
the solid and liquid phases. The Kd is commonly measured
under equilibrium or at least steady-state conditions, unless
the goal of the experiment is to examine the kinetics of
sorption. It is defined as follows:

Kd ml g$1
! "

¼ CS

CL
; [1]

where CS is the concentration of the contaminant on the solid
and CL is the concentration in solution.

Measured batch Kd values can be used to calculate
a retardation factor (R), which describes the ratio of the rate of
groundwater movement to the rate of radionuclide movement:

R ¼ 1þ Kdr
y

; [2]

where r is the bulk density of the porous medium and y is the
porosity. This equation can be rearranged, and contaminant
retardation values measured from column breakthrough
curves can be used to calculate Kds.

Many published data from batch sorption measurements
are subject to a number of limitations as described by Siegel
and Erickson (1984, 1986), Serne and Muller (1987), and by
US EPA (1999a). These include a solution:solid ratio that is
much higher than that present in natural conditions, an inabil-
ity to account for multiple sorbing species, an inability to
measure different adsorption and desorption rates and affini-
ties, and an inability to distinguish between adsorption and
coprecipitation.

Batch methods are also used to collect data used to calculate
equilibrium constants for surface complexationmodels (SCMs).
Commonly for thesemodels, sorption ismeasured as functionof
pH and the surface charge of the geomedia. The proton is the
surface potential determining ion (PDI) of oxyhydroxides of iron
and manganese and of the high-energy edge sites in aluminosil-
icates. Considerable data have been collected describing the
influence of pH on sorption of radionuclides. Sorption edges
are most commonly (and usefully) given for single oxidation
states of the radionuclide. Comparisons of sorption edges for
different radionuclides on the same substrate or for a single
radionuclide on several substrates can be made by referring to
their pH50 values (the pH at which 50% of the radionuclide is
adsorbed). Radionuclides that form weaker surface complexes
can only sorb appreciably when the concentration of competing
protons is low (high pH) and therefore have high pH50 values.
For example, Kohler et al. (1992) show that goethite strongly
sorbs Np(V) from NaClO4 solutions while quartz only weakly
sorbs Np(V). The pH50 sorption values for Np(V) decrease in the
order goethite<hematite<gibbsite<albite<quartz.

A variety of methods have been used to characterize
the nature of sorbed species at the solid/water interface in exper-
imental studies. Surface spectroscopy techniques such as
extended x-ray absorption fine structure spectroscopy have
been used to characterize uranyl and neptunyl complexes sorbed
onto oxides/hydroxides and clays (Arai et al., 2007; Bargar et al.,
1999, 2000; Chisholm-Brause et al., 1992, 1994; Combes et al.,
1992; Dent et al., 1992; Duff et al., 2002). The information

obtained from surface spectroscopy can help constrain the
interpretation of the results for batch sorption tests by revealing
the stoichiometry of the sorbed species.

Laboratory column tests are more difficult to perform but
overcome some of the limitations of batch tests. Proper design,
descriptions of experimental procedures and methods of data
interpretation for column tests can be found in EPA (1999a),
Relyea (1982), Van Genuchten, and Wierenga (1986), Triay
et al. (1992, 1993, 1996c), Torstenfelt et al. (1985a,b), Siegel
et al. (1995b), Sims et al. (1996), and Gabriel et al. (1998).
In these experiments, the concentration of the radionuclide in
the column effluent is monitored to obtain a breakthrough
curve; the shape of the curve provides information about
sorption equilibrium and kinetics and other properties of the
crushed rock or intact rock column. In situ (field) batch sorp-
tion tests use measurements of the radionuclide contents of
samples of rock cores and consanguineous pore water obtained
at a field site. Applications of this technique are described in
Jackson and Inch (1989), McKinley and Alexander (1993),
Read et al. (1991), Ward et al. (1990), and Payne et al. (2001).

11.6.3.2.2 Sorption models
The available approaches to describing sorption have different
levels of complexity and robustness, and include:

1. Linear sorption (Kd or Rd).
2. Nonlinear sorption (Freundlich and other isotherms).
3. Constant-charge (ion-exchange) model.
4. Constant-capacitance model.
5. Diffuse-layer model.
6. Double-layer model.
7. Triple-layer model (TLM).

The simplest model (linear sorption or Kd) is widely used in
contaminant transport models, and Kd values are relatively
easy to obtain using the batch methods described above. How-
ever, the radionuclide concentration, pH, major and minor
element composition, rock mineralogy, particle size, and
solid-surface-area/solution volume ratio must be specified for
each Kd value. The TLM (Davis and Leckie, 1978a,b) is an
example of an SCM. These models describe sorption within a
framework similar to that used to describe associations be-
tween metals and ligands in solutions (Davis and Kent, 1990;
Kent et al., 1988; Stumm, 1992). Reactions involving surface
sites and solution species are postulated on the basis of exper-
imental data and theoretical principles. Mass/charge balance
and mass action laws are used to predict sorption as a function
of solution chemistry. Different SCMs incorporate different
assumptions about the nature of the solid–solution interface.
These include the number of distinct surface planes where
cations and anions can attach (double layer vs. triple layer)
and the relations between surface charge, electrical capacitance,
and activity coefficients of surface species. An additional
model, the CD-MUSIC model (Hiemstra and Van Riemsdijk,
1999, 1996; Tournassat et al., 2004), is based on chemical
bonding principles and the physical structure of the surface.
A generalized (2-site) diffuse-layer model (Dzombak and
Morel, 1990) has been used extensively to model laboratory
studies of metals and radionuclides. Models of reactive trans-
port of uranium in the environment using the 2-site model are
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described by Davis and Curtis (2003) and Davis et al. (2004,
2006). Wang et al. (2001a,b) compiled a set of internally
self-consistent sorption constants for Pu, Np, and other radio-
nuclides using a single-site double-layer odel for goethite.
Bradbury and Baeyens (2005) obtained surface complexation
constants for Th(IV), Np(V), and U(VI) on strong sites in
montmorillonite and for U(VI) on the weak sites using a
2-site protolysis NEM surface complexation and cation
exchange model.

Several approaches have been used to represent variability
of sorption under natural conditions. These include (1) sam-
pling Kd values from a probability distribution function (pdf),
(2) calculating a Kd using thermodynamic data, and (3) using
SCMs in reactive transport codes. Because of the diversity of
solutions, minerals, and radionuclides that will be present at
the contaminated site and potential repository sites, a large
body of empirical radionuclide sorption data has been gener-
ated. Databases of Kd values that can be used to estimate pdfs
for various geologic media are summarized by Barney (1981a,
b), Tien et al. (1985), DOE (1988), Bayley et al. (1990),
McKinley and Scholtis (1992), and Triay et al. (1997).
Attempts have been made to find statistical relations between
experimental variables and the measured sorption ratios (Rds).
Several of these studies were summarized by Mucciardi and
Orr (1977), Mucciardi (1978), and Serne and Muller (1987).
Approaches to using thermodynamic sorption models to pre-
dict or guide the collection of Kd data are also summarized by
the NEA (2001).

Kds, whether sampled from probability distribution func-
tions or calculated by regression equations or SCMs, can be
used in many contaminant transport models. Alternate forms
of the retardation factor equation that use aKd (eqn [2]) and are
appropriate for porousmedia, fracture porousmedia or discrete
fractures have been used to calculate contaminant velocity and
discharge (Erickson, 1983; Neretnieks and Rasmuson, 1984).

An important question regarding radionuclide migration is
whether the sorption in whole rocks can be predicted from the
properties of constituent minerals. Alternative sorption models
include those based on weighted radionuclide Kd values for
individual component minerals (‘sorptive additivity’) (Jacquier
et al., 2001; Meyer et al., 1984), a ‘competitive-additivity’
approach based on surface complexation theory (Tripathi
et al., 1993), and a component additivity approach (Davis
et al., 1998) in which the wetted surface of complex mineral
assemblage is assumed to be composed of a mixture of one or
more reference minerals. These have been applied to radio-
nuclides as described by McKinley et al. (1995), Waite et al.
(2000), Prikryl et al. (2001), Arnold et al. (2001), Davis
(2001), and Davis et al. (2002). In some cases, the sorption
behavior of a mineral assemblage can be approximated by
using only one of its components such as ferrihydrite or goe-
thite (Barnett et al., 2002; Ward et al., 1994). The generalized
composite approach is an alternative approach in which sur-
face complexation constants are obtained by fitting experimen-
tal data for the natural mineral assemblage directly (Davis
et al., 1998; Kob, 1988). A non-electrostatic (NEM) form of
this approach fits the pH-dependence sorption of the radionu-
clide without representation of the electrostatic interaction
terms found in other SCMs (see, e.g., Zavarin and Bruton,
2004a,b).

11.6.3.2.3 Reactive transport models
An alternative approach to describe radionuclide transport
couples chemical speciation calculations to transport equa-
tions. Such models of reactive transport have been developed
and demonstrated by a number of researchers including
Parkhurst (1995), Lichtner et al. (1996), Bethke (1998), Yeh
et al. (1995, 2011), and others reviewed in Steefel and Van
Cappellen (1998), Lichtner et al. (1996), and Zhang et al.
(2011). Uses of suchmodels to simulate radionuclide transport
of uranium in 1-D column experiments are illustrated by Sims
et al. (1996) and Kohler et al. (1996). Simulations of
two-dimensional (2-D) reactive transport of neptunium and
uranium are illustrated by Yeh et al. (2002, 2011) and Criscenti
et al. (2002), respectively. Considerable progress in this area
has been made since the publication of the First Edition of the
Treatise on Geochemistry. CORE2D V4 (Samper et al., 2011) is
themost recent version in a family of computer programs in the
CORE series: a COde for modeling partly or fully saturated
water flow, heat transport andmulticomponent REactive solute
transport. It can model abiotic reactions including acid–base,
aqueous complexation, redox, mineral dissolution/precipita-
tion, gas dissolution/exsolution, ion exchange, sorption reac-
tions (linear Kd, Freundlich and Langmuir isotherms, and
surface complexation using constant capacitance, diffuse-layer
and TLMs), andmicrobial processes. The code has been used to
model solute transport in aquifers including uranium transport
in the Andújar aquifer (Spain) and for simulation of the
long-term geochemical evolution of the near field of a high-
level waste (HLW) repository in clay (Yang et al., 2008).
HYDROGEOCHEM5 is the latest version of a family of reactive
transport codes developed over the last two decades by several
generations of graduate students and collaborators led by Prof.
GT Yeh, currently at the University of Central Florida. The code
is a comprehensive model of coupled fluid flow, thermal, and
reactive chemical processes, and has been used to model trans-
port of Np, U, and other radionuclides in laboratory- and
field-scale applications (Yeh et al., 2011). The HYTEC code is
generated by coupling the geochemical code CHESS (Van der
Lee, 1998) with a choice of several transport codes. CHemical
Equilibrium with Species and Surfaces (CHESS) can simulate a
range of aqueous geochemical calculations including chemical
equilibrium, kinetic reactions, colloidal transport, and trans-
port through porousmedia, and was developed for the purpose
of coupling with hydrodynamic models. A parallel version of
the code is available. The HYTEC code has been applied in a
number of studies relevant to radionuclide transport including
comparison to analytical solutions, comparison to results from
other numerical codes, and laboratory and field applications as
reported in Van der Lee et al. (2002) andDeWindt et al. (2003).
Applications to radionuclide transport include benchmark
calculations of UO2 oxidative dissolution and uranium migra-
tion, interactions between cement and a clayey host-rock of an
underground repository for intermediate-level radioactive
waste (in support of performance assessment over a time scale
of 100 000 years), and diffusion of an alkaline plume, miner-
alogical buffering, ion exchange, and clogging of the pore space
at the cement/claystone interface controlling migration of a
selected group of radionuclides (Cs, Ra, Tc, and U). Other
coupled reactive transport codes used for simulations of trans-
port of radionuclides in the environment include PFLOTRAN
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(Hammond et al., 2011) and others described in Zhang et al.
(2011). Routine use of these codes in performance assessment
calculations is still limited by the substantial computing time
requirements.

11.6.3.3 Colloids

11.6.3.3.1 Introduction
Colloidal suspensions are defined as suspensions of particles
with a mean diameter less than 0.45 mm, or a size range from
1 nm to 1 mm. They represent potentially important transport
vectors for highly insoluble or strongly sorbing radionuclides
in the environment if they are not filtered out by the host rock.
In fractured rock, local transport of radionuclides by colloids
may be important. Previous reviews of the behavior of colloids
in natural systems and their potential role in transporting
contaminants include those of Moulin and Ouzounian
(1992), Ryan and Elimelech (1996), Kretzschmar et al.
(1999), Honeyman and Ranville (2002), Degueldre (1997),
Degueldre et al. (2000), Siegel and Bryan (2003), and Novikov
et al. (2006). Degueldre et al. (2000) and Honeyman and
Ranville (2002) summarize techniques used to sample colloids
from groundwater and to characterize particle concentration
and size distributions.

Two types of colloids are recognized in the literature. Intrinsic
colloids (also called ‘true’ colloids, type I colloids, precipitation
colloids, or ‘Eigencolloids’) consist of radioelements with very
low solubility limits. Intrinsic colloids may occur near the radio-
nuclide source term, where aqueous concentrations are solubil-
ity limited, but it is unknown if they are produced or are stable in
the far field, where concentrations are sorption limited and are
commonly well below the solubility limits. Intrinsic colloids
potentially could be produced by direct degradation of the
nuclear waste or by remobilization of precipitated actinide com-
pounds (Avogadro and deMarsily, 1984; Bates et al., 1992; Kim,
1994). An(IV) colloids have been shown to considerably
increase the total radionuclide concentration in solution relative
to dissolved concentrations (Altmaier et al., 2004).

Carrier colloids (also known as ‘pseudocolloids,’ type II
colloids, or ‘Fremdkolloides’) consist of mineral or organic
phases (in natural waters primarily organic complexes, silicates,
and oxides) and microbial cells (biocolloids) to which radio-
nuclides are sorbed. In nuclear waste repositories, carrier
colloids will be produced by degradation of engineered barrier
materials and waste components: Fe-based waste package
materials can produce iron oxyhydroxide colloids, degradation
of bentonite backfills can produce clay colloids, and alteration
of HLW glass can produce a variety of silicate particulates. Both
sparingly soluble and very soluble radionuclides can be associ-
ated with this type of colloid, and may be stabilized via surface
reduction reactions (e.g., conversion of Np or Pu to sparingly
soluble reduced-phase coprecipitates) or as stabilized epitaxial
phases (Powell et al., 2011). Finally, radionuclides can be as-
sociated with microbial cells and be transported as biocolloids.

Naturally occurring colloids and radionuclide-colloid asso-
ciations have been characterized at several natural analog sites
for nuclear waste repositories. These include the Cigar Lake
Uranium deposit in altered sandstone (Vilks et al., 1993); the
altered schist at the Koongarra Uranium deposit (Payne et al.,
1992); altered volcanic rock sites in Pocos de Caldas, Brazil

(Miekeley et al., 1991); shallow freshwater aquifers above the
salt-hosted Gorleben repository test site in Germany (Dearlove
et al., 1991); the Grimsel test site in the Swiss Alps (Degueldre
et al., 1989); theWhiteshell Research area in fractured granite in
Canada (Vilks et al., 1991); the El Borrocal site in weathered
fractured granite near Madrid, Spain (Gomez et al., 1992); and
24 springs and wells near or within the Nevada Test Site
(Kingston and Whitbeck, 1991). Degueldre (1997) summa-
rized the occurrence of colloids in groundwater from 17 differ-
ent sites near a proposed Swiss repository site for low-level
nuclear waste. Major international studies of the occurrence of
natural colloids and their potential importance to the European
nuclear waste disposal program were carried out by the
MIRAGE 2 (Migration of Radionuclides in the Geosphere) pro-
ject and the Complex Colloid Group of the Commission of
European Communities; these are reviewed in Moulin and
Ouzounian (1992). Although locally and globally there are
wide variations in colloid concentration and size distribution,
several general trends can be observed. Many of the observed
particle concentrations fall within the range 0.01–5 mg l$1;
however, concentrations of >200 mg l$1 have been observed.
There is an inverse correlation between particle concentration
and particle size.

Sorption of radionuclides by colloids is affected by the same
solution composition parameters discussed in the previous sec-
tion on sorption processes. The important parameters include
pH, redox conditions, the concentrations of competing cations
such as Mg2þ and Kþ, and the concentrations of organic ligands
and carbonate. The high surface area of colloids leads to rela-
tively high uptake of radionuclides compared to the rockmatrix.
This means that a substantial fraction of mobile radionuclides
could be associated with carrier colloids in some systems. The
association of radionuclides with naturally occurring colloids
and studies of radionuclide uptake by colloids in laboratory
systems give some indication of the potential importance of
colloid-facilitated radionuclide transport in the environment as
discussed by Lieser et al. (1990), Kim (1994), and Runde et al.
(2002a), and reviewed by Siegel and Bryan (2003).

Penrose et al. (1990) and Nuttall et al. (1991) suggest that
colloidal transport of strongly sorbing actinides such as pluto-
nium and americium is potentially significant in the unsatu-
rated zone and in shallow aquifers near Los Alamos, NM.
Similarly, Kersting et al. (1999) provide evidence that measur-
able amounts of Pu and perhaps Co, Eu, and Cs produced by
nuclear weapons tests (1956–92) at the Nevada Test site have
been transported at least 1.3 km from the blast sites by col-
loids. More recently, association of plutonium with colloids at
a distance 3 km from their probable source at Mayak Produc-
tion Facility, Urals, Russia has been observed (Novikov et al.,
2006). Between 70 and 90 mol% of the plutonium detected at
that distance is likely Pu(IV) hydroxides or carbonates sorbed
onto amorphous iron colloids and it is likely that uranyl
species are sorbed onto the colloids. More information about
radioactive contamination from the Mayak site is presented in
Section 11.6.4.3.4.

11.6.3.3.2 Microbial and humic colloids
The transport of radionuclides and metals adsorbed to
microbes has been considered by a number of researchers
including McCarthy and Zachura (1989), Han and Lee
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(1997), and Gillow et al. (2000). Because of their small size
(<10 mm diameter), these colloids can be transported rapidly
through fractured media and either filtered out or be trans-
ported through porous media. Microbes can sorb to geologic
media, thereby retarding transport. Alternatively, under condi-
tions of low nutrient concentrations, the microbes can reduce
their size and adhesion capabilities and become more easily
transported. Studies performed in support of WIPP compliance
certification indicated that, under relevant redox conditions,
microbially bound actinides contributed significantly to the
concentration of mobile actinides in WIPP brines (Gillow
et al., 2000; Strietelmeyer et al., 1999).

Evidence for strong sorption of actinides and fission prod-
ucts by humic substances, both in dilute and high ionic
strength media, is provided by experimental studies and ther-
modynamic calculations. Humic substances have experimen-
tally been shown to strongly complex the trivalent actinides
(Artinger et al., 1998; Czerwinski et al., 1996; Morgenstern
et al., 2000); Th(IV) (Nash and Choppin, 1980); U(VI) and
probably U(IV) (Czerwinski et al., 1994; Zeh et al., 1997); and
Np(V) (Kim and Sekine, 1991; Marquardt and Kim, 1998;
Marquardt et al., 1996; Rao and Choppin, 1995) at mildly
acidic to neutral pH. Under basic conditions, actinide–humic
substance complexation is strongly a function of the carbonate
concentration, because carbonate competes effectively with the
humic acid as a ligand (Unsworth et al., 2002; Zeh et al.,
1997). Little data are available for tetravalent actinides, but
Tipping (1993) suggests, based on thermodynamic modeling,
that these should be even more strongly complexed by humic
substances than other oxidation states. Several studies have
shown that actinide–humic acid complexes are thermodynam-
ically stable in high ionic strength solutions (Czerwinski et al.,
1996; Labonne-Wall et al., 1999; Marquardt et al., 1996).
However, destabilization of humic colloids at high ionic
strength (Buckau et al., 2000) and competition for humic
acid sites by divalent metal cations (Marquardt et al., 1996;
Tipping, 1993) may limit the importance of colloidal transport
of actinides in brines.

In addition to possible transport of radionuclides by mi-
crobial colloids, microbe–actinide chemical interactions are
important for the genesis of uranium ore bodies, dissolution
of radioactive waste, and remediation of contaminated sites.
Suzuki and Banfield (1999) discuss the similarities between
the uranium–microbe interactions and transuranic–microbe
interactions. Macaskie (1991) notes that it is possible to
extrapolate the data for microbial uranium accumulation to
other actinides. Hodge et al. (1973) observe that the biological
behavior of uranium, thorium, and plutonium resemble that
of ferric iron. Microbial reduction of Pu(VI), in some cases all
the way to Pu(III), has been reported several times (Boukhalfa
et al., 2007; Icopini et al., 2009; Livens et al., 2010; Panak and
Nitsche, 2001; Renshaw et al., 2009). The case for neptunium
is more complex; some microbes capable of reducing uranium
and plutonium can reduce Np(V), but others cannot (Livens
et al., 2010). Microbial processes may even be important under
oxic conditions; Ohnuki et al. (2007) found that organic com-
pounds released by Bacillus subtilis, a common soil bacterium,
reduce P(VI) to Pu(V) in solution, but reduction to Pu(IV) does
not occur; however, plutonium sorbed onto the microbe
surface does reduce to Pu(IV). Microbes can also affect the

speciation and transport of multivalent fission products. For
example, Fe3þ-reducing bacteria and sulfate-reducing bacteria
can reduce soluble pertechnetate to insoluble Tc(IV), as dis-
cussed by Lloyd et al. (1997).

11.6.3.3.3 Models for transport of radionuclides by colloids
Several numerical models have been developed to assess the
potential magnitude of colloidal-facilitated transport of radio-
nuclides compared to the transport of dissolved species
(Avogadro and de Marsily, 1984; Cvetkovic et al., 2004; Nuttall
et al., 1991; Smith and Degueldre, 1993; Van der Lee et al.,
1992; Vilks et al., 1998); many are reviewed by Siegel and
Bryan (2003). Contardi et al. (2001) used an SCM to examine
the potential effect of colloidal transport on the effective retar-
dation factors for Am, Th, U, Np, and Pu in waters from the
proposed repository site at Yucca Mountain. They concluded
that colloid-facilitated transport could lead to significantly
higher doses to an exposed population. They found that col-
loidal transport reduced the effective retardation of strongly
sorbed radionuclides such as Am and Th, whereas U, Np, and
Pu(V) are less strongly sorbed by colloids and therefore were
relatively unaffected by colloidal transport. Honeyman and
Ranville (2002) developed a framework to determine the con-
ditions under which colloid-facilitated contaminant transport
will be important compared to the transport of solution spe-
cies. They concluded that such conditions will be relatively rare
in the environment. Vilks (1994) proposed that colloids do
not have to be considered in the safety assessment for the
Canadian repository in granite. He argued that the clay-based
buffer to be used in the repository will filter out any colloids
produced by degradation of the waste package. In addition, the
concentration of naturally occurring colloids is too low to
provide a substantial transport vector for radionuclides that
escape to the far field of the repository. Experiments by
Yamaguchi et al. (2007) offer some corroboration for Vilks’
argument; they found that Pu transport through a compacted
bentonite-sand mixture is retarded relative to Np, because the
Pu is present dominantly as colloids, which are too big to travel
through the tight clay pores.

11.6.4 Environmental Radioactivity and Health
Effects Relevant to Drinking Water, the Nuclear Fuel
Cycle, and Nuclear Weapons

This section provides a more detailed case-study approach to
our description of radioactive contamination of the environ-
ment and impacts on human health. Radionuclides significant
to environmental geochemistry comprise three overlapping
groups: (1) common naturally occurring radioelements such
as members of the uranium decay series (radium, thorium, and
uranium), (2) thorium and the transuranics, and (3) fission
products. As shown in Table 1, the environmental occurrence
of the three groups overlaps. The first group is important to
public health regulations of drinking water and for assessing
the environmental impact of resource development. The latter
two groups are important in association with nuclear waste
and nuclear weapon production. Radium is primarily impor-
tant to drinking water regulations and uranium mining. It is
discussed first because its chemistry is relatively simple
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compared to the other radionuclides. Uranium geochemistry is
relevant to drinking water regulations, resource extraction, and
nuclear waste, and its chemistry is similar to thorium and the
transuranics (actinide series). General trends in the geochem-
istry of actinides are discussed first and then site-specific infor-
mation about uranium mining and nuclear waste disposal is
provided in Sections 11.6.4.2.2 and 11.6.4.2.3, respectively.
The geochemistry of the fission products is described last; their
behavior is important to nuclear waste disposal as well as in
assessing the short-term impact of accidents at nuclear facili-
ties. Because natural background concentrations of radionu-
clides are important in discussions of health regulations and
cleanup goals, the sections on radium and uranium begin with
discussions of natural occurrence and processes that control
their distributions. The results of laboratory and modeling
studies of geochemical behavior are discussed for all three
groups; then relevant treatment, remediation, and risk assess-
ment techniques are summarized. Finally, experimental and
epidemiological studies of health effects are described.

11.6.4.1 Radium in Groundwater

Radium and its radioactive daughters present the most impor-
tant ongoing radionuclide hazard to human health of all the
groups described in Table 1. The 2003 USEPA Standard for
radionuclides in drinking water (USEPA, 2013) is designed to
prevent deaths due to cancer from radium ingestion and renal
disease from uranium exposure. Previously, it had been esti-
mated that residential drinking water exposure to radon, the
decay product of radium, accounted for 5000 to over 20 000
deaths per year from lung cancer (EPA, 2003; Mills, 1991;
Puskin and Nelson, 1989) and was considered the second
most common cause of lung cancer after cigarette smoking.
The occupational exposure of uraniumminers to radon gas and
its decay products in the 1960s to 1980s led to many deaths
among workers, and continues to affect relationships between
the Navajo Nation and the rest of the US and to impact
development of uranium resources in the Southwestern US.

11.6.4.1.1 Geological occurrence
Radium isotopes are produced by radioactive decay of uranium
and thorium parents (Figures 1 and 2). Granitic rocks rich in U
and Th underlie local mountain-block cores in the western US
from Colorado (CO) to Montana to California, and serve as
the source of U and Th to sediments of the region. The valley-
fill sediments derived from these granitic cores are further
enriched in U through diagenetic reactions (Goldhaber et al.,
1978). However, the abundance of radium in aquifers is not
related solely to the abundance of the parents in the solids. As
discussed below, Ra concentrations are also controlled by
sorption, desorption, and ion exchange. Factors related to
geology and climate that affect the acidity, redox potential,
degree of mineralization, and composition of groundwaters,
as well as their potential residence time, can affect sorption and
thereby the occurrence pattern of Ra isotopes.

Radium in groundwater can be derived from multiple
sources including (1) Ra ingrowth via decay of the dissolved
Th parents in the solution; (2) dissolution from the aquifer
minerals; (3) alpha-recoil from the parent nucleus in the
aquifer rocks and on the clay and oxide surface coatings;

(4) adsorption/desorption exchange with Ra adsorbed on the
surface coating, clays, and oxides; and (5) coprecipitation with
and/or dissolution of secondary minerals (e.g., barite). Direct
ingrowth from thorium is generally negligible in fresh near-
neutral water owing to the much lower solubility of thorium
than radium, and dissolution is not favored in fresh water
systems because it is too slow relative to the half-lives of
short-lived radium isotopes. Radium isotopes are continuously
released to groundwater contained in pore space of porous
media or within fractures in bedrock by alpha-recoil mecha-
nisms from mineral surfaces or surface coatings (Fleischer,
1980; Tricca et al., 2001), and this can be the primary source
of radium in groundwater when other sources of radium to
water are negligible (Krishnaswami et al., 1982).

In recent reports by the US Geological Society (USGS)
(Focazio et al., 2001; Z. Szabó, 2010, USGS, pers. comm.), Ra
concentrations and isotopic ratios analyzed in water samples
collected from 1270 public and private (domestic) wells in 45
states covering eight geologic rock types in the principal aqui-
fers in the US were analyzed. The samples were drawn from
aquifers accounting for about 75% of the estimated with-
drawals of groundwater for drinking water supply. Concentra-
tions of combined Ra (226Raþ 228Ra) greater than 5 pCi l$1

(0.19 Bq l$1) were found in five geologic rock types: glacial
deposits, coastal plain sands, sandstones, carbonate rock, and
crystalline rock. The maximum concentration of combined Ra
was 20.4 pCi l$1 (0.75 Bq l$1) in water from a quartzose sand
aquifer in the North Atlantic Coastal Plain.

The review of the data shows that radium concentration is
highest in waters with low pH and/or low dissolved-oxygen,
especially in aquifers with poor sorptive capacity, even if Ra is
not abundant in the aquifer solids. Two types of water have
high radium contents: one group has low pH, and in places,
high concentrations of nitrate or another acid anion, and high
concentrations of divalent cations. The other group has
low concentrations of dissolved oxygen (DO concentration
<1 mg l$1), high concentrations of iron or manganese, and
in places, high concentrations of dissolved solids associated
with some combination of high concentrations of calcium,
barium, potassium, sulfate, and bicarbonate. Ra is poorly
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soluble in the oxidizing and alkaline aquifer systems of the west-
ern US comprised of detrital sediments, lower tertiary/cretaceous
sandstones, and quaternary alluvium.

11.6.4.1.2 Geochemical controls on Ra concentrations
Over the pH range of 3–10, the uncomplexed ion Ra2þ

is expected to be the dominant aqueous species for dissolved
radium (Baes and Mesmer, 1976; Langmuir and Riese, 1985).
In sulfate-rich, acidic waters, RaSO4(aq) concentrations may
be appreciable. In natural waters, radium concentrations are
limited by coprecipitation, adsorption, dissolution, and radio-
active processes. With the exception of sparingly soluble
RaCO3 and RaSO4 (Langmuir and Melchior, 1985), most
radium-bearing solids have high solubilities. Typically,
groundwater concentrations of radium are too low for precip-
itation of pure RaSO4, but radium can coprecipitate with bar-
ium as (Ba,Ra)SO4, or with calcium in gypsum in groundwater
containing moderate-to-high sulfate concentrations (Beddow
et al., 2006; Kaplan et al., 2010; Langmuir and Melchior, 1985;
Yoshida et al., 2009). In groundwater with high alkalinity,
radium may coprecipitate with calcium during calcite precipi-
tation (Yoshida et al., 2008).

Recent overviews of radium adsorption processes in subsur-
face systems have been provided in International Atomic
Energy Agency (IAEA, 2006), US EPA (2010), and Kaplan
et al. (2010). Radium uptake onto clay minerals is controlled
by ion exchange based on apparent reversibility and selectivity
of the adsorption process (Ames et al., 1983a,b; Centeno et al.,
2004; Tachi et al., 2001). Amorphous Fe-hydroxides adsorb
orders of magnitude more Ra than clay minerals and Ra
is preferentially sorbed onto Mn-oxyhydroxides over Fe-
oxyhydroxides (Ames et al., 1983a,b; Moore and Reid, 1973).
Analyses of natural Fe-hydroxide samples have shown that the
Fe-hydroxide contained substantially more 226Ra than the sur-
rounding rock matrix (Korner and Rose, 1977). The Ra is
adsorbed quickly onto Fe-oxyhydroxide, in a matter of seconds
to minutes (Krishnaswami et al., 1982). High concentrations
of Ra in groundwater, therefore, are often associated with the
reductive dissolution of Fe and Mn, which limits potential
sorption to oxyhydroxides.

The pH of the groundwater affects Ra adsorption and mo-
bility. As the pH decreases, the point of zero charge for Fe and
Mn hydroxides (about pH 8 and 6, respectively), and less
commonly for Al-hydroxides (about pH 5), is approached or
reached. At low pH, divalent cations such as Ra are much less
likely to be adsorbed because of the electrostatic repulsion
from the positively charged surfaces. Other divalent cations
including Ca, Mg, Sr, Fe, and Mn compete for adsorption
sites, and sorbed cations block the sorption of Ra in solution.
In general, at high levels of TDS (total dissolved solids), Ra can
be very mobile because of this competition for sorption sites.

In acidic waters, the Hþ cation itself competes effectively
with divalent cations such as Ca and Mg (Appelo, 1994), and
by analogy, with Ra, for sorption sites. This effect has been
invoked to explain increasing Ra concentrations related to
nitrate pollution in poorly buffered (acidic) aquifers in the
eastern US (Szabo et al., 2005; Szabo et al., 1997). Nitrification
results in the release of substantial amounts of hydrogen ion
and the acid-buffering capacity of waters (and soils) is so low
that the hydrogen ions reach the water table without being

neutralized and may decrease the pH. The concentration of
Ra in the water increases because the hydrogen ion outcom-
petes divalent cations for adsorption sites (Appelo, 1994).

11.6.4.1.3 Isotopic ratios
11.6.4.1.3.1 228Ra/226Ra ratios
The 228Ra/226Ra activity ratios (ARs) can indicate the source of
radium as well as the geochemical processes that control its
mobility. 238U is the parent of 226Ra and 232Th is the parent of
228Ra. The 228Ra/226Ra AR is often considered to be equal to
the average Th/U AR in the aquifer rocks (Dickson, 1990); for
igneous rocks, this would be in the range of 1–1.4, correspond-
ing to a Th/U weight ratio of 3–4, the ratio of these elements in
the earth’s crust. However, other rock types commonly vary
from this range – for instance, carbonates are preferentially
enriched in uranium relative to thorium, whereas clastic
rocks may be enriched in thorium relative to readily leached
uranium, because Th is present in trace minerals resistant to
chemical and physical weathering. Post-depositional enrich-
ment or depletion of these elements in the aquifer rocks
could result in variations in this ratio. Other processes can
result in differences between the Ra isotopic composition of
the rocks and the water. Dissolution of Ra-containing minerals
would result in low ratios of the short-lived to long-lived Ra
isotopes (e.g., low 228Ra/226Ra ARs) relative to the host aquifer
rocks, given the slow dissolution rate and relatively faster decay
of the short-lived Ra isotopes. In contrast, combination of the
recoil process and decay of the dissolved radium isotopes and
their rapid adsorption would increase the relative abundances
of the short-lived Ra isotopes (i.e., higher 228Ra/226Ra ARs).

226Ra is enriched relative to 228Ra in waters from a variety of
rock types, but especially in the carbonate-rock-type aquifer
systems; this is likely owing to the enrichment of U (relative to
Th) in carbonate minerals (Sturchio et al., 2001). Enrichment
of 226Ra relative to 228Ra is also common in water samples
from clastic sedimentary rocks where post-depositional enrich-
ment of U relative to Th was likely. The high solubility of 238U
relative to 232Th is the cause for its widespread distribution,
redistribution, and enrichment relative to background levels in
numerous sedimentary environments. Uranium forms soluble
complexes with the carbonate and bicarbonate anions under
oxygen-rich conditions (see Section 11.6.4.2), hence the high
mobility. Uranium becomes chemically enriched relative to
Th in sediment after reduction and precipitation along the
interface between a reducing zone (commonly organic-C-
rich) and an oxidizing zone, where U-rich reduction fronts
(or ‘roll’ fronts) form (Goldhaber et al., 1978).

Enrichment of 232Th relative to typical background concen-
trations in the sedimentary environment is seen in channel-lag
deposits of dense materials such as zircon, sphene, allanite,
and titanite (King et al., 1982). The low solubility of 232Th (see
Section 11.6.4.2) limits removal in percolating groundwater
and the 228Ra may be only slightly mobile. Thus, 228Ra is most
commonly present in higher concentrations than 226Ra
(228Ra/226Ra values >1) in water from aquifers where the
matrix is Th-rich unconsolidated coastal or alluvial sand and
in waters from sandstone (with Th-rich resistate minerals)
aquifers.

Vengosh et al. (2009) note that Ra activity in groundwater
is controlled by a balance between the recoil process and
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adsorption on clay minerals and oxides. In studies of aquifers
in the Middle East, they argue that high radium abundances
and high 228Ra/226Ra ratios in a sandstone aquifer with low
salinity and high redox potential are due to low clay content
and corresponding low sorption potential. This finding is
particularly important in a region such as the Nubian Sand-
stone aquifer, which has been viewed as potential freshwater
resources. If high radium contents are common in the clay-
poor permeable sandstone aquifer, the water resource in the
region is smaller than previously estimated.

11.6.4.1.3.2 224Ra/228Ra ARs
Differences in 224Ra occurrence and isotope ratios depend
upon the geology of the principal aquifer and effects of water
chemistry and recoil of 224Ra. The AR of 224Ra to 228Ra is
generally highest (median, 3.25) in the detrital sediments of
the western US (lower tertiary/cretaceous sandstones and
quaternary alluvium. Ra is poorly soluble in these oxidizing
and alkaline aquifer systems, but the concentrations of 224Ra
are somewhat enhanced in solution relative to those of 228Ra.
This can be explained by alpha recoil of 224Ra from the Th-rich
(228Ra-bearing) detrital sands in the western US. The process is
analogous to ‘recoil enrichment’ for the isotope 234U relative to
the parent isotope 238U (Osmond and Cowart, 1976). 224Ra
might be most enriched by the physical recoil mechanism
relative to 228Ra in waters where Ra is sparingly soluble (oxic
and moderately-to-strongly alkaline waters, as in the western
US), whereas relative 224Ra enrichment is least where Ra is
soluble. Concentrations of 224Ra correlate positively with con-
centrations of sulfate and U in the sulfate-rich waters. This
difference in occurrence and concentration trends between
224Ra and 228Ra in the mineralized and sulfate-rich waters of
the western US is consistent with the proposed alpha-recoil
mode of enhanced mobilization for 224Ra in this region
(Z. Szabó, 2010; USGS, pers. comm.).

The concentration of 224Ra has regulatory and public health
implications. 224Ra and its decay products can contribute sub-
stantially to gross alpha-particle activity of water consumed by
people (Focazio et al., 2001). The effectiveness of the use of
gross alpha-particle activity both as a standard in itself
(15 pCi l$1; 0.56 Bq l$1) and as a compliance-monitoring
‘screen’ for combined Ra has been shown to depend on the
holding time between sample collection and analysis because
of the presence of 224Ra (Parsa, 1998; Szabo et al., 2005). In
regions where 228Ra is known to be present, the US EPA rec-
ommends that gross alpha-particle activity be determined
within 48–72 h in order to account for the presence of the
short-lived alpha-particle-emitting isotopes such as 224Ra
(EPA, 2000b).

11.6.4.1.4 Radium removal and generation of TENORM
Conventional water-treatment processes designed to remove
suspended solids and dissolved chemical contaminants from
drinking water supplies also remove radium (and other radio-
nuclides). Lime-softening sludges from water supplies in Illi-
nois and Wisconsin that have raw-water 226Ra concentrations
of 1–5 pCi l$1 (0.04–0.2 Bq l$1) have 226Ra concentrations of
6–30 pCi g$1 (0.2–1.1 kBq kg$1). Several treatment processes
are used to specifically remove radium from drinking water
sources. These include coprecipitation with barium sulfate

and selective sorbents such as ion-exchange resins, barium
sulfate-coated alumina, and manganese dioxide-coated poly-
mers. The sludges from these processes can have 226Ra concen-
trations as high as 100 000 pCi g$1 (3700 kBq kg$1), and
brines from the regeneration of high-efficiency radium-
removal resins might have such high radium concentrations
that they require disposal in low-level-waste burial grounds
(EPA, 2011a; NAS, 1999b). As mentioned previously, water
softener brines discharged into septic systems in certain areas
can lead to elevated radium concentrations (Szabo et al., 2010).

Such wastes are classified as TENORM. In addition to the
generation of TENORM associated with drinking water re-
sources, industrial sources of radium can be locally significant.
Such sources include phosphate, metals and uranium mining
areas, areas impacted by oil-fields, and facilities where nuclear
materials have been manufactured or processed (NAS, 1999b).
Most of the uranium, thorium, and decay products originally
present in coal remain with the ash upon combustion.
Composited fly ash plus bottom ash typically has a mean
226Ra concentration of about 3.7 pCi g$1 (0.14 kBq kg$1)
(NAS, 1999b).

Uranium exists as impurities in phosphate rock ore used in
the production of phosphoric acid and elemental phosphorus
phosphates and is associated with the generation of TENORM
containing radium. Concentrations of up to 200 ppm are
obtained by substitution for calcium in the structure of the
mineral fluorapatite (Ca5(PO4)3F) (EPA, 2011a; NAS, 1999b).
The phosphate ore is treated with sulfuric acid to yield phos-
phoric acid and a gypsum-rich waste (phosphogypsum or PG),
which contains trace amounts of coprecipitated 226RaSO4.
Most of the uranium is concentrated in the phosphoric acid,
whereas about 80% of the 226Ra in the ore is concentrated in
the PG with average 226Ra activities of about 30 pCi g$1

(1.1 kBq kg$1). About 5 tons of PG are produced for every
ton of phosphoric acid. Small volumes of pipe scales that
contain 226Ra at up to 100 000 pCi g$1 (3700 kBq kg$1) are
also produced at wet-process plants.

Uranium production from surface-mining operations in the
western US has generated large volumes of waste overburden
with elevated concentrations of uranium and its decay products.
In a typical mining operation in the 1980s, the ratio of the
volume of overburden to ore was about 60:1 with an average
226Ra concentration in uranium-mine overburden of about
25 pCi g$1 (0.9 kBq kg$1) (NAS, 1999b). UMTs, which are the
ore residues discharged to a waste pond after extraction of
the uranium, contain most of the uranium-decay-product activ-
ity; these will be discussed in more detail in Section 11.6.4.2.2.

Metal mining and processing has generated by far the larg-
est TENORM solid-waste volume. At the beginning of the
twentieth century, the potential US inventory was estimated
to have been about 50billion tons with concentrations less
than ten times background (NAS, 1999b). This was comprised
of ores deposits whose mining and extraction might generate
TENORM and included ores of rare-earth elements, molybde-
num, gold, aluminum, lead-zinc, iron, tin, vanadium, copper,
and other metals, placer deposits containing thorium and its
decay products, bauxite and other ores that result from intense
weathering. High sulfate concentrations in processing and dis-
posal operations limit the mobility of radium; however, the
presence of high concentrations of other anions associated
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with metal-extraction processing, particularly chloride, will
lead to increased radium mobility. For example, at a mine in
Oregon, chlorination of zircon-bearing sands for extraction of
zirconium, niobium, tantalum, and hafnium, led to process
tailings with about 500 pCi g$1 (20 kBq kg$1), presumably
as soluble RaCl2. Seepage water at this tailings disposal site
contained up to 45 000 pCi l$1 (1700 Bq l$1) (NAS, 1999b).

Oil and natural-gas reservoirs commonly contain large
quantities of brines, which come to the surface during pump-
ing operations. As they flow through pipes at the oil field,
temperatures drop and a scale consisting of sulfates, carbon-
ates, and silicates of calcium, strontium, and barium pre-
cipitates along the interior walls. About 100 tons of scale per
oil well are produced in the US (EPA, 2011a). The brines can
contain elevated concentrations of 226Ra and 228Ra. Copreci-
pitated radium results in a radioactive scale with typical activ-
ities of 100–10 000 pCi g$1 (4–400 kBq kg$1); however, 226Ra
concentrations as high as 92 500–400 000 pCi g$1 (3700–
15 000 kBq kg$1) have been reported (Bou-Rabee et al.,
2009; NAS, 1999b). Radium isotopes in barite can be used to
determine the age and origin of such scales (Zielinski et al.,
2001). Workers at oil-production platforms can be exposed to
gamma rays, soil contamination can be present at pipe-ream-
ing facilities, and radioactive sludges need to be handled as
TENORM waste. Radon isotopes produced by decay of the
radium are also a concern. The gamma ray dose rates from
scales with 100 kBq kg$1 are 1000 times the background rate
from terrestrial and cosmic ray sources; however, doses calcu-
lated from occupational exposure studies show that the effec-
tive doses will typically be below regulatory limits for workers
and the general public (Bou-Rabee et al., 2009). Radium-con-
taining TENORM can also be generated in geothermal-energy
production: temperature changes lead to precipitation of solids
from hot formation waters in piping, equipment, and reten-
tion ponds at the surface (EPA, 2011a). Recently, concerns
have been raised over contamination of drinking water sup-
plies and generation of TENORM by hydraulic fracturing op-
erations during development of low-permeability natural gas
reservoirs in the US. 226Ra activities have ranged from over
2000–16 000 pCi l$1 (70–590 Bq l$1) in production brines
from gas fields in the Marcellus Shale in Pennsylvania and
New York (NYSDOH, 2009). These brines must be treated as
TENORM. Isotopic and geochemical analysis of shallow
groundwater sources in the area have indicated contamina-
tion of drinking water sources by methane in areas near gas
production wells, however, there was no evidence of contam-
ination by radium from the deep brines associated with the
natural gas (Osborn et al., 2011).

11.6.4.1.5 Health effects owing to radium exposure
A large population was exposed to relatively high radium
radioactivities during the last century. Several thousand people
were exposed to radium salts for therapeutic purposes in the
first three decades of the twentieth century. Radium was
accepted treatment for rheumatism and mental disorders.
Radium was used in luminescent paint before World War I
and many workers were exposed to radium doses ranging from
tens to thousands of micrograms through internal and external
routes while applying the paint to watch dials and military
instruments. Radium-224 injection was used extensively in

Europe for the treatment of tuberculosis and ankylosing spon-
dylitis (a painful joint disease). These populations have pro-
vided extensive epidemiological data for studies over the last
70 years to understand the health effects of radium exposure
(Harley, 2001; NAS, 1988a,b).

Radium is similar to calcium in its geochemical and meta-
bolic behaviors and once ingested, radium is incorporated
onto surfaces in the mineralized portion of bone. The primary
health effect observed from the ingestion of 226,228Ra is cancer
of the bone (osteogenic sarcomas). The target cells for the
cancers are in the marrow, about 10 mm from surfaces of
the inner cavity of the bone. After exposure, the Ra diffuses
into the interior of the bone and the target cells are no longer in
the range of the alpha particles of 226Ra. Radium-224 is also an
alpha emitter with a half-life of 3.62 days; the short half-life
means that the alpha dose is delivered entirely while the iso-
tope is on the bone surface. Carcinomas of the paranasal
sinuses and mastoid air cells also have been related to exposure
to radium radioisotopes. Here the cells at risk are the epithelial
cells of the mucosa lining the cavities (NAS, 1988a,b). Harley
(2001) notes that no study has identified a statistically signif-
icant excess of leukemia after even massive doses of radium.
This implies that the target cells for leukemia residing in bone
marrow are outside the short range of the alpha particles
(70 mm) produced by decay of radium isotopes (see Figure 2).

Total dose and risk are related to retention of radium by the
body. The long half-life of 226Ra (1600 years) allows distribu-
tion throughout the skeleton over life. A number of toxicoki-
netic models have been developed to describe radium
retention and sarcoma risk as a function of radium intake
and dose (Harley, 2001; NAS, 1988a,b). Radium retention
has been modeled most commonly as a simple power law
dependence on time (days) (R¼0.54 t$0.52). After 1 year of
exposure about 2% of the radium is retained in the body;
after 30 years, 0.5% still remains.

The annual risk of sarcoma is related to unit dose from
226Ra and 228Ra as:

I ¼ 10$5 þ 9:8" 10$6
! "

D2
# $

exp $1:5" 10$2
! "

D
# $

;

where I¼ total bone sarcomas per person per year at risk,
D¼ total mean skeletal dose in Gy from 226Ra plus 1.5 times
mean skeletal dose from 228Ra (Harley, 2001; Rowland et al.,
1978).

It has been suggested (Raabe et al., 1980) that there is a
threshold dose and dose rate for bone sarcoma risk. If the dose
rate or the total dose to the skeleton is lower than 0.004 Gy day-
$1 or 0.8 Gy, respectively, then bone cancer will not appear
during the lifetime of the exposed person. This proposed thresh-
old is relevant to discussions of the use of the linear no-threshold
(LNT) model for risk assessment used to support environmental
regulations (see Appendix A).

The radioactive progeny of radium isotopes include radon
and several alpha- and beta-radiation emitters that have im-
portant health effects in specific populations. There have been
multiple large follow-up studies of underground miners
who were exposed to high concentrations of radon (222Rn)
and radon decay products. The carcinogens are actually the
short-term decay products of 222Rn (218Po, 214Po), which are
deposited on the bronchial airways during inhalation and
exhalation. Because of their short range, the alpha particles
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transfer most of their energy to the thin layer of bronchial
epithelium cells. These cells are known to be involved in the
induction of cancer, and it is clear that even relatively short
exposures to the high levels possible in mines lead to excess
lung cancers. The results of the studies on miners have been
used as a basis for estimation of the risks to the general public
from exposures to radon in homes. There is considerable con-
troversy over this topic. Although the health effects owing to
the high radon exposures experienced by the miners have been
well established, the risks at the lower exposure levels in
residences are difficult to establish owing to uncertainties in
the dose–response curve and the confounding effects of smok-
ing and urbanization. The reader is referred to extensive
documentation by the National Academy of Sciences (NAS,
1998) and the National Institutes of Health (NIH, 1994) for
more information.

Regulations of acceptable exposure to radionuclides in the
US are based on radionuclide slope factors (risk coefficients for
total cancer morbidity), which are calculated for each radio-
nuclide individually, based on its metabolic, chemical, and
radioactive properties (EPA, 1999d, Federal Guidance Report
No. 13). These attempts to take into account the age- and
gender-dependence of radionuclide intake, metabolism, do-
simetry, radiogenic risk, and competing causes of death in
estimating the cancer risk from low-level exposures to radio-
nuclides in the environment. When combined with site-spe-
cific media concentration data and appropriate exposure
assumptions, slope factors can be used to estimate lifetime
cancer risks to members of the general population owing to
radionuclide exposures. Radionuclides in drinking water are
regulated under the revised (as of 2000) Radionuclides Rule 66
FR 76708 (December 7, 2000) Vol. 65, No. 236 (USEPA,
2013). The 2000 revisions are designed to ensure that all
customers of community water systems will receive water that
meets the maximum contaminant levels (MCLs) for radionu-
clides in drinking water. The current standards are combined
226,228Ra of 5 pCi l$1 (0.19 Bq l$1); a gross alpha standard for
all alphas of 15 pCi l$1 (0.56 Bq l$1) (not including radon and
uranium); a combined standard of 4 mrem year$1 for beta
emitters. The regulation also sets a drinking water MCL of
30 mg l$1 for uranium based on its nephrotoxicity rather than
radioactivity, as discussed in a later section and in Appendix B.
Other regulations relevant to radium in the environment are
discussed in connection to uranium mining and milling in the
next section.

11.6.4.2 Uranium and Other Actinides [An(III), An(IV),
An(V), An(VI)]

In this section, the environmental chemistry of the actinides is
considered in several different geochemical environments that
are relevant to the ‘front’ and ‘back’ ends of the nuclear fuel
cycle. Actinide transport in the oxic, near-surface environment
is important with respect to in situ uranium mining and reme-
diation of UMTs sites; it is also an important environment
for transport at contaminated sites associated with nuclear
weapons production (e.g., the US Hanford and Savannah
River facilities, the Russian Mayak site, and others). The desig-
nated US repository site for SNF at Yucca Mountain, Nevada
is in the vadose zone, and both percolating waters that

would transport radionuclides to the water table, and the
groundwater below the water table, are oxic. Other repository
programs worldwide are evaluating potential sites for the per-
manent geologic storage of SNF and actinide-containing waste
that are reducing. These sites include host rocks of crystalline
rock (e.g., the Swedish, Finnish, and Canadian programs), clay
(e.g., the French, Belgian, and Swiss programs), and salt [the
German and US transuranic waste (TRU) programs]. Ground-
waters from these lithologies range from dilute to saline in
granites and clays, to highly saline in salt. Initially, a descrip-
tion of general trends in the geochemistry of the actinides is
given. Subsequent sections describe site-specific behavior of
uranium at uranium mining locations and impacts on
human health and the behavior of actinides at potential
nuclear waste disposal sites.

11.6.4.2.1 General trends in speciation, solubility, and
sorption of the actinides
Actinides are hard acid cations (i.e., comparatively rigid elec-
tron clouds with low polarizability) and form ionic species as
opposed to covalent bonds (Langmuir, 1997; Silva andNitsche,
1995). Several general trends in their chemistry can be de-
scribed (although there are exceptions). Owing to similarities
in ionic size, coordination number, valence, and electron struc-
ture, the actinide elements of a given oxidation state have
chemical properties that are either similar or vary systematically
(Choppin, 1999; David, 1986; Vallet et al., 1999). For a given
oxidation state, the relative stability of actinide complexes with
hard base ligands can be divided into three groups in the order:
CO3

2$, OH$>F$, HPO4
2$, SO4

2$>Cl$, NO3
$. Within those

ligand groups, stability constants generally decrease in the order
An4þ>An3þ&AnO2

2þ>AnO2
þ (Lieser and Mohlenweg, 1988;

Silva et al., 1995). In addition, the same order describes the
decreasing stability (increasing solubility) of actinide solids
formed with a given ligand (Langmuir, 1997).

These trends have allowed the use of an oxidation state
analogy modeling approach, in which data for the behavior
of one actinide can be used as an analog for others in the same
oxidation state. An oxidation state analogy was used for the
WIPP to evaluate the solubility of some actinides and to de-
velop a more complete set of modeling parameters for acti-
nides included in the repository performance calculations. The
results are assumed to be either similar to the actual case or can
be shown to vary systematically (Fanghänel and Kim, 1998;
Neck and Kim, 2001; Wall et al., 2002). The similarities in
chemical behavior extend beyond the actinides to the
lanthanides – Nd(III) is commonly used as a nonradioactive
analog for the þ III actinides. For instance, complexation and
hydrolysis constants and Pitzer ion interaction parameters
used in modeling Am(III) speciation and solubility for the
WIPP were extracted from a suite of published experimental
studies involving not only Am(III) but also Pu(III), Cm(III),
and Nd(III) (DOE, 1996a).

11.6.4.2.1.1 Oxidation state
Differences among the potentials of the redox couples of the
actinides account for much of the differences in their specia-
tion and environmental transport. Detailed information about
the redox potentials for these couples can be found in numer-
ous references (Hobart, 1990; Runde et al., 2002a; Silva and
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Nitsche, 1995). This information is not repeated here, but a
few general points should be made. Important oxidation states
for the actinides under environmental conditions are described
in Table 3. Depending on the actinide, the potentials of the
III/IV, IV/V, V/VI, and/or IV/VI redox couples can be important
under near-surface environmental conditions. When the redox
potentials between oxidation states are sufficiently different,
then one or two redox states will predominate; this is the case
for uranium, neptunium, and americium (Runde et al.,
2002a). The behavior of uranium is controlled by the predom-
inance of U(VI) species under oxidizing conditions and U(IV)
under reducing conditions. In the intermediate Eh range and
neutral pH possible under many settings, the solubility of
neptunium is controlled primarily by the Eh of the aquifer
and will vary between the levels set by NpIV(OH)4(s) (10

$8M
under reducing conditions) and NpV2O5(s) (10$5M under
oxidizing conditions). Redox potentials of Pu in the III, IV, V,
and VI states are similar (around 1.0 V), therefore, plutonium
can coexist in up to four oxidation states in some solutions
(Langmuir, 1997; Runde et al., 2002a). However, Pu(V) and
Pu(IV) are most commonly observed in environmental condi-
tions (Choppin, 2007) and sorption of plutonium is strongly
influenced by reduction of Pu(V) to Pu(IV) at the mineral–
water interface. More discussions of these behaviors will be
found in the individual sections for each actinide that follow.

11.6.4.2.1.2 Complexation and solubility
In dilute aqueous systems, the dominant actinide species at
neutral to basic pH are hydroxy- and carbonato-complexes
(Choppin, 2007). Similarly, solubility-limiting solid phases
are commonly oxides, hydroxides, or carbonates. The same is
generally true in high ionic strength brines, because common
brine components – Naþ, Ca2þ, Mg2þ, Cl$, SO4

2$– do not
complex as strongly with actinides. However, weak mono-, bis-,
and tris-chloro complexes with hexavalent actinides (U(VI)
and Pu(VI)), can contribute significantly to the solubility of
these actinides in chloride-rich brines. Runde et al. (1999)
measured shifts in the apparent solubility product constants
for uranyl and plutonyl carbonate of nearly one log unit as
chloride concentrations increased to 0.5 M. Carbonate com-
plexes are important for radionuclides (Choppin, 2007); tho-
rium, plutonium, neptunium, and uranium all have strong
carbonate complexes under environmental conditions.
Carbonate complexation also leads to decreased sorption by
forming strong anionic complexes that will not sorb to
negatively charged mineral surfaces. The potential importance
of carbonate complexes with respect to increasing actinide sol-
ubility and decreasing sorption influenced a decision by the
DOE to use MgO as the engineered barrier in the WIPP

repository. MgO and its hydration products sequester CO2

through formation of carbonates and hydroxycarbonates, as
well as buffering the pH at neutral to moderately basic values,
where actinide solubilities are at a minimum. In some potential
repository settings, carbonate-poor and Ca-rich alkaline plumes
may form owing to corrosion of cementitious waste forms.
In these waters, tetravalent actinides form stable An–Ca–OH
complexes (Altmaier et al., 2008; Fellhauer et al., 2010).

Dissolved organic carbon may be present as strong com-
plexing ligands that increase the aqueous concentration limits
of actinides (Olofsson and Allard, 1983). In environments
with high organic matter from natural or anthropogenic
sources, complexation of actinides with ligands such as EDTA
and other organic ligands may decrease the extent of sorption
onto rocks. Langmuir (1997) suggests that to a first approxi-
mation, complexation of An4þ, AnO2

þ, and AnO2
2þ with

humic and fulvic acids can be ignored because the actinides
form such strong hydroxyl and carbonato-complexes in natural
waters. In contrast, however, although An3þ species form OH$

and/or CO3
2$ complexes, important actinide/humic–fulvic

complexation does occur.
The low solubilities and high sorption affinity of thorium

and americium severely limit their mobility under environ-
mental conditions. However, because each exists in a single
oxidation state – Th(IV) and Am(III) – under environmentally
relevant conditions, they are relatively easy to study. In addi-
tion, their chemical behaviors provide valuable information
about the thermodynamic properties of trivalent and tetra-
valent species of uranium, neptunium, and plutonium.

11.6.4.2.1.3 Actinide sorption
In general, actinide sorption will decrease in the presence of
ligands that complex with the radionuclide (most commonly
humic or fulvic acids, CO3

2$, SO4
2$, F$) or cationic solutes

that compete with the radionuclide for sorption sites (most
commonly Ca2þ, Mg2þ). In general, sorption of the (IV) spe-
cies of actinides (Np, Pu, U) is greater than the sorption of the
(V) species.

Attempts to propose representative Kd values for actinides
have met with controversy. For example, Silva and Nitsche
(1995) suggested average Kd values for actinides in the order
An4þ>An3þ>AnO2

2þ>AnO2
þ, as 500, 50, 5, and 1, respec-

tively. This order corresponds to the order of the pH50 values of
sorption edges for Th(IV), Am(III), Np(V), and Pu(V) in studies
of sorption by g-Al2O3 (Bidoglio et al., 1989); and of Pu(IV),
U(VI), and Np(V) in studies of sorption by a-FeOOH (Turner,
1995). Calculated or measured element-specific Kds for natural
soils and geomedia for many environmental sites, however, are
quite different from these values because sorption of radionu-
clides is very dependent on the radionuclide oxidation state,
groundwater composition, and nature of rock surface, all of
which may be variable and/or poorly characterized along the
flow path. Kds for site-specific conditions should be obtained
from available databases (Barney, 1981a,b; Bayley et al., 1990;
Cantrell et al., 2003; DOE, 1988; EPA, 1999a; McKinley and
Scholtis, 1992; Tien et al., 1985; Triay et al., 1997; Vilks, 2009)
instead of using broad ‘generic’ ranges whenever possible.

As discussed previously, plots of pH sorption edges are
useful in summarizing the sorption of radionuclide by
substrates that have amphoteric sites (i.e., SOH, SO$,

Table 3 Important actinide oxidation states in the environment

Actinide element Oxidation states

Thorium IV
Uranium IV VI
Neptunium IV V
Plutonium IV V VI
Americium III
Curium III
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SOH2
þ). The pH sorption edges of actinides are similar for

different aluminosilicates (quartz, a-alumina, clinoptilolite,
montmorillonite, and kaolinite). For example, Np(V) and
U(VI) exhibit similar pH-dependent sorption edges that are
independent of specific aluminosilicate identity (Bertetti
et al., 1998; Pabalan et al., 1998). In the natural environment,
and in the altered environment relevant to nuclear waste dis-
posal, sorption onto carbonates, clays, and iron oxides/hy-
droxides is especially important. However, while sorption
may result in actinide retardation and even immobilization,
sorption onto colloidal grains can also result in enhanced
transport (Honeyman and Ranville, 2002; Kersting et al.,
1999; Novikov et al., 2006).

Stout andCarroll (1993), Carroll et al. (1992), VanCappellen
et al. (1993), Meece and Benninger (1993), Brady et al. (1999),
and Reeder et al. (2001) summarize empirical data and theo-
retical models of actinide–carbonate mineral interactions. The
surface PDI on carbonate minerals may be Ca2þ or Mg2þ.
Increased solution concentration of Ca2þ will lead to decreased
actinide sorption, which then leads to complex sorption behav-
ior if the carbonate concentration and pH of the solution are
varied. Carroll et al. (1992) studied the uptake of Nd(III), U(VI),
and Th(VI) by pure calcite in dilute NaHCO3 solutions using a
combination of surface analysis techniques. They found that U
(VI) uptake was limited to monolayer sorption and uranium–
calcium solid solution was minimal even in solutions supersat-
urated with rutherfordine (UO2CO3). In contrast, they found
that surface precipitation and carbonate solid solution was
extensive for thorium and neodymium. Similarly, irreversible
sorption and surface precipitation of americiumonto carbonates
were observed by Shanbhag and Morse (1982) and Higgo and
Rees (1986).

Clay minerals are ubiquitous in the natural environment
and are of added importance because many international
programs are evaluating the potential placement of nuclear
waste repositories in clay host rocks. Moreover, both clay and
granite-based repository concepts implement a backfill of ben-
tonite, a type of montmorillonite. For these reasons, many
studies have evaluated actinide sorption onto clay minerals
including montmorillonite (e.g., Bachmaf and Merkel, 2011;
Bertetti et al., 1998; Chisholm-Brause et al., 1992, 1994;
Kowal-Fouchard et al., 2004; Lujaniene et al., 2007; McKinley
et al., 1995; Pabalan and Turner, 1997; Pabalan et al., 1998;
Stumpf et al., 2004; Tsunashima et al., 1981; Turner et al.,
1998); illite (Bradbury and Baeyens, 2009; Lujaniene et al.,
2007, 2010), and kaolinite (Bachmaf and Merkel, 2011;
Stumpf et al., 2004). Many studies have evaluated uranyl sorp-
tion onto smectites and have found that sorption occurs both
by ion exchange and by surface complexation (Bradbury and
Baeyens, 2005; Kowal-Fouchard et al., 2004; Turner et al.,
1996). However, Sylwester et al. (2000) found that, in the
presence of a competing ion, uranyl sorbed to smectite only
by surface complexation at near-neutral pH, and (Bachmaf and
Merkel, 2011) concluded that uranyl sorption could be
explained by surface complexation alone. Similarly, Turner
et al. (1998) found that Np(V) sorption onto montomorillo-
nite involved only surface complexation. Uranyl-sorbed spe-
cies are hydroxy complexes and sorption is inhibited by higher
carbonate concentrations, as carbonato complexes become
dominant (Hartmann et al., 2008; Pabalan and Turner,

1997). Illite and kaolinite also sorb uranyl strongly, and high
sorption by kaolinite has been attributed to the abundance of
aluminol sites (Bachmaf and Merkel, 2011). Other actinides
also have high affinities for clays (e.g., Bradbury and Baeyens,
2009; Stumpf et al., 2004; Turner et al., 1998). Pu(IV) and Am
(III) experiments with natural soils (Lujaniene et al., 2007,
2010) and U(VI) and Cm(III) experiments with claystones
(Hartmann et al., 2008) showed that in both cases, the clay
phases were the dominant sorbents, even in the presence of
abundant iron hydroxides and carbonates.

Actinide sorption onto Fe-oxides/oxyhydroxides has been
widely studied, both because Fe-minerals are common in
natural settings and because many repository concepts for
permanent disposal of radioactive waste have iron- or steel-
engineered components (e.g., waste packages, emplacement
rails or invert supports, emplacement ground support mate-
rials) that will corrode over time. For most sorbents, sorption
onto iron oxides is initially rapid and is followed by continued
slow uptake, generally for the duration of the experiment.
Desorption is initially rapid and reversible, but with increasing
contact time, an increasing fraction of the total becomes more
strongly fixed. The strongly bound fractionmay be ‘irreversibly’
sequestered, but more commonly, will desorb slowly over
time.

Several mechanisms have been proposed for the develop-
ment of the more strongly bound fraction, including

• Incorporation of metal ions into the Fe-oxide structure by
isomorphic substitution. This mechanism has been sug-
gested to occur during recrystallization of ferrihydrite to
recrystallization to hematite and possibly goethite, but
may also be effective during growth or coarsening (Ostwald
ripening) of Fe-oxides. Many divalent metal ions are se-
questered in this manner; among the actinides, this mech-
anism has been proposed for Am(III) (Schafer et al., 2003),
U(VI) (Duff et al., 2002; Nico et al., 2009; Payne et al.,
1994), and Th(IV) (McQueen et al., 2004). However,
Gerth (1990) found that U(IV) did not enter the goethite
structure during recrystallization. Watson (1996) was
shown that entrapment of adsorbed contaminant ions by
crystal growth permanently sequesters such ions from the
environment, as solid-state diffusion of ions out of mineral
structures is too slow at near-surface temperatures to allow
for release.

• Overgrowth and encapsulation of sorbed or precipitated
phases, during recrystallization of ferrihydrite as goethite
or hematite. Th(IV) sequestration via overgrowth of surface
precipitates of ThO2 was reported by Gerth (1990).

• Formation of slowly dissolving metal hydroxide surface
precipitates. This mechanism has been proposed for ura-
niummobilization by goethite (Bruno et al., 1995); and for
immobilization of Pu(IV) (Duff, 2001).

• Slow diffusion of ions into and out of the crystal structure.
Although suggested as a mechanism by Coughlin and Stone
(1995), Watson (1996) showed that solid-state diffusion is
far too slow a process at environmentally relevant temper-
atures for this process to be important.

• A time-dependent change in the metal–surface site stoichi-
ometry, resulting in a more stable surface complex. Two
different versions of this have been proposed:
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– The development of a more strongly sorbed component
could represent two-site sorption, with slow transforma-
tion from a weakly sorbing fast site to a high-affinity
slow site. SCMs for iron oxyhydroxide advocate the pres-
ence of two sites, with a high-energy site comprising
2–5% of the total (e.g., Dzombak and Morel, 1990),
although one model, the CD-MUSIC model (Hiemstra
and VanRiemsdijk, 1996, 1999), relates site energies to
the coordination of surfacemetal ions, resulting in higher
numbers of high-energy sites. This process has been pro-
posed to explain the development of a strongly sorbed
Pu component on goethite (Painter et al., 2002; Wittman
et al., 2005).

– For Pu, a special mechanism has been proposed: sorbed
Pu(V) reduces to Pu(IV) on the goethite surface, which is
both stabilized in the reduced oxidation state and more
strongly sorbed. The proposed mechanism for this, on
both goethite and hematite, is surface-mediated dispro-
portionation of sorbed Pu(V) to Pu(VI) and Pu(IV)
(Fjeld et al., 2003; Keeney-Kennicutt and Morse, 1985;
Powell et al., 2005; Runde, 2002; Sanchez et al., 1985).
This process has been widely used to explain why NpO2

þ

sorption to iron oxyhydroxides is much less than PuO2
þ

sorption.

11.6.4.2.2 Behavior of uranium in the environment and
impacts on human health
This section describes the geochemical properties, geochemical
processes that control the environmental occurrence of uranium,
and the impacts of uranium mining on the environment and
human health. The impacts of past uraniummining practices are
briefly discussed and the principles of in situ recovery (ISR) are
reviewed. This section also addresses the principle processes that
must be considered in evaluating whether natural attenuation
(NA) will be effective as a risk management strategy for reme-
diated uraniummine sites. General trends in uranium geochem-
istry are described in the preceding section and behavior under

conditions relevant to nuclear waste disposal are described in
Section 11.6.4.2.3. More detailed information on the health
effects related to exposure to uranium is found in Appendix B.

11.6.4.2.2.1 Radiochemical, geochemical, and biogeochemical
properties of uranium
Natural uranium consists of 99.284% 238U, 0.711% 235U, and
0.005% 234U by weight (49% 238U, 2% 235U, and 49% 234U
by radioactivity) and has a specific activity of 0.68 mCi g$1

(25 kBq g$1) (ATSDR, 2011). Uranium isotope decay chains
lead to a variety of radioactive daughter products that may be
more dangerous to human health than the parents. Radium
isotopes are a common contaminant of concern in drinking
water systems and have been described in a previous section.
Thorium is important to the understanding of radium radio-
chemistry, an important constituent of TENORM and UMTs as
discussed below and also important in discussions of nuclear
waste disposal (see Section 11.6.4.2.3). Here,the focus is on the
properties of uranium that control transport and on its nephro-
toxicity, the health effectmost important for uranium.Because of
the low specific activity of 238U, it is not considered an important
radiocarcinogen; only when enriched to significant levels of
235U, (at 97.3%, the specific activity¼2.1 mCi g$1; 78 kBq g$1)
is the radioactive hazard significant. Depleted uranium, a by-
product of the enrichment process has less specific activity
(0.33 mCi g$1; 12 kBq g$1) than natural uranium. The EPA has
established a MCL of 0.03 mg l$1 and set a MCL goal of no
uranium in drinking water.

Uranium is highly mobile and soluble under near-surface
oxidizing conditions and thus presents an exposure hazard to
humans and ecosystems. Under most conditions, uranium
geochemistry is dominated by redox conditions, pH, carbonate
concentrations, and sorption. Under oxidizing near-surface
conditions, U(VI) is the stable oxidation state. Figure 3
shows the aqueous speciation of U(VI) and the solubility of
crystalline schoepite (b-UO2(OH)2) under atmospheric condi-
tions (pCO2¼10$3.5) over the pH range 4–9. The calculations
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Figure 3 Aqueous speciation of uranium(VI) and the solubility of crystalline schoepite (b-UO2(OH)2) under atmospheric conditions (pCO2¼10$3.5).
Reproduced by permission of Nuclear Regulatory Commission modified from Davis (2001) Surface Complexation Modeling of Uranium(VI)
Adsorption on Natural Mineral Assemblages, p. 12.
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were carried out with the HYDRAQL code (Papelis et al., 1988)
using a thermodynamic database described by Davis et al.
(2001), which is based primarily on the compilation of
Grenthe et al. (1992). The figure shows that over the pH
range 6–8, the mixed hydroxy-carbonato binuclear complex
(UO2)2CO3(OH)3

$ is predicted to predominate; that at lower
pH, the uranyl ion (UO2

2þ) is most important; and that at
higher pH, the polycarbonate UO2(CO3)3

4$ has the highest
concentration. In Figure 3, the total concentration of uranium
is limited by the solubility of schoepite; therefore, it varies as a
function of pH and can exceed 10$3 M.

The relative importance of the multinuclear uranyl com-
plexes is different from those shown in Figure 3 at different
fixed total uranium concentrations. For example, if the total
uranium concentration is limited to <10$8 M (e.g., by slow
leaching of uranium from a nuclear waste form), then the
species UO2(OH)2(aq) predominates at pH 6–7. At higher
total uranium concentrations (e.g., 10$4 M), the multinuclear
uranyl hydroxy complex (UO2)3(OH)5

þ predominates at pH
5–6.5 (Davis et al., 2001). Accurate modeling of uranyl speci-
ation in solution requires consideration of a large number of
multinuclear uranyl hydroxyl complexes. Note that the solu-
bility curve would be shifted slightly if thermodynamic data
from the more recent compilation of thermodynamic data for
uranyl species (Redkin and Wood, 2007) were used. The
Redkin and Wood compilation includes additional multinuc-
lear uranyl complexes and modifies Grenthe’s equilibrium
constants slightly.

When calcium (or other alkaline earth metals such as mag-
nesium) are present atmoderate concentrations in groundwater,
Ca-carbonato complexes will dominate the aqueous speciation
of U(VI) under typical pH conditions and moderate levels of
alkalinity (>1 mmol l$1 as CaCO3) (Amonette et al., 2010;
Dong and Brooks, 2006, 2008; Prat et al., 2009). In alkaline
waters, carbonate complexeswill dominate; however, phosphate
complexes may be important when phosphate concentrations
are high (Bonhoure et al., 2007). In areas affected by uranium
solution mining using sulfuric acid, UO2SO4(aq) will be an im-
portant aqueous species. Bernhard et al. (1998) studied
uranium speciation in water from uranium mining districts in
Germany (Saxony) using laser spectroscopy, and found that
Ca2UO2(CO3)3(aq) was the dominant species in neutral pH
carbonate- and Ca-rich mine waters; UO2(CO3)3

4$ was the
dominant aqueous species in basic (pH¼9.8), carbonate-
rich, Ca-poor mine waters; and UO2SO4(aq) dominated in
acidic (pH¼2.6), sulfate-rich mine waters. Under reducing
conditions, U(IV) species predominate and precipitates as a
highly insoluble UO2 phase. As discussed below, in uranium
tailings disposal sites, oxidizing conditions are dominant, but
confinement and microbial activity may lead to localized
reducing conditions.

Uncertainties in the identity and solubility product of the
solubility-limiting uranium solid in laboratory studies lead
to considerable uncertainty in estimates of the solubility
under natural conditions. Depending on whether amorphous
UO2(OH)2 or crystalline schoepite (b-UO2(OH)2 is assumed
to limit the solubility in solutions open to the atmosphere,
the value of the minimum solubility and the pH at which it
occurs change (Davis et al., 2001; Siegel and Bryan, 2003;
Tripathi, 1983). Moreover, in oxic natural waters, other uranyl

phases such as uranyl silicates may limit uranium solubility.
In Yucca Mountain J-13 water, Langmuir (1997) calculated
that Ca(H3O)2(UO2)2(SiO4)2.3H2O(cr) would be the solubil-
ity-limiting phase, and would limit uranyl solubilities to
5.4"10$9 M. However, as measured uranyl solubilities in nat-
ural waters are generally much higher than this, uranyl silicate
precipitation does not seem to control uranium solubilities in
natural waters, possibly because of kinetic limitations.

Coprecipitation will also limit aqueous uranium concentra-
tions. Studies by Reeder et al. (2001) and others (see also review
by Landa, 2004) suggest that coprecipitation ofU, Ra, and other
contaminants in carbonate minerals commonly occurs. Uranyl
has been coprecipitated by biogenic calcite and abiotically pro-
duced calcite and aragonite. Studies by Kelly et al. (2003) have
shown that uranyl ion substitutes for a calcium and two adja-
cent carbonate ions in a stable lattice position in U-rich calcite.

Microbes can both react with and control the local geochem-
ical environment of uranium (and other actinides) and affect
their solubility and transport. Francis et al. (1991) report that
oxidation is the predominant mechanism of dissolution of
UO2 from uranium ores. However, the dominant oxidant is
not molecular oxygen but Fe(III) produced by oxidation of
Fe(II) in pyrite in the ore by the bacteria Thiobacillus ferroxidans.
The Fe(III) oxidizes the UO2 to UO2

2þ. The rate of bacterial
catalysis is a function of a number of environmental para-
meters including temperature, pH, TDS, fO2 and other factors
important to microbial ecology. The oxidation rate of pyrite
may be increased by 5–6 orders of magnitude owing to the
catalytic activity of microbes such as Thiobacillus ferroxidans
(Abdelouas et al., 1999).

Suzuki and Banfield (1999) and Abdelouas et al. (1999)
provide well-documented overviews of the geomicrobiology
of uranium with discussion of applications to environmental
transport and remediation of sites contaminated with uranium
and actinides. Suzuki and Banfield (1999) classify methods
of microbial uranium accumulation as either metabolism-
dependent or metabolism-independent. The former consists of
precipitation or complexation with metabolically produced
ligands, processes induced by active cellular pumping ofmetals,
or enzyme-mediated changes in redox state. Examples include
precipitation of uranyl phosphates owing to the activity of
enzymes such as phosphatases, formation of chelating agents
in response to metal stress, and precipitation of uraninite
through enzymatic uranium reduction.Metabolism-independent
processes involve physicochemical interactions between ionic
actinide species and charged sites in microorganisms; these
can occur with whole living cells or cell fragments. Uranium
can be accumulated in the cells by passive transport mecha-
nisms across the cell membrane or by biosorption, a term that
includes nondirected processes such as adsorption, absorption,
ion exchange, or precipitation. Suzuki and Banfield (1999)
describe the effects of pH and concentrations of other cations
and anions on uranium uptake by a variety of organisms.
Uptake of uranium by microbes can be described using the
techniques and formalisms used to analyze the sorption of
metals by metal hydroxide surfaces such as the Freundlich,
Langmuir, and surface-complexation sorption models
(Fein et al., 1997; Fowle and Fein, 2000). A large number of
species of bacteria, algae, lichen, and fungi have been shown to
accumulate high levels of uranium through these processes.
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Suzuki and Banfield provide examples of organisms whose
uranium uptake capacities range from approximately 50 to
500 mg U per gram dry cell weight. Maximum uptake occurs
from pH 4–5.

Microorganisms can develop resistance to the chemical
and radioactive effects of actinides through genetic adapta-
tion. In contaminated environments such as UMTs and
mines, uranium accumulation levels exceed those observed
in laboratory experiments with normal strains of bacteria.
Suzuki and Banfield (1999) describe several mechanisms
used by microbes to detoxify uranium. Microbial–uranium
interactions have been studied for technological applications
such as bioleaching, which is an important method for ura-
nium extraction (Berthelot et al., 1997). As discussed in later
section, in situ stabilization of uranium plumes by microbial
reduction is an important method for remediation (Barton
et al., 1996). Microbial ecology in high uranium environ-
ments has been studied in uranium mill tail wastes, and the
effects of microbes on the stability of radioactive wastes bur-
ied in geological repositories is discussed by Francis (1994)
and Pedersen (1996).

11.6.4.2.2.2 Environmental distribution of uranium
A number of programs of the USGS, US EPA, IAEA, and other
agencies have provided surveys of uranium concentrations in
air, soils, and water. The information summarized here is taken
from these and other reviews as noted (ATSDR, 2011; EPA,
2007; NCRP, 1984; USGS, 2006). Uranium may be redistrib-
uted in the environment by anthropogenic contamination and
natural processes such as groundwater and surface water trans-
port and resuspension of soils containing uranium through
wind and water erosion and volcanic eruptions. The primary
industrial processes that cause contamination associated with
the nuclear fuel cycle include the mining, milling, and proces-
sing of uranium ores or uranium end products; the production
of phosphate fertilizers from uranium-bearing phosphate
rocks; and the disposal of uranium mine tailings.
11.6.4.2.2.2.1 Overview: relationship between geochemi-
cal properties and distribution Uranium deposited from
the air by wet or dry precipitation will be deposited on land
or in surface waters. If land deposition occurs, the uranium
can be reincorporated into soil, resuspended in the atmo-
sphere (typically factors are around 10$6), washed from the
land into surface water, incorporated into groundwater, or
deposited on or adsorbed onto plant roots. As discussed in
more detail above, factors that control mobility of uranium in
ground and surface water and soils include oxidation–
reduction potential, pH, and adsorption characteristics of
consanguineous solids. The formation of complexes with
inorganic ligands (e.g., CO3

$2, OH$) or humic acid, and
reduction of U(VI) to U(IV) are important (Allard et al.,
1979; ATSDR, 2011; Siegel and Bryan, 2003). In most surface
waters, sediments act as a sink for uranium and the uranium
concentrations in sediments and suspended solids are several
orders of magnitude higher than in surrounding water
(Swanson, 1985). Uranium is likely to be in solution as an
anionic carbonate complex in oxygenated water with high
alkalinity; however, in acidic waters (pH<6) containing low
concentrations of inorganic ions and high concentrations of
dissolved organic matter, the uranium may exist as a soluble

organic complex (Ranville et al., 2007). When the neutral
hydroxy complex of uranium predominates, sorption in acidic
soils is maximized. At pH 6 and above and in the presence of
high carbonate or hydroxide concentrations, sorption will be
less owing to the predominance of anionic complexes such as
[UO2(OH)4]

$2, especially in soils with low anion-exchange
capacity, resulting in increased mobility.

The uptake or bioconcentration of uranium by plants or
animals is the mechanism by which uranium in soil, air, and
water enters into the food chain. Uranium may be deposited
onto plants by direct deposition from air or water, by re-
suspension, or it can adhere to the outer membrane of the
plant’s root system. Adsorption through plant leaves or roots
is very limited. The levels of uranium in aquatic organisms
decline with each successive trophic level because of very low
assimilation efficiencies (low bioconcentration or bioaccu-
mulation factors) in higher trophic animals (ATSDR, 2011;
Swanson, 1985).
11.6.4.2.2.2.2 Air Uranium is introduced into the atmo-
sphere primarily by resuspension of soil, mining and milling
activities, uranium processing facilities, and by burning coal.
Background airborne uranium concentrations are typically
quite low, in the attocurie m$3 (10$3nBq m$3) range, respec-
tively (ATSDR, 2011). In geographic areas such as the western
US that contain high levels of uranium in the rocks and soil,
considerable amounts of natural uranium is introduced into
the air by erosion and wind activity (USGS, 2010a). Uranium
ore has concentrations of uranium up to 1000 times the
average concentration normally found in soil (NCRP, 1984)
and can be exposed as a result of open-pit, in situ leach, or
underground mining operations. Airborne dust near uranium
mining or milling operations has been shown to contain con-
centrations in the 1 pCi l$1 (0.037 Bq l$1) range (ATSDR,
2011; Brugge et al., 2005; Lapham et al., 1989; NCRP, 1984).
Airborne releases are associated with the actual mining, as well
as ore crushing and grinding, high-temperature processes such
as calcining or sintering, and from yellowcake drying and
packaging at the mill. Ore stockpiles can also be a source of
airborne emissions (NCRP, 1993). Wind erosion of tailings at
uranium mining and milling activities will also result in the
resuspension of uranium progeny (e.g., 226Ra and 222Rn) (Bigu
et al., 1984; Hans et al., 1979; USGS, 2010a,b).

The dust may be a source of uranium for surface and
groundwater pollution. Uranium in airborne dust has the
same uranium concentration and isotopic ratios as the soil
particles that produce it as long as the surface material from
which it originated has not experienced significant weathering
by moisture. Johnson et al. (2009) evaluated groundwater
samples with elevated uranium near an open dump Tuba
City, Arizona (AZ). On the basis of 234U/238U AR values,
Johnson et al. argued that the uranium in the groundwater
plume (AR values about 1.5) was not derived from an up-
stream UMTs site (AR values of about 1.0). Instead, they con-
cluded that the elevated uranium by the dump was derived
from cycling of uranium derived from weathering of reworked
Chinle sediments in the soil zone.

The operation of coal-burning power plants using coal
containing significant quantities of uranium can also release
significant amounts of uranium into the environment.
In 1984, it was estimated that a 550-MWe plant with a coal
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input of 1.5 million tons per year with a uranium content of
approximately 3 tons could release 0.06–0.2 Ci (2.2–7.4 GBq),
or 90–300 kg of 238U and 234U per year (NCRP, 1984).
11.6.4.2.2.2.3 Rocks and soils The average uranium con-
centration in US soils and crust is about 3 mg g$1 (2 pCi g$1;
0.074 Bq g$1). Acidic rocks such as granites contain higher
uranium concentrations (e.g., 4.8 mg g$1), while basic rocks
such as basalts contain lower concentrations (e.g., 0.6 mg g$1)
(Clark et al., 2006). Some parts of the US, particularly the
western portion such as the Colorado Plateau, exhibit higher
than average uranium levels owing to natural geologic condi-
tions. In the US, major ore deposits are located in Colorado,
Utah, Arizona, New Mexico, Wyoming, Nebraska, and Texas.
Uranium ores contain between 0.05 and 0.2% uranium, up to
1000 times the levels normally found in soil (ATSDR, 2011).

The mineralogy of uranium-bearing minerals is very com-
plexwithmore than 260 uranium-bearingminerals recognized.
This topic is not reviewed here; the reader is referred to reviews
such Burns and Finch (1999) and Clark et al. (2006). Uranium
ores occur in a variety of geological settings including hydro-
thermal, magmatic, metasomatic, volcanic, sedimentary, and
metamorphic deposits with distinctive mineral assemblages
(Plant et al., 1999). Uranium minerals can result from primary
or secondary deposition; commonly occurring minerals include
uraninite (a uranium-oxide), coffinate (a uranium-silicate),
pitchblende (a form of uraninite), and carnotite (a uranium-
vanadate). Uranium phosphates, arsenates, vandates, and car-
bonates are common secondary minerals, and uranium sulfates,
molybdates, tellurites, and selenites are less common.

Wastes from uranium milling contain only low levels of
uranium; however, the levels of uranium progeny (e.g.,
radium) remain essentially unchanged from the ore. Uncon-
trolled erosion of these wastes from open tailings piles not
protected from the weather occurred at a uranium mill site
near Shiprock, NM, resulting in contamination of the sur-
rounding area (Hans et al., 1979). Uranium releases also
occur as a result of phosphate mining for production of phos-
phorous, which is used in phosphoric acid and phosphate
fertilizers (NCRP, 1984). Phosphate rock from Florida, Texas,
South Carolina and southeastern Idaho contains as much as
120 mg g$1 (80 pCi g$1; 3.0 Bq g$1) uranium, a concentration
sufficiently high to be considered as a commercial source of
uranium (NCRP, 1975). Uranium concentrations in phos-
phate rock in north and central Florida range from 6.8 to
124 mg g$1 (4.5–83.4 pCi g$1; 0.17–3.1 Bq g$1) (EPA, 1985).
Uranium concentrations in soils can also be elevated owing to
uranium enrichment associated with the nuclear fuel cycle and
the production of nuclear weapons. For example, at the
USDOE Feed Material Production Center at Fernald, Ohio
(OH) site uranium concentrations were up to 10–50 times
the background level of 2.2 pCi g$1 (0.08 Bq g$1) (ATSDR,
2011; Stevenson and Hardy, 1993).
11.6.4.2.2.2.4 Water: background concentration levels
The National Uranium Resource Evaluation (NURE) program
and the US EPA compiled data obtained from over 90 000
water samples (ATSDR, 2011; NCRP, 1984; USGS, 2006). The
data included about 35 000 surface water samples, averaging
1.1 pCi l$1 (0.041 Bq l$1); 55 000 groundwater samples, aver-
aging 3.2 pCi l$1 (0.12 Bq l$1); and 28 000 samples from do-
mestic water supplies, averaging 1.7 pCi l$1 (0.063 Bq l$1). The

population-weighted average concentration of uranium in US
community drinking water was calculated to range from 0.3 to
2.0 pCi l$1 (0.011–0.074 Bq l$1), or 0.4–3.0 mg l$1 (Ohanian,
1989). The population-weighted concentrations of uranium for
individual states in the US ranged from 0.09 mg l$1 (New Jer-
sey) to 7.99 mg l$1 (New Mexico) with a national average of
0.82 mg l$1 in drinking water supplies surveyed by the National
Inorganics and Radionuclides Survey (NIRS) (Longtin, 1991).
Another study showed that the average uranium concentrations
in drinking water exceeded 2 pCi l$1 (0.074 Bq l$1) in South
Dakota, Nevada, New Mexico, California, Wyoming, Texas,
Arizona, and Oklahoma (OK) (Cothern and Lappenbusch,
1983). The drinking water samples with the highest total
uranium concentrations sampled in the RadNet program were
obtained from Santa Fe, NM; Lincoln, Nebraska; Las Vegas,
Nevada; and Los Angeles, California (listed in descending
concentration of total uranium) (ATSDR, 2011). Uranium con-
centrations as high as 1160 mg l$1 were measured in drinking
water from a home in northwestern Connecticut (ATSDR,
2011). As discussed below, surface waters contaminated by
waste discharge and groundwaters from natural uranium-
bearing aquifers exhibit uranium concentrations higher than
the average local natural background levels.
11.6.4.2.2.2.5 Water concentrations at contaminated sites
Uranium has been detected in surface water samples at 22 of
67 hazardous waste sites and in groundwater samples at 37 of
67 hazardous waste sites where uranium has been identified in
some environmental component (ATSDR, 2011). Contamina-
tion of surface water and groundwater by effluents from ura-
nium mining, milling, and production operations has been
well documented (Eadie and Kaufmann, 1977; Swanson,
1985; Yang and Edwards, 1984) and is described in more detail
in the next section. Examples of uranium values in groundwa-
ter and surface water include the Uravan site, where uranium
levels ranged from 1500 to 16 000 pCi l$1(56–590 Bq l$1),
and the tailings pond of the United Nuclear site, where ura-
nium concentrations were as high as 3900 pCi l$1(14 Bq l$1).
At the latter site, a break in the tailings pond dam in 1979 sent
93 million gallons of tailings liquid into the Rio Puerco
(ATSDR, 2011).

Uranium is discharged to surface water and/or groundwater
during open and underground mining operations. Groundwa-
ter must be removed if an open-pit or underground mine
extends below the water table. The excess water typically con-
tains high levels of uranium and is discharged into the ground
or nearby bodies of water and may cause measurable increases
in uranium levels in nearby surface waters. Waste waters from
open-pit mines are typically 1–2 orders of magnitude greater in
volume and radioactivity content than waters from shaft or
underground mines. During operation, a typical open-pit
mine could discharge a million gallons of water daily, giving
combined uranium, radium, and radon releases of
approximately 0.5 mCi day$1 (18.5 MBq) or nearly 200 mCi -
year$1 (7.4 GBq) (ATSDR, 2011).

Discharge of dewatering effluents from underground
uranium mines and runoff from uranium mine tailings piles
contaminated surface waters and aquifers in New Mexico with
elevated levels of gross alpha activity and uranium (NMHED,
1989). The concentration of uranium in mine discharge water
in NewMexico was 31 500 mg l$1, equivalent to 22 700 pCi l$1
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(840 Bq l$1) assuming that the uranium content is natural
uranium (EPA, 1985). Contamination of groundwater and
surface water can also occur by water erosion of tailings piles
(Goode and Wilder, 1987; Veska and Eaton, 1991; Waite et al.,
1988). Since extraction of uranium ore during the milling
process averages 90–95% recovery, the primary contaminants
from uranium tailings disposal sites are uranium progeny (e.g.,
226Ra).

11.6.4.2.2.3 Uranium exposure and human health
11.6.4.2.2.3.1 Exposure pathways Food and drinking
water are the primary sources of uranium exposure for the
general public. Estimates of uranium intake from drinking
water range from 0.6 to 1.0 pCi day$1 (0.02–0.04 Bq day$1),
or 0.9–1.5 mg day$1, with a US-population-weighted average of
0.8 pCi l$1 (0.03 Bq l$1) uranium (ATSDR, 2011). The daily
intake of uranium from food sources is about the same. Ura-
nium from soil is not taken up by plants, but rather is adsorbed
onto the roots. Thus, the highest levels of uranium are found
in root vegetables, primarily unwashed potatoes. Intake of
uranium by inhalation is small, compared to food and drinking
water, with estimated values ranging from 0.0007 to 0.007 -
pCi day$1 (3"10$5–3"10$4 Bq day$1), or 0.0010–
0.010 mg day$1 (ATSDR, 2011).

People who work in or live near uranium mining, proces-
sing, and manufacturing facilities may be exposed to higher
levels of uranium. The potential for exposure to uranium is
highest in activities such as mining, milling, and handling
uranium; processing uranium ore end products (uranium di-
oxide, uranium hexafluoride); producing nuclear energy and
nuclear weapons; producing phosphate fertilizers from phos-
phate rocks that contain much higher-than-average levels of
uranium; and improperly disposing of wastes. Populations
living near uraniummills or mines or other areas with elevated
uranium in soil may be exposed to higher levels of uranium
from locally grown vegetables. Individuals living and working
near fossil fuel plants may also have higher than average
exposures (ATSDR, 2011; Miller, 1977; NAS, Biological Effects
of Ionizing Radiation (BEIR) IV 1988a; NCRP, 1984;
Tadmor, 1986).

Depleted uranium was used in the military conflicts in Iraq
during 1991 and 2003, in Bosnia during 1994, and in Kosovo
during 1999. The primary routes of exposure to depleted
uranium include inhalation of aerosols formed during the
high-energy collisions of depleted uranium munitions with
vehicle armor, embedding of depleted uranium fragments in
wounds to the body, and ingestion resulting from contact with
depleted uranium residues on contaminated surfaces. Several
studies have monitored the levels of uranium in the urine of
individuals with reported exposure to the depleted uranium
used during these conflicts. With the exception of individuals
having depleted uranium-containing shrapnel embedded within
their bodies, the levels of uranium measured in the urine of
individuals reporting exposure were not different than levels in
nonexposed individuals (ATSDR, 2011; Hooper et al., 1999;
McDiarmid et al., 2001, 2004, 2009; Miller et al., 2008; Oeh
et al., 2007a,b; Parkhurst and Guilmette, 2009; Toohey, 2003).
11.6.4.2.2.3.2 Environmental toxicology and epidemiol-
ogy of uranium As discussed in detail in Appendix B, the
chemical toxicity of uranium is more important than its

radiological hazard. In body fluids, uranium is present as
soluble U(VI) species, is rapidly absorbed from the gastroin-
testinal tract, and is rapidly eliminated from the body (60%
within 24 h; Goyer and Clarkson, 2001). The uranyl carbonate
complex in plasma is filtered out by the kidney glomerulus, the
bicarbonate is reabsorbed by the proximule tubules, and the
liberated uranyl ion is concentrated in the tubular cells. This
produces systemic toxicity in the form of acute renal damage
and renal failure. In addition, experimental animal studies and
human epidemiology studies indicate that other uranium-re-
lated health effects of concern are developmental defects, re-
productive outcomes, deoxyribonucleic acid (DNA) damage,
and diminished bone growth. Many of the effects have been
demonstrated most clearly in animals, but a growing body of
human evidence has emerged from epidemiologic studies.
More information from animal studies and details on the
adsorption, distribution, and toxicity of uranium are provided
in Appendix B.

Data from human epidemiological studies from environ-
mental exposures support the health effects observed in animal
studies at high doses. Pinney et al. (2003) found statistically
significant elevations of urinary system diseases, including
bladder and kidney disease, kidney stones, and chronic nephri-
tis in community residents living in the area surrounding a
US DOE uranium processing plant in Fernald, OH. During
the period of operation from 1951 to 1958, an estimated
310 000 kg of airborne uranium was released, and 99 000 kg
was released to surface water. Several ecological epidemiolog-
ical studies examined possible associations between elevated
levels of uranium in drinking water and indication of renal
dysfunction (Kurttio et al., 2002; Limson-Zamora et al., 1998,
2009; Mao et al., 1995; Selden et al., 2009). In some, but not
all of the studies, associations between biomarkers of degraded
kidney function (e.g., urine levels of albumin, b2-microglobulin,
glucose, and proteinHC and elevated uranium levels in drinking
water were observed. A lack of reliable dose–response data
because of the wide range of exposure levels is considered a
major weakness of these studies (ATSDR, 2011). As discussed
in Appendix B, a chronic-duration oral minimum risk level
(MRL) was not established because of the limitations in the
human studies and lack of animal data examining the chronic
toxicity of ingested uranium (ATSDR, 2011).

Several studies have examined the possibility that exposure
to uranium can induce DNA repair deficiency in somatic cells
as indicated by the frequency of chromosome aberrations. Au
et al. (1995, 1998) examined blood samples from people
living within 1.6 km of two U mining and milling sites and
one U mining site in southern Texas (‘exposed’ population).
These samples were compared with an ‘unexposed’ reference
group located about 15 km predominantly upwind of the min-
ing/milling areas. More chromosome aberrations were seen in
the exposed individuals than in the reference population;
however, the results were not statistically significant. In addi-
tion, gamma challenge assays suggested abnormal DNA repair
capabilities in the blood cells of the exposed individuals.

A study of open-pit uranium miners (all nonsmokers) in
Namibia (Brugge et al., 2005; Zaire et al., 1997) revealed a
statistically significant increase in chromosomal aberrations in
lymphocytes in the miner group. Prabhavathi et al. (2003) stud-
ied 160 nonsmoking workers employed in a nuclear fuel facility
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where they were exposed to such uranyl compounds as uranium
dioxide, uranium trioxide, uranyl fluoride, and uranyl nitrate.
The results indicated a significant increase in the incidence of
chromosomal aberrations, attributed to a cumulative effect of
the chemical toxicity and radiotoxicity of uranyl compounds.

Studies of workers at uranium milling or nuclear facilities
and residents living near uranium mining and milling facilities
have not found significant increases in cancer mortality
associated with uranium exposure when the effects of smoking
and exposure to radon and its progeny are evaluated. Although
increased mortality from lung cancer was noted in males living
in Montrose County, CO (Boice et al., 2007b), and Grants, NM
(Boice et al., 2010), occupational exposure to radon and
smoking among underground uranium mine workers was
considered to be the cause. Epidemiologic studies of workers
at uranium mill and metal processing plants where there is
little or no exposure to radon in excess of normal environ-
mental levels showed no significant increase in overall
deaths attributable to exposure to uranium (Archer et al.,
1973; Boice et al., 2008; Polednak and Frome, 1981; Scott
et al., 1972). Results of several other mortality assessments of
populations living near uranium mining and milling
operations have not demonstrated significant associations
between mortality and exposure to uranium (ATSDR, 2011;
Boice et al., 2003, 2007a).

11.6.4.2.2.4 Application: uranium contamination from mining
11.6.4.2.2.4.1 Overview of mining, processing, and
disposal Open-pit mining, underground mining, and in situ
leaching (ISL) (also known as ISR) have been used for mining
uranium-containing ores. Waste from the first two techniques
includes uranium mill tailings. About 41% of world uranium
production comes from ISL and since 1994, most uranium in
the US has been mined by this technique (ATSDR, 2011; WNA,
2011). The process of ISL essentially combines ore extraction
and milling as discussed in detail in a subsequent section.
Recent descriptions of other mining techniques and relevant
ore deposits can be found in Merkel and Hasche-Berger
(2008), Cuney and Kyser (2009), and Ulmer-Scholle (2011).

After mining, ores from open-pit or underground mines are
crushed and leached in a uranium mill. Uranium production
by mills and other sources in the United States from 1975 to
2009 ranged from 1100 (in 2003) to 21 852 (in 1981) short
tons (ATSDR, 2011). The extraction of uranium from the ore
by conventional or in situ methods generally involves leaching
with sulfuric acid (H2SO4) or with carbonate (Na2CO3) if large
amounts of carbonate are present.

The sulfuric acid leaching method can be represented by the
following reaction:

UO2 þ 3H2SO4 þ 1
%
2O2 ! UO2 SO4ð Þ3

# $4$ þH2Oþ 4Hþ:

Alkaline leaching with sodium carbonate proceeds by the
following reactions:

UO2 þ 1
%
2O2 ! UO3:

UO3 þ 3Na2CO3 þH2O! UO2 CO3ð Þ3
# $4$ þ 4Naþ

þ 2NaOH:

Uranyl ions are stripped from the extraction solvent and
precipitated as yellowcake (predominantly U3O8), which is

pressed, dried, banded, and shipped for refinement and
enrichment. The waste from this process is called tailings and
is discussed in detail in the next section.

Enriched uranium, which has a 235U concentration >20%
is produced by the conversion of yellowcake to uranium hexa-
fluoride (UF6) through a multistep chemical reaction begin-
ning with dissolution in nitric acid, solvent extraction to
remove impurities, precipitation with ammonium hydroxide,
and fluorination. The final product, UF6, is processed, produc-
ing enriched uranium and depleted uraniumwaste. Raffinate, a
by-product of the yellowcake enrichment process is an acidic
waste that contains trace amounts of toxic heavy metals as well
as uranium, radium, and thorium and their decay products. As
discussed below, this waste can leach into the groundwater
from settling ponds or runoff to contaminate soils or ground-
water when not disposed of properly.
11.6.4.2.2.4.2 Uranium mill tailings: introduction UMTs
are the residual sand containing trace chemicals produced
from the processing of uranium ore. About 75 000 tons of
ore are required per year to produce the 150 tons of enriched
uranium needed to fuel a 1000-mW electric nuclear power.
Estimates of the total historical accumulation of uranium in
licensed mill tailings piles in the US range from 200 to 240
million tons (Abdelouas, 2006; ATSDR, 2011; Landa, 2004;
Murray, 1994). The worldwide mining of uranium has gener-
ated 9.38"108 cubic meters of tailings; the largest volume has
been produced in Kazakhstan (2.09"108 cubic meters)
(Abdelouas, 2006).

Historical disposal methods for processed uranium tailings
have been discussed by Bearman (1979). In the late 1940s,
mainly unconfined disposal systems were used. Untreated
solid wastes were stored as open piles and, in some cases,
were spread in urban areas where they were used as fill and
as sand in concrete and brick mortar used to build structures,
roads, walks, and driveways. Under the UMTRCA of 1978
(NRC, 2002), the US DOE designated 24 inactive tailings
piles associated with nuclear weapons production for cleanup.
These Title I sites contained a total of about 28 million tons of
tailings and covered a total of approximately 1000 acres
(ATSDR, 2011). Additional mill tailing sites licensed during
or after 1978 by the USNRC or several states are regulated
under the Title II program. By 2006, the US DOE had com-
pleted the surface remediation of all but one Title I site (Grand
Junction, CO) and had transferred them to the long-term
surveillance plan, which conducts annual inspections and
groundwater monitoring at the disposal sites.

The US NRC licensed 16 Title II uranium recovery facilities
under 10 CFR Part 40 regulations (USNRC, 2011). These in-
cluded 12 conventional uranium mills and 4 ISL facilities. In
2010, one conventional uraniummill and four uranium in situ
leach plants were in operation in the US (ATSDR, 2011). The
remaining conventional uranium mill sites have completed, or
are completing reclamation activities to provide long-term
stabilization and closure of the tailings impoundments and
the sites. The tailings from conventional milling consist of
crushed rock in a processing fluid slurry and are placed in a
tailings pile/cell, which is a constructed impoundment or a
former uranium mine pit (the waste from ISL uranium extrac-
tion is produced in a processing plant, which separates the
uranium from the mining solution; waste from this process is
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disposed in a tailings pile at a mill site). The tailings pile
construction must meet criteria in 10 CFR Part 40, Appendix
A, including requirements for siting and design of the pile,
cover performance and financial surety for decommissioning,
reclamation, and long-term surveillance. The US NRC and US
EPA groundwater standards for tailings sites and inactive sites
are as follows: combined 226Ra and 228Ra: 0.185 Bq l$1, gross
alpha-particle activity: 0.555 Bq l$1, combined 238U and 234U:
1.11 Bq l$1 (equivalent to 0.044 mg l$1 for equilibrium). Ad-
ditional requirements apply to 226Ra concentration at different
depths in the soil, 222Rn decay product concentration, and the
level of gamma radiation. As discussed more fully in a later
section, uranium mining by conventional underground and in
situ extraction led to widespread contamination in Eastern
Europe and the FSU. Discussion of recent cleanup of UMT in
these areas is found in (Clarke and Parker, 2009).

The groundwater remediation phase of the UMTRA pro-
gram mill tailings began in 1991. Although many of the tail-
ings piles had been relocated to lined storage cells, the seepage
of acidic metal-bearing solutions from the tailings into the
ground had left a ‘footprint’ of contaminants that acted as a
source for groundwater contaminant plumes. In 1997, the
DOE proposed a three-pronged risk-based framework to reme-
diation of the sites that included active, passive, and no-
remediation strategies depending on site-specific conditions
(DOE, 1996a,1997a,b). For example, at the Shiprock, NM
site, DOE initiated an extraction system that removes contam-
inated water from the subsurface of the floodplain and terrace
areas. Groundwater is extracted from 12 extraction wells and 2
interceptor drains and transported to a 111-acre solar evapo-
ration pond located south of the disposal cell. The wells are
strategically placed to extract groundwater from the contami-
nated plume. Pumping from the extraction wells may continue
for as long as 20 years. At Tuba City, NM an active remediation
system that consists of extraction wells was followed by treat-
ment of the extracted water using ion exchange, degasification,
and distillation. The treated water is cleaner than the site
groundwater and injected into the aquifer. Descriptions of
history and current status of management of the Title I and
Title II sites can be found on the DOE office Legacy Manage-
ment website (DOE, 2011).

In addition to the contamination of groundwater and sur-
face water owing to seepage of fluids from unlined tailings,
catastrophic or chronic failure of containment structures is a
major cause of environmental impact. Chronic failures include
dispersal of radioactive dust from dry tailings, erosion of tail-
ings from outer surfaces of the containment structure, and
effluent discharge. Hundreds of incidents involving active
and inactive tailings dams have been reported; most of them
were caused by slope instability, seepage, overtopping, and
earthquakes (Strachan, 2002). A breached dam wall at a ura-
nium tailings facility at Church Rock, NM, released
370 000 m3 of radioactive water and 1000 tons of contami-
nated sediment, affecting some 110 km of the Rio Puerco
(IAEA, 2004).
11.6.4.2.2.4.3 Geochemistry of mill tailings
11.6.4.2.2.4.3.1 Mineralogy of tailings Mill tailings contain
crushed rock with fine-grained primary and secondary min-
erals. Primary minerals are phases that have resisted the leach-
ing in the mill and remain relatively unchanged (silicate

minerals such as quartz, feldspar, and clay, along with remain-
ing sulfides). Secondary minerals (e.g., Fe-oxyhydroxides and
Ca-sulfate) form by the precipitation of ore species and
reagents added during processing and neutralization. The fine
fraction of the tailings, including colloids, consists mainly
of clay, sulfate salts [e.g., gypsum (CaSO4:2H2O), barite
(BaSO4)], and oxyhydroxides of Fe, Al, Mn, and Si. Radio-
nuclides and metals can be associated with many of these
mineral phases. Compositions of tailings from several sites
reviewed by Abdelouas (2006) had compositional ranges
(mg kg$1) as follows: SO4: 6760–110 552; Ca: 17 700–52 500;
Al: 34 100–69 527; Fe: 27 000–7640; As: 48–5640; Pb: 72–749;
V: 205–2 820; U: 126–350. Tailings typically contain all the
226Ra initially present in the ore. Radioactive components
include 226Ra: 8.78–74 Bq g$1 and 230Th: 3.93–32.3 Bq g$1.

A number of processes lead to the formation of reactive Fe,
Mn-oxyhydroxides, which scavenge dissolved and colloidal
contaminants in UMT. These include (1) neutralization of
tailings waste streams by the addition of process reagents
such as MgO, CaO, or CaCO3, (2) combination of acid- and
alkaline-leach UMT (Landa, 1987) prior to discharge, (3) ‘self-
neutralization’ in which residual acidity is consumed by reac-
tion with tailings solids, such as clay minerals present in the
ore (Fordham, 1993), and (4) processes in pre-oxidized,
sulfidic, subaqueous UMT. In those tailings, surface disposal
was followed by flooding and under water storage. During the
initial, aerial period, dissolution of sulfides led to high ferrous
iron concentrations in the pore waters. A layer of hydrous
ferric oxide formed at the air–surface interface and at the
water–surface interface upon flooding (Catalan et al., 2000;
Martin et al., 2003).

As discussed previously, uranium (VI) can be strongly
adsorbed by iron oxyhydroxides. 230Th is also likely to be
associated with iron oxyhydroxides. An Fe-oxide-rich ‘red
mud’ contained about 58% of the 230Th in the processed U
ore from a H2SO4-leach U mill in Slovenia (Krizman et al.,
1995). Radium in mill tailings is generally sorbed and copre-
cipitated with Fe–Mn oxyhydroxides, gypsum, and barite.
Selective leaching trials have shown iron and manganese ox-
ides to be important hosts of 226Ra in acid-leach UMT (Somot
et al., 1997). Coprecipitation with amorphous silica may play
an important role in retention of 226Ra and 230Th (Landa,
2004). Jarosite [KFe3(SO4)2(OH)6] can also be an important
host for 226Ra and other environmental contaminants such as
lead, mercury, copper, zinc, silver, chromium, arsenic, and
selenium, which are incorporated into the jarosite structure
by ionic substitution (Landa, 2004). Coprecipitation with car-
bonate and phosphate [e.g., autunite, Ca(UO2)2(PO4)2] may
play a significant role in U stabilization in mill tailings disposal
sites (Abdelouas et al., 1998, 2000; Ohnuki et al., 2004).

Diagenetic processes in aging UMT may influence the
long-term behavior of uranium, radium, and other metals in
these systems. Multiple, sequential reactions (sorption by iron
oxyhydroxides, coprecipitation by barium sulfate) will immo-
bilize radium. Amorphous iron oxyhydroxides may age to
goethite, providing a more stable host for radium even under
acidic condition owing to specific sorption below the zero
point of charge.
11.6.4.2.2.4.3.2 Geochemistry of aqueous contamination from
mill tailings Concentrations of uranium within tailings and in
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runoff from mine tailing piles can be orders of magnitude
higher than background values. Typical U concentrations in
tailings pore waters range from less than 0.1 mg l$1 under
reducing conditions to a few milligrams per liter under oxidiz-
ing conditions (Lottermoser and Ashley, 2005). The US EPA
has measured uranium concentrations as high as 3.15 mg l$1

in mine-discharge water (Orloff et al., 2004).
Migration of contaminants from an unlined acid tailings

repository and evaporation ponds into the local unconfined
aquifer has been demonstrated by (Lottermoser and Ashley,
2005). U, 226Ra, 210Pb, As, Fe, and Mn are mobilized from the
upper oxidized part of the tailings pile into surface water
seepages. The spreading plume that originates from tailings
dams can move at rates of several tens of meters per year
(von der Heyden and New, 2004). In alkaline mill tailings,
migration of U into groundwater is facilitated by the formation
of stable uranyl carbonate complexes [UO2(CO3)2

2$ and
UO2(CO3)3

4$] as shown by Abdelouas et al. (1998a) in
groundwater near a tailings pile at an UMTRA site near Tuba
City, AZ. In addition to U, the plume contained high concen-
trations of nitrate (%1 g l$1) and sulfate (%2 g l$1). A 12-m
saturated zone was contaminated by the plume, which was
moving at an average rate of 15 m year$1.

Oxidation of sulfides, resulting in generation of acid pore
waters, followed by seepage of acid waters, in particular from
unlined mill tailings, are the main processes leading to the
contamination of soils, surface water, and groundwater sur-
rounding mill tailings. Oxidation may occur not only in the
upper part of the tailings (Lottermoser and Ashley, 2005), but
also in the bottom part due to infiltration of oxygen-rich
groundwater. Desorption of uranium, radium, thorium, and
hazardous elements occurs in low-pH waters, increasing
their concentration. Low-pH waters may also dissolve large
quantities of secondary phases, including Fe-oxyhydroxides
and carbonates, containing radionuclides and heavy metals.

Under slightly acidic to alkaline conditions, thorium is
highly insoluble (ThO2, Th(OH)4). However, the solubility
of thorium increases in acidic aqueous solutions (pH<4),
therefore acidification of tailings waters may lead to the
release of Th into the environment (Abdelouas, 2006).
Ferric hydroxides formed as a result of neutralization of leach-
ates from UMTs can have high concentrations of 230Th
(25.1 kBq kg$1) compared to U ore (8.78 kBq kg$1) and mill
tailings (3.93 kBq kg$1) (Krizman et al. 1995). In acidic tailings
liquids, the 230Th concentrationmay be veryhigh (1.7"10$8 M),
but it drops drastically at pH)4.6 (7.2"10$12–2.4"10$13 M)
(Lottermoser and Ashley, 2005). The processing history of the U
ore may have a large impact on the bioavailability of 230Th in
UMT. Reif (1994) investigated the kinetics of 230Th solubilization
of the <38 mm sieve fraction of acid-leach (Rifle, CO) and alka-
line-leach (Ambrosia Lake, NM) UMT in simulated lung fluid.
The alkaline-leach UMT showed much greater release, yielding
about 30% in1 monthversus about 2% for the acid-leach tailings.
Because 230Th may be responsible for the majority of the inhala-
tion radiation dose associatedwithUMT, this differencemay have
public health implications (ATSDR, 2011).
11.6.4.2.2.4.3.3 Bacterial processes Bacteria activity in UMTs
will affect the distribution and release of uranium and radium.
Under reducing conditions, anaerobic bacteria in mill tailings
sites reduce U(VI) to U(IV), resulting in the precipitation of

highly insoluble uraninite, while at the same time, microbial
iron reduction occurring in anaerobic zones of the red mud in
the tailings can mobilize 230Th. Sulfate-reducing bacteria have
been identified in U heap leaching piles and UMT (Schippers
et al., 1995). Dissolution of alkaline earth sulfate minerals
such as barite (BaSO4), may mobilize coprecipitated 226Ra;
this has been demonstrated in both laboratory studies (Landa
et al., 1986) and observed at the Norman, OK, landfill research
field site (Ulrich et al., 2003). Martin et al. (2003) describes the
226Ra profile in a flooded (0.3–3 m water depth) mill tailings
deposit cell. At shallow (<1.5 m) water depths, oxidizing con-
ditions lead to low radium concentrations owing to coprecipi-
tation with poorly crystallized barite. However, at greater
depths (%2 m), reduction of sulfate by sulfate-reducing bacte-
ria resulted in barite dissolution and release of radium. Other
potential microbial reactions include sulfide oxidation,
catalyzed by autotrophic bacteria such as Acidithiobacillus
ferrooxidans and Acidithiobacillus thiooxidans (Abdelouas, 2006);
dissolution of iron oxyhydroxides by the action of the Fe(III)-
reducing bacteria can release radium; and microbial reduction
and subsequent remobilization of U(VI), which was observed
by Senko et al. (2002) at the Norman, OK field site. There, the
intermediate products of denitrification (nitrite, nitrous oxide,
and nitric oxide) were able to oxidize U(IV) and mobilize
previously reduced U.

Sulfate-reducing and iron-reducing microorganisms may
also lead to jarosite dissolution and the release of Ra and
other contaminants. The relative amounts of sulfate stored
in phases such as jurbanite (AlOHSO45H2O) and jarosite, as
compared to sulfate sorbed onto HFO, will affect the seepage
of the acidic UMT pond solution into the aquifer, and then the
flushing of the affected zone by uncontaminated upgradient
groundwater after the source of the contamination is removed
(Zhu et al., 2001). Fortine and Beveridge (1997) note that
sulfate reduction in sulfidic mine tailings is most likely limited
by the supply of organic carbon. In UMT, organic carbon
supplies may include solvents used in the milling circuit, car-
bonaceous ores such as lignites, wood chips used in covers, and
sewage sludge and other organic amendments used during
decommissioning activities to promote establishment of a veg-
etative cover and to limit oxygen penetration and pyrite oxida-
tion (Landa, 2004).
11.6.4.2.2.4.3.4 Long-term behavior of mill tailings: soil analogs
The mobility of radionuclides in soil horizons that develop
over UMTs will depend on uptake and release by soil compo-
nents (e.g., clay minerals, iron and manganese oxides, humic
substances). Spodosols developed on hydrothermally altered
Conway granite in the northeastern US (known for its high
content of U and Th), provide a pedogenic natural analog. On
the basis of selective extraction studies to assess the host phases
of U and Th, Evans et al. (1997) concluded that Th appears to
translocate from the A horizon to the B horizon. Iron oxides
host phases for Th dissolve in the A horizon, and accumulate in
new iron oxides precipitating in the B horizon. Organic matter
and iron oxides are important hosts for U in these soils
(Morton et al., 2001). Migration rates will be a complex func-
tion of both downward leaching and recycling to the surface by
plant uptake of bioavailable fractions of the mobile radionu-
clides. Pedogenic processes (e.g., aggregation of fine particles,
formation of secondary minerals, development of structural
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planes and of root and earthworm channels that may act as
preferential flow pathways) will modify the physical and
hydraulic properties of engineered covers on UMT over time
(Landa, 2004).
11.6.4.2.2.4.4 ISR of Uranium
11.6.4.2.2.4.4.1 General description ISR or ISL is a mining
method in which specially formulated lixiviants are injected
into uranium-containing porous rock formations. The solu-
tions leach out the uranium from the rock and the resultant
ore solutions are pumped to the surface for processing at
surface facilities. During the processing, the uranium is
extracted from the ore solution by ion exchange (IX), the IX
resin is flushed with a brine to create a solution more concen-
trated with uranium, precipitated to form a sludge and then
dried to produce yellow cake.

Rock formations that are amenable to in situ leach mining
are typically porous, granular materials that contain high
concentrations of uranium and are sandwiched between im-
permeable (usually clay-rich) rock strata. These conditions
allow miners to inject the lixiviant into a designated vertical
interval of the porous rock and control the direction that the
ore solution travels as it moves to a withdrawal well.
The injection wells in a single well ‘pattern’ are placed at
the apices of a square, pentagon, or octagon with a single
withdrawal well at the center. For narrow fronts, the well
pattern of choice is often ‘alternating single-line drive’ – a
single line of alternating well-types following the sinuosity of
the ore front. Often these narrow fronts make up the majority
of ore at a site.

Major ISL sites in the US occur in South Texas, Wyoming,
Nebraska, and New Mexico. Descriptions of historic and
current ISL sites are given by Montgomery (1987), Mudd
(2001a), and Pelizza (2007, 2008). Deposit depths range
from 33 to 760 m; ore zones are from several to tens of meters
thick with porosities typically 20–30% and permeabilities
of 0.09–1.43 m day$1. Vanadium contents are variable in
the low permeability deposits in Wyoming and Nebraska,
molybdenum and humate contents can be high in the
thick, high-permeability New Mexico deposits, and molybde-
num contents are low in the thick, clean sand deposits of
South Texas.

The following criteria are generally considered favorable to
the success of ISL in an ore body (Montgomery, 1987; Under-
hill, 1992):

• Occurrence in porous and permeable rocks (usually a sand
or sandstone).

• Confinement above and below by continuous imperme-
able strata such as clays or shales.

• Location below the water table.

• Artesian water pressure (15–75 m) relative to the overlying
confining layer.

• Uranium mineralization in a readily leachable form, for
example, coffinite or uraninite.

• Minimum grade and thickness sufficient for economic
recovery of the contained uranium.

• Effective contact between the leach solution and uranium
minerals.

The following are considered potential ‘fatal flaws’ for the
suitability of a uranium deposit for ISL (Montgomery, 1987):

• Presence of humates or organics.

• Uranium mineralization in clays or silts.

• High molybdenum or vanadium concentrations.

• Thin, sinuous, and deep mineralization.

• Poor vertical solution confinement.

• Highly faulted formation.
11.6.4.2.2.4.4.2 Choice of leaching solution Because uranium
is soluble under both acidic and alkaline conditions, it is
possible to use either acidic or alkaline leaching. Sulfuric and
nitric acid are commonly used in the former case; ammonia
bicarbonate, sodium bicarbonate, or carbon dioxide have been
used for alkaline leaching. Because uranium is soluble as U(VI)
species, an oxidant must also be introduced to maintain oxi-
dizing conditions; these include hydrogen peroxide, oxygen, or
sodium chlorate (NaClO3).

Historically, the choice of leaching chemistry has been
dictated by (1) potential or desired uranium mineral dissolu-
tion rate; (2) potential chemical reactions between leaching
solutions and gangue minerals and their effects on hydrologic
properties of the aquifer such as a reduction in permeability,
(3) requirements to restore groundwater quality to premining
levels after the completion of ISL mining, and (4) cost of the
chemicals (Mudd, 2001a). Some early ISL pilot operation in
the US used ammonia bicarbonate leach solutions, however,
reactions with clay minerals in the formations led to chemical
and hydrologic problems. Ammonia adsorbed by the clays
within the aquifer is undetectable by standard groundwater
monitoring techniques. One estimate suggested that after min-
ing, approximately 2 tons of ammonia remained adsorbed
within an aquifer zone only 12"12 m in area (Mudd, 1998).
Acid leaching was used in the USA in the late 1960s through to
the early 1980s, and has been used extensively in Europe and
the FSU. ISL projects in China, Mongolia, and Kazakhstan are
also using or planning to use sulfuric acid ISL chemistry. In
general, acid solutions will extract a higher proportion of ura-
nium and at faster rates than alkaline solutions but acidic
solutions will also mobilize high levels of toxic heavy metals
(such as cadmium, selenium, vanadium, lead, and others).
This has led to extensive groundwater contamination as dis-
cussed below. Lower levels of radium, however, are mobilized
in sulfuric acid leach operations compared to alkaline leach
operations because of the low solubility of radium sulfate.

Currently in the USA, all current or proposed ISL uranium
production uses alkaline leaching chemistry with carbon diox-
ide or sodium carbonate and oxygen. Advantages of alkaline
over acid leach solutions include (1) significantly lower levels
of impurities, (2) higher efficiency of regenerating and recy-
cling leaching solutions owing to less impurity problems,
resulting in smaller waste stream flow rates, (3) relatively non-
corrosive solutions with a lower probability for mechanical
failure and spills, (4) lower precipitation of calcite and gypsum
in the extraction process, and (5) the low cost of carbon
dioxide and its negligible effect on aquifer permeability.
11.6.4.2.2.4.4.3 Processing After the pregnant lixiviant is
extracted from the ore zone, it is pumped to the processing
plant, where the uranium is extracted using standard metallur-
gical techniques such as solvent extraction or ion exchange.
The ISL process leads to the formation of liquid and solid waste
streams including bleed solutions, waste processing solutions,
solid residues from the precipitation of minerals from the
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highly concentrated solutions, solid waste from the processing
plant (such as contaminated clothing and equipment), and
other normal wastes from industrial facilities. The different
wastewater streams are temporarily stored in a retention
pond. The final disposal method can be either re-injection
into the same aquifer, re-injection into a deeper aquifer that
is unused and does not interact with other aquifers that are
currently used, or evaporation of the water to leave a solid
residue that can be disposed of in an engineered facility
designed to minimize leakage of contaminants.
11.6.4.2.2.4.4.4 Site restoration Eventually, most of the
uranium will be leached from the host rock volume within a
well field and the concentration of uranium in the ore solution
will drop to a low level. At this point, restoration of the well
field to return the water quality of the aquifer to a ‘safe’ level
begins. Both groundwater sweep and permeate injection are
used in the groundwater restoration phase. In the former pro-
cess, the depleted well field is pumped without reinjecting the
withdrawn fluid; water from surrounding areas is drawn to the
well field. The process water is treated to remove residual
uranium and radium. In a later phase of restoration, process
water is further cleansed by reverse osmosis and then re-
injected to enhance groundwater restoration. In some cases,
chemical remediation or bioremediation is attempted.
Chemical remediation typically involves addition of a reducing
chemical such as hydrogen sulfide or sodium sulfide Na2S to
cause the precipitation and immobilization of most contami-
nants. Bioremediation involves addition of nutrients such as
acetate and molasses to promote the growth of indigenous
bacteria, whose metabolic activities will lead to reducing
conditions, as discussed previously. In the final restoration
phase, pumping and re-injection of groundwater continues to
obtain uniform conditions throughout the leaching zone.
In theory, after a certain number of volumes of pore fluids
are pumped through the depleted well field, the water remain-
ing in the aquifer should no longer contain hazardous levels
of contaminants.

Estimates of the restoration costs are dependent on esti-
mates of the volume of pore water required to be flushed
through the mined portions of the aquifer to return the
groundwater to pre-mining or acceptable alternative water
quality levels. Those estimates of fluid volume are based, in
turn, on these restoration water quality criteria. Common ISR
industry practice is to set the primary restoration to be a return
to pre-mining baseline conditions. In the event that this is
impossible, alternative restoration criteria can be established
on a case-by case basis which will return water quality to MCLs
specified in EPA’s secondary and primary drinking water regu-
lations or class of use criteria. As discussed later, the reliability
of estimates of the required pore volumes and whether an ISL
site can be returned to conditions that do not pose a threat to
public health is a topic of considerable current controversy.
11.6.4.2.2.4.4.5 Environmental issues Waste : ISL mining may
generate large volumes of wastewaters, which are often highly
saline and contain toxic levels of heavy metals, process
chemicals, and radionuclides. The bleed solution (the excess
water pumped out over that injected) is often the most signif-
icant component. For ISLmines operated at 25 ls$1 (a relatively
small scale), the quantity of water pumped each day would be
2 160 000 l, which for a 2–5% bleed solution would form

43 200–108 000 lday$1 to dispose of (or 15 768 000–39 420 -
000 lyear$1). Some ISL mines operate at flow rates of greater
than 100 l s$1, and thus the quantities of water involved are
proportionally higher (Mudd, 1998).

Radiological hazards : The principle radioactive elements re-
leased during ISL uranium mining are uranium, thorium, ra-
dium, radon, and their decay products. Alkaline leaching
mobilizes higher quantities of radium than acid leaching be-
cause of the low solubility of radium sulfate, whereas acid
leaching mobilizes significant concentrations of thorium
(Mudd, 1998). The main source of radiation exposure to
workers in uranium mining operations is from radioactive
radon gas, the decay products of radium and thorium. The
radium and radon are transported in the mining and proces-
sing solutions to the surface and then pumped to retention
ponds. Appreciable quantities of radon can be released and
transported in the direction of prevailing winds significant
distances away from the mine. The venting of uranium dust
and residues that build up around the processing plant are also
sources of environmental contamination.

Excursions : The most critical part of the ISL process is to
control the movement of the chemical solutions within the
aquifer. Any escape of these solutions outside the ore zone is
considered an excursion, and can lead to contamination of
surrounding groundwater systems. Potential causes of excur-
sions can be released through old exploration holes that were
not plugged adequately, plugging or blocking of the aquifer
causing excess water pressure buildup and breaks in bores, and
failures of injection/extraction pumps. Operation of the well-
field patterns, that is, well flows relative to each other or ‘well
balance,’ well pattern design, velocity and direction of natural
groundwater movement, and so on, must be considered to
minimize excursions. Well-field ‘bleed,’ in which water is with-
drawn at a faster rate (about 1% higher) than it is injected, may
be important. This creates a cone of depression that, in
principle, should always cause water from surrounding areas
to flow into the well pattern. The size and geometry of the cone
of depression can be predicted to a certain extent with standard
groundwater modeling theory and computer models; however,
the predictions are only as reliable as the description of the
rock layer geometry and porosity. Well-field bleed by itself
will not preclude excursions; well-field operation can cause
an excursion at 10% bleed, or have no excursions with 0%
bleed. During the early phases of well-field development, sim-
ple models with rough estimates of geohydrologic properties
obtained from exploration wells are used in the calculations.
As the well field is developed and more information is
obtained from the production wells, the predicted behavior
of the cone of depression is refined.

Poor recovery and post-restoration releases : Poor recovery and
post-restoration releases of contaminant from ISL sites can be
related to several geochemical processes. These include pre-
cipitation of minerals containing trace metals and radio-
nuclides, ion exchange with clays, and processes related to
the presence of organic matter within the aquifer. In acid
mining, clogging of the well with precipitates, such as jarosite
(Landa, 2004; Mudd, 2001a) can inhibit flow. As mentioned
previously, jarosite can contain significant amounts of contam-
inants (As, Pb, Hg, Cu, Zn, Cr, Se, Ra), which may be released
to the environment during aquifer flushing with previously
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uncontaminated groundwater (Mudd, 1998). During the post-
mining period at an ISL site, when either active restoration
measures or passive flushing by upgradient groundwater are
underway, lower sulfate concentrations and higher pH, or the
action of sulfate-reducing and iron-reducing microorganisms,
may lead to jarosite dissolution and the release of Ra and other
contaminants (Landa, 2004).

The presence of swelling clays such as montmorillonite
undergoing ion exchange can lead to structural instability and
a significant reduction in permeability of the aquifer material
involved (Landa, 2004). At several early ISL sites in theUSA, ion
exchange of sodium or ammonium ions with clays caused
severe problems with loss of permeability (Charbeneau, 1984;
Mudd, 1998). This loss of permeability led to lower flow rates
through the aquifer and higher pumping costs. In addition, any
element that is adsorbed onto a clay can later be released upon a
change in overall groundwater chemistry, hampering the resto-
ration of groundwater quality. The presence of organic matter
within aquifer can lead to enhanced solubilities of trace metals
and radionuclides and potential release after the ISL operations
are completed. In addition, the presence of organic matter or
humates can also lead to the growth of microbial populations,
aquifer plugging, and reduced permeability (Brierley and
Brierley, 1982; Yates et al., 1983).

Several problems were encountered at acid leach ISL pilot
and production sites developed in the US in the 1960s to 1980s.
These can be summarized as (compiled fromCharbeneau, 1984;
Mudd, 2001a; Nigbor et al., 1982; Underhill, 1992):

• Precipitation of minerals, such as calcite (CaCO3) and
gypsum (CaSO4), causing pipe blockages and solution
control problems.

• Reprecipitation of uranium.

• Buildup of toxic heavy metals in solutions.

• Difficulty of restoring groundwater quality after ISL mining
ceases for all environmentally sensitive elements.

• Clogging of the aquifer and well screens by bacterial
growth.

• Inadequate engineering design of the processing plant and
associated infrastructure, such as the evaporation pond.

• Leaking bore casings and well completion and
construction.

• Clogging of the aquifer formation near production wells.

• Control of solution movement owing to the above
problems.

The neutral to mildly basic pH established underground by
modern ISR reagents is far less likely to produce the large-scale
heavy metal mobilization caused by older acid-wash technol-
ogies. However, elements such as selenium, arsenic, vanadium,
and molybdenum, which form oxy-anions and usually are
found with the uranium in sandstone-type deposits, are still
mobilized by acid-free ISR technologies (Erskine and Ardito,
2008; Schoeppner, 2008).
11.6.4.2.2.4.4.6 Case histories Nine Mile Lake, Wyoming,
USA : Although the majority of ISL operations in the US use
alkaline leaching solutions, several attempts to test acid leach-
ing have been made (Mudd, 1998, 2001a; Staub et al., 1986).
For example, pilot scale acid leaching operations were carried
out at Nine Mile Lake in the Powder River Basin of Wyoming

from 1976 to 1981 (Mudd, 2001a; Nigbor et al., 1982). This
roll front uranium ore body has an average thickness of 3 m
and lies within the Teapot Sandstone, which consists of upper
and lower sands separated by 0.6–1.2 m of semipermeable
shale and lignite. The dominant uraniummineral was uraninite
(UO2) with minor amounts of coffinite (U(SiO4)1$xOH4x).
The major clay mineral was kaolinite, with minor amounts
of montmorillonite and the overall carbonate content was
less than 0.1%. The Nine Mile Lake site was considered
ideal for acid leach because of the low carbonate content of
the ore body and the low cost of sulfuric acid. The test evalu-
ated different methods of restoration and compared acid
to alkaline leach effectiveness. Attempts to return the ground-
water to pre-mining quality failed to restore U, V, Zn, Se, pH,
and 226Ra to pre-mining levels. Although the test showed
that acid leach was effective, the test failed to demonstrate
that acid leach was more cost-effective than the alkaline
leach test owing to greater reagent consumption and the ex-
pense and difficulty of restoration. High levels of radioactive
thorium were mobilized and the chemical state remained oxi-
dizing and slightly acidic, leading to concerns over continued
mobilization of many elements. For example, residual uranium
content was the 5.65 times the pre-mining levels after restora-
tion. There was no geochemical data or processes presented
to demonstrate that this redox potential and acidity would
be consumed as this groundwater flowed away from the
ISL pattern through the aquifer (Mudd, 1998, 2001a; Staub
et al., 1986).

Straz Deposit, Hamr District, Czech Republic : The Straz de-
posit in the Hamr District of the Czech Republic provides a
good example of problems associated with full-scale acid ISL
(Mudd, 2001b; Slezak, 1997). The Stráz site ceased producing
uranium on April 1, 1996; the total uranium production by ISL
was 13 968 tons (16 470 tons U3O8). Complex hydrogeologi-
cal and biological conditions made application and success of
ISL extremely difficult. The dissolution rates of uranium were
slow, therefore large doses of chemicals were required (sulfuric
acid at about 5% with nitric acid and nitrate as the main
oxidants). Starting in 1968, more than 4 million tons of sulfu-
ric acid, 300 000 tons of nitric acid, and 120 000 tons of
ammonia were injected into the subsurface to mine uranium
ore. The leaching solutions from the Stráz wellfields were not
operated with a bleed system to maintain a cone of depression
around the wellfields. More than 266 million cubic meters of
groundwater (720 million cubic meters of aquifer material) in
the North Bohemian Cretaceous Cenomanian and Turonian
aquifers are contaminated with uranium, radium, and manga-
nese and other solutes. Approximately 50% of the contami-
nated water is thought to be residual leaching solutions, with
sulfate higher than 20 000 mg l$1 and salinities between
35 000 and 70 000 mg l$1. Estimates of the contaminated
area range from 6 km2 to more than 24 km2 and it threatens
the watershed of the Plucnice River and the Dolánky water
supply. Currently, restoration programs are aimed at determin-
ing the optimal strategy for long-term remediation and restor-
ing groundwater quality. The technology being used for
restoration involves pre-treatment, reverse osmosis, volume
reduction by evaporation, crystallization, and processing of
the concentrated saline solutions or brines. Additional ecologic
problems have resulted from the ISL. The region, once covered

Radioactivity, Geochemistry, and Health 219



by pine forests, underwent significant deforestation for mining
purposes and the forest is no longer sustainable.

Other sites : In Europe and the FSU, large areas have been
contaminated by uranium mining. Aggressive acid leach tech-
niques using large amounts of sulfuric and nitric acids were
used in solution mining operations in the FSU. These opera-
tions created a legacy of widespread contamination comprised
of large volumes of groundwater contaminated with acid and
leached metals. Mudd (2001b) and IAEA (1992) summarize
information about ISL practices in the FSU and Asia. The
majority of the ISL projects used sulfuric acid, and the residual
leaching solutions from ISL mines have migrated away from
the mining zones. At the Haskovo site in Bulgaria, for example,
surface waters in a valley downstream from the deposit have a
sulfate concentration of 1400 mg l$1 and a pH of 2.2. Private
wells have high sulfate concentrations, indicating that the
leaching solutions have impacted water supplies. At some
sites, where there were surface spills owing to failure of dis-
tribution pipes, the uranium and radium content of soils is 10
and 2–3 times the background level, respectively.

Other ISL sites in the FSU include Konigstein and Ronne-
burg in Germany, Devadov in the Ukraine, Kazakhstan,
and numerous deposits in Uzbekistan (IAEA, 1992). In
Koenigstein, both underground and ISL mining in the stopes
was carried out. The principal concerns for restoration of the
site are centered around the flooding of the underground mine
workings that occurs after the mine is closed down. There
is significant potential for contamination of surrounding
groundwater and surface water streams with uranium, radium,
sulfate, iron, and heavy metals (Mudd, 2001b). Large-scale ISL
mining using sulfuric acid began in Kazakhstan in 1978 and
continues to expand at the present. Kazakhstan’s uranium re-
serves are the second largest in the world (Australia has largest)
and it is currently the world’s largest producer of uranium.
11.6.4.2.2.4.4.7 Current controversies Interpretation of the
success of historical attempts to restore sites mined using ISL
techniques is one of the most controversial aspects of the
uranium mining industry. Much of the controversy is owing
to the disagreement over the level of restoration required to be
protective of public health. As noted above, ISL industry
practice is to set the primary restoration goal to be a return to
pre-mining conditions. However, a return to pre-baseline con-
ditions based on matching pre-mining concentrations of pri-
ority contaminants has rarely been accomplished. Instead,
alternative restoration criteria based on pre-mining industrial
class-of-use have been used by the mining industry. These
criteria are defined by environmental regulations; groundwater
in the production zones is not suitable for domestic use be-
cause of high concentrations of uranium, heavy metals, and
other solutes; therefore, restoration to levels required for do-
mestic use are not required.

Experiences at a number of US pilot sites is summarized by
Mudd (1998, 2001a), Staub et al. (1986), and USNRC (2008).
In many cases, failure to return the mining sites to pre-mining
conditions has been documented, leading to opposition to
proposed mining sites over the past 10 years (ENDAUM,
1997; Robinson et al., 1995). This failure has led some stake-
holders to assert that current ISL practices are inherently unsafe
and will eventually lead to contamination of nearby drinking
water supplies (ENDAUM, 1997; Mudd, 1998, 2001a,b;

Robinson et al., 1995). For example, the community in Crown-
point, NM is currently considering development of an alkaline
leach ISL site. The Crownpoint Project is within the Navajo
tribal community and considerable indigenous opposition
over this proposed development remains.
11.6.4.2.2.4.4.8 NA for ISR sites A number of independent
investigators and industry scientists have discussed the likeli-
hood that adequate long-term restoration of ISR sites will occur
by NA (Buma, 1979; Davis and Curtis, 2005; Davis et al., 2009;
Pelizza, 2006). Pelizza (2006) argues that well fields are
completed in a small fraction of the regional aquifers in
Texas; therefore, the regional reducing capacity of the aquifer
will prevail over any small pockets of residual oxidation that
may persist after restoration of alkaline leach sites. At a recent
workshop evaluating the uncertainties in the ability of NA to
reduce uranium migration from ISR fields (Davis et al., 2009),
three key areas of uncertainty were identified. The first category
is uncertainty associated with basic characterization of the site.
This includes factors such as historical mining activity, the
current groundwater flow pattern and direction (and whether
these have changed since the ore zone was formed), mineral-
ogy, water chemistry, field parameters, mineral solubility, and
solute speciation. The issue of characterizing baseline values
from the entire aquifer exclusion zone versus the ore zone
proper is particularly important. The second major source of
uncertainty involves the geochemical mechanisms and poten-
tial efficacy of NA as a remedial alternative. Uncertainties in-
clude the reducing capacity of the system and the kinetics of
reduction. In other words, upon cessation of mining, can the
natural reduction capacity of the aquifer lead to reduction of
contaminants on a reasonable time scale? The third category of
uncertainty focuses on flow and transport and geochemical
modeling at uranium ISR sites. Uncertainties include the
appropriate use of scale (particularly with respect to heteroge-
neities), the source of thermodynamic data for geochemical
modeling, and the distance, flow pathways, and travel times
from ISR sites to private and/or municipal water supply wells.

A number of reactive transport simulations have attempted
to evaluate the importance of different geochemical and
operational factors to the potential success of restoration in
returning the ore zone to pre-mining conditions. Success
depends on site-specific geochemical and hydrological condi-
tions, chemicals used for extracting uranium, and longevity of
mining operations. Numerical simulations with the PHREEQC
code by Davis and Curtis (2005) indicate that the long-term
stability of the reducing geochemical conditions is dependent
on post-restoration groundwater flow direction and the pres-
ence of sufficient concentration and mass of electron donors
such as pyrite and uraninite. Their study has been used to
support arguments that geochemical conditions in the mining
zone are unlikely to be restored to pre-mining conditions.

Similar calculations using PHREEQC for the Smith Ranch
Highland uranium deposit evaluated the behavior of uranium,
arsenic, molybdenum, 226Ra, selenium, vanadium, and other
chemicals concentrated at these sites over a range of realistic
site-specific geochemical and hydrologic conditions (Davis
et al., 2009). In one set of simulations, only 10% of U(VI)
species was calculated to adsorb onto hydrous ferric oxide
present in the ore zone. This was because of significant U(VI)
complexing with bicarbonate and carbonate in response to

220 Radioactivity, Geochemistry, and Health



carbon dioxide gas introduced during ISL uranium mining
operations. Results of this simulation suggested that baseline
conditions will not be achieved in 12.7 years after cessation of
aquifer restoration. A number of other researchers have argued
that the reducing capacity of rocks surrounding restored pro-
duction zones should be effective in reducing contaminant
levels. For example, site restoration data from the COGEMA
Irigary mine and Crowe Butte Mine Unit 1 suggested to
Demuth and Shramke (2006) that reducing conditions can
be restored in post-restoration groundwater, in some cases
without injection of reducing agents such as hydrogen sulfide.
Additional reviews of restoration at mine sites have been pro-
vided by Pelizza (2008) indicating that although pre-mining
baseline conditions for uranium, radium, and heavy metals
were not re-established, those levels were too high for domestic
use of water.

As discussed inmore detail below, the US EPA (2007, 2010)
and the ITRC (2010) have recently released guidance on im-
plementation of a MNA framework for remediation of sites
contaminated with radionuclides. Laboratory experiments,
transport modeling, field data, and engineering cost analysis
provide complementary information to be used in an assess-
ment of the viability of an MNA approach. Information from
kinetic sorption/desorption experiments, selective extraction
experiments, reactive transport modeling, and historical
cases analyses of plumes at several UMTRA sites (ITRC, 2010;
Jove-Colon et al., 2001) and the Hanford 300 Area (ITRC,
2010) could potentially be used to establish a framework for
evaluation of MNA for uranium and other metals from
restored ISR sites.
11.6.4.2.2.4.5 Remediation of uranium-contaminated sites
A diverse set of approaches have been used or proposed for
remediation of sites contaminated with uranium and its radio-
active progeny. In many current remediation programs, simple
excavation of contaminated soil and removal of contaminated
groundwater by pumping are the preferred techniques. These
techniques may be practical for removal of relatively small
volumes of contaminated soils and water; however, after
these source terms have been removed, large volumes of soil
and water with low but potentially hazardous levels of con-
tamination still remain. For radionuclides with low sorption,
capture of contaminated water, and removal of radionuclides
may be possible using permeable reactive barriers and biore-
mediation. Alternatively, radionuclides could be immobilized
in place by injecting agents that lead to reductive precipitation
or irreversible sorption. For strongly sorbing radionuclides,
contaminant plumes will move very slowly and pose no po-
tential hazards to current populations (Jove-Colon et al.,
2001). However, regulations may require cleanup of sites to
protect present and future populations under a variety of fu-
ture-use scenarios. In these cases, it may be necessary to use
soil-flushing techniques to mobilize the radionuclides and
then to collect them. Alternatively, under an MNA approach,
it might be demonstrated that contaminant plumes will not
reach populations and that monitoring networks and contin-
gency remedial plans are in place to protect populations if the
plume moves more rapidly than predicted.
11.6.4.2.2.4.5.1 Permeable reactive barriers Permeable reac-
tive barriers include reactive filter beds containing zero-valent
iron (Fe0), phosphate rock (apatite), silica sand, and organic

materials (EPA, 1999c). The barriers can be installed by digging
a trench in the flow path of a contaminated groundwater
plume and backfilling with reactive material or injecting either
a suspension of colloidal material or a solution containing a
strong reductant (Abdelouas et al., 1999; Cantrell et al., 1995,
1997). The reactive filter material is used to reduce and precip-
itate the uranium from solution while allowing the treated
water to flow through the reactive bed. In some installations,
the drainfield can be designed to have removable cells should
replacement and disposal of the reactive material be required.
In others, a classic funnel and gate arrangement is used.

The use of Fe0 to reduce and precipitate uranium out of
solution has been shown to be effective by Gu et al. (1998) and
Fiedor et al. (1998). The technique has been deployed in
permeable reactive barriers at the Rocky Flats site in Colorado
(Abdelouas et al., 1999), the Y-12 Plant near Oak Ridge
National Laboratories (Watson et al., 1999), and other DOE
sites. In this method, the Fe0 reduces the U(VI) species to U(IV)
aqueous species, which then precipitates as U(IV) solids
(Fiedor et al., 1998; Gu et al., 1998). Reduction of U(VI) to
U(IV) usually results in the precipitation of poorly crystalline
U(IV) (e.g., uraninite, compositions ranging from UO2 to
UO2.25) or mixed U(IV)/U(VI) solids (e.g., U4O9).

The solubility of uranium is strongly a function of its va-
lence state, because U(IV) oxides and silicates have much lower
solubilities than the corresponding uranyl phases, and because
U(IV) does not form strong carbonate complexes. Hence, abi-
otic and biotic reduction of uranium are important processes
in the concentration and fixation of U(VI), and potentially for
remediation of uranium contaminant plumes in groundwater.
Abiotic reduction of uranium generally involves reduced iron
species as electron donors. Zero-valent iron effectively lowers
uranium concentrations, and Fe0 barriers are widely used for
remediation of elevated uranium in groundwater, with about
120 barriers installed worldwide (Noubactep, 2010). Uranium
removal by Fe0 is widely attributed to reductive precipitation
(Gu et al., 1998). However, it has also been argued that
coprecipitation with iron corrosion products is the dominant
mechanism (Noubactep, 2010). This view is supported by
observations of U(IV) incorporation into green rust (Roh
et al., 2000) and U(VI) incorporation into Fe(III) oxides during
Fe(II)-catalyzed recrystallization of ferrihydrite (Nico et al.,
2009; Stewart et al., 2009). Fe(II) minerals can also reduce
uranium, including green rust (O’Loughlin et al., 2003) and
pyrite. Finally, surface-catalyzed abiotic reduction of U(VI) by
sorbed Fe(II) on clay surfaces may also be important in some
systems (Chakraborty et al., 2010).

U(VI) readily precipitates in the presence of phosphate to
form a number of sparingly soluble U-phosphate phases (e.g.,
saleeite, meta-autunite, and autunite) and also is removed by
sorption and coprecipitation in apatite. Several studies have
shown that hydroxyapatite is extremely effective at removing
heavy metals, uranium, and other radionuclides from solution
(Arey and Seaman, 1999; Gauglitz et al., 1992a,b). Apatite was
shown to be effective at removing a number of metals including
uranium at Fry Canyon, Utah (EPA, 2000a,b). Krumhansl et al.
(2002) reviews the sorptive properties of a number of other
materials for backfills around nuclear waste repositories and
permeable reactive barriers. Injection of a reductant such as
sodium dithionite creates a reducing zone that may be effective
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in immobilizing uranium and other redox-active radionuclides.
The technique is known as in situ redox manipulation. It has
been shown to be moderately effective for chromium and is
proposed for use at the Hanford site for remediation of a ura-
nium groundwater plume (Fruchter et al., 1996).
11.6.4.2.2.4.5.2 Bioremediation A number of remediation
techniques based on biological processes are in use. Examples
include use of microbes to sequester uranium (as discussed
previously) and phytoremediation of a number of metals. The
former method involves reductive reactions by bacteria, partic-
ularly those of sulfate reduction (Lovely and Phillips, 1992)
and direct reduction (Lovely and Phillips, 1992; Truex et al.,
1997). Several techniques have been employed to generate
high organic loading by growth of plant and algal biomass.
Injection of nutrients into the subsurface and subsequent mi-
crobial bloom leads to low redox conditions favorable for
reductive reactions, a significant decrease in the solubility
and, consequently, removal of the metal onto the sediment.

Abdelouas et al. (1999) provide a good review of remedia-
tion techniques for UMTs and groundwater plumes. Biological
processes used in bioremediation include biosorption, bio-
accumulation, and bioreduction. Biosorption includes uptake
of uranium by ion exchange or surface complexation by living
microbes or the cell membranes of dead organisms. In bio-
accumulation, the radionuclides are precipitated with enzy-
matic reactions (Abdelouas et al., 1999; Macaskie et al., 1996;
and cited references). Bioreduction includes both direct reduc-
tion of radionuclides by organisms and indirect reduction. The
latter involves creation of reducing conditions by the activity of
sulfate and iron-reducing microbes and the subsequent reduc-
tion of the radionuclides by reductants such as H2 and H2S.
Abdelouas et al. (1999) provide an excellent review of labora-
tory and field studies of microbes such as various Desulfovibrio
species that have been shown to be effective in reducing
hexavalent uranium by both of these processes.

A recent summary of microbial reduction of uranium (Wall
and Krumholz, 2006) lists over 20 bacterial species shown to
reduce U(VI) to U(IV). Microbes may utilize U(IV) directly as
an electron acceptor, resulting in the formation of biogenic
UO2 nanocrystals (Lee et al., 2010). Energetically, O2, Mn(IV),
Fe(III), and NO3

$ are preferred relative to U(VI), which in turn
is preferred relative to SO4

2$, S0, or CO2 (Wall and Krumholz,
2006). However, the actual process responsible for uranium
reduction may vary; reactions with other microbial byproducts
have been, in many cases, shown to be more important than
direct dissimilatory reduction of uranium. For example, sul-
fate-reducing bacteria can enzymatically reduce U(VI), but
biogenic production by H2S which then abiotically reduces
U(VI), can be a more important pathway (Boonchayaanant
et al., 2010). Also, in a system containing Fe(III) oxides, sur-
face-catalyzed reduction by Fe(II) produced by dissimilatory
iron reduction has been identified as the dominant pathway
for uranium reduction (Behrends and Van Cappellen, 2005).
Biogenic removal of uranium may not even require reduction;
under anaerobic conditions, both U(VI) substitution into Fe
(III) oxides during Fe(II)-catalyzed recrystallization of ferrihy-
drite (Nico et al., 2009) and U(VI) immobilization by sorption
onto Fe(III) oxides formed by bio-oxidation of Fe(II) (Lack
et al., 2002) have been reported. Finally, removal of U(VI)
without reduction has also been accomplished via

precipitation by biogenically produced phosphate (Beazley
et al., 2007; Martinez et al., 2007).

Utilization of biogenic reduction of uranium as a remedia-
tion strategy faces several obstacles. Several processes may limit
reduction of U(VI), including complexation with bicarbonate
and organic ligands (Wall and Krumholz, 2006); formation of
Ca–UO2–CO3 complexes at high Ca-concentrations (Neiss
et al., 2007); and reaction with Fe(III)-containing clays,
which can inhibit or delay U(VI) bioreduction, owing to
surface-catalyzed reoxidation of U(IV) with concomitant re-
duction of Fe(III) to Fe(II) (Zhang et al., 2009). Remediation
strategies based on U(VI) reduction strategies are also poten-
tially vulnerable to reoxidation of the uranium. Biologically
precipitated nanocrystals UO2 are especially vulnerable to
reoxidation (Singer et al., 2007), and can be oxidized by ferri-
hydrite, with concomitant production of uranyl and Fe(II)
(Ginder-Vogel et al., 2010). Reoxidation could be limited by
long-term injection of organic carbon; however, even under
these conditions, uranium mobilization has been shown to
increase with time, owing to enhanced microbial respiration
and increasing carbonate/bicarbonate concentrations (Wan
et al., 2008). Finally, Senko et al. (2002) showed that the
biogenic intermediates of dissimilatory nitrate reduction, in-
cluding nitrite, nitrous oxide, and nitric oxide, can reoxidize
and mobilize U(IV), raising questions about the long-term
effectiveness of bioremediation even if the system remains
anaerobic.

Phytoremediation has been used to remove uranium and
strontium from groundwaters and surface waters. Studies have
been conducted on the uptake of heavy metals, uranium, and
other radionuclides (Abdelouas et al., 1999; Cornish et al.,
1995); both the uptake rates and the phytoconcentration of
the radionuclides are high. The plants can be harvested and the
volume of the residuals minimized by combusting the plant
material.
11.6.4.2.2.4.5.3 Monitored natural attenuation As discussed
previously, NA encompasses processes that lead to reduction
of the mass, toxicity, mobility, or volume of contaminants
without human intervention. The US EPA has recently pub-
lished guidelines for the use of MNA for radionuclides and
metals (EPA, 2007, 2010) at Superfund and other sites. For
inorganic constituents, the most potentially important pro-
cesses include dispersion and immobilization (precipitation,
reduction, sorption, and coprecipitation).

The EPA approach has four steps or tiers:

Tier 1: Demonstration of dissolved plume stability via radioactive
decay and/or active contaminant removal from groundwater.

Tier 2: Determination of the rate andmechanismof attenuation
by immobilization.

Tier 3: Determination of the long-term capacity for attenuation
and stability of immobilized contaminants.

Tier 4: Design of performance monitoring program, including
defining triggers for assessing MNA failure, and establishing
a contingency plan.

Additional guidance for implementing anMNA approach is
provided by the Interstate Technology Regulatory Council
(ITRC, 2010). The guidance document includes a number of
case studies illustrating difficulties in past attempts to use
MNA in a remediation plan. The studies include uranium
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contamination at the US DOE Hanford 300 Area in Washing-
ton State, application of MNA as a remedy for the tritium
plume under Site 300 at the Lawrence Livermore National
Laboratory, and migration of a uranium contaminant ground-
water plume the Monticello Mill Tailings site in Utah.

Studies of remediation options at UMTRA sites (ITRC,
2010) and the Hanford Site (Kelley et al., 2002) illustrate the
complexity of adopting an MNA approach for uranium and
strontium, respectively. Different approaches are required to
establish the viability of MNA for these radioelements. One
would expect that it would be easier to gain acceptance for an
MNA approach for 90Sr compared to 235/238U. This is because
90Sr has a short half-life and uniformly strong sorption,
whereas uranium isotopes have very long half-lives and com-
plex sorption behavior. Strontium transport merely needs to be
slowed enough by sorption to allow radioactive decay to re-
move the strontium, whereas demonstrating complete immo-
bilization by a combination of precipitation, reduction,
sorption, and coprecipitation is a key component of an MNA
remedy for uranium. However, although extensive informa-
tion was gathered at Hanford 100-N site in support of use of
MNA for a 90Sr plume that has reached the Columbia River
(Kelley et al., 2002), use of MNA was rejected by the regulatory
agencies and local citizen groups. Instead a combination of
more active remediation technologies was selected for the final
plan (DOE, 2010a,b). Although there has been little success to
date in adopting MNA as the major component of remediation
plans for sites contaminated with radionuclides, adoption of
the EPA/ITRC framework for site-specific field, laboratory, and
modeling studies may lead to future acceptance of the
approach. This could lead to considerable cost-savings without
endangering public health at certain sites.

11.6.4.2.3 Actinides and nuclear waste disposal
The general trends in speciation, sorption, and solubilities of
actinides were previously described in Section 11.6.4.2.1.
Here, the focus is on applications of these principles and data
in studies in support of nuclear waste disposal. Throughout
this section, the effects of redox condition and salinity on
actinide solubility and speciation are discussed, and illustrated
largely through reference to three extensively studied water
compositions. These include (1) low ionic strength reducing
waters from crystalline rocks at nuclear waste research sites in
Sweden; (2) oxic water from the J-13 well at Yucca Mountain,
Nevada; and (3) reference brines associated with the WIPP, an
operating repository for TRU in the Permian salt beds of SE
New Mexico.

The Swedish repository science program has investigated
crystalline rock as a host rock for the disposal of radioactive
waste and has measured the composition of granitic groundwa-
ters (Andersson, 1990). Much of this was done at the Stripa site,
an abandoned iron mine located in a granitic intrusion in
south-central Sweden. At Stripa, shallow groundwaters are di-
lute, carbonate-rich, pH neutral, oxidizing waters of meteoric
origin; naturally occurring uranium is present in concentrations
of 10–90 mg l$1. Once below this zone, the waters are slightly
more saline (up to 1.3 g l$1 TDSs), more basic (up to pH 10.1),
and the Eh is lower – groundwater uranium concentrations
are less than 1 p.p.b. (Andrews et al., 1989; Nordstrom et al.,
1989). The trace amounts of sulfide and ferrous iron in the

groundwater have little capacity for maintaining reducing con-
ditions, and groundwater interactions with radioactive waste,
waste containers, or repository backfill materials are likely to
govern the redox conditions in a real repository (Nordstrom
et al., 1989). A dilute, near-neutral,mildly reducing groundwater
composition, representing a composite of analyses from several
Swedish sites, is a suggested reference composition for deep
granitic groundwaters (Andersson, 1990), and is referred to
here as ‘Stripa’ or ‘SKI-90’ groundwater (SKI, 1991) see (Table 4).

The planned nuclear waste repository at Yucca Mountain,
Nevada, is located in a thick sequence of tertiary volcanic tuffs.
Although the status of the site is in question, studies related to
the project represent a huge database of information on the
solubility of radionuclides in dilute waters. The range of
groundwater compositions sampled at Yucca Mountain is dis-
cussed by Perfect et al. (1995). Numerous geochemical studies
have been carried out in high-Eh waters from the alluvium and
tuffaceous rocks (e.g., UZ-TP-7) from the unsaturated zone,
high-Eh waters from the saturated zone (e.g., J-13) within
tuffaceous rocks, and in lower Eh-waters from a deeper Paleo-
zoic carbonate aquifer (e.g., UE252p-1) (Tien et al., 1985; Triay
et al., 1997). Water from the J-13 well has been used as a
reference water (Table 4) in systematic studies of sorption,
transport, and solubility (Nitsche et al., 1992). The composi-
tion of J-13 is controlled by a number of processes including
dissolution of vitric and devitrified tuff, precipitation of
secondary minerals, and ion exchange (Tien et al., 1985;
Triay et al., 1997). The water is a very dilute, neutral pH,
oxidizing Na-bicarbonate water (Ogard and Kerrisk, 1984).

The WIPP is an underground repository for the permanent
disposal of defense-related TRU wastes (NAS, 1996). The
facility is located in the US in southeastern New Mexico in
the Salado Formation, a thick, bedded salt, at a depth of
655 m. The Castile Formation is an evaporite sequence
below the Salado that may serve as a brine source if the
repository is breached by human activities in the future.
Brines from both formations are a mixture of Naþ, Mg2þ,

Table 4 Compositions of low-ionic strength reference waters used
in speciation and solubility calculations

Component Stripa (SKI-90)a (mM) Yucca Mtn (J-13)b (mM)

Naþ 1.39 1.96
Kþ 0.0256 0.14
Ca2þ 0.5 0.29
Mg2þ 0.0823 0.07
Fe (total) 0.00179 –
SiO2 0.0682 1.07
Cl$ 0.423 0.18
SO4

2$ 0.417 0.19
F$ 0.142 0.11
PO4

3$ 3.75"10$5 –
HCO3

$ 2.0 2.81
pH 8.2 6.9
Eh (mV) $0.3 0.34–0.7c

aSKI (1991) SKI Project Summary. SKB Technical Report 91–23, Stockholm, Sweden.
bOgard AE and Kerrisk JF (1984) Groundwater Chemistry Along The Flow Path Between

a Proposed Repository Site and the Accessible Environment. Los Alamos, NM:

Los Alamos National Laboratory, LA-101188-MS.
cRange of Eh used in different works.
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Kþ, Ca2þ, Cl$, and SO4
2$ and are saturated with respect to

halite (NaCl) and anhydrite (CaSO4) (DOE, 1996b). For the
performance assessment calculations, the pH, pCO2, and ra-
dionuclide solubilities and speciation were calculated assum-
ing that the brines were in equilibrium with halite, anhydrite,
brucite, and hydromagnesite (Mg5(CO3)4(OH)2*4H2O), min-
erals produced by hydration and carbonation of the MgO-
engineered barrier. In addition, the TRU emplaced in the
repository contains organic compounds, including acetate,
citrate, EDTA, and oxalate, which were included in the solu-
bility calculations (Table 5). The pCHþ of the modified brines
was 9–10, and the Eh was assumed to be controlled by the
metallic iron in the waste and waste packages. Compositions
of the modified brines are provided in Brush et al. (2009).
Speciation and solubility calculations in these brines were
carried out using a Pitzer ion interaction model (DOE,
1996b) for the activity coefficients of the aqueous species
(Pitzer, 1987, 2000). Pitzer parameters for the dominant
nonradioactive species present in WIPP brines are summa-
rized in Harvie and Weare (1980), Harvie et al. (1984), Felmy
and Weare (1986), and Pitzer (1987, 2000). For the actinide
species, the Pitzer parameters that were used are summarized
in the WIPP Compliance Certification Application (CCA)
(DOE, 1996a,b,c).

11.6.4.2.3.1 Speciation, solubility, and sorption of actinides in
nuclear waste repository environments
11.6.4.2.3.1.1 Americium Silva et al. (1995) provide a
detailed summary of experimental and theoretical studies of
americium chemistry as well as a comprehensive, self-
consistent database of reference thermodynamic property
values. Solubility and speciation experiments with Am(III)
indicate that the mixed hydroxycarbonate AmOHCO3(cr) is

the solubility-limiting solid phase under most surface and
subsurface conditions. At neutral pH, AmOH2þ, or AmCO3

þ

can be the dominant solution species depending on the car-
bonate concentration. Fanghänel and Kim (1998) evaluated
the solubility of trivalent actinides in brines, using Cm(III) as a
representative analog, and found that An(III) hydroxy and
carbonato complexes are the most stable aqueous complexes.
Multiple-ligand complexes with a high negative charge are
more stable in brines than in dilute solutions, apparently
because of the high cation concentrations. Chloride and sulfate
complexes, although very weak, may be important aqueous
species in some brines, especially at low pH.

Langmuir (1997) calculated a solubility of 5.6"10$8 M for
J-13 water with the MINTEQA2 code (Allison et al., 1991)
using the thermodynamic database of Turner et al. (1993)
and a revised formation constant log Ksp¼7.2 for AmOHCO3

(cr) (compared to the NEA log Ksp¼8.605 of Silva et al.
(1995)). This is similar to the value of 1.2"10$9 M measured
by Nitsche et al. (1993) in solubility experiments in J-13 water.
Langmuir (1997) also calculated the solubility of americium
for reducing water from crystalline rock (Sk-90 water) and
obtained a value of +1.4"10$7 M. This is similar to the
range calculated by Bruno et al. (2000) using the EQ3NR
(1992) code for slightly basic, reducing groundwaters in gran-
ite at Äspö and Gideå, Sweden.

In the WIPP speciation and solubility calculations, the sol-
ubility controlling solid phase for Am, and by analogy, for all
þ III actinides under WIPP conditions, was Am(OH)3 (Brush
et al., 2009). AmEDTA$ was the dominant aqueous species
(Am(OH)2þ was the dominant inorganic species), and esti-
mated americium solubilities in the reference Salado and
Castile brines with the organic complexes were 1.66"10$6

and 1.51"10$6 M, respectively. When the organic compounds

Table 5 Compositions of brines used in WIPP speciation and solubility calculations

Component Salado brine (mM) Salado brine w/organics (mM)a Castile brine (mM) Castile brine w/organics (mM)a

Naþ 3530 4310 4870 5280
Kþ 467 521 97 96.1
Ca2þ 14 9.8 12 11.2
Mg2þ 1020 584 19 13.6
Cl$ 5860 5400 4800 5230
SO4

2$ 177 210 170 176
Br$ 26.6 27.8 11 10.9
B4O7

2$ 39.5 41.5 15.8 15.6
Total inorganic carbon 358 448
Total acetate – 19.4 – 19.4
Total citrate – 2.38 – 2.38
Total EDTA – 0.0647 – 0.0647
Total oxalate – 17.3 – 17.3
pH (Pitzer)c 8.69 8.98
pCHþ

b 9.40 9.68
pCO2, atm. 10$5.5 10$5.5

Ionic strength 7640 6770

DOE (1996a) Programmatic Environmental Impact Statement For Ground Water Volume I (October 1996). Office of Legacy Management, U.S. Department of Energy; DOE (1996b)

Programmatic Environmental Impact Statement For Ground Water Volume II (October 1996). Office of Legacy Management, U.S. Department of Energy; Brush LH, Xiong L, and

Long JL (2009) Results of the Calculations of Actinide Solubilities for the WIPP CRA-2009 PABC. Carlsbad, NM: Sandia National Laboratories, p. 47.
aIn equilibrium with brucite and hydromagnesite.
bpCHþ¼negative log of the molar concentration of Hþ.
cThe ‘Pitzer’ pH is the activity of the hydrogen ion calculated using the Pitzer ion activity model.
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were excluded from the calculation, solubilities significantly
lower (2.25"10$7 and 8.67"10$8 M, respectively).

Americium is strongly sorbed by tuffaceous rocks from
Yucca Mountain in waters of low ionic strength (Triay et al.,
1997). In a compilation by Tien et al. (1985), americium Kds
obtained with tuff in J-13 water ranged from 130 to
13 000 ml g$1. Average values for devitrified, vitric, and zeoli-
tized tuff were 2975, 1430, and 1513 ml g$1, respectively. Turin
et al. (2002) measured Kds ranging from 410 to 510 ml g$1

using similar waters and tuffaceous rocks from Busted Butte
on the Nevada Test Site. They also provide Freundlich isotherm
parameters from the sorption measurements. A Kd range of
500–50 000 ml g$1 is reported for crystalline rocks by McKin-
ley and Scholtis (1992); a value of 5000 ml g$1 is recom-
mended for performance assessment.

Data are sparse for Am sorption in high ionic strength
solutions. In experimental studies with near-surface sediments
from the Gorleben site, Lieser et al. (1991) showed that amer-
icium sorption did not vary (Kd %1000 ml g$1) over a range of
NaCl concentrations of 0–2 M, at a pH of 7.5. They concluded
that americium sorption was not sensitive to ionic strength
because at this pH, americium is nearly completely hydrolyzed.
Thus, ion exchange reactions did not contribute to americium
sorption, and competing ion concentrations had little effect
on sorption Kds. In situ studies of radionuclide transport
through brackish bay sediments in Sweden (seawater
solution compositions) measured Kds of 1000–10 000 ml g$1

(Andersson et al., 1992).
11.6.4.2.3.1.2 Thorium Experimental and theoretical stud-
ies of thorium speciation, solubility, and sorption in low-ionic
strength waters are described by Langmuir and Herman
(1980), LaFlamme and Murray (1987), Östhols et al. (1994),
Osthols (1995), and Quigley et al. (1996). Langmuir and
Herman (1980) provide a critically evaluated thermodynamic
database for natural waters at low temperature that is widely
used. However, it does not contain information about impor-
tant thorium carbonate complexes, and the stability of phos-
phate complexes may be overestimated (EPA, 1999b). In both
low-ionic-strength groundwaters and in the WIPP brines, the
solubility-limiting phase is ThO2(am, hyd) (also designated
Th(OH)4(am)). Thermodynamic calculations predict that the
most stable phase is ThO2(cr); however, solubility experiments
indicate that measured solubilities for ThO2(cr) are commonly
much higher than predicted using thermodynamic data, and
match those for the amorphous phase, possibly owing to the
formation of an amorphous surface layer (Neck et al., 2003).
In seawater, waters from Yucca Mountain, and reducing waters
in crystalline rocks, the dominant aqueous species are Th
(OH)4(aq) and mixed hydroxy–carbonate complexes. In alka-
line lakes and other environments with high carbonate
concentrations, thorium carbonate complexes are dominant
(Altmaier et al., 2005; LaFlamme and Murray, 1987; Östhols
et al., 1994). In organic-rich stream waters, swamps, soil
horizons, and sediments, organic thorium complexes may
predominate (Langmuir andHerman, 1980). Langmuir (1997)
calculated similar thorium solubilities in J-13 water from
Yucca Mountain (+6.0"10$7) and in Stripa groundwater
(+5.7"10$7) using the thermodynamic database of Turner
et al. (1993); however, these values are much higher than
those calculated by Bruno et al. (2000) for waters from Äspö

and Gideå using EQ3NR (about 2"10$10 M). They are also
much higher than measured solubilities in ultrafiltered granitic
water (%pH 9.0) from the Korean underground research facil-
ity (5.3"10$9–7.3"10$9 M) (Kim et al., 2010). The authors
of the latter study suggest that the measured values are well
below the calculated solubility of ThO2(am, hyd) because of the
formation of unidentified thorium colloids prior to saturation
with that phase.

The solubility of ThO2(am) increases with increasing ionic
strength; above pH 7 in 3.0 M NaCl solutions, the solubility is
approximately three orders of magnitude higher than that
measured in 0.1 M NaClO4 solution (Felmy et al., 1991). Rai
et al. (1997) describe solubility studies and a thermodynamic
model for Th(IV) speciation and solubility in concentrated
NaCl and MgCl2 solutions. A Pitzer ion-interaction model
was used to obtain a solubility product of log Ksp¼$45.5 for
ThO2(am). In the speciation and solubility calculations for the
WIPP performance assessment (Table 5), the important
aqueous species were Th(OH)4(aq) (about 80% of the total)
and Th(OH)3(CO3)

$ (about 20%); the corresponding
estimated Th(IV) solubilities were 5.63"10$8 M in the Salado
brine and 6.98"10$8 M in the Castile brine; the presence or
absence of organics had no significant effect (Brush et al., 2009).

Thorium sorbs strongly to iron oxyhydroxides and humic
matter (Hunter et al., 1988; Murphy, 1999; Nash and
Choppin, 1980) and weakly to silica at neutral to basic pH
(Osthols, 1995). Thorium sorption is sensitive to carbonate
alkalinity because of the formation of negatively charged aque-
ous mixed hydroxy–carbonate complexes (LaFlamme and
Murray, 1987); at alkalinities of 100 meq l$1, thorium sorp-
tion by goethite decreases markedly. However, at the relatively
low alkalinities measured at Yucca Mountain, this effect is not
important for the proposed repository site (Triay et al., 1997).
Measured thorium sorption ratios in J-13 water from Yucca
Mountain for devitrified, vitric, and zeolitized tuff ranged
from 140 to 23 800 ml g$1 (Thomas, 1987; Tien et al., 1985).
Other compilations contain representative Kd values for tho-
rium in crystalline rock that range from 100 to 5000 ml g$1

(McKinley and Scholtis, 1992) and from 20 to 300 000 ml g$1

for low-temperature geochemical environments (EPA, 1999b).
Thorium sorption at high ionic strength was examined

using uranium series disequilibrium techniques by Laul
(1992). Laul measured thorium retardation in saline ground-
waters from the Palo Duro Basin, TX, and determined sorption
Kds of around 2100 ml g$1. Because tetravalent actinides are
strongly sorbed by mineral colloids and have a strong tendency
to form intrinsic colloids, increases in ionic strength may have
more effect on An(IV) transport through destabilization and
flocculation of colloidal particles (Lieser and Hill, 1992),
rather than through changes in the degree of sorption.
11.6.4.2.3.1.3 Neptunium Neptunium and plutonium are
the radioelements of primary concern for the disposal of nu-
clear waste at the proposed repository at Yucca Mountain. This
is owing to their long half-lives, radiotoxicity, and transport
properties. Neptunium is considered to be the most highly
mobile actinide because of its high solubility and low potential
for sorption by geomedia. Its valence state (primarily Np(V) or
Np(IV)) is the primary control of its environmental geochem-
istry. Oxide, hydroxide, and carbonate compounds are the
most important solubility-limiting phases in natural waters.
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In low-ionic strength, carbonate-free systems, NpO2(OH) and
Np2O5 are stable Np(V) solids, while in brines, Np(V) alkaline
carbonate solids are stable. Under reducing conditions, Np
(OH)4am and NpO2 are the stable Np(IV) solids. Under most
near-surface environmental conditions, the dominant com-
plexes of neptunium are those of the pentavalent neptunyl
species (NpO2

þ). Np(IV) aqueous species may be important
under reducing conditions possible at underground nuclear
waste research facilities such as the WIPP and Stripa.

Kaszuba and Runde (1999) compiled thermodynamic data
for neptunium relevant to Yucca Mountain. They updated the
database of Lemire (1984) with recent experimental data and
used the SIT to calculate ion activity coefficients. Their report
has an extensive reference list and a list of interaction param-
eters. Kaszuba and Runde (1999) used the EQ3NR (Wolery,
1992) and the Geochemist’s Workbench (Bethke, 1998) codes
to calculate solubility and speciation in the J-13 and UE25p#1
well waters that span the expected geochemical conditions for
the proposed HLW repository at Yucca Mountain. They pre-
dicted that Np(OH)4(aq) is the dominant aqueous complex in
neutral solutions at Eh<0 mV, while under oxidizing condi-
tions, NpO2

þ and NpO2CO3
$ are predominant at pH<8 and

pH 8–13, respectively.
Although the calculations of Kaszuba and Runde (1999)

indicate that NpO2(s) is the thermodynamically stable solid for
most Eh–pH conditions of environmental interest, that phase
has never been observed to precipitate in solubility experi-
ments in natural waters; instead Np2O5(s) and amorphous
Np(OH)4(s) precipitate. Figure 4 shows that if Np2O5(s) con-
trols the solubility under oxidizing conditions (Eh>0.25 V),
then the calculated solubility of neptunium decreases from
%10$3.5 M at pH¼6, to 10$5 M at pH¼8. If amorphous Np
(OH)4(s) controls the solubility under reducing conditions
(Eh<$0.10 V), the solubility is approximately 10$8 M over
the same pH range. In the intermediate Eh range and neutral
pH conditions possible under many environmental settings,
the solubility of neptunium is controlled primarily by the Eh of

the aquifer and will vary between the levels set by the solubil-
ities of Np(OH)4(s) and Np2O5(s) (Figure 4). The inset in
Figure 4 illustrates that at pH¼6.8, at Eh¼$0.10 V, the con-
centration of neptunium in solution is approximately equal
to that of the Np(IV) species and is controlled by the solubility
of Np(OH)4(s). As the redox potential increases, Np(IV) in
solution is oxidized to Np(V) and the aqueous concentration
of neptunium increases. Phase transformation of Np(OH)4(s)
to Np2O5(s) occurs at about Eh¼0.25 V and then the solubility
of the Np(V) oxide controls the aqueous neptunium concen-
tration at higher Eh values.

The results of Kaszuba and Runde (1999) are broadly con-
sistent with the calculations of Langmuir (1997). Langmuir
calculated a slightly lower neptunium solubility for reducing
conditions (+1.6"10$9 M for Stripa water), but used forma-
tion constants that effectively eliminated the influence of Np
(OH)5

$. Langmuir (1997) used NaNpO2CO33.5H2O(cr) as the
solubility-limiting phase for Yucca Mountain J-13 water and
calculated a solubility of 8.9"10$4 M, slightly higher than the
range calculated by Kaszuba and Runde (1999) for Np2O5(s).
Although NaNpO2CO33.5H2O(cr) and Np2O5(s) have been
observed experimentally in Np solubility experiments with
J-13 water, they are metastable. Thermodynamic calculations
predict that the less-soluble NpO2(s) will be the solubility-
limiting phase even under oxic conditions, and Sassani et al.
(2006) suggest that this phase could ultimately control Np
transport at Yucca Mountain.

Aqueous neptunium species including bishydroxo and
mixed hydroxy–carbonato species may be important, though
not dominant, at higher pH and carbonate concentrations.
Such conditions may exist at the Hanford Waste tanks, where
MNpO2CO3"nH2O and M3NpO2(CO3)2 (M¼Naþ, Kþ) are
predicted to be stable phases. The solubilities are 2–3 orders of
magnitude higher than in waters in which Np2O5 is stable.
Similarly, in the reducing granitic waters of the Korean
underground research facility at high pH, Np(IV) hydroxy–
carbonato complexes are calculated to be the dominant
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aqueous species (Kim et al., 2009). Under conditions expected
in the near field of HLW geologic repositories in saline ground-
water environments such as the salt domes and the bedded
salts in Europe, Np(VI) species such as NpO2(CO3)3

4$ might
be important due to radiolysis. In the WIPP compliance calcu-
lations, the aqueous Np(V) concentrations were dominated by
three species, each constituting more than 20% of the total:
NpO2Ac(aq), NpO2

þ, and NpO2(CO3)
$.

Neptunium is expected to be present in the WIPP in either
the IV or V oxidation state. For the WIPP CCA speciation and
solubility calculations, an upper bound for the solubility of Np
(IV) was estimated from that of Th(IV), using the oxidation
state analogy. As with U(IV), calculations suggest that this
assumption is conservative (Wall et al., 2002). Modeling for
the WIPP project suggested that Np(V) solubility in the refer-
ence Salado and Castile brines, with the organic components,
is limited by KNpO2CO3"2H2O(s) and is 3.90"10$7 and
8.75"10$7 M, respectively (Brush et al., 2009). Many Np(V)
species contributed to the total solubility, including NpO2A-
c(aq), NpO2

þ, and NpO2CO3
$ (each >25%), and NpO2Ox$

(about 10%). Calculated solubilities were slightly lower in
the organic-free systems (2.21"10$7 and 5.38"10$7 M,
respectively). Experimental measurements of the solubility of
Np(V) in laboratory solutions representing unaltered Salado
brine yielded a value of 2.4"10$7 M, after allowing the brine
systems to equilibrate for up to 2 years (Novak et al., 1996).
The solubility-limiting phase was identified as KNpO2-

CO3"nH2O(s), in agreement with the results of the WIPP
performance-assessment modeling.

In general, sorption of Np(V) by aluminosilicates is
expected to be low in waters at Yucca Mountain (Turner and
Pabalan, 1999; Turner et al., 1998). Kds for sorption of neptu-
nium by zeolites and tuff particles were typically less than
10 ml g$1 in waters from that site (Runde et al., 2002b; Tien
et al., 1985). The low neptunium sorption is owing to the
relative dominance of the poorly sorbed hydrolyzed species
NpO2(OH)(aq) and the anionic NpO2CO3

$ species in solu-
tion. In contrast, the average Kds for Np(V) uptake by colloidal
hematite, montmorillonite and silica were 880, 150, and
550 ml g$1, respectively, in Yucca Mountain J-13 water (Efurd
et al., 1998), probably due to the high surface area of the
particles. Similarly, McCubbin and Leonard (1997) reported
neptunium Kds of 1000–10 000 ml g$1 for particulates in
seawater, but the oxidation state was uncertain. Like other
tetravalent actinides, Np(IV) has a strong tendency to polymer-
ize and form colloids and is strongly sorbed. Np(IV) migration
is likely to occur as intrinsic colloids or sorbed species on
pseudocolloids, and changes in ionic strength are likely to
impact mobility mostly through destabilization of colloidal
particles. Np(V) intrinsic colloids are not expected at neutral
pH (Tanaka et al., 1992) and uptake by carrier colloids occurs
by ion exchange and surface complexation. Competition for
sorption sites between Np(V) species and other ions, especially
Ca2þ and Mg2þ, could be significant (McCubbin and Leonard,
1997; Tanaka and Muraoka, 1999).
11.6.4.2.3.1.4 Plutonium Plutonium chemistry is compli-
cated by the fact that it can exist in four oxidation states over an
Eh range of $0.6 to 1.2 V and a pH range of 0–14. In the
system Pu–O2–H2O, four triple points exist (Eh–pH where
three oxidation states may coexist) and thus

disproportionation reactions can occur in response to radioly-
sis or changes in Eh, pH, or the concentrations of other chem-
ical species (Langmuir, 1997). The most important of these
reactions are disproportionation of PuO2

þ to PuO2
2þ and

Pu4þ (Haschke, 2007) or disproportionation of plutonium
facilitated by humic acid (Guillaumont and Adloff, 1992)
and radiolysis (Nitsche et al., 1995).

Langmuir’s Eh–pH calculations (1997) show that in sys-
tems containing only Pu, H2O, and carbonate/bicarbonate
(10$2 M), the stability field for the species Pu4þ is nearly
nonexistent (limited to high Eh and very low pH) but the
field for Pu(OH)4(aq) is extensive at pH>5 and Eh<0.5.
Carbonato-complexes of Pu(VI) and Pu(V) are important at
pH>5 and higher Eh. Plutonium solubilities are generally
low over most environmental conditions (<10$8 M);
Langmuir (1997) calculated solubilities of +6.6"10$8 and
+1.7"10$9 M, respectively, in oxidizing Yucca Mountain
J-13 water and reducing Stripa water; Pu(OH)4(am) was the
solubility-limiting phase in both cases. The solubility fields
for PuO2(cr) and Pu(OH)4(am) cover the Eh–pH field over
pH>5 at all Eh, and at lower pH values, cover substantial
portions of the Eh–pH field where Eh>0.5 V. In surface wa-
ters, both Pu(V) and Pu(IV) are commonly measured, but the
Pu(IV) is dominantly colloidal material and most aqueous Pu
is Pu(V) (Choppin, 2007). As discussed below, the system is
different when other ligands, cations, and higher concentra-
tions of carbonate are present.

Runde et al. (2002a) compiled an internally consistent
database to calculate solubility and speciation of plutonium
in more complex, low-ionic-strength waters. A specific interac-
tion (SI) model (Grenthe et al., 1992) was used for ionic-
strength corrections. The reader is referred to that work for
details of the data sources and methods used for extrapolation
and interpolation. Where reliable data for plutonium species
were unavailable, thermodynamic constants were estimated
from data for analogous americium, curium, uranium, and
neptunium species. The most important solution species of
plutonium are the aqueous ions, hydroxides, carbonates, and
fluoride complexes. Important solids include oxides and hy-
droxides (Pu(OH)3, PuO2, PuO2"nH2O [or Pu(OH)4],
PuO2OH, PuO2(OH)2) and the carbonate PuO2CO3. The
dominant solid phases and species are shown in an Eh–pH
diagram for J-13 water variants in Figure 5. Note that in this
system, the only triple point occurs at a pH of 2.4 where species
in the IV, V, and VI oxidation states are calculated to be in
equilibrium. In reference J-13 water (pH¼7, Eh¼0.43 V), Pu
(OH)4(aq) dominates solution speciation, and Pu(OH)4(s) is
the solubility-limiting phase. Under certain environments af-
fected by interactions of groundwater and nuclear waste forms,
Pu(V) or Pu(VI) could be produced by radiolysis or Pu(III)
species could be produced by reduction.

Runde et al. (2002a) demonstrate that significant changes
in plutonium solubility can occur due to the formation of Pu
(V) and Pu(VI) species at pH>6 or due to the formation of Pu
(III) species at pH<6. Using either Pu(OH)4(s) or the more
crystalline PuO2(s) as the solubility controlling solids, Runde
et al. (2002a) calculated plutonium solubilities over ranges of
pH (3–10), Eh (0–0.6 V), and total carbonate concentration
(0.1–2.8 mmol). For conditions typical of groundwater
environments (pH range 6–9 and Eh range 0.05–0.45 V), Pu
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(OH)4(aq) is the dominant aqueous species. Under alkaline
conditions, solubility increases with Eh due to the formation
of Pu(V) and Pu(VI) solution species. At pH>8 and Eh>0.4 V,
carbonate species are dominant. At pH values below 7, the
solubility increases with decreasing Eh due to the stability of
Pu(OH)3

þ. The calculated solubilities and speciation are
sensitive to changes in both Eh and pH. For systems in which
Pu(OH)4(s) is the stable solid, they ranged from >10$2 M at
pH¼4 and Eh¼0 V to 10$11 M at pH>5 and Eh<0.4 V.
Calculated solubilities were about four orders of magnitude
lower when PuO2(s) was the stable solid. Experimentally
measured solubilities over this range of solution compositions
are typically two orders of magnitude higher than calculated
values (Runde et al., 2002a), possibly owing to the presence of
Pu(IV) colloids (Capdevila and Vitorge, 1998; Efurd et al.,
1998; Knopp et al., 1999), although the formation of a
mixed valence state Pu solid, PuO2þx(hyd) may also be the
cause (Jove-Colon and Finch, 2010; Neck et al., 2007).
In experimental studies in J-13 water, at ambient temperature,
plutonium solubility decreased from 5"10$8 M at pH¼6, to
9"10$9 M at pH¼9 (Efurd et al., 1998).

Because of the presence of Fe0 and Fe(II), Pu(VI) is not
expected to be stable under WIPP repository conditions. Pu
(IV) is expected to be the dominant oxidation state, although
Pu(III) was also considered to be a possibility in the WIPP
CCA. In the WIPP performance assessment speciation and
solubility calculations, Th(IV) was used as an analog for Pu
(IV) (Brush et al., 2009; DOE, 1996a,b,c). Wall et al. (2002)
evaluated the appropriateness of the analogy and found that
this assumption was highly conservative and that predicted
solubilities for Pu(IV) in Salado and Castile brines were
10–11 orders of magnitude lower than those for Th(IV). Sim-
ilarly, Am(III) was used to estimate the solubility of Pu(III).

Studies of the sorption of plutonium are complicated by the
high redox reactivity of Pu. Sorption of Pu(V) by pure alumi-
nosilicates and oxyhydroxide phases is usually characterized by

initial rapid uptake followed by slow irreversible sorption and
may represent a reductive uptake mechanism catalyzed by the
electrical double layer of the mineral surface (Runde et al.,
2002a; Turner et al., 1998). In Yucca Mountain waters, the Kd

ranges for Pu(V) uptake by hematite, montmorillonite, and
silica colloids were 4.9"103–1.8"105, 5.8"103, and
8.1"103 ml g$1, respectively. These are much higher than
those observed for Np(V) in the same waters as described
previously. High surface redox reactivity for plutonium and
possible disproportionation of Pu(V) to Pu(VI) and Pu(IV)
were observed in sorption studies using goethite by Keeney-
Kennicutt and Morse (1985) and Sanchez et al. (1985).
Desorption by plutonium was typically less from hematite
than from aluminosilicates in studies with J-13 water described
by Runde et al. (2002a).
11.6.4.2.3.1.5 Uranium General trends in uranium geo-
chemistry relevant to oxic and near-surface conditions were
discussed previously in Section 11.6.4.2.2. In water of low
Eh, such as crystalline rock environments studied in the Euro-
pean nuclear waste programs, uranium solubility is controlled
by saturation with UO2 and coffinite (USiO4) (Langmuir,
1997). Langmuir (1997) calculated uranium solubilities in
the dilute, mildly reducing SKI-90 water with the MINTEQ2A
code (Allison et al., 1991) and the thermodynamic database of
Turner et al. (1993), with modifications for uranium described
in Langmuir (1997). Using UO2(am) as the solubility-limiting
phase, Langmuir calculated a solubility of +1.4"10$8 M. This
value, for the amorphous phase, should be considered the
maximum soluble concentration that might be important for
the short-term behavior of uranium. Over longer time periods,
the solubilities are likely controlled by a more crystalline phase
at levels that are several orders of magnitude lower than this.
Langmuir (1997, pp. 501–502) also describes some of the
controversy surrounding estimation of the solubility of UO2.
Estimates for the log Ksp of UO2 range from $51.9 to $61.0,
corresponding to soluble concentrations (as U(OH)4(aq))
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ranging from 10$8 M (measured by Rai et al., 1990) to
10$17.1 M (computed by Grenthe et al., 1992). The reason for
the wide range lies in the potential contamination of the
experimental systems by O2 and CO2 and the varying crystal-
linity of the solid phase. Contamination and the presence of
amorphous rather than crystalline UO2 would lead to higher
measured solubilities.

Reed et al. (1996) examined An(VI) stability in WIPP brines
under anoxic conditions (1 atm H2 gas) and found that U(VI)
was stable as a carbonate complex in Castile brine at pH 8–10.
Xia et al. (2001) also observed that U(VI) may be stable under
some WIPP-relevant conditions, finding that while U(VI) was
rapidly reduced to U(IV) by Fe0 in water and 0.1 MNaCl, it was
not reduced in the Castile brine, at pCHþ 8–13, over the course
of a 55-day experiment. The possible occurrence of U(VI) was
considered in WIPP performance-assessment calculations; by
EPA mandate, a solubility of 10$3 M was assumed for An(VI)
species. This may be considerably higher than actual U(VI)
solubilities in WIPP brines. Lucchini et al. (2007) measured
uranyl solubility in two WIPP brines, GWB and ERDA-6, under
carbonate-free conditions (reaction with the MgO backfill will
keep carbonate concentrations very low in WIPP brines), and
at WIPP-relevant pCHþ values ()9), they obtained values of
10$5–10$6 M for GWB, and <10$6 M for ERDA-6.

A large number of studies of uranium sorption have
been carried out in support of the nuclear waste disposal
programs and the UMTs program (UMTRA) as described in
Sections 11.6.3.2 and 11.6.4.2.2, respectively. Park et al.
(1992) and Prasad et al. (1997) describe studies of sorption of
uranyl ion by corrensite, the clay mineral lining many fractures
in the fractured Culebra Dolomite member of the Rustler For-
mation above the WIPP in SE New Mexico. The studies were
carried out in dilute and concentrated NaCl (0.1–3 M) solutions
in the presence of Ca2þ, Mg2þ, carbonate, and citrate. Binding
constants for the TLM were fit to the sorption edges. They found
that the adsorption edges were typical of cation adsorption on
mineral surfaces; the uranium was nearly completely bound to
the surface at neutral and near-neutral pH values. Neither the
background electrolyte (NaCl) nor Ca2þ or Mg2þ ions (at
0.05 M) influenced the adsorption, suggesting that uranyl
binds at pH-dependent edge sites on the corrensite surface as
an inner-sphere complex. Both carbonate and citrate reduced the
adsorption of uranyl on corrensite in near-neutral solutions.
Redden et al. (1998) carried out similar studies of uranium
sorption by goethite, kaolinite, and gibbsite in the presence of
citric acid. Davis (2001) and Jenne (1998) provide good sum-
maries of studies of uranium sorption by synthetic and natural
aluminosilicates and iron oxyhydroxides. Qualitative features of
the sorption edges for these minerals are similar: U(VI) sorption
at higher pH is typically low and likely is controlled by
the predominance of the negatively charged uranyl–carbonate
solution species. By analogy, sorption of U(VI) by alumino-
silicates is predicted to be low in waters sampled at Yucca
Mountain (Turner and Pabalan, 1999; Turner et al., 1998).

Luckscheiter and Kienzler (2001) examined uranyl sorption
onto corroded HLW glass simulant in deionized water, 5.5 M
NaCl, and 5.0 M MgCl2, and found that sorption was greatly
inhibited by the Mg-rich brine while the NaCl brine had little
effect. Uranyl sorption at high ionic strength was also studied
by Vodrias and Means (1993), who examined uranyl sorption

onto crushed impure halite and limestone from the Palo Duro
Basin, TX, in a synthetic Na–K–Mg–Ca–Cl brine (I¼10.7 M).
They measured Kds of 1.3 ml g$1 on the halite and 4–7 ml g$1

on the limestone. This is in contrast to a Kd of 2100 ml g$1

determined from uranium series disequilibriummeasurements
on formation brines from the same region (Laul, 1992). The
isotopic ratios suggest that naturally occurring uranium was
more strongly sorbed because it was present as U(IV).
11.6.4.2.3.1.6 Actinide sorption by uranium wastes In re-
pository environments, the UO2 fuel itself, or secondary U(IV)
and U(VI) minerals that form by degradation of SNF and HLW
forms, may play an important role in limiting actinide releases
by sorption and coprecipitation. UO2 strongly sorbs Np(V),
which is partially reduced to Np(IV) on the mineral surface,
and is strongly, perhaps irreversibly bound (Kazakovskaya
et al., 2010). At low pH, Pu(IV) is reduced to trivalent Pu and
is strongly retained on the UO2 surface (Olsson et al., 2005).
Th can be also sequestered by sorption/coprecipitation at low
pH, a process that may be important in reducing repository
settings if radiolytic dissolution of SNF is followed by distal
reprecipitation of UO2 (Rousseau et al., 2002). Secondary U
(VI) oxides and hydroxides (Burns et al., 2004), and U(VI)
silicate minerals such as uranophane and sodium boltwoodite
(Douglas et al., 2005a,b), also sorb Np(V) and other actinides
and sequester them by crystallographic substitution. This pro-
cess may be important in limiting radionuclide releases from
degrading SNF (Murphy and Grambow, 2008). Neptunium is
also taken up by the uranium peroxide mineral metastudtite
(Friese et al., 2004), but was shown to be sorbed rather than
incorporated mineralogically, and was not permanently
sequestered (Douglas et al., 2005b).

11.6.4.2.3.2 Geochemical models in risk assessment
for nuclear waste
In performance assessment models, simple component process
and sampling models are linked to provide a description of the
release of radionuclides from idealized source terms, transport
through engineered barriers and surrounding geomedia, and
finally uptake by potentially exposed populations. The result-
ing doses are compared to environmental and health regula-
tory standards to determine the risk posed by the releases.
A basic overview of the process of risk assessment is presented
by Fjeld and Compton (1999). Probabilistic performance
assessment methods have been developed to provide a basis
for evaluation of the risk associated with the disposal of nu-
clear waste in geological repositories (Cranwell et al., 1987;
Rechard, 1996, 2002; Wilson et al., 2002). Similar approaches
are used for LLW disposal and uranium mill tailings. Develop-
ment of risk assessment models by the European community is
summarized in NEA (1991). The current status of risk assess-
ment programs in several countries is reviewed in a session
devoted to performance assessment at the 2001 Materials
Research Society Symposium on the Scientific Basis for Nuclear
Waste Management (McGrail and Cragnolino, 2002).

Abstraction of the properties of real systems into simple
models is required for risk assessment. Heterogeneities in geo-
chemical properties along potential flow paths, uncertainties
in or lack of thermodynamic and kinetic parameter values, and
the lack of understanding of geochemical processes all neces-
sitate the use of a probabilistic approach to risk assessment.

Radioactivity, Geochemistry, and Health 229



System complexity and limitations in computer technology
preclude precise representation of geochemical processes in risk
assessment calculations. Uncertainties in properties of the engi-
neered and natural barriers are incorporated into the risk assess-
ment by using ranges and probability distributions for the
parameter values (Kds and maximum aqueous radionuclide
concentrations) inMonte Carlo simulations, by regression equa-
tions to calculate sorption and solubility limits from sampled
geochemical parameter ranges, and by the use of alternative
conceptual models (see Section 11.6.4.3.2.2). Representation
of the probabilistic aspects of geochemical processes in risk
assessment is discussed in Siegel et al. (1983b, 1992), Chen
et al. (2002), and Turner et al. (2002). Simplifications in solu-
bility and sorption models used in performance assessment
calculations for the WIPP (DOE, 1996a,b,c) and the proposed
HLW repository at Yucca Mountain as reviewed in Siegel and
Bryan (2003) and in Section 11.6.3.2.2 of this chapter.

Performance assessment calculations of actinide speciation
and solubility, and of the potential releases that could result if
the repository is breached, were carried out as part of the CCA for
the WIPP (DOE, 1996a,b,c). The calculations modeled actinide
behavior in a generic Salado brine and a less magnesium-rich
brine from the Castile Formation. Predicted repository condi-
tions include (1) high ionic strength, requiring the use of a Pitzer
ion interactionmodel for calculating activity coefficients; (2) the
presence of magnesium oxide backfill, which will buffer pCO2

and pH in the repository; (3) the presence of large amounts of
iron and organics in the waste, establishing reducing conditions
in the repository and constraining the actinides to their lower
oxidation states, and (4) potentially significant quantities of
the organic ligands acetate, citrate, oxalate, and EDTA will be
present (DOE, 1996a,b,c). Discussion of the speciation,
solubility, and sorption of the actinides under conditions rele-
vant to the WIPP were included in previous sections. The use of
an oxidation state analog for the actinides in WIPP performance
assessment was reviewed in Siegel and Bryan (2003).

The geochemical setting of the proposed repository site for
HLW at Yucca Mountain in Nevada was described previously.
The results of performance assessment calculations for the
proposed repository at Yucca Mountain suggest that the most
significant contributors to risk are radionuclides that are highly
soluble or poorly sorbing (99Tc, 129I, and 237Np) in the oxidiz-
ing, Na-bicarbonate-rich waters at the site. In addition, other
radionuclides such as 239Pu, 241Am, 238U, and 230 Th may
be important owing to colloidal transport or high dose-
conversion factors. Sorption of a radionuclide may vary dras-
tically over postulated flow paths and over time at Yucca
Mountain. One approach to represent this variability in per-
formance assessment calculations is to sample Kds for transport
equations from a probability distribution based on experimen-
tal measurements as discussed above (Siegel et al., 1983a;
Wilson et al., 2002). Another approach is to calculate a range
of Kds from thermodynamic data for a range of groundwater
compositions (Turner and Pabalan, 1999; Turner et al., 2002).

11.6.4.3 Fission Products

11.6.4.3.1 Introduction
Fission products of uranium and other actinides have been
released to the environment during weapons production and

testing, and by nuclear accidents. Because of their relatively
short half-lives, they commonly account for a large fraction
of the activity in radioactive wastes for the first several hundred
years. Important fission products are shown in Table 6; all
decay by emission of a beta particle. Many of these have very
short half-lives and do not represent a long-term hazard in the
environment, but they do constitute a significant fraction of
the total released in a nuclear accident. Only radionuclides
with half-lives of several years or longer represent a persistent
environmental or disposal problem. Of primary interest
are 90Sr, 99Tc, 129I, and 137Cs, and to a lesser degree, 79Se and
93Zr; all are b$ emitters.

While fission product mobility is mostly a function of the
chemical properties of the element, the initial physical form of
the contamination can also be important. For radioactive con-
taminants released as particulates – ‘hot particles’ – radionu-
clide transport is initially dominated by physical processes,
namely, transport as aerosols (Wagenpfeil and Tschiersch,
2001) or as bedload/suspended load in river systems. As dis-
cussed in more detail later, at Chernobyl, the majority of
fission products was released in fuel particles and condensed
aerosols. Fission products were effectively sequestered – for
example, little downward transport in soil profiles and little
biological uptake – until dissolution of the fuel particles
occurred and the fission products were released (Baryakhtar,
1995; Konoplev and Bulgakov, 1999; Konoplev et al., 1992;
Petryaev et al., 1991). Thus, fuel particle dissolution kinetics
controlled the release of fission products to the environment
(Kashparov et al., 2004; Kashparov et al., 1999; Kruglov et al.,
1994; Sokolik et al., 2001; Uchida et al., 1999).

11.6.4.3.2 Geochemistry of fission products
11.6.4.3.2.1 90Sr
Strontium occurs in only one valence state, (II). It does not form
strong organic or inorganic complexes and is commonly present
in solution as Sr2þ. The concentration is rarely solubility-limited
in soil or groundwater systems because the solubility of common
strontium phases is relatively high (EPA, 1999b; Lefevre et al.,
1993). The concentration of strontium in solution is commonly
controlled by sorption and ion exchange reactions with soil
minerals. Parameters affecting strontium transport are cation
exchange capacity (CEC), ionic strength, and pH (due to Hþ

competition for amphoteric sites). Clay minerals – illite,

Table 6 Environmentally important fission products

Fission product t1/2, years

79Se 6.5"105
90Sr 28.1
93Zr 1.5"106
99Tc 2.12"105
103Ru 0.11
106Ru 0.56
110mAg 0.69
125Sb 2.7
129I 1.7"107
134Cs 2.06
137Cs 30.2
144Ce 0.78
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montmorillonite, kaolinite, and vermiculite – are responsible for
most of the exchange capacity for strontium in soils (Goldsmith
and Bolch, 1970; Sumrall and Middlebrooks, 1968). Zeolites
(Ames and Rai, 1978) and Mn oxides/hydroxides also exchange
or sorb strontium in soils. Because of the importance of ion
exchange, strontiumKds are strongly influencedby ionic strength
of the solution, decreasing with increasing ionic strength
(Mahoney and Langmuir, 1991; Nisbet et al., 1994); calcium
and natural strontium are especially effective at competing
with 90Sr. Strontium in soils is largely exchangeably bound and
does not become fixed with time (Serne and Gore, 1996). How-
ever, coprecipitation with calcium sulfate or carbonate and soil
phosphates may also contribute to strontium retardation and
fixation in soils (Ames and Rai, 1978).

11.6.4.3.2.2 137Cs
Cesium, like strontium, occurs in only one valence state, (I).
Cesium is a very weak Lewis acid and has a low tendency to
interactwith organic and inorganic ligands (EPA, 1999b;Hughes
and Poole, 1989); thus, Csþ is the dominant form in ground-
water. Inorganic cesium compounds are highly soluble, and
precipitation/coprecipitation reactions play little role in limiting
cesium mobility in the environment. Retention in soils and
groundwaters is controlled by sorption/desorption and ion ex-
change reactions. Cesium is sorbed by ion exchange into clay
interlayer sites, and by surface complexation with hydroxy
groups constituting broken bonds on edge sites, and the planer
surfaces of oxide and silicate minerals. CEC is the dominant
factor in controlling cesiummobility. Clayminerals such as illite,
smectites, and vermiculite are especially important because they
exhibit a high selectivity for cesium (Douglas, 1989; Smith and
Comans, 1996). The selectivity is a function of the lowhydration
energy of cesium; once it is sorbed into clay interlayers, it loses its
hydration shell and the interlayer collapses. Ions such asmagne-
sium and calcium, are unable to shed their hydration shells and
cannot compete for the interlayer sites. Potassium is able to enter
the interlayer and competes strongly for exchange sites. Because
it causes collapse of the interlayers, cesium does not readily
desorb from vermiculite and smectite and may, in fact, be irre-
versibly sorbed (Douglas, 1989; Khan et al., 1994; Ohnuki and
Kozai, 1994). Uptake by illitic clay minerals does not occur by
ion exchange but rather by sorption onto frayed edge sites
(Comans et al., 1989; Cremers et al., 1988; Smith et al., 1999),
which are highly selective for cesium. Although illite has a higher
selectivity for cesium, it has amuch lower capacity than smectites
because interlayer ion exchange does not occur.

Cesium mobility increases with ionic strength because of
competition for exchange sites (Lieser and Peschke, 1982).
Since cesium is rapidly and strongly sorbed by soil and sedi-
ment particles, it does not migrate downward rapidly through
soil profiles, especially forest soils (Bergman, 1994; Panin
et al., 2001; Rühm et al., 1996). Estimated downward migra-
tion rates for cesium released by the Chernobyl accident are on
the order of 0.2–2 cm year$1 in soils in Bohemia (Hölgye and
Malý, 2000), Russia (Sokolik et al., 2001), and Sweden
(Isaksson et al., 2001; Rosén et al., 1999).

11.6.4.3.2.3 99Tc
Technetium occurs in several valence states, ranging from $1
toþ7. In groundwater systems, the most stable oxidation states

are (IV) and (VII) (Lieser and Peschke, 1982). Under oxidizing
conditions, Tc(VII) is stable as pertechnetate, TcO4

$. Pertech-
netate compounds are highly soluble, and being anionic, per-
technetate is not sorbed onto common soil minerals and/or
readily sequestered by ion exchange. Thus, under oxidizing
conditions, technetium is highly mobile. Significant sorption
of pertechnetate has been seen in organic-rich soils of low pH
(Wildung et al., 1979), probably owing to the positive charge
on the organic fraction and amorphous iron and aluminum
oxides, and possibly coupled with reduction to Tc(IV).

Under reducing conditions, Tc(IV) is the dominant oxida-
tion state because of biotic and abiotic reduction processes.
Tc(IV) is commonly considered to be essentially immobile
because it readily precipitates as low-solubility hydrous oxides
and forms strong surface complexes on iron and aluminum
oxides and clays. Tc(IV) behaves like other tetravalent heavy
metals and occurs in solution as hydroxo and hydroxo–
carbonato complexes. In carbonate-containing groundwaters,
TcO(OH)2(aq) is dominant at neutral pH; at higher pH values,
Tc(OH)3CO3

$ is more abundant (Eriksen et al., 1992). How-
ever, the solubility of Tc(IV) is low and is limited by precipita-
tion of the hydrous oxide, TcO2"nH2O. The number of waters
of hydration is traditionally given as n¼2 (Rard, 1983) but has
more recently been measured as 1.63-0.28 (Meyer et al.,
1991). In systems containing H2S or metal sulfides, the
solubility-limiting phase for technetium may be Tc2S7 or TcS2
(Rard, 1983).

Retention of pertechnetate in soil and groundwater
systems usually involves reduction and precipitation as Tc
(IV)-containing hydroxide or sulfide phases. Several mineral
phases have been shown to fix pertechnetate through surface-
mediated reduction/coprecipitation. These include magnetite
(Byegård et al., 1992; Cui and Erikson, 1998; Haines et al.,
1987) and a number of sulfides, including chalcocite, bourno-
nite, pyrrhotite, tetrahedrite, and, to a lesser extent, pyrite and
galena (Bock et al., 1989; Huie et al., 1988; Lieser and
Bauscher, 1988; Strickert et al., 1980; Winkler et al., 1988).
Sulfides are most effective at reducing technetium if they con-
tain a multivalent metal ion in the lower oxidation state
(Strickert et al., 1980). Technetium sorption by iron oxides is
minimal under near-neutral, oxidizing conditions but is exten-
sive under mildly reducing conditions, where Fe(III) remains
stable. It is minimal on ferrous silicates (Vandergraaf et al.,
1984). In addition, technetium may be fixed by bacterially
mediated reduction and precipitation. Several types of Fe(III)-
and sulfate-reducing bacteria have been shown to reduce tech-
netium, either directly (enzymatically) or indirectly through
reaction with microbially produced Fe(II), native sulfur, or
sulfide (Lloyd and Macaskie, 1996; Lloyd et al., 2002; Lyali-
kova and Khizhnyak, 1996).

11.6.4.3.2.4 129I
Iodine can exist in the oxidation states $1, 0, þ1, þ5, and þ7.
However, the þ1 state is not stable in aqueous solutions and
disporportionates into $1 and þ5. In surface and ground-
waters at near-neutral pH, IO3

$ (iodate) is the dominant
form in solution, while under acidic conditions, I2 can form.
Under anoxic conditions, iodine is present as I$ (iodide)
(Allard et al., 1980; Liu and Van Gunten, 1988).
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Iodide forms low-solubility compounds with copper, silver,
lead, mercury, and bismuth, but all other metal iodides are
quite soluble. As these metals are not common in natural
environments, they have little effect on iodine mobility
(Couture and Seitz, 1985). Retention by sorption and ion
exchange appears to be minor (Lieser and Peschke, 1982).
However, significant retention has been observed by the amor-
phous minerals imogolite and allophane (mixed Al/Si oxide/
hydroxides, with SiO2/Al2O3 ratios between 1 and 2). These
minerals have high surface areas and positive surface charge at
neutral pH and contribute significantly to the anion exchange
capacity in soils (Gu and Schultz, 1991). At neutral pH, Al- and
Fe-hydroxides are also positively charged and contribute to
iodine retention, especially if iodine is present as iodate
(Couture and Seitz, 1985). Sulfide minerals containing the
metal ions that form insoluble metal iodides strongly sorb
iodide, apparently through sorption and surface precipitation
of the metal iodide. Iodate is also sorbed, possibly because it is
reduced to iodide on the metal sulfide surfaces (Allard et al.,
1980; Strickert et al., 1980). Lead, copper, silver, silver chlo-
ride, and lead oxides/hydroxides and carbonates can also fix
iodine through surface precipitation (Allard et al., 1980; Bird
and Lopata, 1980). None of these minerals are likely to be
important in natural soils but may be useful in immobilizing
iodine for environmental remediation.

Organic iodo compounds are not soluble and form readily
through reaction with I2 and, to a lesser extent, I$ (Couture and
Seitz, 1985; Lieser and Peschke, 1982); retention of iodine in
soils is mostly associated with the organic matter (Gu and
Schultz, 1991; Kaplan et al., 2000; Muramatsu et al., 1990;
Wildung et al., 1974; Yoshida et al., 1998). Several studies
have suggested that fixation of iodine by organic soil com-
pounds appears to be dependent uponmicrobiological activity,
because sterilization by heating or radiation commonly results
in much lower iodine retention (Bors et al., 1991; Koch et al.,
1989; Muramatsu et al., 1990; Rädlinger andHeumann, 2000).

11.6.4.3.3 Application: the Chernobyl reactor accident
11.6.4.3.3.1 Introduction
On April 26, 1986, an explosion at the Chernobyl Nuclear
Power Plant, and the subsequent fire in the graphite reactor
core, released about 3% (6–8 metric tons) of the total fuel
inventory of the reactor core. During the initial explosion,
most radionuclide release occurred as fragments of unoxidized
uranium dioxide fuel, which were deposited mostly in a plume
extending 100 km to the west of the plant. The core fire lasted
10 days. Releases were once again dominated by fuel particles –
however, because of the exposed core, these particles were
partially or completely oxidized. For the first 4 days, high
temperatures in the reactor resulted in the release of volatile
radionuclides (Xe, Kr, I, Te, and Cs), much of which was
deposited as condensed particles in plumes to the northwest,
west, and northeast of the plant, extending as far as Scandina-
via. Over the next 6 days, temperatures in the reactor de-
creased, and the release of volatile fission products decreased.
The lower temperatures (600–1200,K) favored oxidation of
the nuclear fuel, so fuel particles released during this phase
were more heavily oxidized. Radionuclides released during this
phase were deposited mostly in a southern plume, extending as
far south as Greece.

11.6.4.3.3.2 Geochemical behavior
A major part of the radionuclides released at Chernobyl were
deposited as ‘hot particles,’ either fuel particles with an average
median diameter of 2–3 mm or condensed particles. Within the
exclusion zone, extending 30 km from the plant, more than
90% of the radioactive contamination was in the form of fuel
particles (Kashparov et al., 1999). This included about 80% of
the 90Sr and about 50–75% of the 137Cs contamination. Parti-
cle size decreased with distance from the Chernobyl plant, and
the proportion of condensed particles relative to the fuel
particles increased. Other radionuclides released include
the fission products 134Cs, 144Ce, 125Sb, 106Ru, 103Ru, and
95Zr, and the neutron activation products 110mAg and 54Mn
(Petropoulos et al., 2001). Because of the importance of fuel
particles in terms of the total radionuclide release from Cher-
nobyl, considerable attention has been given to fuel particle
behavior in the environment. The transport properties of the
radionuclides present in the fuel particles and the type of
hazard that they represent changed as the particles weathered.
Initially, particle (and radionuclide) transport was governed by
physical processes. Particles were transported both as aerosols
in the atmosphere and as suspended load in runoff and rivers.
The primary hazards represented by the particles were inhala-
tion and skin doses. Particle alpha activities were similar to that
of the original nuclear fuel (2.5"108 Bq cm$3) (Boulyga et al.,
1999), while beta and gamma activities were somewhat lower
due to loss of volatile fission products. The median fuel particle
size released at Chernobyl (2–3 mm) falls within the respirable
fraction of aerosols (defined as <7 mm), and such particles are
easily re-suspended by anthropogenic or natural processes that
disturb the soil. Fuel particles are not readily transported
downward through the soil column, and soil sampling in the
exclusion zone, carried out 10 years after the accident, showed
that the particles were still concentrated in the upper 5 cm
(Kashparov et al., 1999). Thirteen years after the accident,
agricultural activities in the exclusion zone resulted in local
airborne concentrations of hot particles of 50–200 particles per
cubic meter (Boulyga et al., 1999).

Radionuclides sequestered in the fuel particles are not im-
mediately available to the biosphere as the particles generally
have a low solubility in water, simulated lung fluids, and HCl
solutions (Chamberlain and Dunster, 1958; Oughton et al.,
1993; Salbu et al., 1994). Release of biologically important
radionuclides such as 90Sr and 137Cs into the biosphere re-
quires weathering and dissolution of the fuel particles. Particle
weathering rates vary with several source-related particle char-
acteristics (particle size, oxidation state, and structure) and
depend on environmental parameters such as soil pH and
redox conditions. Field studies have shown that the fraction
of exchangeable 90Sr in soil increases as fuel particles dissolve
(Baryakhtar, 1995; Kashparov et al., 1999; Konoplev and
Bulgakov, 1999; Konoplev et al., 1992; Petryaev et al., 1991).
Konoplev and Bulgakov (1999) used these observations to
estimate the fraction of undissolved fuel particles present in
soils in the Chernobyl 30-km exclusion zone. They found that
the unoxidized fuel particles, deposited from the initial explo-
sion in a plume to the west of Chernobyl, are more resistant to
leaching and dissolution than the oxidized fuel particles re-
leased during the subsequent fire and deposited to the north,
northeast, and south of the plant. Dissolution rates for the
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unoxidized fuel particles were about one-third of those of
oxidized particles, with 27–79% remaining undissolved in
1995, while only 2–30% of the oxidized fuel remained. Fuel
particle dissolution rates also increased with increasing soil
acidity and with decreasing particle size (Kashparov et al.,
1999; Konoplev and Bulgakov, 1999).

These results are consistent with laboratory measurements
of the effects of pH and oxidation state on the leachability of
nuclear fuel particles (Kashparov et al., 2000). The increased
leachability of the oxidized fuel particles may be due to (1) an
increased solubility because of the change in oxidation state;
(2) the higher surface area of the highly fractured oxidized
particles; or (3) the diffusion of radionuclides (strontium,
cesium) to grain boundaries and particle surfaces during the
heating and oxidation process. Once released from the fuel
particles, strontium and cesium are available to the biosphere
and can be taken up by plants or can be transferred down
the soil profile. At present, the relative rates of each process
are not well enough constrained to predict future levels of 90Sr
and 137Cs in vegetation in the exclusion zone (Kashparov
et al., 1999).

In more distal areas, cesium and strontium concentrations
in soils, lakes, and rivers were initially high from direct fallout
but have progressively dropped as these elements move down-
ward into the soil profile and are flushed or sedimented out of
bodies of water. The estimated ecological half-life for 137Cs in
German forest soils is 2.8-0.5 years for the l horizon and
7.7-4.9 years for the Ah horizon (Rühm et al., 1996). 90Sr
concentrations in the Black Sea had dropped to pre-Chernobyl
levels by 1994, and 137Cs is predicted to reach pre-accident
levels by 2025–30 (Kanivets et al., 1999). The main causes of
the decreases are radioactive decay and loss through the Bos-
porus Strait. However, the relative proportion of 90Sr entering
the Black Sea as river input is increasing, as fuel particles in the
major watersheds weather and release sequestered radionu-
clides. Smith et al. (1999) have shown that cesium removal
from lakes and rivers is dominantly by lake outflow and by
sedimentation. Cesium is strongly sorbed onto the frayed edge
sites of illitic clay minerals, and cesium removal rates from
lakes correlate with aqueous Kþ concentrations.

11.6.4.3.3.3 Environmental epidemiology
The explosion at the Chernobyl Power Station, released large
quantities of radionuclides into the atmosphere. The accident
caused 28 deaths of power plant employees and firemen due to
radiation exposure within weeks. About 600 000 workers,
termed ‘liquidators’ took part in major mitigation activities at
the reactor and within the 30-km zone surrounding the reactor
between 1986 and 1990. During 1986, 220 000 people were
evacuated from areas surrounding the reactor, and after 1986,
about 250 000 people were relocated from Belarus, the Russian
Federation, and Ukraine. Dose distributions in countries near
the reactor were heterogeneous and ranged from 0.2 to
64 mGy. Numerous epidemiologic studies have been carried
out since the Chernobyl accident to investigate the potential
late health consequences from the accident. These studies have
focused largely on thyroid cancer in children. Other investiga-
tions have studied recovery operation workers and residents of
contaminated areas. Additional studies of the occurrence of

leukemia and solid tumors other than thyroid cancer among
exposed individuals have also been carried out.

Many descriptive epidemiological studies suggest an in-
creasing number of cases of thyroid cancer, particularly in the
most heavily contaminated regions of Ukraine and Belarus,
and Russia. There has been a significant increase of thyroid
cancers among children in the areas contaminated by fallout
from the Chernobyl explosion (Harley, 2001; UNSCEAR,
2000). The initial external exposures from Chernobyl were
due to 131I and short-lived isotopes. Subsequently, external
exposures to 137Cs and 134Cs and internal exposures to radio-
cesium through consumption of contaminated foodstuffs were
important. BEIR VII (NAS, 2006, pp. 216–223) lists 50 studies
of the effects of fallout from the Chernobyl accident. Excess
(thyroid) cancer incidence was observed only in those studies
in which dose was determined by measuring contamination by
specific radionuclides (e.g., 137Cs). Over the period 1986–97, a
steady increase in the number of thyroid cancers was observed
in children under the age 14 at the time of the accident; by
1997, over 1600 thyroid cancers had been observed in children
who were under the age of 17 at the time of the accident
(Harley, 2001). However, the expected number of thyroid
cancers is not well-constrained, and although there is little
doubt that an excess of thyroid cancer has occurred in highly
contaminated areas, there is still very little information regard-
ing the quantitative relationship between radiation dose and
cancer incidence. Most of the published findings are from
ecologic studies that do not provide quantitative estimates of
disease risk based on individual estimates of radiation dose.
Only four analytical studies report dose response based on
individual dose estimates. Quantitative estimates of risk
from these studies are consistent with estimates from other
radiation-exposed populations. There is evidence that two fac-
tors, a young age at exposure, and iodine deficiency, may be
important modifiers of the risk of radiation-induced thyroid
cancer. In contrast, no solid tumors other than thyroid cancer
have been identified resulting from the accident.

The evidence from epidemiologic studies regarding the risk
of leukemia comes from the studies of moderately or highly
exposed Chernobyl recovery operation workers and the general
population, who have been exposed at low-dose-rates (primar-
ily from 137Cs) for a number of years. The BEIR VII report
concludes that the existing evidence does not show that rates
of childhood or adult leukemia have increased as a result of
radiation exposures from the Chernobyl accident. However,
relatively small changes over time in the incidence of an un-
common disease such as childhood leukemia and in different
geographic areas would be difficult to detect with ecologic
studies. Similarly, the few studies of the general adult popula-
tion have employed ecologic designs and are hard to interpret.

11.6.4.3.4 Application: contamination from weapons
production at Chelyabinsk
11.6.4.3.4.1 Chelyabinsk complex
Large-scale contamination of the Urals in Russia is severe due
to weapons production at the Chelyabinsk-65 complex near
the city of Kyshtym. Cochran et al. (1993) provide an overview
of the extent of the contamination at the site, drawing upon a
number of Russian source documents. The main weapons
production facility, the Mayak Chemical Combine, produced
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over 5.5"1019 Bq of radioactive wastes from 1948 through
1992. Over 4.6"1018 Bq of long-lived radioactivity were dis-
charged into open lake storage and other sites. During the
period 1948–51, approximately 9.3"1016 Bq of medium
level b activity liquid waste was discharged directly into the
nearby Techa River; from March 1950 to November 1951, the
discharge averaged 1.6"1014 Bq day$1. During this period,
about 124 000 people living downstream from the facility
were exposed to elevated levels of radioactivity. In 1951, the
medium level waste was discharged into nearby Lake Karachay.
Through 1990, the lake had accumulated 4.4"1018 Bq of
long-lived radionuclides (primarily 137Cs [3.6"1018 Bq] and
90Sr [7.4"1017 Bq]). By 1993, seepage of radionuclides from
the lake had produced a radioactive groundwater plume that
extended 2.5–3 miles from the lake. In 1993, the total volume
of contaminated groundwater was estimated to be more than
4 million cubic meter, containing at least 1.8"1014 Bq of
long-lived (>30-year half-life) fission products.

Several large-scale nuclear disasters have occurred at the
Chelyabinsk-65 complex. Two of these events lead to the
spread of radioactive contamination over large areas, exposure
to large numbers of people and relocation of communities.
In 1957, during the so-called ‘Kyshtym Disaster,’ an explosion
of a HLW storage tank released 7.4"1017 Bq of radioactivity
into the atmosphere (Medvedev, 1979; Trabalka et al., 1980).
About 90% of the activity fell out in the immediate vicinity of
the tank. Approximately 7.8"1016 Bq formed a kilometer-high
radioactive cloud that contaminated an area greater than
23 000 km2 to levels above 3.7"109 Bq km$2 of 90Sr. This
area was home to about 270 000 people; many of the inhabi-
tants were evacuated after being exposed to radioactive
contamination for several years.

A second disaster at the site occurred in 1967, after water in
Lake Karachay evaporated during a hot summer that followed a
dry winter. Dust from the lakeshore sediments was blown over
a large area, contaminating 1800–2700 km2 with a total of
2.2"1013 Bq of 137Cs and 90Sr. Approximately 41 000 people
lived in the area contaminated at levels of 3.7"109 Bq km$2 of
90Sr or higher. According to Botov (1992), releases of radioac-
tive dust from the area continued through at least 1972. Since
1967, a number of measures have been taken to reduce the
dispersion of radioactive contamination from Lake Karachay as
described in Cochran et al. (1993) and NAS (2009) and
sources documents cited therein.

11.6.4.3.4.2 Environmental epidemiology
A study of 28 100 individuals exposed along the Techa River,
downstream from Chelyabinsk-65, revealed that a statistically
significant increase in leukemia mortality arose between 5 and
20 years after the initial exposure (37 observed deaths vs.
14–23 expected deaths; see Cochran et al., 1993 and cited
references and comments). BEIR VII describes several epidemi-
ological studies of residents living near the Techa River in the
vicinity of the Mayak plant. These include studies of cancer
mortality in residents and their offspring, as well as pregnancy
outcomes. There is some evidence of a statistically significant
increase in total cancer mortality of the residents; however,
there is no evidence of increase in their offspring (Kossenko,
1996). No evidence of a decrease in birth rate or fertility in the
exposed population nor increased incidence of spontaneous

abortions or stillbirths has been observed (Kossenko et al.,
1994). There has been one study (Koshurnikova et al., 2002)
of persons living in the town of Ozyorsk exposed to fallout
from the nearby nuclear facility. This study reported an excess
of thyroid cancer 3–4 times than expected relative to rates for
the whole of Russia and a somewhat lower excess (1.5- to
2-fold higher) based on a comparison with Chelyabinsk Oblast
rates; however, no estimates of radiation dose were included
in this study.

11.6.5 Summary

This chapter provides descriptions of the most important ex-
amples of environmental radioactive contamination and their
impacts on human health. The radionuclides comprise three
overlapping groups in the environment: (1) common naturally
occurring radioelements of the uranium decay series (radium,
thorium, and uranium), (2) the actinides, and (3) the fission
products of uranium and the transuranics. The first group is
important to public health regulations of drinking water and
for assessing the environmental impact of resource develop-
ment. The latter two groups are important in association with
the nuclear fuel cycle and nuclear weapons production. For
each group, environmental occurrence and processes that con-
trol their distributions and environmental epidemiological
studies of health effects are described. Cancer is the major effect
of low radiation doses expected from exposure to radioactive
contamination. Cancers most commonly observed in humans
after exposure to ingested or inhaled radioactive contamina-
tion or to external ionizing radiation include those of the
lungs, female breast, bone, thyroid, and skin.

Radium is primarily important to drinking water regula-
tions, uranium mining, and production of TENORM. Concen-
trations of radium in groundwater are influenced by decay of
the dissolved Th parents in the solution, dissolution from the
aquifer and secondary minerals, alpha-recoil from the parent
nucleus in the aquifer rocks and on the clay and oxide surface
coatings, adsorption/desorption exchange with Ra adsorbed
on the surface coating, clays, and oxides, and coprecipitation
with secondary minerals. Two types of water have naturally
high radium contents: one end member has low pH, and in
places, high concentrations of acid anions and divalent
cations. The other end member has low concentrations of
dissolved oxygen (DO concentration <1 mg l$1), high con-
centrations of iron or manganese, and high concentrations of
dissolved solids. High concentrations of radium are associated
with uranium deposits and uranium mill tailings. Radium is
similar to calcium in its geochemical and metabolic behaviors
and, once ingested, radium is incorporated onto surfaces in the
mineralized portion of the bone. The primary health effect
observed from the ingestion of 226,228Ra is cancer of the bone
(osteogenic sarcomas).

Uranium geochemistry is relevant to drinking water regula-
tions, resource extraction, and nuclear waste; its chemistry is
similar to thorium and the transuranics (actinide series).
Owing to similarities in ionic size, coordination number,
valence, and electron structure, the actinide elements of a
given oxidation state have chemical properties that are either
similar or vary systematically. For a given oxidation state, the
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relative stability of actinide complexes with hard base
ligands can be divided into three groups in the order: CO3

2$,
OH$>F$, HPO4

2$, SO4
2$>Cl$, NO3

$. Within those ligand
groups, stability constants generally decrease in the order:
An4þ>An3þ&AnO2

2þ>AnO2
þ.

In dilute aqueous systems, the dominant actinide species at
neutral to basic pH are hydroxy- and carbonato-complexes.
Similarly, solubility-limiting solid phases are commonly
oxides, hydroxides, or carbonates. Sorption onto carbonates,
clays, and iron oxides/hydroxides is especially important.
In general, actinide sorption will decrease in the presence of
ligands that complex with the radionuclide (most commonly
humic or fulvic acids, CO3

2$, SO4
2$, F$) or cationic solutes

that compete with the radionuclide for sorption sites (most
commonly Ca2þ, Mg2þ).

Open-pit mining, underground mining, and ISL (also
known as ISR) have been used for mining uranium-containing
ores. Wastes from the first two techniques include uranium
mill tailings, composed of crushed rock with fine-grained
primary and secondary minerals. Radionuclides and metals
can be associated with many of these mineral phases and can
be a source of groundwater contamination. WithISR or ISL
mining techniques, lixiviants are injected into uranium-
containing porous rock formations and the resultant ore solu-
tions are pumped to the surface for processing at surface
facilities. Because uranium is soluble under both acidic and
alkaline conditions, it is possible to use either acidic or alkaline
lixiviants. In general, acid solutions will extract a higher pro-
portion of uranium and at faster rates than alkaline solutions
but acidic solutions will also mobilize high levels of toxic
heavy metals; this has led to extensive groundwater contami-
nation. Currently in the USA, all current or proposed ISL
uranium production uses alkaline leaching chemistry with
carbon dioxide or sodium carbonate and oxygen.

Interpretation of historical evidence of past success or fail-
ures in restoring a site mined using ISL techniques is one of the
most controversial aspects of the uraniummining industry. ISL
industry practice is to set the primary restoration goal to match
pre-mining conditions; however, a return to pre-baseline con-
ditions has rarely been accomplished. Alternative restoration
criteria based on pre-mining industrial class-of use have been
used; restoration to levels required for domestic use have not
been required because of high concentrations of uranium,
heavy metals, and other solutes in the production zones. It is
unclear whether adequate long-term restoration of ISR sites
will occur by NA and if the regional reducing capacity of the
aquifer will prevail over any small pockets of residual oxida-
tion that may persist after restoration of alkaline leach sites.
The key areas of uncertainty include site characterization
(historical mining activity, current and future groundwater
flow patterns, mineralogy, and water chemistry), and the likely
efficacy of important geochemical mechanisms (reducing
capacity and kinetics) of NA. The issue of characterizing
baseline values from the entire aquifer exclusion zone versus
the ore zone proper is particularly important in setting
restoration goals.

The chemical toxicity of uranium is more important than its
radiological hazard. Uranyl ion is concentrated in the tubular
cells of the kidneys; this produces systemic toxicity in the form
of acute renal damage and renal failure. Food and drinking

water are the primary sources of uranium exposure for the
general public and for populations who work in or live near
uranium mining, processing, and manufacturing facilities.
Several ecological epidemiological studies suggest possible
associations between elevated levels of uranium in drinking
water and indication of renal dysfunction. Studies of workers
at uranium milling or nuclear facilities and residents living
near uranium mining and milling facilities, however, have
not found significant increases in cancer mortality associated
with uranium exposure when the effects of smoking and
exposure to radon and its progeny are evaluated.

The geochemistry of the fission products is important to
nuclear waste disposal, weapons production as well as in asses-
sing the short-term impact of accidents at nuclear facilities.
Because of their relatively short half-lives, they commonly
account for a large fraction of the activity in radioactive wastes
for the first several hundred years. Of primary interest are 90Sr,
99Tc, 129I, and 137Cs, and to a lesser degree, 79Se and 93Zr; all
are b$ emitters. While fission product mobility is mostly a
function of the chemical properties of the element, the initial
physical form of the contamination can also be important.
For radioactive contaminants released as particulates – ‘hot
particles’ – radionuclide transport is initially dominated by
physical processes, namely, transport as aerosols or as bed-
load/suspended load in river systems.

The explosion at the Chernobyl Power Station, released
large quantities of fission product radionuclides into the atmo-
sphere. Numerous epidemiologic studies have been carried out
since the Chernobyl accident to investigate the potential late
health consequences from the accident. Many descriptive
epidemiological studies suggest an increasing number of
cases of thyroid cancer, particularly in the most heavily con-
taminated regions of Ukraine and Belarus, and Russia. Large-
scale contamination (primarily 137Cs and 90Sr) of the Urals in
Russia is severe because of weapons production at the
Chelyabinsk-65 complex near the city of Kyshtym. In addition
to discharge of over 4.6"1018 Bq of radioactivity into open
lake storage and the Techa River, several large-scale nuclear
disasters have occurred. A study of 28 100 individuals exposed
along the Techa River, downstream from Chelyabinsk-65,
revealed that a statistically significant increase in leukemia
mortality arose between 5 and 20 years after the initial expo-
sure. There is some evidence of a statistically significant
increase in total cancer mortality of the residents; however,
there is no evidence of increase in their offspring.

Appendix A Radioactivity and Human Health

An understanding of the human health effects related to radio-
activity and radioactive materials is essential for determining
the significance of exposure to radioactive contamination and
radioactivity in the environment. The subject is extremely
complex, with a number of important controversies whose
resolutions are beyond the scope of this chapter. Some general
principles, however, are summarized below to guide the reader
through the major issues important in assessing the risks asso-
ciated with natural and anthropogenic environmental radio-
activity. Several excellent reviews at a variety of levels of detail
have been written and should be consulted by the reader
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(ATSDR, 1990a,b,c, 1999; Cember, 1996; Harley, 2001; NAS,
1988b, 1998, 1999a, 2006; Shleien et al., 1998). Radiation
exposures can lead to acute effects from very high doses and
delayed effects from both single high exposure events and
chronic low-level exposures. This section deals only with
delayed effects because of their relevance to environmental
exposures. Information about acute exposures can be found
in Shleien et al. (1998), Harley (2001), and cited references. As
explained later, however, many of the health effects models
used a basis for environmental regulations that rely on extrap-
olation of the results of dose–response relationships at rela-
tively high exposure levels to very low-level environmental
exposures.

Basis for Health Effects from Radiation: Interactions between
Ionizing Radiation and Human Tissue

Ionizing radiation loses energy when passing throughmatter by
producing ion pairs. These can damage biological material
directly or produce reactive species (free radicals) that can
subsequently react with biomolecules. The dose is the mean
energy imparted by ionizing radiation per mass. (The SI unit
is the Gray (Gy), which is equal to 1 J kg$1. The older unit is the
rad, which equals 100 erg g$1; 100 rad¼1 Gy). Ionizing radia-
tion creates ion pairs in a substance such as air or tissue in
relatively dense or sparse distribution depending upon the
particle. Alpha particles with large mass produce relatively in-
tense ionization tracks per unit distance relative to beta parti-
cles, and beta particles produce more dense ionization than
gamma-rays. The ability to produce more or less ionization
per unit path in a medium is described by the linear energy
transfer (LET). Each track of low-LET radiation resulting from
x-rays or gamma rays consists of a few ionizations across an
average-sized cell nucleus. An electron set in motion by a
gamma ray crossing an 8-mm-diameter nucleus gives an average
of about 70 ionizations, equivalent to about 5 mGy (500 mrad)
absorbed dose. A high-LET alpha particle produces many thou-
sands of ionizations and gives a relatively high dose to the cell.
For example, a 4-MeV alpha-particle track yields, on average,
about 30 000 ionizations (3 Gy, 300 mrad) in an average-sized
cell nucleus. Within the nucleus, even low-LET gamma radia-
tion will give some microregions of relatively dense ionization
over the dimensions of DNA structures owing to the low-energy
electrons set in motion (UNSCEAR, 2000).

Ionization disrupts chemical bonding in cellular molecules
such as DNA. Low-LET radiation generally leads to isolated
events and these are readily repaired by cellular enzymes. The
higher density of ionizations associated with high-LET radia-
tion can lead to multiple disruptions of a DNA double helix
and the damage may be irreparable. When a tissue is exposed
to low doses of high-LET radiation, few cells will receive a
relatively high dose but there will be greater probability of
damage within that single DNA molecule compared to low-
LET radiation, which leads to a more uniform distribution of
dose. At doses of low LET radiation less than 1 mGy, a cell
nucleus 8 mm in diameter will be traversed by multiple
sparsely ionizing tracks.

The effect of the radiation damage depends on a combina-
tion of events on the cellular, tissue, and systemic levels. At
acute doses of 0.1–5 Gy, damage to organisms can occur on the

cellular level through single-strand and double-strand DNA
breaks. These lead to mutations and/or cellular reproductive
death after one or more divisions of the irradiated parent cell.
The types of DNA damage have been classified according to
their structure, and relative frequencies of different types of
damage as a function of low-LET irradiation doses have been
estimated. In order of increasing yield (number of defects per
cell per Gray) the damages are double-strand breaks (40 defects
per Gy$1), DNA protein cross-link damages (150 defects
Gy$1), base damage (500 Gy$1), and single-strand breaks
(1000 Gy$1). Loss or alteration of base sequence of DNA has
genetic consequences (UNSCEAR, 2000). It is expected that the
occurrence of more complex types of damage (i.e., double-
strand breaks with adjacent damage) will increase with increas-
ing LET and that this category of damage will be less repairable
than the simpler forms of damage (Harley, 2001).

In addition to these direct forms of damage, ionizing radi-
ation may ionize other molecules closely associated with DNA,
which contain hydrogen or oxygen. Once ionized, these can
form free radicals that can damage DNA (indirect effect). The
indirect effect occurs over short distances within a cell and is
limited by the reactivity of the radical, which determines how
far it can diffuse. Exposure to high doses of radiation (>5 Gy)
can lead to direct cell death before division due to interaction
of free radicals with macromolecules such as lipids and pro-
teins. The dose level at which significant damage occurs de-
pends on the cell type. Cells that reproduce rapidly, such as
those found in the bone marrow or the gastrointestinal tract,
will be more sensitive to radiation than those that are longer
lived, such as striated muscle or nerve cells. The effect of high
radiation doses on organs depends on the various cell types in
that system.

Cancer is the major effect of low radiation doses expected
from exposure to radioactive contamination. Laboratory stud-
ies have shown that alpha, beta, and gamma radiation can
produce cancer in virtually every tissue type and organ in
animals studied (ATSDR, 2001). Cancers observed in humans
after exposure to radioactive contamination or ionizing radia-
tion include cancers of the lungs, female breast, bone, thyroid,
and skin. Different kinds of cancers have different latency
periods; leukemia can appear within 2 years after exposure,
while cancers of the breast, lungs, stomach, and thyroid have
latency periods greater than 20 years. Besides cancer, there is
little evidence of other human health effects from low-level
radiation exposure (Harley, 2001). A detailed understanding of
the biochemical response to damage from ionizing radiation is
a key element in the ongoing debate over the shape of the
dose–response curve at very low doses considered to be safe
for the general public in environmental regulations. This will
be discussed in more detail in later sections.

Equivalent Dose and Biokinetics

Weighting parameters that take into account the radiation type,
the biological half-life, and the tissue or organ at risk are used
to convert the physically absorbed dose (in units of Gray or
rad) to the biologically significant committed equivalent dose
and effective dose, measured in units of Sv (or rem). An
‘equivalent’ dose, normalized for different types of radiation,
is calculated using the values for LET of the various types of
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radiation in water. As discussed above, the LET from alpha and
beta particles is much greater than it is for gamma rays.
A radiation weighting factor, wr is defined as the ratio of the
LET for gamma radiation to the radiation in question and the
normalized (or weighted) dose H is called the equivalent dose:
H¼D"wr; where D is the dose in Grays (or rads) and H is the
equivalent dose in Sieverts (or rems). Values of wr are 5 for
thermal neutrons, 20 for protons and alpha particles, and 1 for
x-rays, gamma rays, beta particles, and electrons.

The effective dose HE is a doubly weighted dose that is
weighted for radiation type and tissue type: HE¼wt"(D"wr).
The unit is the Sievert or rem. The tissue weighting factor wt is
the ratio of the cancers to a particle organ from a partial body
dose to the total cancers resulting from a whole body dose of
the same dose. The sum of the weights for 12 specific organs
plus a ‘remainder’ of other organs equals unity (see table 25-3,
Harley, 2001). The dose rate is the dose per unit time and
will decrease for short-lived ingested radionuclides as the
radionuclide decays.

Toxicity and carcinogenicity of radioactive materials are
derived from both chemical properties of the radioelements
and the effects of ionizing radiation. If the kinetics of meta-
bolism of a radionuclide is known, that is, its rate of intake,
uptake, deposition, and excretion in a human, then the expo-
sure to dose can be related. In general, substances in the body
are removed through biological processes as well as by radio-
active decay; therefore the effective half-life is shorter than the
radiologic half-life. The relative importance of the radiological
and chemical health effects are in part determined by the
biological and radiological half-lives of the radionuclide and
the mechanism of chemical toxicity of the radioelement. The
longer a radionuclide is retained by the body or localized to a
specific organ system, the greater the chance that the damage to
DNA or proteins may not be repaired and a cancer may be
initiated or promoted. The biological half-life of radioelement
is determined in part by the chemical and physical form of the
radioelement when it enters the body, the metabolic processes
that it participates in, and the routes of elimination from the
body. For example, 90Sr and 226Ra substitute for calcium and
accumulate on the surfaces of bones. They have long biological
half-lives (50 years) because they are recycled within the skel-
etal system. In young children, they are incorporated into
growing bone where they can irradiate both the bone cells
and bone marrow. High exposures can lead to bone cancer
and cancers of the blood such as leukemia.

The total dose D can be directly related to health risk;
it is expressed as

D ¼ D0 " Teff= ln 2

where D0 is the dose at time 0, Teff is the effective half-life¼
(TrþTb)/(Tr"Tb), where Tr is the radiologic half-life and Tb is
the biological half-life.

Dosimetry and Environmental Exposure

External and internal exposure pathways are important for
human health effects. External exposure occurs from radiation
sources outside the body such as soil particles on the ground
surface, in surface water, and from particles dispersed in the
air. It is most important for gamma radiation that has high

penetrating potential; however, except for large doses, most of
the radiation will pass through the body without causing
significant damage. External exposure is less important for
beta and alpha radiation, which are less penetrating and will
deposit their energy primarily on the outer layer of the skin.

Internal exposures of alpha and beta particles are important
for ingested and inhaled radionuclides. Dosimetry models are
used to estimate the dose from internally deposited radioactive
particles. The amount and mode of entry of radionuclides into
the body, the movement and retention of radionuclides within
various parts of the body, and the amount of energy absorbed
by the tissues from radioactive decay are all factors in the
computed dose (NAS, 1988a,b, 2006). The penetrating power
of alpha radiation is low; therefore, most of the energy from
alpha decay is absorbed in a relatively small volume in the gut
or lungs surrounding an ingested or inhaled particle. The
chance that damage to DNA or other cellular material will
occur and the associated human health risk is higher for radio-
active contamination composed of alpha emitters than for the
other forms of radioactive contamination.

Ingestion of radioactive materials is most likely to occur
from contaminated foodstuffs or water or eventual ingestion of
inhaled compounds initially deposited in the lung. Ingestion
of radioactive material may result in toxic effects as a result of
either absorption of the radionuclide or irradiation of the
gastrointestinal tract during passage through the tract, or a
combination of both. The fraction of a radioactive material
absorbed from the gastrointestinal tract is variable, depending
on the specific element, the physical and chemical form of the
material ingested, diet, as well as some other metabolic and
physiological factors. The absorption of some elements is
influenced by age, usually with higher absorption in the very
young.

The inhalation route of exposure has long been recognized
as being a major portal of entry for both nonradioactive and
radioactive materials. The deposition of particles within the
lung is largely dependent upon the size of the particles being
inhaled. The retention of the particle in the lung depends on
the location of deposition, in addition to the physical and
chemical properties of the particles. Pulmonary clearance
counteracts pulmonary retention. There are three distinct
mechanisms of clearance that operate simultaneously. Ciliary
clearance involves (escalator-like) movement of particles by
rhythmic beating of hair-like cells on the surface of the upper
respiratory tract. The second and third mechanisms (phagocy-
tosis and absorption) act mainly in the deep respiratory tract.
Phagocytosis is the engulfing of foreign bodies by alveolar
macrophages and their subsequent removal by ciliary clearance
or by entrance into the lymphatic system. Some inhaled
soluble particles are absorbed into the blood and translocated
to other organs and tissues.

Linear Nonthreshold Dose–Response Curve

There is considerable controversy over the shape of the dose–
response curve at the chronic low-dose levels important
for environmental contamination (see, e.g., Cohen, 1995;
Tubiana and Aurengo, 2006; Tubiana et al., 2006). Proposed
models include linear models, nonlinear (quadratic) models,
and threshold models. Because risks at low dose must be
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extrapolated from available data at high doses, the shape of the
dose–response curve has important implications for the
environmental regulations used to protect the general public.
Detailed description of dosimetry models can be found in
Cember (1996), BEIR IV (NAS, 1988a), Harley (2001), and
BEIR VII (NAS, 2006).

The linear quadratic model is the most general model for
description of the relation between low-dose exposure to
ionizing radiation and the incidence of cancers. However, the
BEIR VII committee endorsed the use of the LNT model for
solid cancers and the linear-quadratic mode for leukemia. The
committee viewed the LNT as a computationally convenient
starting point; however, actual risk estimates modify this sim-
plified model by using a dose and dose-rate effectiveness factor
(DDREF). This factor has been developed to account for the
fact that the lower the dose rate, the lower the health effect
because the tissues can repair damage if the dose rate is low
enough. A correction factor must thus be applied to avoid
overconservatism in radiological regulations. The value of the
DDREF has varied widely (from 2 to 10) over the last few years;
BEIR VII suggests a DDREF of 2.5 (NAS, 2006).

BEIR VII concludes that the LNT should continue to be the
basis for estimating health risks of exposure to ionizing radia-
tion because no threshold has been identified and existing data
are consistent with the LNT. The application of the LNT to
cancer prediction and particularly to such predictions from
collective dose estimates has been challenged recently by the
Academie des Sciences and Academie Nationale deMedicine of
France (Tubiana et al., 2006, 2008). This challenge is based on
several grounds: (1) neither epidemiological studies nor exper-
imental studies have shown evidence of carcinogenic effects at
doses below 100 mSv and (2) the assumption that, the likeli-
hood that radiation-induced DNA damage will lead to cancer is
independent of dose and dose-rate, has not been verified by ra-
diobiologic studies. In fact, recent data and modern theories of
carcinogenesis suggest that the microenvironment of a cell will
provide a number of processes that will mitigate the effects of
the damage. These include DNA repair mechanisms as well as
programmed death of damaged cells before they can replicate
and pass on the mutation to descendants. These objections to
the LNT are based on the examination of a number of studies,
also reviewed in BEIR VII (Tubiana and Aurengo, 2006) as well
as studies of Chernobyl survivors (Rozhdestvensky, 2004).

Epidemiological Studies of the Effects of Radiation

Many studies of the effects of radiation on human populations
have been carried out. Five large epidemiological studies are
reviewed by Harley (Harley, 2001). These include radium
exposures by radium dial painters, atom bomb survivors,
patients irradiated with x-rays for ankylosing spondylitis and
ringworm (tinea capitis), and uranium miners exposed to
radon. The first four studies examine health effects due to
external exposures of high doses of ionizing radiation. The
BEIR VII report includes summaries of over 130 epidemiolog-
ical studies carried out between 1990 and 2006 (NAS, 2006).
Numerous studies have considered themortality and incidence
of cancer among various occupationally exposed groups in the
medical, manufacturing, nuclear, research, and aviation indus-
tries. Estimates of leukemia and cancer risks are derived from

studies of the workers at the Mayak (Chelyabinsk) site in the
FSU, the UK National Registry of Radiation Workers and the
Three-Country Study (Canada–United Kingdom–United
States) (NAS, 2006). Epidemiological studies of populations
in the FSU exposed to fallout from the 1986 nuclear reactor
explosion at Chernobyl and releases from the Chelyabinsk-65
complex demonstrate the health effects associated with expo-
sure to radioactive iodine, strontium, and cesium as discussed
in Sections 11.6.4.3.3 and 11.6.4.3.4.

The ‘benchmark’ studies establishing the long-term health
effects of LET ionizing radiation are those analyzing survivors
of the Hiroshima and Nagasaki atomic bombings in 1945.
In addition, several studies have examined the risk for different
cancers for populations living in the vicinity of nuclear power
plants. Although the nuclear reactor studies are not used for the
development of dosimetry models as have the other studies,
they are of interest because they are considered relevant to the
debate over the environmental hazards of nuclear power and
its potential link to radioactive contamination in the environ-
ment. These two sets of epidemiological studies are described
in more detail below.

Populations Living Near Nuclear Power Plants

Commercial nuclear power plants release small amounts of
gaseous and liquid radiological effluents into the environment
during normal operations. Environmental monitoring pro-
grams in the US and other countries routinely monitor poten-
tial radioactive air and water emissions from nuclear power
plants. Of particular concern are potential releases of tritium,
iodine-131 and iodine-129, carbon-14, radioactive particles,
and noble gases. Effluent emissions from reactors and other
components of the nuclear fuel cycle in the US are regulated by
10 CFR 50 and 40 CFR 190, respectively. According to the ANS,
civilians living within 50 miles (80 km) of a nuclear power
plant typically receive about 0.01 mrem (0.1 mSv) per year
from the plant and more than 300 mrem anywhere in the US
from natural sources. Additional doses are obtained from
building materials, diet, medical procedures, and so on; the
average dose from all sources is 620 mrem (ANS, 2011).

Over the last three decades, several epidemiological studies
carried out to detect excess cancer deaths in populations living
in the vicinity of nuclear power plants have yielded conflicting
conclusions. An ecological study of risks of 16 types of cancer
in populations living near nuclear facilities in the US was
carried out by the National Cancer Institute (NCI, 1991). No
excess cancer deaths were detected in the populations living in
107 countries containing/near 62 nuclear facilities. In BEIR VII
(NAS, 2006), most of the studies of populations living around
nuclear facilities are ecologic studies, which do not include
individual estimates of radiation dose and therefore cannot
provide an estimate of disease risk. The three case–control
studies reviewed in BEIR VII found no increased risk of disease
associated with radiation exposure.

More recently, a meta-analysis of 17 research papers (Baker
et al. 2007) suggested evidence of elevated leukemia rates
among children living near 136 nuclear facilities in the United
Kingdom, Canada, France, US, Germany, Japan, and Spain.
Elevated leukemia rates among children were also found by
Kaatsch et al. (1998) in a study of residents living near 16
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major nuclear power plants in Germany. However, both of
these studies have been criticized on several methodological
grounds and the results are not consistent with many other
studies that have tended not to show increased cancer rates.
Most recently, the British Committee on Medical Aspects of
Radiation in the Environment (COMARE, 2011) reviewed data
from the United Kingdom, France, Spain, Germany, Japan, and
the US, and concluded that leukemia rates among children
living near power plants in Britain were no higher than control
populations. In addition, the report identified potential causes
for calculated increased cancer rates in other studies that were
due to weaknesses in their methodologies. There is still con-
siderable interest in this topic however. In 2011, NAS began a
multiyear study of the relationship between cancer incidences
and proximity to nuclear power plants (NAS, 2011).

Survivors of Atomic Bomb Blasts at Hiroshima and Nagasaki

Ongoing analyses of epidemiological data describing the
health of survivors of the Nagasaki and Hiroshima atomic
bomb blasts have yielded important data (Douple et al.,
2011; Little, 2009) about the effects of penetrating external
radiations (gamma and neutron). For 63 years scientists in
the Atomic Bomb Casualty Commission and its successor,
the Radiation Effects Research Foundation have been assessing
the long-term health effects in a population of approximately
200000 survivors of the atomic bombings and in their chil-
dren. A well-defined cohort has been studied longitudinally,
individual radiation doses have been reconstructed, and excess
relative risk (ERR) estimates for radiation-related health effects,
including cancer and noncancer effects have been obtained.
The results of the findings are summarized here; the original
articles should be consulted for references to the supporting
studies.

The studies include mortality and cancer incidence of a
fixed sample of about 120000 atomic-bomb survivors and
control subjects (Life Span Study (LSS)), a cohort of in utero-
exposed people and controls and another cohort of children of
exposed and nonexposed parents who were conceived after the
bombs. Because the direct atomic-bomb doses are from pene-
trating radiations arising from a large, localized source, it is
possible to calculate doses systematically as a function of dis-
tance from the hypocenter, external shielding (buildings and
terrain), and body self-shielding. Some survivors received
nearly lethal large whole-body radiation doses (>2 Gy); how-
ever, the dose distribution is skewed toward the lower doses
and the mean dose in the exposed LSS who received doses
>0.005 Gy is about 0.2 Gy. Health effects studied included
leukemia, solid cancers, chronic (noninfectious) diseases, and
mutations and heritable DNA damage in offspring.

Over the course of the 63-year study of the LSS, excess
leukemia deaths became the first major radiation-associated
long-term health effect observed in the early 1950s, and were
followed by solid-cancer deaths soon afterward. Noncancer
disease deaths due to radiation became apparent in the mid-
1960s. By 2002, there were 315 leukemia deaths in the LSS
cohort and 98 (45%) of these are estimated to be excess deaths
attributable to radiation exposure among the survivors exposed
to >0.005 Gy. The proportion increases with increasing dose
and reaches about 86% among those exposed to doses >1 Gy.

The radiation-related risk is strongly modified by age and time
after exposure; the higher excess deaths in the earlier years
among those exposed at a young age is followed by a rapid
decline with time. The shape of the curve for leukemias as a
function of bone marrow dose is nonlinear, with an upward
curvature in the range of 0–3 Gy and is different from the linear
one seen for solid cancers.

The attributable fraction of all of the solid cancers among
survivors exposed to >0.005 Gy (mean 0.21 Gy) was 11% and
it increases with increasing dose to 48% among those who
received at least 1 Gy. Unlike leukemia, the radiation-related
risks for solid cancers typically show a gradual increase starting
several years after the bombings. Health effects attributable to
radiation exposure are described in terms of the excess absolute
risk or rate (EAR) and the ERR. (The EAR is the rate of occur-
rence of disease between an exposed population and a compa-
rable population with no exposure and is a measure of the
absolute size of the effect. The ERR is the ratio of the EAR to the
occurrence rate in the nonexposed comparison population; it
is a measure of the strength of the effect of exposure and may
have biological significance.) For solid cancers, the highest
ERRs (>0.8, or >80%Gy$1) are found for bladder, female
breast, and lung cancers, and relatively high (0.5–0.8, or
50–80%Gy$1) for cancers of the brain/central nervous system,
ovary, thyroid, colon, and esophagus. The pattern of radiation-
related risk for solid cancers as a group is approximately
observed for most individual cancer sites. Other important
results of this analysis include (1) both the ERR and EAR
estimates for solid cancers are about 50% higher for women
than for men, and (2) the ERR for people exposed to the
bombs at a younger age is higher than those exposed at an
older age (about twice as high after exposure at age 10 than at
age 40). These data were used in BEIR VII (NAS, 2006). The
analyses used the linearity of the dose–response curve for solid
cancers and the quadratic response for leukemia to estimate
that if a US population of 100 people were exposed to an
acutely delivered dose of 0.1 Gy, there would be only about
one person with cancer attributable to the radiation exposure,
whereas 42 people would have been diagnosed as having
cancer from other unknown sources.

Studies of 3300 individuals who were in their mother’s
womb at the time of exposure indicate that in utero exposure
does not lead to greater adult cancer risk than childhood
exposure does; however, an increase in mental retardation
was observed. A study of 77000 women was carried out to
determine if radiation exposure would result in genetic effects
in children of the survivors. No evidence of adverse pregnancy
outcomes (congenital malformations, still births, and perinatal
deaths within 1 week after birth) was observed and no effects
of parental exposure have been observed in molecular genetic
studies.

Regulating Radionuclide Releases to the Environment and
Exposures to the Public

Federal regulations (e.g., 10 CFR Parts 20, 50, 61, 71), the
Interagency Steering Committee on Radiation Standards, the
NRC Committee in the BEIR Committee, and the National and
International Commission on Radiological Protection (ICRP)
and the National Council on Radiation Protection and
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Measurements (NCRP) are the main sources of information
estimating radiological health effects. The BEIR IV report (NAS,
1998) addressed the health risks of internally deposited alpha
emitters (Rn, Po, Ra, Th, U, and Pu). Major emphasis is given
to assessing the lung cancer risk associated with radon
exposure. The BEIR V report addresses risk estimates for expo-
sure to low-level ionizing radiation and much of its assessment
is based on epidemiological data from the aforementioned
exposed populations (e.g., survivors of the Hiroshima and
Nagasaki atomic bombs, medical used of radiation, subjects
who have had medical radiation treatments, etc.). In 2006, the
NRC of the NAS published Health Risks from Exposure to Low
Levels of Ionizing Radiation BEIR VII Phase 2 (BEIR VII), which
primarily addresses cancer and genetic risks from low doses of
low-LET radiation based on additional clinical and epidemio-
logical data.

Regulations of acceptable exposure to radionuclides in the
US are based on estimates of the probability of radiogenic
cancer mortality (fatal cancers) or morbidity (fatal plus non-
fatal cancers) per unit activity of a given radionuclide inhaled
or ingested, for internal exposure, or per unit time-integrated
activity concentration in air or soil, for external exposure.
Radionuclide slope factors (risk coefficients for total cancer
morbidity) are calculated for each radionuclide individually,
based on its metabolic, chemical, and radioactive properties
(EPA, 1999d) (Federal Guidance Report No. 13). Risk coeffi-
cients derived in Federal Guidance Report No. 13, are used to
calculate the slope factors and take into account the age- and
gender-dependence of radionuclide intake, metabolism, do-
simetry, radiogenic risk, and competing causes of death in
estimating the cancer risk from low-level exposures to radio-
nuclides in the environment. When combined with site-
specific media concentration data and appropriate exposure
assumptions, slope factors can be used to estimate lifetime
cancer risks to members of the general population due to
radionuclide exposures.

US Regulations

A large number of Federal regulations and recommendations
establish ‘permissible’ radiation exposures to the general public
and workers based on the above references. The USEPA issues
legally binding Radiation Protection Guides (RPG). Other reg-
ulatory agencies such as the US NRC then issue regulations that
are consistent with these RPGs. EPA regulations are published
in Title 40, Code of Federal Regulations (e.g., 40CFR Parts 141,
190, 191, 192, 194, and 197). USNRC regulations are pub-
lished in Title 10, Code of Federal Regulations (e.g., 10CFR Parts
20, 50, 61) (USNRC, 2011). Current US regulations limit whole
body dose exposures (internalþexternal exposures) of radio-
logical workers to 0.05 Sv year$1 (5 rem year$1). The EPA stan-
dards for nuclear waste repositories (40CFR191, 40CFR197)
seek to limit exposures from all exposure pathways for the
reasonably maximally exposed individual living 18 km from a
nuclear waste repository to 0.15 mSv year$1 (15 mrem year$1)
(Federal Register, February 22, 2001). EPA’s regulations in 40
CFR 192 establish standards for protection of the public
health, safety, and environment from radiological and non-
radiological hazards associated with uranium ore processing,
and disposal of resulting waste materials (USEPA, 2013). EPA

also sets environmental standards for uranium extraction facil-
ities under the Clean Air Act, Safe Drinking Water Act, and
Clean Water Act. Radionuclides in drinking water are
regulated under Radionuclides Rule 66 FR 76708 (December
7, 2000) Vol. 65, No. 236; under theNational PrimaryDrinking
Water Regulations (EPA, 2000c).

European Regulations

The World Health Organization (WHO) defines guidance
levels for several radionuclides in drinking water (artificial and
natural) below which no adverse radiological health effects
are expected from the consumption of drinking water. These
activities correspond to a committed effective dose below
0.1 mSv year$1. For radon, the WHO guidelines recommend
that controls should be implemented if the radon concentration
of drinking water for public water supplies exceeds 100 Bq l$1.
The WHO recommends a guidance level of 15 mg l$1 natural
uranium (corresponding to a 238U activity concentration of
0.19 Bq l$1) in the drinking water guidelines (WHO, 2004).

The European Drinking Water Directive 98/83/EC
(European Commission, 1998) establishes standards for radio-
activity in drinking water. A total indicative dose (the effective
dose from radionuclides in drinking water except 3H, 40K,
radon, and radon progenies) of 0.1 mSv year$1 is allowed.
Radon and the radon progenies are excluded from the Euro-
pean directive; however, the European Commission (2001)
recommends that if 222Rn activity concentrations are above
1000 Bq l$1, treatment measures are justified. The dose contri-
butions of 210Po and 210Pb may dominate the dose contri-
butions of the radium isotopes (Gruber and Maringer, 2010).
For the radon progenies, the Commission recommends
that 210Pb and 210Po activities above 0.2 and 0.1 Bq l$1 res-
pectively, are considered cause for concern (European
Commission, 2001).

Appendix B Health Effects of Uranium

The health hazards associated with uranium are dependent on
its radioactivity as well as upon its chemical and physical form,
route of intake, and level of enrichment. The chemical form of
uranium determines its solubility and, thus transportability in
body fluids, as well as retention in the body and various
organs. Uranium’s chemical toxicity is the principal health
concern, because soluble uranium compounds cause heavy
metal damage to renal tissue. The radiological hazards of ura-
nium may be a primary concern when inhaled, enriched, and
insoluble uranium compounds are retained long term in the
lungs and associated lymphatics. The health effects of uranium
are associated with uranium itself as well as its radioactive
progeny, primarily radium and its decay products. The chem-
ical and radiological effects of uranium are discussed in this
section; radium and its progeny were discussed previously in
Section 11.6.4.1.5.

Absorption

Absorption of uranium from the lungs or digestive track is
typically low and depends on solubility of the specific
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compound. Generally, hexavalent uranium forms relatively
soluble compounds and is adsorbed more readily than tetrava-
lent uranium, which forms relatively insoluble compounds.
Uranium can be absorbed through the skin; water-soluble ura-
nium compounds are the most easily absorbed. Most of the
uranium in the body leaves the body in the urine and feces.

Ingested uranium is less toxic than inhaled uranium, which
may be partly due to the relatively low gastrointestinal absorp-
tion of uranium compounds. Estimates of the fraction of
ingested uranium absorbed in the gastrointestinal tract in
adults range from 0.1 to 6% depending on the solubility of
the uranium compound (ATSDR, 2011; Weir, 2004). Typical
absorption is 0.2% for insoluble compounds and 2% for sol-
uble hexavalent compounds (ICRP, 1995, 1996). The results of
animal studies suggest that very young animals can absorb
greater quantities of uranium. The intestines of most young
animals and human babies are more permeable than that of
adults because infants must absorb immunity factors, such as
antibodies, from the mother’s milk (Brugge et al., 2005).

The deposition of inhalable uranium dust particles in the
lungs depends on the particle size, and its absorption depends
on its solubility in biological fluids (ICRP, 1996). Inhaled
uranium compounds are adsorbed in the respiratory tract via
transfer across cell membranes. Estimates of systemic absorp-
tion from inhaled uranium-containing dusts in occupational
settings based on urinary excretion of uranium range from 0.76
to 5% (ATSDR, 2011).

Distribution

Absorbed uranium rapidly enters the bloodstream and com-
plexes with citrate, bicarbonates, and protein in plasma. In
body fluids, tetravalent uranium will oxidize to form uranyl
ion (UO2

2þ). Dominant species are diffusible UO2HCO3
þ in

equilibrium with a nondiffusible uranyl albumin complex.
Under alkaline conditions, UO2HCO3

þis stable and is ex-
creted. When the pH drops, the complex dissociates and
binds to the cellular proteins in the tubular wall of the kidney
(Weir, 2004). Approximately 67% of uranium in the blood is
filtered in the kidneys and leaves the body in urine within 24 h;
the remainder distributes to tissues, primarily the bone, liver,
and kidney. In the animal and human skeletons, the uranyl ion
replaces calcium in the hydroxyapatite complex of the solid
bone (Landa, 2004; Weir, 2004). The retention half-times for
uranium in bone is 11 days and 2–6 days in the kidney.
Inhaled insoluble compounds deposited in the deep respira-
tory tract accumulate in the lungs and pulmonary lymph
nodes. The human body burden of uranium is approximately
90 mg; with 66% of this total in the skeleton, 16% in the liver,
8% in the kidneys, and 10% in other tissues (ATSDR, 2011).

Toxicity

Results of experimental animal studies suggest that the more
soluble uranium compounds (uranium hexafluoride, uranium
tetrachloride, uranyl fluoride, uranyl nitrate) have the highest
renal toxicity, followed by the less-soluble compounds (ammo-
nium diuranate, sodium diuranate, uranium tetrafluoride) and
the insoluble uranium compounds (uranium dioxide, uranium
trioxide, uranium peroxide, triuranium octaoxide). Data from

inhalation studies with animals suggest that soluble compounds
are at least five timesmore toxic than insoluble compounds. The
difference in toxicity is owing to the easier absorption of soluble
compounds from the lung or gastrointestinal tract into the
blood and distribution to other tissues (ATSDR, 2011; Tannen-
baum et al., 1951). Regardless of the exposure duration or route,
the animal data provide strong evidence that kidney damage is
the principal toxic effect of uranium.

Uranium can damage the kidneys by any route of exposure
as long as the uranium enters the blood. Several mechanisms
for renal toxicity have been proposed. In the kidneys, uranium
is released from the bicarbonate complex and complexes with
phosphate ligands and proteins, whichmay damage the wall of
the proximal tubule. Alternatively, uranium may inhibit both
sodium transport-dependent and -independent ATP utilization
and mitochondrial oxidative phosphorylation (Brady et al.,
1989). In addition, cellular necrosis caused by high-LET
alpha radiation emitted by uranium radioisotopes may con-
tribute to the nephrotoxocity. Finally, increased susceptibility
to osteoporosis could result as calcium leaking into the urine
can cause a negative calcium balance (Zamora et al., 1998).

The Agency for Toxic Substances and Disease Registry
(ATSDR, 2011) summarizes other noncancer health effects
including respiratory, reproductive, developmental, and neu-
rological effects associated with exposure to uranium by inges-
tion and inhalation; the information below is summarized
from that source. Animal studies suggest that if inhaled,
chronic exposure to insoluble uranium compounds can dam-
age the respiratory tract. In studies of uranium miners exposed
to airborne uranium dust, however, most of the reported non-
cancerous respiratory diseases were consistent with toxicity of
inhalable dust particles other than uranium, such as silica. In
general, adverse neurological effects have not been observed in
studies of uranium workers, although tests to detect subtle
neurological alterations were not conducted. Gulf War veterans
exposed to depleted uranium sometimes showed poorer
performance on neurological tests but the effects were not
consistently observed.

Available data regarding reproductive and developmental
effects of uranium in humans and animals are summarized by
ATSDR (2011). No data describing human developmental
effects from either inhalation or oral exposure were found. Ani-
mal studies suggest that oral uranium exposure at relatively high
doses will affect reproductive and hormonal systems. Studies of
inhalation exposure of uranium miners, millers, and processors
indicated that male uraniumminers had more first-born female
children than expected, suggesting that uranium alpha radiation
damaged the y-chromosomes of the miners. However, the
associations were considered equivocal by the ATSDR; the
workers were also exposed to 222Rn, chlorine, hydrofluoric
acid, lead sulfate, nickel, nitric acid and nitrogen oxides, silicon
dioxide, and sulfuric acid (ATSDR, 2011).

Carcinogencity

Ingested and inhaled uranium are potentially carcinogenic
because of the alpha radiation emitted by several of its iso-
topes. However, evidence linking human exposure to uranium
and cancer has not been found. Although studies of uranium
miners has shown a higher-than-expected rates of death from
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lung cancer; the radiological effects of the progeny of uranium
(radon and its decay products) and the miner’s smoking habits
are the likely causes. Uranium is assumed to be potentially
carcinogenic by the National Institute for Occupational Safety
and Health (NIOSH); however, based on animal studies, the
mass equivalents for natural and depleted uranium for poten-
tial radiological effects are 3600 and 76500 times higher,
respectively, than the recommended short-term occupational
exposure limits (ATSDR, 2011; NIOSH, 1997). Thus, as de-
scribed below, theMRLs for chemical effects adequately protect
against the possible radiotoxicity of natural and depleted
uranium. Neither the International Agency for Research on
Cancer, the USEPA, nor US Department of Human and Health
Services have classified uranium as to its carcinogenicity
(ATSDR, 2011; IRIS, 2011).

According to the NAS, bone sarcoma is the most likely cancer
from oral exposure to uranium, in particular highly enriched
uranium (NAS, 1988a). However, the NAS concluded that expo-
sure to natural uraniummayhavenomeasurable effect. The BEIR
IV report estimated a lifetime risk of excess bone sarcomas per
million people of 1.5 if soluble uranium isotopes were ingested
at a constant daily rate of 1 pCi day$1 (0.037 Bq day$1). The
number of bone sarcomas that occur naturally in a population
of a million people is 750, thus the effect would likely be not
measureable (see also Mays et al., 1985).

Environmental Health Regulations

Uranium-related health regulations are based on its chemical
toxicity, primarily, nephrotoxicity, which varies according to
solubility of the adsorbed uranium compound. Naturally oc-
curring isotopic mixtures have low specific activities. The
United Nations Scientific Committee on the Effects of Atomic
Radiation (UNSCEAR) has considered that exposure limits for
uranium in food and drinking water should be based on the
chemical toxicity partly because radiological toxicity has not
been observed in either humans or animals (UNSCEAR, 1993;
Wrenn et al., 1985). However, few data linking chronic low-
level exposures and health effects exist; this has implications
for environmental regulations as discussed below.

Epidemiological and experimental animal studies are used
to determine levels of exposure associated with subtle health
effects in humans or animals (lowest observed adverse-effect
level, LOAELs) or exposure levels below which no adverse
effects (no-observed adverse-effect level, NOAELs) have been
observed. Estimates of levels posing minimal risk to humans
(MRLs) are based on the results of these experimental studies by
reducing them by numerical safety factors that attempt to ac-
count for uncertainties associated with extrapolating the results
from animal studies to humans, human variability, and other
conservative assumptions. In some cases, other reference values
for exposure limits such as Reference Doses (RfD) are derived
from Benchmark Doses and associated confidence limits. For
more details, see standard references on environmental health
risk assessment such as ATSDR reports (ATSDR, 2011 and cited
references), Klaassen (2001), and Chapter 11.1.

An MRL is defined as an estimate of daily human exposure
to a substance that is likely to be without an appreciable risk of
adverse effects (noncarcinogenic) over a specified duration of
exposure. The MRLs are defined in terms of three exposure

periods: acute (14 days or less), intermediate (15–364 days),
and chronic (365 days or more). Separate MRLs have been
derived for the effects from inhalation and oral exposure to
uranium; however, several MRLs are not defined because reli-
able and sufficient data do not exist to identify the target
organ(s) of effect or the most sensitive health effect(s) for a
specific duration within a given route of exposure.

Available data provide evidence that the gastrointestinal
tract, kidney, and developing organisms are target of uranium
toxicity following acute oral exposure. Longer duration oral
studies and inhalation studies identify the kidney as the most
sensitive target of toxicity. However, no studies in laboratory
animals examining the chronic toxicity of ingested uranium
were identified by the ATSDR (2011). Therefore, owing to the
additional uncertainty associated with limitations in the epi-
demiology studies examining both mortality (due to cancer)
and morbidity (primarily nephrotoxicity), a chronic-duration
oral MRL was not derived. Other agencies have derived other
estimates of safe levels of uranium exposure. EPA derived an
RfD of 0.003 mg kg$1 day$1 for uranium based on a LOAEL of
2.8 mg kg$1 day$1 for from animal studies and an uncertainty
factor of 1000 (10 for the use of a LOAEL, 10 for intraspecies
variability, and 10 for interspecies variability) (IRIS, 2011).

There has been considerable debate whether the current
health standards set by the US EPA are sufficiently protective
of human health (see, e.g., Brugge et al., 2005). Considering
the safety factors for species and individual variation, the in-
gestion LOAEL corresponds to the daily consumption set by
the WHO Drinking Water Standard at 0.002 mg l$1; however,
based on cost-benefit considerations, the MCL set by the US
EPA in 2003 is 0.03 mg l$1. The 2003 ruling for drinking water
applies only to community water systems (CWS) and it was
estimated that approximately 500 CWS would have to treat
naturally occuring uranium. Further research is likely to be
carried out, with particular attention on routes of exposure in
communities near uranium sites, on the impact of uranium on
indigenous populations, on the combined exposures of con-
taminant mixtures present at many uranium mining, milling
and waste sites, on human developmental defects, and on
health effects such as immune response at or below established
exposure standards.
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Uranium Mining. The Workbook 22(2): 52–62.

EPA (1985) Drinking Water Criteria Document for Uranium. Washington, DC: U.S.
Environmental Protection Agency.

EPA (1996) Title 40 – CFR Part 194 – Criteria for the certification and re-certification of
the Waste Isoloation Pilot Plant’s compliance with the Title 40 – CFR Part 191 –
Disposal regulations; final rule. Federal Register 61(28).

EPA (1999a) The Kd Model Methods of Measurement and Application of
Chemical Reaction Codes. Understanding Variation in Partition Coefficient, Kd,
values, vol. 1. Washington, DC: Office of Air and Radiation, U.S. Environmental
Protection Agency.

EPA (1999b) Review of Geochemistry and Available Kd Values for Cadmium, Cesium,
Chromium, Lead, Plutonium, Radon, Strontium, Thorium, Tritium (3H) and
Uranium. Understanding Variation in Partition Coefficient, Kd, values, vol. 2.
Washington, DC: Office of Air and Radiation, U.S. Environmental Protection Agency.

EPA (1999c) Field Applications of In Situ Remediation Technologies: Permeable
Reactive Barriers. Washington, DC: U.S. Environmental Protection Agency.

EPA (1999d) Cancer Risk Coefficients for Environmental Exposure to Radionuclides.
Washington, DC: U.S. Environmental Protection Agency (PDF), EPA 402-R-99-001.

EPA (2000a) National Primary Drinking Water Regulations; Radionuclides; Notice of
Data Availability; Proposed Rule, 40 CFR Parts 141 and 142, pp. 21576–21628.
U.S. Environmental Protection Agency (EPA 815-2-00-003).

EPA (2000b) Field Demonstration of Permeable Reactive Barriers to Remove Dissolved
Uranium from Groundwater, Fry Canyon, Utah. Washington, DC: U.S.
Environmental Protection Agency.

EPA (2000c) CFR Parts 9, 141, and 142 (December 7, 2000). National primary drinking
water regulations: Radionuclides: Final rule. Federal Register 65(236): 76708.

EPA (2001) Title 40 – CFR Part 197 – Public health and environmental radiation
protection standards for Yucca Mountain, NV; final rule. Federal Register 66(114):
32074–32135.

EPA (2003) Assessment of Risks from Radon in Homes. Washington, DC: U.S.
Environmental Protection Agency (EPA 402-R-03-003).

EPA (2007) Monitored Natural Attenuation of Inorganic Contaminants in Groundwater.
vol. 1. Technical Basis for Assessment: Ada, OK: National Risk Management
Research Laboratory, Groundwater and Ecosystems Restoration Division (EPA/600/
R-07/139).

EPA (2010) Monitored Natural Attenuation of Inorganic Contaminants in Groundwater.
Assessment for Radionuclides Including Tritium, Radon, Strontium, Technetium,
Uranium, Iodine, Radium, Thorium, Cesium, and Plutonium-Americium, vol. 3.
Cincinnati, OH: National Risk Management Research Laboratory, Office of Research
and Development, U.S. Environmental Protection Agency.

EPA (2011a) Title 40 – CFR Part 192 – Health and environmental protection standards
for uranium and thorium mill tailings and uranium In situ leaching processing
facilities. Federal Register.

Erickson KL (1983) Approximations for adapting porous media radionuclide transport
models to analysis of transport in jointed porous rocks. In: Brookins D (ed.)
Scientific Basis for Nuclear Waste Management, vol. 6, pp. 473–480. Amsterdam:
North-Holland.

Eriksen TE, Ndalamba P, Bruno J, and Caceci M (1992) The solubility of TcO2*H2O in
neutral to alkaline solutions under constant pCO2. Radiochimica Acta 58/59: 67–70.

Erskine DW and Ardito C (2008) Finding benchmarks at uranium mine sites. Southwest
Hydrology 7(6): 24–25, 34.

European Commission (1998) Council Directive 98/83/EC of 3 November 1998
on the quality of water intended for human consumption. Official Journal
330: 32–54.

European Commission (2001) Commission recommendation of 20 December 2001 on
the protection of the public against exposure to radon in drinking water supplies.
2001/982/Euratom, L344/85.

Evans CV, Morton LS, and Harbottle G (1997) Pedologic assessment of radionuclide
distributions: Use of a radiopedogenic index. Soil Science Society of American
Journal 61: 1440–1449.

Ewing RC (1999) Radioactivity and the 20th century. Reviews in Mineralogy and
Geochemistry 38(1): 1–21.

Fanghänel T and Kim JI (1998) Spectroscopic evaluation of thermodynamics of trivalent
actinides in brines. Journal of Alloys and Compounds 271–273: 728–737.

246 Radioactivity, Geochemistry, and Health

http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0735
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0735
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0740
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0740
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0740
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0745
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0745
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0750
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0750
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0750
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0750
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0755
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0755
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0755
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0760
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0760
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0760
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0765
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0765
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0765
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0770
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0770
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0775
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0775
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0780
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0780
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0785
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0785
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0785
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0790
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0790
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0795
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0795
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0795
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0800
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0800
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0800
http://www.hanford.gov/?page=1105
http://www.hanford.gov/?page=1105
http://www.hanford.gov/?page=1105
http://www.lm.doe.gov/pro_doc/guidance_reports.htm
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0805
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0805
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0805
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0805
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0805
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0805
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0805
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0805
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0810
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0810
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0810
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0810
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0810
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0810
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0810
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0815
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0815
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0820
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0820
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0820
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0825
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0825
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0825
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0830
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0830
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0830
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0830
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0835
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0835
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0835
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0835
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0840
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0840
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0845
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0845
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0850
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0850
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0850
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0855
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0855
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0855
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0860
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0860
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0865
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0865
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0870
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0870
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0875
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0875
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0875
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0880
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0880
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0880
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0880
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0880
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0880
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0885
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0885
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0885
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0885
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0885
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0885
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0885
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0890
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0890
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0895
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0895
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0900
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0900
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0900
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0905
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0905
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0905
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0910
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0910
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0915
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0915
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0915
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0920
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0920
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0925
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0925
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0925
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0925
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0930
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0930
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0930
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0930
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0930
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0935
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0935
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0935
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0940
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0940
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0940
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0940
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0945
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0945
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0945
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0945
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0945
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0950
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0950
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0955
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0955
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0955
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0960
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0960
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0960
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0965
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0965
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0970
http://refhub.elsevier.com/B978-0-08-095975-7.00906-2/rf0970


Fein JB, Daughney J, Yee N, and Davis TA (1997) A chemical equilibrium model for the
sorpotion onto bacterial surfaces. Geochimica et Cosmochimica Acta 61(16):
3319–3328.

Fellhauer D, Neck V, Altmaier M, Lutzenkirchen J, and Fanghanel T (2010) Solubility of
tetravalent actinides in alkaline CaCl2 solutions and formation of Ca4[An(OH)8]

4þ

complexes: A study of Np(IV) and Pu(IV) under reducing conditions and the
systematic trend in the An(IV) series. Radiochimica Acta 98(9–11): 541–548.

Felmy AR, Dhanpat R, Schramke JA, and Ryan JL (1989) The solubility of plutonium
hydroxide in dilute solution and in high-ionic-strength chloride brines.
Radiochimica Acta 48: 29–35.

Felmy AR, Rai D, and Fulton RW (1990) The solubility of amohco3(C) and the aqueous
thermodynamics of the system Naþ–Am3þ–HCO3

$–CO3
2$–OH$–H2O.

Radiochimica Acta 50(4): 193–204.
Felmy AR, Rai D, and Mason MJ (1991) The solubility of hydrous thorium(IV) oxide in

chloride media: Development of an aqueous ion-interaction model. Radiochimica
Acta 55(4): 177–185.

Felmy AR and Weare JH (1986) The prediction of borate mineral equilibria in natural
waters: Application to Searles Lake, California. Geochimica et Cosmochimica Acta
50(12): 2771–2783.

Fiedor JN, Bostic WD, Jarabek RJ, and Farrell J (1998) Understanding the mechanism
of uranium removal from groundwater by zero-valent iron using X-ray
photoelectron spectroscopy. Environmental Science & Technology 32(10): 1466–1473.

Fjeld RA and Compton KL (1999) Risk assessment. In: Meyers RA and Dittrick DK (eds.)
Encyclopedia of Environmental Pollution and Cleanup, vol. 2, pp. 1450–1473.
New York, NY: Wiley.

Fjeld RA, Serkiz SM, McGinnis PL, Elci A, and Kaplan DI (2003) Evaluation of a
conceptual model for the subsurface transport of plutonium involving surface
mediated reduction of Pu(V) to Pu(IV). Journal of Contaminant Hydrology
67(1–4): 79–94.

Fleischer RL (1980) Isotopic disequilibrium of uranium: Alpha-recoil damage and
preferential solution effects. Science 207: 979–981.

Focazio MJ, Szabo Z, Kraemer TF et al. (2001) Occurrence of selected radionuclides in
ground water used for drinking water in the United States: A reconnaissance survey,
1998–99. Water Resources Investigations Report 00-4273. U. S. Geological Survey.

Fordham AW (1993) Porewater quality of uranium tailings during laboratory aging and its
relation to the solid phase. Australian Journal of Soil Research 31: 365–390.

Fortin D and Beveridge TJ (1997) Microbial sulfate reduction within sulfidic mine
tailings: Formation of diagenetic Fe sulfides. Geomicrobiology Journal 14: 1–21.

Fowle DA and Fein JB (2000) Experimental measurements of the reversibility of metal-
bacteria adsorption reactions. Chemical Geology 168(1–2): 27–36.

Francis AJ (1994) Microbiological treatment of radioactive wastes. In: Schulz WW and
Horwitz EP (eds.) Chemical Pretreatment of Nuclear Waste for Disposal,
pp. 115–131. New York: Plenum Press.

Francis AJ, Dodge CJ, Gillow JB, and Cline JE (1991) Microbial transformations of
uranium in wastes. Radiochimica Acta 52–53: 311–316.

Friese JI, Douglas M, Buck EC, Clark SB, and Hanson BD (2004) Neptunium(V)
incorporation/sorption with uranium(VI) alteration products. In: Hanchar JM,
StroesGascoyne S, and Browning L (eds.) Scientific Basis for Nuclear Waste
Management XXVIII.Materials Research Society Symposium Proceedings, vol. 824,
pp. 127–132. Warrendale, PA: Materials Research Society.

Fruchter JS, Amonette JE, Cole CR, et al. (1996) In Situ Redox Manipulation field
Injection Test Report – Hanford 100 H Area. Richland, WA: Pacific Northwest
National Laboratory.

Fuger J, Khodakovsky IL, Medvedev VA, and Navratil JD (1990) The Chemical
Thermodynamics of Actinide Elements and Compounds. The Actinide Aqueous
Inorganic Complexes, Part 12. Vienna: International Atomic Energy Agency.

Gabriel U, Gaudet JP, Spandini L, and Charlet L (1998) Reactive transport of uranyl in a
goethite column: An experimental and modelling study. Chemical Geology
151(1–4): 107–128.

Gauglitz R, Holterdorf M, Franke W, and Marx G (1992a) Immobilization of heavy metals
by hydroxylapatite. Radiochimica Acta 58(59): 253–257.

Gauglitz R, Holterdorf M, Franke W, and Marx G (1992b) Immobilization of actinides by
hydroxylapatite. In: Sombret CG (ed.) Scientific Basis for Nuclear Waste
Management XV. Materials Research Society Symposium Proceedings, vol. 257,
pp. 567–573. Pittsburgh, PA: Materials Research Society.

Gerth J (1990) Unit-cell dimensions of pure and trace metal-associated goethites.
Geochimica et Cosmochimica Acta 54(2): 363–371.

Gillow JB, Dunn M, Francis AJ, Lucero DA, and Papenguth HW (2000) The potential for
subterranean microbes in facilitating actinide migration at the Grimsel Test Site
and Waste Isolation Pilot Plant. Radiochimica Acta 88(9–11): 769–774.

Ginder-Vogel M, Stewart B, and Fendorf S (2010) Kinetic and mechanistic constraints
on the oxidation of biogenic uraninite by ferrihydrite. Environmental Science &
Technology 44(1): 163–169.

Goldhaber MB, Reynolds RL, and Rye RO (1978) Origin of a south Texas roll-type
uranium deposit. II. Sulfide petrology and sulfur isotope studies. Economic Geology
73: 1690–1705.

Goldsmith WA and Bolch WE (1970) Clay slurry sorption of carrier-free radiocations.
Journal of the Sanitary Engineering Division of the American Society of Civil
Engineers 96(5): 1115–1127.

Gomez P, Turrero MJ, Moulin V, and Magonthier MC (1992) Characterization of natural
colloids in groundwaters of El Berrocal, Spain. In: Kharaka YK and Maest AS (eds.)
Water–Rock Interaction, pp. 797–800. Rotterdam: Balkema.

Goode DJ and Wilder RJ (1987) Ground-water contamination near a uranium tailings
disposal site in Colorado. Ground Water 25(5): 545–554.

Goyer RA and Clarkson TW (2001) Toxic effects of metals. In: Klaassen CD (ed.)
Casarett and Doull’s Toxicology: The Basic Science of Poisons, 6th edn.,
pp. 811–867. New York: McGraw-Hill.

Grenthe I, Fuger J, Konings RJM, and Lemire RJ (1992) Chemical Thermodynamics of
Uranium. Amsterdam: North-Holland.

Gruber V and Maringer FJ (2010) Public exposure by natural radionuclides in drinking
water – Models for effective dose assessment and implications to guidelines. Third
European IRPA Congress, June 14–18, 2010, Helsinki, Finland, Fontenay-aus-
Roses, France: International Radiation Protection Association.

Gu B, Liang L, Dickey MJ, Yin X, and Dai S (1998) Reductive precipitation of uranium
(VI) by zero-valent iron. Environmental Science & Technology 32(21): 3366–3373.

Gu B and Schultz RK (1991) Anion retention in soil: Possible application to reduce
migration of buried technetium and iodine: A review. U.S. Nuclear Regulatory
Commission, 32.

Guggenheim EA (1966) Applications of Statistical Mechanics. Oxford: Claredon Press.
Guillaumont R and Adloff JP (1992) Behavior of environmental pollution at very low

concentration. Radiochimica Acta 58(59): 53–60.
Guillaumont R, Fanghanel T, and Fuger J, et al. (eds.) (2003) Update on the Chemical

Thermodynamics of Uranium, Neptunium, Plutonium, Americium and Technetium.
Amsterdam: Elsevier.

Haines RI, Owen DG, and Vandergraaf TT (1987) Technetium-iron oxide reactions under
anaerobic conditions: A Fourier transform infrared, FTIR study. Nuclear Journal of
Canada 1: 32–37.

Hammond GE, Lichtner PC, Lu C, and Mills RT (2011) PFLOTRAN: Reactive flow &
transport code for use on laptops to leadership-class supercomputers. In: Zhang F,
Yeh GT, and Parker J (eds.) Groundwater Reactive Transport Models. Oak Park,
IL: Bentham Science.

Han BS and Lee KJ (1997) The effect of bacterial generation on the transport of
radionuclides in porous media. Annals of Nuclear Energy 24(9): 721–734.

Hans J, Burris E, and Gorsuch T (1979) Radioactive waste management at the former
Shiprock Uranium Mill Site New Mexico. Health Physics 37: 811.

Harley NH (2001) Toxic effects of radiation and radioactive materials. In: Klaassen CD
(ed.) Casarett and Doull’s Toxicology, 6th edn., pp. 917–944. New York, NY:
McGraw-Hill.

Hartmann E, Geckeis H, Rabung T, Lutzenkirchen J, and Fanghanel T (2008) Sorption of
radionuclides onto natural clay rocks. Radiochimica Acta 96: 699–707.

Harvie CE, Moller N, and Weare JH (1984) The prediction of mineral solubilities in
natural waters: The Na–K–Mg–Ca–H–Cl–SO4–OH–HCO3–CO3–CO2–H2O system
to high ionic strengths at 25 ,C. Geochimica et Cosmochimica Acta 48(4):
723–751.

Harvie CE and Weare JH (1980) The prediction of mineral solubilities in natural waters:
The Na–K–Mg–Ca–Cl–SO4–H2O system from zero to high concentration at 25 ,C.
Geochimica et Cosmochimica Acta 44(7): 981–997.

Haschke JM (2007) Disproportionation of Pu(IV): A reassessment of kinetic and
equilibrium properties. Journal of Nuclear Materials 362(1): 60–74.

Hiemstra T and Van Riemsdijk WH (1999) Surface structural ion adsorption modeling of
competitive binding of oxyanions by metal (hydr)oxides. Journal of Colloid and
Interface Science 210(1): 182–193.

Hiemstra T and VanRiemsdijk WH (1996) A surface structural approach to ion
adsorption: The charge distribution (CD) model. Journal of Colloid and Interface
Science 179(2): 488–508.

Higgo JJW and Rees LVC (1986) Adsorption of actinides by marine sediments: Effect of
the sediment/seawater ratio on the measured distribution ratio. Environmental
Science & Technology 20: 483–490.

Hobart D (1990) Actinides in the environment. Fifty years with Transuranium Elements,
Robert A. Welch Foundations Conference on Chemical Research, vol. 34, pp.
379–436.

Hodge HC, Stannard JN, and Hursh JB (1973) Uranium, plutonium, and transuranic
elements. In: Handbook of Experimental Pharmacology XXXVI. New York: Springer.
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11.7.1 Introduction

“A Toxic Gumbo-An environmental expert warns residents about the
hazards of returning to New Orleans – now home to a dangerous
brew of toxic chemicals and bacteria” – MSNBC.com coverage of
Hurricane Katrina, September 2005

“Peru volcano spews deadly ash” – National Geographic News,
April 2006

“U.S. Gulf oil spill poses public health threat” – The Nation’s
Health, American Public Health Association, August 2010

“Red Mud’s Health Effects – Toxic Spills: Hungarian accident
may have fewer long-term health effects than initially feared” –
Chemical Engineering News

“Mississippi River floodwater could create long-term toxic
impact” – PBS Newshour, May, 2011

“Cadmium spill threatens drinking water for millions” – Reu-
ters, February, 2012

Natural and human-caused disasters (e.g., earthquakes, vol-
canic eruptions, wildfires, urban fires, landslides, hurricanes,
tsunamis, floods, tornadoes, severe storms, windstorms, indus-
trial spills, terrorist attacks, and armed conflicts) are well rec-
ognized for the substantial acute threats they pose to human
health and safety and for their longer-lasting impacts from
physical injuries and effects on chronic diseases and mental
health (Hogan and Burstein, 2007; Landesman, 2006; Mason
et al., 2010; Miller and Arquilla, 2008). As illustrated by the
above news headlines, disasters can also result in substantial
physical and chemical stresses on the environment, with result-
ing concerns for the health of the affected ecosystems and
humans. Of particular concern are potentially hazardous
materials (HM) (herein called ‘disaster materials,’ or DM)
that can be released into the environment (Cook et al., 2008;
Galea, 2007; Young et al., 2004). The descriptor ‘potentially’ is
necessary because the actual adverse impacts of any given
material will vary as a function of the amount(s) and form(s)
in which it is released, the environment into which it is re-
leased, and other factors.

Once released into the environment, DM respond to and
can be modified by many different physical, geochemical, and
biogeochemical processes. These modifications can strongly
influence the nature and magnitude of their potential environ-
mental, ecological, and related human-health impacts. In
many cases, the potential ecological, environmental, or health
threats are diminished (e.g., contaminants are dispersed or
diluted to nontoxic levels). However, in some cases, new ma-
terials, some of which are transient, can be produced that may
enhance potential environmental and health threats.

Emergency responders have to focus on identifying rapidly
the types and amounts of known specific HM produced by
disasters and whether these materials are present in levels
that pose a significant threat to the ecosystem or human health.
As a result, the HM-focused sampling, characterization, and
interpretation done as part of routine disaster responses may
not fully define the range of materials produced by these
extreme events, how these mixtures of materials behave in the
environment, and how such mixtures and changes may influ-
ence impacts on affected ecosystems and humans.

Our research group at the US Geological Survey (USGS) has
helped assess the environmental and health implications of
materials produced by a variety of natural and anthropogenic
disasters (e.g., Plumlee, 2009). A number of other researchers

have studied some of the same disasters and other disasters for
environmental or human health implications. Using ours and
others’ work, this chapter will summarize environmentally and
toxicologically significant characteristics of a wide range of
materials produced by a variety of disaster types, including
volcanic gas or ash eruptions, landslides and debris flows,
flooding (with a focus on Hurricane Katrina), a mud volcano
eruption, wildfires at the wildland–urban interface, spills of
metal mining or mineral-processing wastes, spills of coal slurry
and coal fly ash (CFA), and building collapse (with a focus on
the World Trade Center (WTC)). Several other important DM
such as major oil spills (e.g., Aguilera et al., 2010; Thibodeaux
et al., 2011), radioactive materials from nuclear accidents (e.g.,
Yoshida and Takahashi, 2012; Chapter 11.6), and releases of
various industrial chemicals (ITE, 1997; NLM, 2012) have been
covered elsewhere in the literature and are not discussed here.
Plumlee et al. (2012) discuss some of these materials in the
context of urban disasters.

This chapter illustrates the important roles that geochemists
and other earth scientists can play in understanding DM and
therefore in assisting in environmental disaster response and
preparedness. These roles include, for example,

• characterizing in detail the physical, chemical, and micro-
bial makeup of DM;

• identifying and discriminating potential multiple sources of
the materials;

• monitoring, mapping, and modeling dispersal and evolu-
tion of the materials in the environment;

• understanding how the materials are modified by environ-
mental processes;

• identifying key characteristics and processes that influence
the materials’ toxicity to exposed humans and ecosystems;

• informing decisions for material handling and disposal
during cleanup;

• estimating shifts away from predisaster environmental
baseline conditions; and

• using geochemical insights learned from past disasters to
help estimate, prepare for, and increase societal resilience to
environmental and related health impacts of future
disasters.

Some examples presented in this chapter show how the
examination of DM for potential environmental or health
hazards can, in some cases, also provide useful insights into
disaster origins and/or processes are also shown.

11.7.2 Potentially Hazardous Materials Produced
by Disasters

Many types of natural and human-caused disasters have been
shown to produce a range of hazardous solid, liquid, gaseous,
aqueous, or biological materials that can, in sufficient
amounts, pose threats to the environment, ecosystems, and
humans (Figure 1, Table 1). Geogenic DM are materials pro-
duced from the earth by natural processes, for example, volca-
nic ash (VA) and gases, windblown dusts containing natural
soil pathogens (such as the soil fungus Coccidioides immitis that
causes valley fever), and smoke and ash released as combustion
by-products by wildland wildfires. Geoanthropogenic DM are
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(a)

(c)

(e)

(b)

(f)

(d)

Figure 1 Photographic examples of materials produced by many different types of disasters or natural hazards. (a) Volcanic ash (VA) from the spring
2009 eruptions of Mount Redoubt, Alaska, United States, caused disruption of daily life in downwind Anchorage and other smaller towns such as Homer
(shown in photograph) (photograph by Dennis Anderson). (b) Natural erosional scar areas with steep, denuded slopes (orange- to pink-colored cliffs in
the background) form from acid-sulfate weathering of iron sulfide-rich hydrothermally altered rocks along the Red River, northern New Mexico. Debris
flows from the scar areas triggered by thunderstorm runoff transport large volumes of weathered and unweathered material to downstream debris fans
(middle ground of photo). The debris flows regularly cross a state highway (foreground) and have caused one fatal car accident (photograph by Geoff
Plumlee). (c) Thick deposits of muddy flood sediments were left behind in an eastern New Orleans suburb following Hurricane Katrina in 2005
(photograph by John Lovelace, USGS). (d) This National Aeronautics and Space Administration (NASA) Moderate Resolution Imaging
Spectroradiometer (MODIS) satellite image from 22 October 2007 shows dust plumes (brown) and smoke plumes (gray) from many wildfires (areas in
red) at the wildland–urban interface in Southern California. Santa Ana winds fanned the fires and carried smoke and dust plumes into Los Angeles,
San Diego, and other southern California cities, where millions of people were exposed to smoke, airfall ash, and dusts. (e) USGS scientists collect
samples of white ash left behind after the Fourmile Canyon wildfire near Boulder, Colorado, United States (photograph by Gregg Swayze, USGS). (f) The
Fourmile Canyon fire burned over 120 houses, from some of which ash and debris could be easily eroded into the local waterways by heavy rainfall
runoff (photograph by Geoff Plumlee). (g) This June 2007 photograph by Handoko Wibowo shows the central vent (indicated by the steam cloud) and
the surrounding mud erupted from the Lusi mud volcano in East Java, Indonesia. The factory and residence buildings flooded by the mud and the
resulting land subsidence can be seen in the background. (h) In 1993, the failure of a siltation dam at the Marcopper open-pit copper mine, Marinduque
Island, Philippines, during a typhoon released large volumes of sulfide mine wastes into the Mogpog River, northwest of the mine. As of 2003, mine
wastes and acid-mine drainage still being released into the Mogpog from Marcopper were dominating the water and sediment loads in the small
watershed, with the net result a river having little or no aquatic life. The river waters at the location in this photo were light blue due to the high levels of
copper and were precipitating orange iron hydroxysulfates in the stream bed (photograph by Mark Logsdon). (i) The spring 1996 failure of a tailings
impoundment at Marcopper released an estimated 1.5 million m3 of pyritic tailings southward into the Makulapnit and Boac rivers. Tailings deposited in
the riverbed had turned acid-generating due to sulfide oxidation, were well cemented by soluble salts formed by evaporation of acid waters in the tailings,
and formed a prominent cliff that was incised by the river. By 2003, the tailings in this view were buried by and commingled with the unmineralized
sediments deposited during typhoons (photograph by Geoff Plumlee). (j) This photograph, taken in early 2011, shows the inside of a house flooded in
fall 2010 by the red mud spill from the bauxite-processing plant at Ajka, Hungary. The high-water mark of the flood is apparent on the walls, and deposits
of the mud are visible on the floor. The high-water mark on the bathtub suggests it was picked up and floated by the flood (photograph by Todd Hoefen).
(k) This photograph, taken in mid-September 2001, shows the view of Ground Zero at the World Trade Center (WTC) from a 31st-floor apartment. Note
the extensive deposits of dust and debris on the roofs and the thick plume of smoke and dust emanating from Ground Zero (photograph by Mark
Rushing). (l) The dust cloud from the WTC building collapses left behind extensive dust and debris deposits, even in multistory buildings where the
windows were left open by the evacuating residents (photograph by Mark Rushing).

(Continued)
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materials that were derived from the earth but have been
influenced or modified by human activities or transformed
by humans for use in society; these materials have also been
termed ‘naturally occurring, technologically enhanced
materials,’ or NOTEM. These include, for example, slurries
from coal cleaning, coal fly ash, mine wastes or tailings,
crude oil, soils or flood sediments contaminated by anthropo-
genic chemicals, and combustion by-products of wildfires at
the wildland–urban interface. Anthropogenic DM include a
spectrum of materials that are manufactured by humans,
such as industrial or agricultural chemicals, petroleum prod-
ucts, and mineral-processing solutions. They also include
waste products, such as sewage, debris, and smoke/ash by-
products from the combustion of chemicals or buildings.

Many types of disasters can produce complex mixtures of
multiple geogenic, geoanthropogenic, and/or anthropogenic
materials. These mixtures can come either from a single com-
plex source (such as a volcano or the collapse of the WTC
towers) or from many different sources (such as multiple in-
dustrial facility types damaged by a flood or an earthquake).

For some disasters, mitigation or remediation treatments
add more types of materials into the environment. For exam-
ple, mitigation of oil spills in the surface water environment,
such as the 2010 Deepwater Horizon oil spill, can involve the
widespread application of chemical dispersants to or the pur-
poseful combustion of spilled oil (Cooney, 2010; Oil Spill
Commission, 2011). As another example, a variety of fire

suppression chemicals are applied on vegetation near burn-
ing wildfires (Calfee and Little, 2003; Crouch et al., 2006;
Kalabokidis, 2000). Although the efficacy and possible geo-
chemical, environmental, ecological, and health consequences
of such treatments have hopefully been extensively evaluated
prior to their application, they nonetheless are often a source
of considerable environmental and toxicological uncertainty
and debate following disasters where they have been applied.

11.7.3 Medical Geochemistry – A Review and Update

In the previous editions of the Treatise on Geochemistry, Plumlee
and Ziegler (2003, 2007) summarized the aspects of the emerg-
ing discipline ‘medical’ geochemistry, specifically the applica-
tion of geochemical principles and methods to understand the
interactions between body fluids and earth materials and how
these interactions may influence toxicity. This discipline can
also be appropriately termed ‘toxicological geochemistry’
(Plumlee et al., 2006a). The excellent papers in Sahai and
Schoonen (2006) discuss other aspects of medical geochemis-
try and mineralogy, and those in Selinus et al. (2005) discuss
the broader topic of medical geology. In the years since these
publications, there have been many interesting advancements
in medical and toxicological geochemistry, so a short review of
key concepts and recent advancements is presented here, with a
focus on DM.

(g)

(i)

(k)

(h)

(j)

(l)

Figure 1 Continued
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Table 1 Examples of materials produced by different types of disasters

Disaster type Examples Potentially hazardous materials Key changes resulting from
environmental processes

Characteristics of environmental or
environmental health concern

Volcanic gas venting to
atmosphere

Kı̄lauea volcano, Hawaii
(ongoing)

Acidic volcanic gases SO2, HCl, HF, and CO2 Major changes include dispersion,
condensation onto water droplets,
precipitation in solid salts, or sorption onto
solid particulates

Gases are toxic in high levels. Condensates are
acid irritants. Acid rain can leach lead from
metal roofs. Fluoride from dry or wet
deposition of HF can contaminate vegetation
and water supplies

Volcanic degassing
into lakes and
atmosphere

Lake Nyos, Cameroon CO2 and possibly other gases Lake bottom waters become charged with CO2,
which then can be released catastrophically
when an event causes lake waters to
overturn. Gases vented directly to
atmosphere are dispersed or can condense
in water droplets

CO2 is an asphyxiant that settles into
topographically low areas. Direct venting into
atmosphere can kill vegetation

Volcanic ash (VA)
eruptions

Mt. St. Helens, United States;
Sakurajima, Japan;
Soufrière Hills, Montserrat;
Eyjafjallajokull, Iceland;
Halema’uma’u summit
crater, Kı̄lauea volcano,
Hawaii; and many others

VA varies as a function of magma composition,
eruption style, eruption duration,
temperature, and other factors. VA can
contain mineralogically complex mixtures
with glass, many different silicates, oxides,
and some sulfides. Acid gases can condense
or sorb onto particulates and can have a
fairly high proportion of inhalable or
respirable particles, although particle
clumping may decrease respirability

Proportion of respirable particles in ash cloud
increases downwind due to the settling of
coarser, denser phases. Proportions of
adsorbed sulfate relative to fluoride, chloride
can increase in ash cloud downwind. Ashfall
into water bodies or rainfall interactions with
ash can leach soluble acids, fluoride, and
metals into water, creating potential
problems in the waters but diminishing
potential concerns with remaining ash.
Rainfall runoff may also preferentially
remove finer particles, which can be
redeposited in sediments downstream

Potentially abundant respirable to inhalable
particles. Broken glass shards and crystals
can be abrasive. Respired crystalline silica,
leachable iron or other metals, iron silicates,
and iron sulfides may cause fibrotic
response or oxidative stress in the lungs.
Water-soluble or gastric-soluble fluoride can
lead to fluorosis in humans or animals that
drink ash-affected water or in animals that
consume forage with adhered ash particles

Landslides, debris
flows, or lahars

These can be sourced in
geologically unstable rock
lithologies, areas of steep
topography, hydrothermally
altered rocks, or deforested
or wildfire-burned areas.
Rapid-onset landslides and
debris flows can be
triggered by rainfall (Vargas,
Venezuela, 1999) or
earthquakes. Lahars are
generally triggered by
volcanic eruptions (Nevado
del Ruiz, Columbia, 1985)

A wide range of materials can be present,
depending upon bedrock lithology, soil type,
soil composition, climate, trigger
mechanism (i.e., earthquake vs. rainfall), and
amounts and types of intermixed
anthropogenic materials. Dusts containing
contaminants or pathogens can be released
during and after landslides. Runoff with
potentially contaminated waters and
sediments can be released during rainfall
events

Landslides and debris flows can greatly
enhance the amounts and surface areas of
rocks available for weathering, erosion, and
dust generation. As a result, landslides and
debris flow deposits can be long-term
sources of erodible, wind-borne, and water-
transported pathogens and solid or leachable
contaminants

Diverse possible contaminants or pathogens,
such as asbestos, nickel, vanadium, and
hexavalent chromium from ultramafic rocks;
sulfides, metals, and soluble salts associated
with weathered mineralized rocks; soil
pathogens in dusts from earthquake-
generated landslides; and entrained mineral/
chemical toxicants and pathogens from
damaged anthropogenic sources

(Continued)



Table 1 (Continued)

Disaster type Examples Potentially hazardous materials Key changes resulting from
environmental processes

Characteristics of environmental or
environmental health concern

Flooding from extreme
storms (high
precipitation or wind-
driven surges),
tsunamis, or rapid
snowmelt

Hurricanes Katrina (2005) and
Floyd (1999)

Floodwaters and flood sediments can,
depending upon their sources and upstream
history, contain a wide range of natural and/
or anthropogenic contaminants in solid or
liquid form

Contaminants in floodwaters can be diluted
and/or (depending upon their physical state,
chemical makeup, and other characteristics)
volatilized, photolytically degraded,
biodegraded, taken up by plants or
organisms, and sorbed onto solid sediment
particles that can then settle out.
Contaminants in flood sediments can also be
diluted by uncontaminated sediments,
volatilized, and photolytically degraded/
transformed

Salt water contamination from coastal storm
surges. Marsh-derived flood sediments may
have acid-generating sulfides. Floodwaters
can transport a wide range of water-, liquid-,
or solid-based contaminants (salt water,
asbestos, metals, metalloids, petroleum-
related chemicals, polycyclic aromatic
hydrocarbons, sewage components,
pesticides, bacteria, viruses, etc.)

Wildfires at the
wildland–urban
interface and urban
firestorms

Station fire, California (2009);
multiple Southern California
wildfires (2003–07);
Oakland–Berkeley Hills fire
(1991)

Smoke and related airborne particulate matter
(PM), airfall ash, residual ash, and burned
soils can contain a wide range of gaseous
and solid, inorganic and organic toxicants.
More heavily combusted ash can contain
caustic alkali solids. There is generally a
broader array of potential toxicants in
combustion products from the built
environment than from wildland fires. Dusts
from burned areas can contain soil
pathogens such as the soil fungus that
causes valley fever

Fire gases, smoke, and related airborne PM are
dispersed downwind from active fires. Solid
material can settle out as airfall deposits.
Residual ash and burned soils in burned
wildland and urban areas can be
resuspended by winds and human activities
to produce high levels of airborne PM.
Interactions of smoke and ash with rainfall or
snowmelt can diminish caustic alkali content
of residual ash. Some soil pathogens (i.e.,
the soil fungus that causes valley fever) can
apparently survive in soils where the
vegetation has been combusted by wildfires

Gases can be asphyxiants or irritants.
Abundant respirable PM in smoke can cause
a variety of respiratory and related problems.
Alkali solids present in heavily combusted
ash generate caustic alkalinity when they
come into contact with surface waters or
water-based body fluids. Metals such as
lead, arsenic, hexavalent chromium, copper,
and zinc are variably water-soluble and
bioaccessible in the gastrointestinal fluids,
respiratory tract fluids, perspiration, and eye
fluids. Organic toxicants in smoke and ash
can be taken up and have been linked to a
variety of health problems. There have been
increased cases of valley fever following
wildfire in endemic areas, due to vegetation
loss and enhanced dust generation

Mud volcano eruptions Lusi mud volcano, East Java,
Indonesia

Oil-related organic compounds in mud solids
and waters. High fluoride, nitrate, and
salinity in separated waters

Dried muds can become windblown. Organic
compounds in surface muds will likely
degrade by volatilization, biodegradation,
and photolytic degradation

Possible contamination of water supplies by
saline waters rich in fluoride, chloride,
sulfate, etc. Nitrate may serve as a nutrient to
promote algal blooms in the affected surface
waters

Mine waste spills and
mill tailings spills

Marcopper, Philippines (1993,
1996); Aznalcóllar, Spain
(1998)

A wide range of potential mineral toxicants
(e.g., asbestos, crystalline silica, and acid-
generating and bioreactive iron sulfides),

Tailings with elevated levels of iron sulfides
and low levels of carbonates can weather
over time to produce acidic, metal-rich

Tailings spills have been shown to have
immediate physical and chemical impacts on
aquatic and terrestrial ecosystems. Acidic



bioaccessible metal toxicants (e.g., Pb, As,
Cd, Hg, and others), and processing
chemicals (e.g., xanthates) can be present in
tailings solids and liquids. The types and
abundances of these are a function of the
geology of the ore deposit being mined and
processed and of the processing method
used

drainage. Dusts can be generated from dried
and weathered tailings deposits

and metal-rich runoff from weathered
sulfide-rich tailings deposits during storm
events can adversely affect aquatic
ecosystems. Plants can take up metals from
floodplain tailings deposits. Dusts containing
iron sulfides and soluble iron sulfate salts
may be bioreactive if inhaled. For a given
elemental toxicant such as lead, some
mineral forms (e.g., lead carbonate or lead
oxide) are substantially more bioaccessible
than others (e.g., lead sulfate or lead sulfide)

Spills of cyanide-
bearing tailings and/
or processing
solutions

Baia Mare, Romania (2000) Cyanide in spilled processing solutions is
generally tied up primarily as moderately
toxic weak-acid dissociable complexes with
metals, such as copper or zinc. The
abundances of the different complexes are a
function of the deposit geology. Some toxic
free cyanide may also be present. Much
stronger cyanide complexes with iron or
cobalt are also common but are less toxic
unless exposed to sunlight. Cyanide solids,
particularly those containing iron, are also
common

Aqueous cyanide released into the
environment can be diluted and can be
degraded by: acidification through mixing
with surface waters, with resulting
volatilization of free cyanide; biodegradation;
reaction with iron to form strong aqueous
cyanide complexes or precipitate solid
cyanide compounds; and photolytic
degradation of strong cyanide complexes to
form more toxic free or weak-acid
dissociable cyanide. Breakdown of copper–
cyanide or zinc–cyanide complexes may
liberate enough of these metals to cause
metal toxicity to aquatic organisms

Spills of cyanide processing solutions have
had substantial immediate impacts on
aquatic life in affected water bodies.
However, it is unclear whether these impacts
result from the physical effects of the tailings
solids, toxicity of the cyanide, toxicity of
metals released by environmental
breakdown of metal–cyanide complexes,
and/or toxicity resulting from application of
reagents such as sodium hypochlorite
intended to degrade the cyanide

Spill of mud by-
products from
bauxite processing

Ajka, Hungary, red mud spill
(2010)

The Ajka plant did not recycle sodium
hydroxide in its processing solutions, and so
the mud had extreme levels of caustic alkalis
in its water and mud components and when
dried. The solid mud had somewhat elevated
levels of As, V, Ni, Pb, Cr, Co, Mo, and Hg,
and the water component had elevated levels
of Al, As, B, Ga, Mo, and V

The muds were eventually diluted as the
mudflow moved downstream. Some
evaporative alkali salt crusts formed as the
muds dried out and were available for
redistribution as dusts. Foot or vehicle traffic
were likely needed to disturb dried mud
deposits sufficiently to generate substantial
quantities of dusts. Rainfall on mud deposits
likely helped consume the caustic alkalinity

Direct contact with the mud led to severe
caustic alkali burns. Metals and metalloids in
the mud deposits were somewhat water-
soluble, bioavailable for uptake by plants,
and bioaccessible. Caustic alkalis in dusts
could cause caustic irritation of wet tissues.
Toxicity testing indicated that the muds
could generate mild inflammation of the
respiratory tract

Coal slurry spills Martin County, KY (2000) Coal slurry has not been studied in detail but
likely varies in potential toxicant content as a
function of the geology and rank of the coal

Slurry and the waters separated from the
slurry are likely diluted by progressive
mixing with downstream surfacewater

Past slurry spills have had substantial adverse
impacts on the affected aquatic ecosystems,
such as fish kills. It is unclear whether these

(Continued)



Table 1 (Continued)

Disaster type Examples Potentially hazardous materials Key changes resulting from
environmental processes

Characteristics of environmental or
environmental health concern

being cleaned. The solids may have some
level of inhalable to respirable particles and
likely contain metals, iron sulfides,
carbonates, crystalline silica, and organic
components of the coal. The liquid
component may have organic compounds
leached from the coal (e.g., PAHs),
chemicals used to wash coal, and elevated
levels of sulfate, sodium, ammonium, iron,
manganese, and other metals

inflows. Spilled slurry deposits with elevated
levels of iron sulfides and low levels of
carbonate minerals may turn acid-generating
over time as the deposits weather. Dried
slurry deposits may be the source of dusts.
Rainfall onto slurry deposits may leach
organic and inorganic components from the
deposits

resulted from the physical impacts of the
slurry solids, chemical impacts, or both. No
studies are available that examine health
impacts from human exposures to the slurry
from these spills

Spills of wet-stored
coal fly ash (CFA)

Kingston, TN (2008) CFA, depending upon the coal, can contain
some materials that produce acidic water
leachates or more commonly materials that
produce leachates with caustic alkalinity.
CFA can also contain high levels of a variety
of water-soluble and bioaccessible metal or
metalloid toxicants, such as Pb, As, Tl, U, Hg,
V, and Se. Wet-stored CFA likely has lower
caustic alkalinity due to reactions with the
water component. The water component
may have elevated levels of metals or
metalloids leached from the solids. Solids
from the Kingston spill had elevated levels of
metals and metalloids that were not highly
water-soluble

Deposits from spilled wet-stored CFA will dry
and become sources of dusts, particularly if
disturbed by foot or vehicle traffic. Particle
size distribution, mineralogy, and particle
morphology of wet-stored CFA need further
characterization. Rainfall on these deposits
may continue to leach metals or metalloids
from the solids, although likely at low levels

Physical impacts of spilled CFA solids from
wet-stored impoundments can be
substantial on aquatic ecosystems. Waters
separated from wet-stored CFA sludge may
also have a local impact on water quality and
aquatic organisms due to alkalinity and
toxicity of dissolved metals or metalloids.
Dusts generated from dried CFA deposits
may be a source of exposure to some metal
and metalloid toxicants. Further work is
needed on the bioaccessibility of metals and
metalloids in wet-stored CFA solids

Building collapse World Trade Center (WTC)
collapse (2001)

Dust and debris from the WTC collapses were
complex mixtures of pulverized materials
used in building construction or found in
buildings, including mineral toxicants (e.g.,
asbestos and crystalline silica), water-
soluble minerals (wallboard gypsum),
window glass, man-made glass fibers,
acutely bioreactive materials (caustic
calcium hydroxide from concrete particles),
water-soluble metal or metalloid toxicants
(Sb, Mo, and Cr(VI)), and metal or metalloid
toxicants that are bioaccessible in gastric
and/or lung fluids (Pb, Sb, Cu, Zn, etc.). Fires
in the building prior to and following collapse
produced smoke and soot with elevated
levels of organic contaminants such as PAHs

Particle size distribution changed with distance
way from the source as the heavier, coarser
particles settle out preferentially. Rainfall
reacted with and consumed some of the
caustic alkalinity, leached soluble
components from dust and debris into local
waters, and enriched the residual materials
in less water-soluble but potentially
bioaccessible metals or metalloids such as
lead

Health problems are now being recognized in
people exposed to the dust cloud created by
the WTC collapse; workers engaged in
rescue, recovery, and cleanup at or near
Ground Zero following the collapses; and
local residents living near the WTC. These
are attributed to various aspects of the dusts,
such as the high levels of PM during the
collapses, the caustic alkalinity of the dusts,
and metals or metalloids in the dusts

See corresponding sections in the text for details and references cited.



11.7.3.1 Factors Influencing the Health Effects
of Disaster Materials

Many factors can influence the health effects of DM and other
earth materials on exposed humans and other organisms
(Plumlee and Morman, 2011; Plumlee and Ziegler, 2007;
Sullivan and Krieger, 2001). The initial factor is the exposure
pathway, which includes the DM source, transport media (soil,
dusts, sediments, air, water, foodstuffs, etc.), points of expo-
sure, and exposure route. The exposure route is how humans
take up DM or DM-contaminated materials and can be via
inhalation, ingestion, or dermal/ocular contact. The dose,
which is the intensity and duration of the exposure, is a key
factor in the potential health effects.

The body has a range of physiological defenses against DM
particles and other foreign matter. Inhaled particles can be
trapped in the mucus lining the respiratory tract, cleared up-
ward into the throat by ciliated cells, and then swallowed or
expectorated. Alveolar macrophages are free-roaming cells that
engulf foreign particles respired deep into the lungs; they either
digest the particles or clear them into the lymph system or
throat. Foreign matter trapped in the eyes can be dissolved or
flushed by increased production of tears.

The phases present in DM ultimately play a key role in their
potential health effects. For example, different natural or
anthropogenic solid phases have different morphologies,
chemical solubilities, and dissolution rates in the body’s fluids,
biological reactivities, and toxicant contents. These factors can
all play a role in how the DM enter the body, interact with the
body, and potentially cause toxicity.

The size of solid DM particles determines how readily they
can be ingested and how deeply they can penetrate into the
respiratory tract. Particles less than 250 mm are most readily
ingested by hand-to-mouth transmission (EPA, 2008a). Those
less than 100 mm may be inhaled into the upper respiratory
tract, those less than 10 mm can penetrate into the bronchiolar
portion of the lungs, and those less than 2.5–4 mm can be
respired deep into the alveoli (McClellan, 2000). Mouth
breathing as a result of exertion or nasal congestion, such as
would likely occur during disasters that produce large amounts
of atmospheric particulate matter (PM), allows coarser parti-
cles to penetrate deeper into the lungs (see figure 4 in Plumlee
et al., 2006a; modified from ICRP, 1995).

The morphology of DM particles also influences how read-
ily they are taken up and cleared by the body. Asbestos fibers
less than!0.5–1.0 mmwide and less than!20 mm long can be
respired deep into the alveoli, but those longer than !5–
10 mm are too long to be engulfed by the alveolar macrophages
(Aust et al., 2011). These dimensions also apply to other
‘respirable elongate mineral particles’ (REMP; Aust et al.,
2011) that do not necessarily meet the mineralogical or regu-
latory definitions of asbestos (Case et al., 2011; Gunter et al.,
2007; NIOSH, 2003) but that are of potential concern from a
toxicological perspective (Aust et al., 2011). Examples include
the fibrous winchite and richterite amphibole at Libby, Mon-
tana, and fibrous erionite in Turkey, all of which have been
clearly linked to high rates of asbestos-related disease (Carbone
et al., 2011; Meeker et al., 2003; Sullivan, 2007). Large doses of
nonelongate particles or smaller doses of some REMP can
exceed the capacity of the lungs’ various physical clearance

mechanisms (Aust et al., 2011). Short REMP can also more
easily become translocated to other parts of the body. The
effective surface area of REMP has been shown to correlate
with enhanced toxicity due to the increased surface area avail-
able for contact and interactions with cells (Aust et al., 2011).

Chemical reactions between DM and the body’s fluids and
tissues along the different exposure routes are key factors in
their disposition and toxicity in the body (Plumlee and Ziegler,
2007; Plumlee et al., 2006a). The same mineral or solid phase
can have greatly different solubilities and dissolution rates in
the fluids of the eyes, fluids lining the respiratory tract (near-
neutral pH, abundant mucoproteins, and surfactants), fluids in
alveolar macrophage lysosomes (which are acidic and have
abundant enzymes and oxidants), enzyme-rich saliva, acidic
gastric fluids, and near-neutral-pH intestinal fluids (Plumlee
and Ziegler, 2007). Biosoluble minerals dissolve quickly in the
body, whereas biodurable minerals dissolve slowly and can
persist in the lungs and tissues for years (Jurinski and Rimstidt,
2001). Halide, bromide, and some sulfate and carbonate com-
pounds dissolve readily in both the respiratory tract and gastric
fluids. Glasses, such as those in VA or man-made vitreous fibers
found in building collapse dusts, can dissolve relatively quickly
(over months to years) in the fluids of the respiratory tract. In
contrast, crystalline silica and amphibole asbestos are highly
biodurable in the lungs. Using published concentrations for
dissolved electrolytes and silica in lung fluids, thermodynamic
calculations show that the lung fluids are close to saturation
with quartz (Plumlee and Ziegler, 2007). As a result, quartz
grains do not have a thermodynamic driver to dissolve. In
contrast, amphibole asbestos is highly undersaturated in the
lung fluids, so its biodurability is kinetic (Plumlee and Ziegler,
2007; Taunton et al., 2010). Chrysotile asbestos is also under-
saturated in the lung fluids but likely dissolves more rapidly
than amphibole asbestos due to its scroll structure that unrolls
as it dissolves, which, in turn, exposes more surface area for
dissolution. This enhanced dissolution may be a factor in
chrysotile’s generally lower carcinogenicity than amphibole
asbestos (Jurinski and Rimstidt, 2001).

The fate of inhaled gaseous DM in the respiratory tract is a
function of the concentration of the gases in the inhaled air
coupled with the solubility of the gases in the fluid lining the
lungs. Water-soluble gases, such as sulfur dioxide, tend to be
absorbed at higher levels in the respiratory tract than less
soluble gases, such as nitrogen oxides (Newman, 2001).

The bioaccessibility of metal and metalloid toxicants mea-
sures how readily they are released into the body’s fluids from
solid, liquid, or aqueous DM and are available for uptake,
whereas bioavailability measures how solubilized toxicants
are actually absorbed by the body and transported to a site of
toxic action (Hamel, 1998; Ruby et al., 1999). Mineralogy can
play an important role in the bioaccessibility of various metal
or metalloid toxicants; for example, lead carbonate and lead
oxide minerals are much more bioaccessible in the gastric
fluids than lead sulfides (Casteel et al., 2006). Not all bioac-
cessible toxicants are bioavailable, such as some metal toxi-
cants that dissolve in stomach acids but reprecipitate or sorb
onto other phases in the near-neutral intestinal fluids and are
then excreted. For example, hexavalent chromium can be read-
ily solubilized from various DM in the acidic gastric fluids and
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in the near-neutral fluids of the lungs. It is readily reduced to
Cr(III) in the acidic conditions of the stomach, through reac-
tions with chloride and organic species, but reprecipitates as Cr
(III) oxide/hydroxide phases in the higher-pH intestinal fluids
and is excreted in the feces. Hexavalent chromium ismuchmore
persistent in the lung fluids, blood serum, and tissues, due to
reduced kinetics of reduction reactions at pH 7.4 (Wolf et al.,
2011). It is then readily absorbed and transported across cell
membranes, similar to sulfate and phosphate species.

DM may be chemically bioreactive in the body. For
example, water-soluble, acid-generating gases (e.g., sulfur
dioxide or hydrogen chloride) or soluble acid-containing solids
may cause acute, acid-related tissue irritation or damage. Efflo-
rescent salts formed by evaporation of acid-rock drainage are an
example of the latter (Plumlee andMorman, 2011).Wildfire ash
(which is high in alkali and alkaline-earth hydroxides), and
concrete particles produced by building collapse (which contain
high levels of calcium hydroxide) can cause acute, alkali-related
tissue irritation or damage and other health problems (Plumlee
et al., 2005, 2007b; Rom et al., 2010).

DM particles can also be redox-bioreactive in the body.
Reactions in vivo of dissolved oxygen or nitrogen with unre-
solved bonds on freshly broken mineral surfaces or with iron
released from asbestos particles have been two of the most
commonly cited examples of reactions that can cause acute or
chronic generation of reactive oxygen species (ROS), reactive
nitrogen species (RNS), and lipid peroxidation in the body.
These then result in oxidative stress that can cause DNA dam-
age, mutagenesis, toxicity, and cancer (Aust and Lund, 1990;
Aust et al., 2002; Fubini and Areán, 1999; Horwell et al., 2007;
Huang et al., 2011; Schoonen et al., 2006). Recent studies are
implicating a number of additional phases and redox-variable
elements, including pyrite and other iron sulfides in coal dusts,
iron-rich VA, iron coatings on quartz grains, manganese(III)
oxides, and hexavalent chromium in various materials (Franco
et al., 2009; Harrington and Schoonen, 2012; Schoonen
et al., 2006).

Biodurable DM can trigger chronic inflammation in the
lungs as a result of the release of ROS/RNS from activated
alveolar macrophages, lung epithelial cells, and mesothelial
cells. These cells, which are activated by the presence of foreign
particles, release a variety of chemical messengers, enzymes,
and growth factors that promote tissue repair but can, over the
long term, promote fibrosis and mutagenesis (Huang et al.,
2011). The body’s fibrotic response to mineral particles can
vary according to mineralogy. For example, biodurable crystal-
line silica minerals, asbestos, and coal dusts are highly fibro-
genic (they trigger fibrotic diseases of the lungs), whereas other
biodurable minerals such as calcium phosphate are less so (De
Capitani, 1989).

Research into the integrated toxicological effects (possibly
synergistic or antagonistic) of complex toxicant mixtures, par-
ticularly for those found in DM, is relatively limited. The
research that has been done indicates that multiple-toxicant
exposures can either increase or decrease health impacts
(ATSDR, 2004). For example, the combined exposure to both
manganese and lead has been shown to enhance lead toxicity
(Henn et al., 2012), as do exposures to lead and arsenic, and
lead and methylmercury (ATSDR, 2004). Exposures to mixed
dusts containing both REMP and other non-REMP types can

result in different, sometimes greater, toxicity responses than
with the REMP alone (Aust et al., 2011).

Individual-specific factors may promote or counteract toxic
effects of exposure to DM. These include age, gender, genetics,
habits (i.e., smoking), overall health, diet, and nutritional
status. For example, children are more susceptible than adults
to lead toxicity, and reduced nutritional status enhances ab-
sorption of lead from the intestines.

11.7.3.2 Interdisciplinary Methods Used to Study the
Health Effects of Disaster Materials

Many health science methodologies are used to assess the
potential health effects of exposures to DM and other earth
materials (Sullivan and Krieger, 2001). The following discus-
sion primarily cites as examples the many health science stud-
ies of emergency responders and others exposed to dusts and
smoke following the attacks on and collapse of the WTC
Towers on 11 September 2001. These studies show that med-
ical issues resulting from exposures to DM may take many
years to develop and so require long courses of study.

Medical care and monitoring of workers or populations
that may have had exposures to DM are an important first
step and continuing source of information in identifying and
assessing potential health problems (e.g., Aldrich et al., 2010;
Webber et al., 2011). Biological monitoring determines if DM
toxicants are present in blood, urine, hair, or tissue samples
and can thus provide further indications of exposures to and
uptake of toxicants (e.g., Edelman et al., 2003). Induced
sputum and bronchoalveolar lavage testing provides insights
into the PM in the respiratory tract (Fireman et al., 2004; Rom
et al., 2002). Epidemiological studies examine disease rates in
rescue, response, or cleanup worker cohorts and in popula-
tions exposed environmentally to DM (e.g., Li et al., 2011;
WTCHP, 2011; Zeig-Owens et al., 2011). Pathology studies
examine tissue samples collected through biopsy or autopsy
of individuals for evidence of diseases (Caplan-Shaw et al.,
2011; Crowley et al., 2011; Izbicki et al., 2007; Meeker et al.,
2010; Wu et al., 2010). In vivo uptake tests measure the uptake
and absorption of toxicants from various materials by live
animals (Casteel et al., 2006). Toxicity testing has been applied
to a wide variety of earth materials and anthropogenic mate-
rials, including both in vitro (in the laboratory) tests using cell
cultures (e.g., Franzi et al., 2011) and in vivo tests using live
animals (e.g., Gavett et al., 2003; Wegesser et al., 2009). In vitro
physiologically based extraction tests (PBETs) (also called in
vitro bioavailability assessments, or IVBAs) are leach tests that
model release of toxicants from materials into the simulated
gastric, intestinal, lung, alveolar macrophage lysosomal, and
other body fluids (Basta et al., 2007; Caboche et al., 2011; Drexler
and Brattin, 2007; Gray et al., 2010; Hamel, 1998; Morman,
2012; Plumlee and Ziegler, 2007; Wolf et al., 2011).

Geochemists and other earth scientists, especially when
working with collaborators in the health sciences, can make
substantial contributions across this spectrum of health science
investigations. Geochemists can provide the needed informa-
tion on predisaster environmental baseline conditions. Earth
scientists can provide health scientists with key predictive in-
formation about the minerals, other phases, and toxicants
likely to be present in various DM based on lessons learned
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from similar previous disasters (Plumlee et al., 2012). A wide
variety of earth science methods can be applied to help char-
acterize the nature of human exposures to DM, including (1)
the toxicologically important size, shape, surface area, miner-
alogical, geochemical, and bioreactivity characteristics of DM
samples, both as released from the source and as modified by
environmental processes; (2) the content and oxidation state
of elemental toxicants; (3) the isotopic composition of lead
and some other elemental toxicants to help determine their
sources; and (4) the likely biosolubility, bioaccessibility, and
bioreactivity behavior in the body. Such characterization is
essential to help understand the nature and potential sources
of DM to which populations or individuals may have been
exposed, the pathways by which exposures occurred, the char-
acteristics of DM used as dosing materials for toxicity testing,
and the DM sources of toxicants found to be elevated as a result
of biomonitoring studies. Earth scientists can also help under-
stand the exogenic versus endogenic origin of solid particles
found in samples of sputum, in bronchoalveolar lavage fluids,
or in tissues collected by biopsy or autopsy by interpreting
mineralogy, mineral textures, and other pathology findings in
a geochemical context (Caplan-Shaw et al., 2011; Meeker et al.,
2010; Plumlee et al., 2006a; Wu et al., 2010).

11.7.4 Sampling, Analytical, and Remote Sensing
Methods Applied to Disaster Materials

A wide range of analytical methods traditionally used for earth
science investigations can be applied to understand key char-
acteristics of DM that are important from an environmental
or human health perspective, how these characteristics may
change once in the environment, and how they may change
in the human body. In this section, a brief overview is given
of the sampling, analytical, and remote sensing methods that
have been applied to DM. Many of the analytical methods
mentioned in this section are discussed in more detail in
Treatise on Geochemistry Volume 15, Analytical Geochemistry/
Inorganic Instrument Analysis.

11.7.4.1 Spatially Extensive Sampling in Rapid Response
and over the Long Term

Ideally, samplingofDMcanbedone tomaximize understanding
of spatial and temporal variability in the makeup of the mate-
rials. Sampling should be carried out as soon as possible after a
disaster to collect fresh samples and to preserve possible ephem-
eral constituents. Even better, this sampling should be from
spatially separated sites to assess for variable contributions
from multiple sources or to assess chemical or physical changes
that the materials undergo in the environment as they move
away from a source. Repeated sampling of some sites over time
following a disaster will help understand long-term changes in
the materials in response to environmental processes, such as
weathering, oxidation, wetting by rainfall, and others.

11.7.4.2 Safety during Sampling

The sampler must be protected from physical and other haz-
ards in an inherently unsafe disaster environment to ensure
safety. The sampler should be physically fit to withstand the

rigors of sampling in such an environment. The sampler
should also be protected from exposure to either likely or
potential toxicants or pathogens contained in DM. Hence,
appropriate training in disaster response safety, HM, and
proper use of the personal protective equipment appropriate
for a given event (e.g., toxicant-specific respirators and gloves
vs. full TYVEX suits,) is essential for all personnel who may
become involved with disaster response. Examples of training
or certification USGS sampling crews have include the
Occupational Safety and Health Environment (OSHA)
40-Hour Hazardous Waste Operations and Emergency Re-
sponse Standard (HAZWOPER) training (http://www.osha.
gov/html/faq-hazwoper.html) and the US Forest Service Red
Card Certification for access to recently active wildfire areas
(USFS, 2011). When seeking access to sample in areas affected
by very recent disasters, familiarity with the roles, responsibil-
ities, and interactions of the various federal, state, and local
agencies and authorities involved with disaster response (e.g.,
Emergency Support Functions described by the Federal Emer-
gency Management Agency (FEMA) at http://www.fema.gov/
pdf/emergency/nrf/nrf-esf-intro.pdf) and with the Incident
Command System used during disasters is also important.

11.7.4.3 Sampling Methods for Deposits of Solid Samples

Over the course of multiple disaster responses, a sampling
scheme has been developed for solid deposits of DM (such
as deposits of settled dust/debris, flood sediments, VA, and
wildfire ash) and soils that underlie the deposits (Hoefen
et al., 2009). Because deposits of many DM types can be
quite heterogeneous, a key aspect of the sampling scheme is
to try to collect (whenever time and logistics permit) a com-
posite sample made up of multiple subsamples collected from
evenly spaced increments, such as in a star pattern radiating
from a centroid or along a transect. This method was based
upon a method originally proposed by Smith et al. (2000) for
sampling heterogeneous mine waste piles. A template that
‘cookie cutters’ the deposit material and underlying soils is
used to ensure that the subsamples are each collected from
the same surface area and allows total mass of material and
various toxicants present in the material to be calculated per
square surface area. If time or logistics preclude such detailed
sampling, then a composite of multiple grab samples or even a
single grab sample will have to suffice.

When underlying soils are collected, a standard depth of
collection is typically the uppermost 5 cm (Smith et al., 2009).
This is typically the portion of the soil column that is most easily
disturbed and therefore the most likely source for exposures.

Different sample types are required for specific analytical
methods (Hoefen et al., 2009). For example, samples for bulk
inorganic analysis can be collected using plastic scoops (or in the
case of indurated samples such as soils, stainless steel scoops)
into high-density polyethylene (HDPE) widemouth bottles.
Samples for analysis of organic contaminants are collected
using a stainless steel spoon into baked brown glass jars and
stored on ice. Samples for microbial analysis can be collected
with sterile plastic scoops into new sterile centrifuge tubes.

The sampling methods described by Hoefen et al. (2009)
were designed to collect samples that maximize understanding
of geochemical processes and were not intended to meet
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regulatory or litigation requirements. For samples that will be
used for regulatory or litigation purposes, the analytical
methods and analytes of interest should be determined before
sampling and appropriate sample collection, preservation, and
storage protocols are used to comply with chain-of-custody,
analytical method, and holding time requirements. For studies
that fall under the US Resource Conservation and Recovery Act
regulations for wastes, appropriate test and sampling proce-
dures can be found in EPA (2008c). The US Environmental
Protection Agency (USEPA) Characterization and Monitoring
Program also provides up-to-date research on a variety of
topics related to sampling and analysis (http://www.epa.
gov/esd/cmb/default.htm).

11.7.4.4 Sampling Methods for Airborne Particulate
Matter and other Aerosols

Active air sampling for airborne PM and other aerosols (includ-
ing water droplets and other aerosolized liquids) requires spe-
cialized pumps and sample collection devices (of which there
are many different types) that need careful calibration, cleaning,
and maintenance. The papers in Kulkarni et al. (2011) present a
detailed discussion of these sampling methods. Typically,
pumps pull air through filters, cascade impactors, or liquid
impingers to trap the entrained PM (Kulkarni et al., 2011).
High-volume air pumps with large surface area filters are
designed to collect large amounts of material over extended
periods of time. Personal air samplers are typically low-volume,
collect on small surface area filters, and are designed to sample
in as realistic a manner as possible the air being inhaled. Spe-
cialized samplers such as cascade impactors, cyclone separators,
or button samplers can separate the PM by size to collect only
respirable PM2.5 (<2.5 mm), inhalable PM10 (<10 mm), or in a
series of size ranges. Specialized sampling equipment is also
needed to collect samples for airborne microbes.

Stationary air samplers are those that are left at a single site
for the period of sampling and provide useful indications
about how PM may change over time. A number of studies
have found that activity-based air sampling does a better job of
measuring actual PM exposures to people than stationary mon-
itors. In activity-based sampling, the persons doing the sam-
pling wear personal air samplers while they participate in
activities that would be done by potentially exposed people
(e.g., a homeowner sweeping or cleaning up DM deposits).

A key aspect of PM sampling is to be aware that the sam-
pling equipment, particularly low-volume samplers, can be
easily overloaded during very dusty conditions. As a result,
the sample collected may not be truly representative of the
PM actually present over the course of the sampling period
(e.g., see case study in NRC, 2010).

11.7.4.5 Field Analytical Methods for Solids

Handheld X-ray fluorescence (XRF) units have become popular
for field analysis of elemental toxicants in soils or sediments,
dust wipes or filters, and plastics (e.g., Dooyema et al., 2012;
EPA, 2006; Hansen, 2012). The units can provide a very useful,
rapid assessment in the field of potential elemental contami-
nants without time delays associated with the collection
of samples, shipment to the analytical lab, and sample

preparation for analysis. However, as with all analytical meth-
odologies, the accuracy and precision of the results can depend
strongly upon many different factors, including the element
being analyzed, the analytical processing routine chosen (most
units offer different analytical routines depending upon the
likely contaminant concentrations), the concentrations of ele-
ments in field calibration standards compared to those in the
target materials, the heterogeneity of the target materials, and
the ambient conditions as the units are being used (EPA, 2006).

11.7.4.6 Sampling and Field Analysis Methods for Waters

Many different literature sources discuss appropriate water
sampling techniques and field analytical methods that must
be used to measure unstable parameters, such as temperature,
pH, Eh, specific conductance, and dissolved oxygen, and field
methods to measure other parameters, such as alkalinity,
chloride, or fluoride, using kits or ion-specific electrodes in
the field. The USGS National Field Manual for the Collection
of Water-Quality Data (USGS, 2010) is an excellent and com-
prehensive source for field sampling and analysis protocols
covering both inorganic and organic constituents. Ficklin and
Mosier (1999) discuss sampling and field analysis of samples
for inorganic constituents.

The key water sample types collected for inorganic analysis
include (1) unfiltered acidified (with several drops of ultrapure
nitric acid), for the total content of major and trace elements;
(2) filtered (usually to <0.1 or 0.45 mm) acidified, for the
analysis of dissolved trace elements; and (3) filtered
unacidified, for the analysis of anions. Samples for aqueous
inorganic mercury should be collected in 10% nitric acid-
washed, triple-rinsed glass jars with a Teflon cap and preserved
with 0.5 ml Ultrex HCl per 30 ml of sample, and once in the
lab, BrCl is added (Hageman, 2007a).

The sampling methods designed specifically for the regula-
tory aspects of drinking water under the US Safe Drinking
Water Act (SDWA) include the EPA Interactive Sampling Guide
(http://water.epa.gov/type/drink/pws/smallsystems/samplingcd.
cfm#two), the Sampling Guidance for Unknown Contaminants
in Water, EPA-817-R-08-003 (http://www.epa.gov/watersecurity/
pubs/guide_watersecurity_samplingforunknown.pdf), and the
Response Protocol Toolbox for threats to drinkingwater systems,
EPA 817-D-03-003, (http://www.epa.gov/watersecurity/pubs/
guide_response_module3.pdf). Many states in the United States
have their own sampling protocol guidance documents for
sampling drinking water.

11.7.4.7 Processing and Preparation of Solid DM
for Lab Analysis

Solid samples require processing prior to analysis (Hoefen
et al., 2009). Contained waters in muds or wet sediments can
be decanted, filtered, and analyzed. Wet samples must be air-
dried at ambient temperature or freeze-dried prior to proces-
sing. Standard protocols for soil analysis (Smith et al., 2009)
typically call for solids to be gently disaggregated and sieved to
<2 mm. Splitting of samples is done using either cone and
quartering or a Jones splitter. For many types of analysis, solid
samples are ground using an automated agate mortar/pestle or
micronizer, then homogenized prior to analysis.
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11.7.4.8 Laboratory Methods for the Analysis
of Disaster Materials

A wide range of analytical methods should be applied to DM in
order to understand as much as possible about their sources,
environmentally and toxicologically significant characteristics,
and spatial and temporal changes. The following is a summary
of most of the analytical methods that have been applied to DM
samples. The details of the analytical methods are mostly de-
scribed in Taggart (2002); otherwise, specific references are
listed with the particular technique.

Bulk inorganic chemical composition of solids is typically
measured on a sieved (<2 mm), ground split using inductively
coupled plasma mass spectrometry (ICP-MS) for a 44-element
suite. The USGS analyses use a four-acid (hydrochloric, hydro-
fluoric, nitric, and perchloric) digestion of the solid sample,
which is typically considered a total digestion of most environ-
mental materials. However, it is known that some acid-resistant
mineral forms, such as chromite, cassiterite, and barite, as well
as the rare earth elements, are not completely recovered using
this method. In general, EPA (2008c) protocols (such asMethod
3050B or 3051A) specify a less aggressive aqua regia digestion
that typically yields, for a given sample, smaller total concentra-
tions than the USGS four-acid digestion.

Major elements in solids (including chemical silica, which
is not measured by ICP-MS) can be measured using laboratory
wavelength dispersive XRF on a ground split that has been
heated to 925 "C for 40 minutes to drive off volatile compo-
nents, then fused with lithium tetraborate at 1120 "C. The
amounts of volatile components (water, organic material,
etc.) can be determined by weight loss during the initial heat-
ing of the sample.

Total carbon and total sulfur can be determined by com-
bustion, carbonate carbon by coulometric titration, and or-
ganic carbon by the difference between total carbon and
carbonate carbon.

Total inorganic mercury content of solids can be analyzed on
a dried, ground split using continuous flow-cold vapor-atomic
fluorescence spectrometry (CVAFS; Hageman, 2007a).

The inorganic cation and trace-element content of vegeta-
tion can be analyzed via ICP-MS or inductively coupled plasma
atomic emission spectroscopy (ICP-AES) on an ashed, four-
acid digested sample. A microwave-assisted digestion on a raw,
dried material is also commonly used.

The identification of minerals and amounts of amorphous
materials present in solids at levels above 1–2 wt% is accom-
plished using powder X-ray diffraction (XRD) analysis on a
dried, ground sample.

Particle mineralogy, morphology, and chemical composi-
tion can be analyzed in dried, unground solid samples or air
filters using scanning electron microscopy (SEM), electron
probe microanalysis (EPMA), transmitted electron microscopy
(TEM), or laser-ablation ICP-MS.

Particle size analysis is accomplished using a Malvern
Mastersizer-S long bed laser analyzer. An unground, gently
disaggregated, dried sample is introduced into an aqueous
medium and pumped through the laser analyzer for grain
size measurements.

Sulfur speciation (amounts of sulfur tied up in monosul-
fide, disulfide, elemental sulfur, and water- and acid-soluble

sulfates) is analyzed using a sequential extraction scheme
(Tuttle et al., 2003). Sulfur isotopic compositions of the vari-
ous sulfur fractions can also be measured, as can the oxygen
isotopic composition of sulfate species.

The concentrations of many organic chemicals in solids are
measured by gas chromatography/mass spectroscopy (GC/MS)
following an organic extraction using a microwave-assisted
solvent extraction (Kvenvolden et al., 2002) and compound
fractionation by adsorption chromatography (Kvenvolden
et al., 1995).

A net acid production test (Fey et al., 2000) of a ground and
micronized solid sample measures the maximum amount of
acid that will ultimately be generated as a result of weathering
and oxidation of sulfide minerals in mine wastes and other DM.
A similar test for net alkali production could also be developed
and applied to measure the amount of caustic alkalinity gener-
ated whenDM containing caustic alkalis interact with rainwater.

Synchrotron-based XRF, XRD, and X-ray absorption spec-
troscopy (XAS) (Reeder et al., 2006) are increasingly applied to
understand and map the mineralogy, phase composition, ele-
mental associations, and oxidation states of elements such as
chromium and arsenic in DM samples (e.g., Burke et al., 2012;
Roy et al., 2007).

Some studies use sequential chemical extractions to glean
information about the solid phases in which potential toxicants
reside (e.g., Shi et al., 2010). These extractions submit the solid
to a series of increasingly chemically aggressive leaches that are
designed to extract elemental toxicants from various fractions or
classes of solids, such as exchangeable, bound to carbonates,
bound to iron or manganese oxides, bound to organic matter,
and residual. However, these extractions are operationally de-
fined based on the chemicals used and so provide the most
accurate information when their results are interpreted using
knowledge of the mineralogy and particle chemistry of the
solids as determined by XRD, SEM, and other methods.

Various leach tests can be applied to DM tomodel how they
will react with rainfall, seawater, or landfill leachate solutions.
For example, we regularly use the USGS Field Leach Test
(Hageman, 2007b) for rapid assessment of the potential reac-
tivity and release of metals and anions into the environment
from DM due to interactions with rainfall. This test involves a
5 min agitation of a DM sample with deionized water, typically
in the proportions of 1 part solid to 20 parts water by weight. It
has been compared extensively against the EPA Method 1312
Synthetic Precipitation Leaching Procedure (see discussion in
Hageman, 2007b), which uses a much longer 18 h agitation
time. When time is available to do both, valuable information
can be gleaned about short-term versus long-term changes that
can occur as rainfall reacts with DM. Similarly, EPA’s Method
1311, the Toxicity Characteristic Leaching Procedure (TCLP)
(EPA, 1992) and the simplified methods based upon the TCLP
(Jeppson et al., 2006) can be used to model mobility of inor-
ganic and organic contaminants from DM that are disposed of
in landfills.

The bioaccessibility of various inorganic and organic toxi-
cants from DM in a range of simulated body fluids is modeled
by IVBAs, also called PBETs. We have carried out gastric and
sequential gastric–intestinal IVBAs on a number of DM using
gastric protocols based upon those of Drexler and Brattin
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(2007) and intestinal protocols based on Basta et al. (2007).
The Drexler and Brattin gastric IVBA has been validated
(Casteel et al., 2006) for lead against juvenile swine uptake
(a proxy for relative lead bioavailability in humans), and so the
USEPA lists this test as a standard operational procedure for
lead bioaccessibility. This gastric IVBA has not been validated
against swine uptake for other toxicants but provides useful
insights into their bioaccessibility.

Ansoborlo et al. (1999) and Stefaniak et al. (2006) provide
excellent discussions of various simulated lung fluid (SLF) and
macrophage lysosomal fluid IVBAs examining particle dissolu-
tion and uranium and beryllium bioaccessibility in the lung
environment. We have modified and applied these types of
IVBAs to DM and other earth materials using SLF, simulated
alveolar macrophage lysosomal fluid, and serum-based fluid as
the extracting fluids (Gray et al., 2010; Morman, 2012; Wolf
et al., 2011); these model potential toxicant release from in-
haled or respired particles. The gastric–intestinal leaches are
performed on samples sieved to <250 mm, and the simulated
lung and serum-based fluid leaches are done on samples sieved
to <20 mm.

The chemical analysis of water samples, waters separated
from wet DM, and leachate solutions can include (1) pH,
specific conductance, alkalinity, and other parameters; (2) dis-
solved and total cations and metals by ICP-MS; (3) inorganic
mercury by CVAFS; (4) dissolved organic carbon (DOC); (5)
content of water-soluble organics by GC/MS; (6) stable hydro-
gen and oxygen isotopic composition; and (7) stable sulfur
and oxygen isotopic composition of sulfate species.

Methods to determine the oxidation state (redox) speciation
and temporal stability of variable-oxidation-state elements in
waters, water leachates, and IVBA leachates are important to
understand because of both the environmental and toxicologi-
cal implications. For example, a method recently developed by
Wolf et al. (2011) is now routinely used to simultaneously
analyze for tri- and hexavalent chromium and tri- and penta-
valent inorganic arsenic forms in waters, DM water leachates,
and IVBA leachates. Iron redox speciation methods have been
available for some time, but additional methods to rapidly
determine oxidation state speciation of other potential elemen-
tal toxicants in solution, such as manganese, copper, molyb-
denum, and vanadium, are also needed.

A variety of methods have been developed to assess the
toxicity of metals, mine wastes, contaminated sediments,
and other materials on freshwater or marine aquatic organisms
(e.g., Besser et al., 2009; Carr et al., 2003; Choate, 2012;
Munns et al., 2002; Wildeman et al., 2007). These can readily
be applied to assess impacts of DM on aquatic ecosystems.

Various techniques can be applied to understand the micro-
bial makeup of water and solid samples. For example, multiplex
polymerase chain reaction (PCR) analysis can be used to screen
for the presence of microbe types (i.e., total Bacillus species) or
specific pathogens, such as Bacillus anthracis (Griffin et al., 2009).

11.7.4.9 Remote Sensing Methods for Identification
and Mapping of Disaster Materials

Remote sensing methods provide an important tool in the
earth science toolbox for identifying types and compositions
of DM, for mapping DM distribution in the environment, and

for mapping damage to affected areas following a disaster.
A variety of visible light (such as IKONOS), multispectral
(such as Landsat 7 or MODIS), and hyperspectral (EO-
Hyperion) satellite-based systems provide the best option for
rapid detection and mapping of DM during and soon after
disasters (e.g., Jennings et al., 2005; Klemas, 2010), especially
when their orbit paths coincide temporally with the area af-
fected by the disaster. However, these platforms are substan-
tially (IKONOS and Landsat) to somewhat (EO-Hyperion)
limited in the amount of compositional information that
they can provide about the materials. Plane-based hyperspec-
tral remote sensing platforms such as Airborne Visible and
Infrared Imaging Spectrometer (AVIRIS), although challenging
to deploy in a timely manner and limited in their lateral
coverage away from their flight lines, can provide substantially
more in the way of compositional and other types of informa-
tion about DM (e.g., Clark et al., 2001, 2005, 2010; Kokaly
et al., 2007, 2010; Swayze et al., 2005). The interpretation of
hyperspectral remote sensing data benefits greatly from de-
tailed mineralogical and chemical studies performed on sam-
ples collected in the field, most commonly in conjunction with
ground calibration and verification for the AVIRIS at the time
of the remote sensing flights. Reflectance spectroscopy mea-
surements of DM in the field using a handheld reflectance
spectrometer can provide initial interpretations of minerals
and other phases present in DM, and laboratory reflectance
spectroscopy measurements on collected samples provide
more spectrally detailed information that can be linked to the
results of laboratory mineralogical and chemical characteriza-
tion of samples (e.g., Swayze et al., 2005).

11.7.5 Volcanic Eruptions and Volcanic Degassing

Volcanologists have been pioneers in the field of medical geology
and have worked for decades with health experts to study the
health impacts of VA and volcanic gases. Excellent summaries of
the health characteristics and health impacts of VA, volcanic
gases, and related materials are presented by Hillman et al.
(2012), Horwell and Baxter (2006), Hansell et al. (2006), and
Weinstein and Cook (2005). Ayris and Delmelle (2012) summa-
rize the environmental effects of VA. Additional resources can be
found in the websites of the International Volcanic Health Haz-
ards Network (www.ivhhn.org) and USGS Volcano Hazards Pro-
gram (http://volcanoes.usgs.gov/ash/index.html).

Various textbooks (e.g., Francis and Oppenheimer, 2003)
and review articles (e.g., Witham et al., 2005) present a detailed
discussion of the many complex factors that interact to control
the composition of VA, gases, vog, and laze. These include the
geologic setting of the volcano, magma composition (includ-
ing water and other volatile content), temperature, depth of the
source magma body, and eruption type (e.g., plinian, dome
collapse, lava flow, and phreatomagmatic). The discussion
here will focus on the characteristics that are most significant
from an environmental or toxicological perspective.

11.7.5.1 Volcanic Gases, Vog, and Laze

Volcanic smog (known as vog) is a mixture of atmospheric
gases, volcanic gases, and suspended liquid and solid particles.
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It forms by the reaction of sulfur dioxide, hydrogen chloride,
hydrogen fluoride, and other volcanic gases with atmospheric
moisture, gases, dust, and sunlight (Sutton et al., 1997). Vog
consists primarily of sulfuric acid and other sulfate com-
pounds, but can also contain hydrochloric and hydrofluoric
acids, and a variety of heavy metals, including selenium,
mercury, and arsenic (Sutton et al., 1997). It is possible that
vog may change in composition downwind from volcanic
sources, becoming more enriched in sulfuric acid downwind
relative to hydrochloric and hydrofluoric acids; this is related
to the slower kinetics of gaseous sulfur dioxide conversion into
sulfuric acid droplets compared to the rapid dissolution of
hydrogen chloride and hydrogen fluoride into water aerosols
(Delmelle, 2003).

Laze, a volcanic haze, forms when molten lava flows into
the sea and vaporizes seawater (Sutton et al., 1997). It has
many of the same characteristics as vog, with the exception
that it probably contains higher levels of chloride and hydro-
chloric acid derived from seawater and may have lower con-
centrations of various heavy metals.

Delmelle (2003) summarized the environmental impacts
resulting from dry deposition or wet deposition of volcanic
gases on vegetation, surface water bodies, and soils. Direct
toxicity effects of gases, such as SO2, are generally only an
issue where the gases are in highest concentration close to the
vent from which the gases are emanating. Adverse health
effects that have been noted as the result of vog produced by
active Hawaiian volcanoes include irritation of the mucous
membranes (eyes, nose, and throat), increased asthma, respi-
ratory distress, increased susceptibility to respiratory ailments,
headaches, watery eyes, and lack of energy (Sutton et al.,
1997). These problems increased on the island of Hawaii
during the eruption cycle of Kilauea volcano that began in
1986. These health effects are tied to the generation of acid in
perspiration and fluids of the eyes and respiratory tract by
condensation of SO2 and other acid gases, uptake of acid-
sulfate aerosol droplets, and dissolution of acid-bearing,
sulfate- or chloride-rich salts from the vog particulates. Increased
lead uptake by local residents has also been noted and results
from the leaching of lead from metal roofing and flashing by
rainfall that has been acidified by volcanic gases. Fluorosis can
develop in livestock or wildlife that consume vegetation and
entrained soils that have incorporated hydrogen fluoride
deposited from vog.

11.7.5.2 Crater Lake Gas Eruption Disasters – Lake Nyos
as an Example

Geochemistry played a key role in understanding the origins of
the 1986 Lake Nyos gas disaster that killed 1700 people (Baxter
et al., 1989; Evans et al., 1989). The primary cause was deter-
mined to be the eruption of large volumes of carbon dioxide-
rich gases from the crater lake of a volcano, leading to the
widespread asphyxiation of humans and animals living in
low areas around and downstream from the volcano lake.
Multiple studies agreed that the CO2 was ultimately of volcanic
origin. However, there was considerable debate about whether
the eruption was phreatic in origin or resulted from limnic
overturn and pressure release of lake waters that had, over
many years, become CO2-charged by volcanic degassing. The

latter interpretation has generally garnered the most support
based on a variety of geological and geochemical arguments.
The burnlike lesions on a number of victims and survivors were
originally interpreted as having resulted from the effects of
other acid volcanic gases in the gas cloud (such as hydrogen
fluoride, hydrogen chloride, hydrogen sulfide, and sulfur di-
oxide), but subsequent medical studies concluded that the
lesions were more easily explained by loss of consciousness
caused by exposure to carbon dioxide in air.

11.7.5.3 Volcanic Ash

VA erupted explosively from a volcano is generally composed
of a mixture of pumice/glass shards (essentially quenched
magma), fragments of older rocks from the volcano, and var-
iable proportions of crystals or crystal fragments of various
silicates and other less abundant mineral types. Figure 1(a)
shows the dusty conditions in Homer, Alaska, created by ash-
fall from the 4 April 2009 eruption of Mt. Redoubt approxi-
mately 105 km away.

Acute respiratory health effects from exposures to VA have
been noted, such as asthma, respiratory tract irritation, and
possible related cardiopulmonary problems. These in part re-
sult from exposures to high levels of airborne or resuspended
ash particles that can be inhaled deep into the bronchiolar or
alveolar portions of the respiratory tract (<2.5 to 10 mm). As
the ash cloud from a single eruption moves downwind, the
coarser and heavier particles tend to settle out, and so the
proportion of ash particles in the smallest size ranges typically
increases substantially compared to those in coarser size ranges
but decreases in total mass (Figure 2). Ash particle size distri-
bution can also vary as a function of eruption type and dynam-
ics, even in different eruptions from the same volcano. As
noted by Horwell and Baxter (2006), ash particles have a
strong tendency to clump, so it is likely that the proportion
of ash particles that are actually respired can be much smaller
than the amounts found via laser analysis of an aqueous ash
suspension. Rainfall can change the particle size distribution of
settled ash deposits, perhaps selectively removing the finer
fraction through runoff (Figure 2).

The morphology of ash particles can also play a role in the
irritation of the respiratory tract. For example, sharp edges on
glass shards and broken crystals (Figure 3) may cause abrasion
of the tissues lining the respiratory tract and eyes.

The potential toxicity of respirable crystalline silica in VA
has been of concern from a respiratory health perspective for
some time (Horwell and Baxter, 2006; Horwell et al., 2010).
The number of detailed epidemiological or toxicological stud-
ies specific to VA is limited, and those that have been done to
date on VA-exposed populations are not necessarily conclusive
regarding the risk for development of silicosis, nonspecific
pneumoconiosis, or other lung diseases (such as lung cancer
or chronic obstructive pulmonary disease) that are more com-
monly linked to workplace exposures to high levels of rela-
tively pure crystalline silica (Horwell and Baxter, 2006).
Cristobalite, a variety of crystalline silica, is most abundant in
ash from eruptions that result from the collapse of volcanic
domes (Horwell and Baxter, 2006). The cristobalite forms
initially by direct deposition from volcanic gases in the dome
fractures. Cristobalite identification in VA via XRD requires a
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specialized pretreatment of the ash due to an XRD peak overlap
with calcic plagioclase (Horwell et al., 2010). However, rela-
tively new methods for element mapping and analysis using
SEM can provide a relatively rapid indication of the proportion

of pure silica phases along with key information on their occur-
rences and size distribution in settled ash samples (Figure 3). It
is important to note that the potential toxicity of crystalline silica
diminishes as it is diluted by other aluminosilicate minerals,
and such a mitigating effect could clearly occur with VA, given
the abundance of other silicate minerals and glass (Horwell and
Baxter, 2006; Plumlee and Ziegler, 2007).

Fluorosis in livestock, wildlife, and more rarely in humans
is also another important health concern at some geologically
favorable volcanoes where the magmas or eruption processes
lead to relatively fluorine-rich ash, such as the 2010 Eyjafjalla-
jökull and other Iceland volcano eruptions; small 2008–09
Halema’uma’u crater eruptions, Kilauea volcano, Hawaii;
1995–96 Ruapehu eruptions, New Zealand; and 2007 Old-
oinyo Lengai eruption, Tanzania. Fluoride, along with sulfate,
chloride, acid, and some trace metals, can be tied up in rela-
tively soluble salts in VA or is loosely sorbed onto VA particle
surfaces (Witham et al., 2005). In most VA, these salts or
sorbed species are a relatively small component of the total
ash (compared to the large volume of glass and mineral parti-
cles) and result from interactions of ash particles with air and
the gaseous components (including acidic gases) of the volca-
nic plume (Witham et al., 2005). In the case of most VA from
fluoride-rich systems, the fluoride is relatively abundant and
water-soluble – either the fluoride is leached into surface
water supplies that are consumed or the bioaccessible fluoride
is solubilized from ash that is consumed along with forage
by grazing wildlife or livestock. For ash eruptions such as
these, the presence of water-soluble fluoride is readily detected
by water leach tests such as the USGS Field Leach Test
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Figure 2 This plot shows the particle size distribution (as determined using Laser Malvern Mastersizer) of ash deposits from the 18 May 1980 Mt. St.
Helens eruption, Washington State, United States, collected at progressively greater distances downwind from the volcano. Approximate upper size
limits of physiological significance are also shown on the plot.

Figure 3 Modern scanning electron microscopy (SEM) image analysis
software provides a means to relatively quickly assess the amounts of
particular minerals in a DM sample. This SEM image is an element map of
ash from the 2010 eruption of Mount Merapi volcano, Indonesia. The
circles highlight phases where silica is the lone constituent (magenta)
and show that many of the silica-only grains are greater than 15–25 mm
in diameter and are attached to other mineral grains. The imaging
software allows calculation of the areal percentage of silica-only phases
present in the sample, in this case around 2% of the grains. The analysis
was performed by Heather Lowers, USGS.
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(Hageman, 2007b). In the case of Ruapehu, water leach tests
did not indicate significant quantities of water-soluble fluo-
ride, yet several thousand sheep died from fluorosis following
the eruption. Cronin et al. (2003) concluded that the phreato-
magmatic nature of some of the Ruapehu eruptions led to the
formation of calcium and aluminum fluorides/phosphate
phases in the ash, which are sparingly soluble in water but
much more soluble in the digestive system of grazing animals.
Morman and Plumlee (2010) and Caulkins et al. (2010) applied
gastric IVBAs to examine whether such tests can better predict
potential fluorosis hazards via an incidental VA ingestion.

The USGS Field Leach Test results on samples of ash that
was deposited dry and not subsequently rained upon
(Hageman, 2007b; Wang et al., 2010) suggest that short-term
flushes of acid, anions, and some metals into rainwater or
surface waters should be expected from most VA. Ash that has
been rained upon or that is from phreatomagmatic eruptions
involving significant water produces a substantially higher-pH
leachate with high levels of major cations and lower levels of
trace metals (Wang et al., 2010) due to the prior flushing of
soluble components and the greater time for chemical reac-
tions between the leachate solutions and the ash particles.
These results suggest that the potential for release of acid and
metals from ash is likely to diminish substantially over time as
a result of interactions with rainfall.

In contrast to the silicate- and glass-dominated ash from
most eruptions, ash from a series of relatively small eruptions
in 2008–09 at the Halema’uma’u summit crater, Kı̄lauea vol-
cano, Hawaii, contained a high proportion of calcium sulfates
and complex phases containing iron, chloride, sulfate, alumi-
num, phosphate, and other elements, which formed as direct
precipitates from magmatic gases on the fracture surfaces of
wall rocks near the surface of the crater. The collapse of the wall
rocks into the crater throat impeded gas flow, leading to over-
pressuring and eventual explosive release of the precipitate-rich
material (Houghton et al., 2011). Due to the high proportion
of these precipitates in the ejecta, water leachates from the
Halema’uma’u ash samples are the most acidic and have the
highest concentrations of soluble fluoride and various metal
contents, which we have measured using the USGS Field
Leach Test.

The VA from the Oldoinyo Lengai volcano in Tanzania is
quite exotic due to the natrocarbonatitic, carbon dioxide-rich
nature of the magmas (Mitchell and Dawson, 2007). The
abundance of unusual carbonate phases produces the highest
pH leachates of any VA that we have analyzed. Both water and
gastric leachates have extremely high concentrations of fluo-
ride and exotic elements (for VA leachates), such as molybde-
num, arsenic, and vanadium. The fluorosis that would be
predictable based on these results has been well known for
years due to the fluorine-rich nature of the volcanic rocks in the
region. However, the results also raise the possibility of toxicity
from other elements that may be less well known. For example,
soluble molybdenum levels in the tens of ppm suggest that
molybdenosis in animals that graze in ash-affected areas or in
areas of compositionally similar volcanic rocks may be a plau-
sible concern.

Attention has only focused relatively recently on the poten-
tial health effects of ROS generation by metals released from
respired VA. Horwell et al. (2003) found that ash from the
Soufrière Hills volcano has high surface reactivity and

generates high levels of ROS, which they attributed to the
release of ferrous iron from the ash. More recently, Horwell
et al. (2007) found that basaltic ash generates substantially
more radical species in acellular lab experiments than more
silicic ash, again postulated to result from iron release. Iron
sulfides, which have been shown to generate high levels of
ROS in lab experiments (Harrington and Schoonen, 2012),
are present up to one or two percent by volume in silicic ash
that we have studied from a number of volcanoes. It is unclear
whether these sulfides are present in high enough levels to
contribute substantially to ROS generation by, and therefore
toxicity of, VA.

We have carried out IVBAs on ash from a number of differ-
ent volcanoes and eruptions using lung fluid simulants and
serum-based fluids as the extracting fluids. The results suggest
that a variety of redox-variable elements, such as manganese,
copper, cerium, and others, may be rather bioaccessible from
respired ash particles, in many ash samples even more so than
iron. Further work is needed to understand whether these
elements could also contribute to ROS generation and poten-
tial toxicity of VA.

11.7.6 Landslides, Debris Flows, and Lahars

Landslides are relatively dry, slow- or fast-moving masses of
rock, soil, and other materials. Debris flows are fast-moving
masses of loose rock, soil, and other materials in which water-
saturated sediments support and transport large boulders or
other debris. Debris flows that form on volcanoes are termed
lahars. Landslide deposits can be sources of debris flows due to
the abundance of loose, easily erodible materials. Landslides
and debris flows originate in areas of relatively steep topogra-
phy and can be geogenic (e.g., volcanic, earthquake, geother-
mal, or rainfall triggers), geoanthropogenic (e.g., triggered by
runoff in areas of deforestation or areas burned by human-
caused wildfires), or anthropogenic (e.g., through failure of
mine waste piles, CFA impoundments, or other containment
structures) in origin. They can involve geogenic to anthropo-
genic materials. Landslides, debris flows, and lahars can cause
large volumes of earth materials and entrained anthropogenic
debris to be broken apart and exposed to weathering, erosion,
redeposition, and dust generation.

Landslides, debris flows, and lahars are well recognized for
the threats they pose to the physical safety of humans and
other organisms in their paths (Petley et al., 2005) and for
their physical impacts on the environment. For example, on
16 December 1999, extreme rainfall triggered debris flows that
demolished urban areas in 24 drainages along a narrow strip of
the Venezuelan coast in Vargas State, leading to the destruction
of over 25000 houses, damage to another 65000 houses,
and the estimated deaths of 15000–30000 people (Garcı́a-
Martı́nez and López, 2005).

There are some cases in the literature where exposures to
landslide or debris flow materials have been of concern from a
public health perspective and rarer cases where actual health
problems have been documented from such exposures.
Whether materials contained within landslides, debris flows,
and lahars might pose environmental or health hazards is a
function of the mineralogical, chemical, and pathogenic
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makeup of the source materials coupled with the types and
amounts of anthropogenic materials that are entrained.

11.7.6.1 Landslides and Debris Flows Sourced
in Ultramafic Rocks

Ultramafic rocks, due to the abundance of materials with low
shear strength such as serpentinite and asbestos, can com-
monly serve as source rocks for landslides and debris flows.
The active Sumas Mountain/Swift Creek, Washington, United
States, landslide is developed on a steep hill slope underlain by
ultramafic rocks containing high levels of chrysotile asbestos
(EPA, 2011a; Linneman et al., 2009). Rainfall runoff, some-
times in the form of debris flows, carries large volumes of
chrysotile-containing material substantial distances down-
stream. The transported material is redeposited in stream sed-
iments, natural levees, and floodplain sediment deposits,
which can become wind-borne during dry periods and can be
disturbed by human activities. In the past, dredging was used
to keep the Swift Creek channel free of sediments and to reduce
debris flow hazards. The dredged materials were used for road
fill and home construction projects, which led to further dis-
tribution of the chrysotile-containing materials. Although the
Washington State Department of Health found no evidence of
elevated rates of asbestos-related disease in nearby residents,
the EPA (2011a) did find that exposures to asbestos and some
metals in the Swift Creek area were high enough to warrant
implementation of measures to help reduce such exposures. In
addition to chrysotile and amphibole asbestos (Van Gosen,
2009), the potential hazards that may be associated with land-
slides and debris flows from ultramafic rocks elsewhere are
dusts or sediments that contain nickel, vanadium, or other
metal/metalloid toxicants. Soluble hexavalent chromium re-
leased from the landslide rocks might also be a concern in
some areas, resulting from the oxidation of trivalent chromium
(which is relatively insoluble) by manganese in the surface
environment (Wood et al., 2009).

11.7.6.2 Landslides and Debris Flows Sourced
in Sulfide-Rich Rocks

Partially weathered, iron sulfide-bearing black shales or schists
and hydrothermally altered/mineralized rocks can be sources
of substantial landslides and debris flows. In the Great Smoky
Mountains of Tennessee, landslides occur regularly in pyritic
schists (Hammarstrom et al., 2005).

Along the Red River above Questa, New Mexico, United
States, intense acid-sulfate weathering of pyritically altered
andesites with accessory chalcopyrite (copper–iron sulfide),
sphalerite (zinc sulfide), and galena (lead sulfide) has led to
the formation of a series of spectacular erosional scar areas and
associated debris fans (Figure 1(b)). The scar areas form by
slumping and landsliding of the partially weathered rocks at
their headwalls, and the runoff from summer thunderstorms
erodes the landslide material and causes extreme debris flow
events (Plumlee et al., 2009).

These landslides in sulfide-mineralized rocks expose fresh
pyrite (and depending upon the geology, other sulfides) to
weathering, which accelerates the formation of acidic drainage

waters with high levels of metals, such as iron, aluminum, zinc,
and copper see Chapter 11.5. Evaporation of the acid drainage
during dry periods or in areas protected from rainfall leads to
formation of sulfate-rich secondary salts. Dusts from the land-
slides and debris flows can be enriched in unweathered sulfides
and secondary salts with bioaccessible acid, iron, and other
metals, which may be bioreactive in the lungs (Plumlee and
Morman, 2011). Dissolution of the soluble salts by rainfall
events can also lead to pulses of acid and metals into surface
waters, which can adversely affect downstream water quality
and aquatic ecosystems (Hammarstrom et al., 2005; Plumlee
et al., 2009). Results of the USGS Field Leach Test on debris
from Questa scar areas illustrate the highly acid, metalliferous
nature of the runoff that can occur, especially in comparison to
leachate from debris in a nearby catchment underlain by rocks
that are substantially less mineralized (Figure 4).

11.7.6.3 Volcanic Lahars

Volcano-sourced lahars are the largest, farthest traveled, and
potentially most damaging of these phenomena. For example,
the 1985 lahars from Nevado del Ruiz volcano in Columbia
traveled up to 104 km downstream and killed 23000 people
(Pierson et al., 1990). The Nevado del Ruiz lahars were trig-
gered by an eruption that interacted with the volcano’s summit
ice cap. As another example, the Osceola mudflow 5600 years
BP removed a substantial portion of the upper Mt. Rainier
volcano, including a substantial amount of hydrothermally
altered rocks (John et al., 2008). The Osceola mudflow flowed
to the north and west, eventually reaching Puget Sound. A
number of towns have been developed in the Puyallup River
valley on top of thick Osceola mudflow deposits. The Osceola
mudflow contains a number of sulfide-rich clasts that can
weather to produce small amounts of acid-rock drainage and
soluble sulfate salts.
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Figure 4 The USGS Field Leach Test illustrates that debris eroded from
pyrite-mineralized, acid-sulfate-weathered scar areas along the Red River
near Questa, New Mexico, produces highly acidic leachate waters with
elevated levels of metals, such as iron, aluminum, and zinc. The plot was
generated using the data from Smith et al. (2007).
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11.7.6.4 Pathogens in Dusts from Earthquake-Generated
Landslides

The outbreak of valley fever (coccidioidomycosis) following
the 1994 Northridge, California, earthquake is cited as the best
but an extremely rare example of an infectious disease outbreak
associated with a geophysical disaster (Floret et al., 2006;
Jibson, 2002). The outbreak resulted from exposures to dusts
containing spores of the soil fungus C. immitis. The earthquake
triggered landslides and resulting dust clouds in marine sedi-
mentary rocks whose soil characteristics may have been eco-
logically favorable for the soil fungus to compete against other
soil microbes, for example, high salinity and alkalinity, hot
temperatures, coarser soil textures, soluble efflorescent salts,
and potentially elevated borate salts that may act as antibiotics
on bacteria that compete with the fungus (Fisher et al., 2007).

11.7.7 Hurricanes, Extreme Storms, and
Floods – Katrina as an Example

11.7.7.1 An Overview of DM Produced by Hurricanes,
Extreme Storms, and Floods

Hurricanes and extreme storms have the potential to cause
substantial damage to the environment and human-built in-
frastructure from high winds, tornadoes, lightning strikes, and
extreme precipitation with resulting runoff, erosion, and flood-
ing (Young et al., 2004). Flooding can also result from other
natural causes, such as rapid snowmelt, catastrophic failures of
dams or levees triggered by either natural or human causes,
and earthquake-generated tsunamis.

Storm-induced erosion can release into the environment a
variety of metal/metalloid toxicants, mineral toxicants, and
pathogens from rocks and soils in which they are naturally
enriched, such as the examples discussed in the previous sec-
tion on landslides and debris flows. Storm or flood damage to
a wide variety of buildings, infrastructure, industrial facilities,
and/or agricultural facilities could release many different types
of debris, organic and inorganic contaminants, industrial
wastes, sewage, and pathogens into the environment. Exam-
ples of such facilities include wastewater treatment plants
(WWTPs), WWTPs that also process storm water runoff
(termed combined sewage outflows, or CSOs), petroleum
refineries, active or inactive metal mines, chemical manu-
facturing plants, warehouses storing HM, animal feeding oper-
ations, landfills, and others (Cozzani et al., 2010; Plumlee
et al., 2011; Young et al., 2004). Storm runoff from agricultural
lands, residential areas, and urban areas can release a variety of
sediment-borne or waterborne anthropogenic contaminants
(e.g., Hudak and Banks, 2006). Storm-related redistribution
of contaminated sediments from riverbeds, lakebeds, or allu-
vial deposits has been noted to result in adverse environmental
impacts on downstream ecosystems (e.g., Lecce et al., 2008).
Surface water and shallow groundwater supplies used for
human consumption, livestock consumption, or agricultural
irrigation can become contaminated by a wide variety of con-
taminants or pathogens. Following storms, the contaminated
sediments and debris that were redistributed by landslides or
floodwaters dry out and can be redistributed as airborne PM by
human disturbance and/or wind transport.

Adverse human health effects of storms and flooding in-
clude potential outbreaks of infectious disease from exposure
to contaminated floodwaters (such as gastroenteritis, cholera,
and Escherichia coli infections), consumption of contaminated
drinking water, exposure to dusts from dried landslide or flood
deposits containing soil pathogens (such as C. immitis), post-
flood exposure to molds developed in water-soaked homes
and buildings, vector-borne disease outbreaks (such as malaria
and West Nile virus transmitted by mosquitos), and rodent-
transmitted diseases (such as leptospirosis) and other infec-
tious diseases (such as dengue fever). The greatest incidences of
infectious diseases occur in developing countries where the
public health infrastructure and treatment/mitigation capacity
is more limited (Ahern et al., 2005; Barbeau et al., 2010; Cook
et al., 2008; Noji, 2000; Young et al., 2004).

The potential for human health impacts linked to inorganic
or organic toxicants released into the environment by storms
has been widely speculated, but specific case studies docu-
menting such links seem rare. Young et al. (2004) cite limited
examples of short-term illnesses (such as respiratory problems)
and potentially increased cancer rates following specific flood
events but also note that much more work is needed to better
understand potential linkages in this regard.

11.7.7.2 Hurricane Katrina Floodwaters, Flood Sediments,
and Molds

Hurricane Katrina, which made landfall near New Orleans on
29 August 2005, and Hurricane Rita, which made landfall to
the west of New Orleans several weeks later, triggered storm
surges and multiple breaks in the levee system surrounding the
city, leading to extensive flooding of the New Orleans area
north and east of downtown. The American Society of Civil
Engineers (ASCE, 2009) presented a detailed overview of the
sequence of events that led to the flooding and its conse-
quences. There were considerable concerns expressed in the
media early in the flooding about the potential health threats
posed by the ‘toxic gumbo’ of floodwaters, with possible chem-
ical and microbial contamination coming from flooded
WWTPs, oil refinery and other sources of oil spills, multiple
Superfund sites, large numbers of older homes, and many
other sources (Manuel, 2006). As the floodwaters were
pumped from the city, they left behind extensive accumula-
tions of flood sediments up to many centimeters thick on the
streets, lawns, parking lots, and other flat surfaces, as well as in
buildings (Figure 1(c)). During the flood dewatering and sub-
sequent cleanup, there were concerns that these sediments
might contain pathogens and chemical contaminants that
could pose a health risk to emergency responders, cleanup
workers, and local residents who came into contact with the
wet sediments or inhaled dusts generated from dried sedi-
ments. A number of different governmental agencies and uni-
versity research groups, including ours and other research
groups at the USGS, carried out a range of studies on the
Katrina floodwaters and flood sediments to examine potential
characteristics of environmental or health significance.

Various groups analyzed floodwater samples collected in
early September from Lake Pontchartrain and various New
Orleans neighborhoods (Demcheck et al., 2007; Pardue et al.,
2005; Presley et al., 2006). Collectively, they detected volatile
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and semivolatile organic compounds, pesticides, and wastewa-
ter compounds but in relatively low concentrations. With the
exception of arsenic, metals were within the ranges expected for
storm water runoff but were below EPAmaximumcontaminant
levels (MCLs) for drinking water. However, copper, nickel, and
silver were sometimes measured in levels exceeding those protec-
tive of aquatic life in salt water. Fecal coliform bacteria (including
E. coli) and Aeromonas (pathogenic bacteria not of sewage origin)
were highly elevated in some floodwater samples but in ranges
expected for storm water runoff. Fecal indicator bacteria in Lake
Pontchartrain returned to prehurricane concentrations within
2 months of the flooding (Sinigalliano et al., 2007).

Large volumes of sediment-laden floodwaters were pumped
out of the flooded areas in the weeks following Katrina, mostly
into Lake Pontchartrain to the north but also to marshes to the
east of New Orleans. Van Metre et al. (2006) examined the
impacts on Lake Pontchartrain and found elevated concentra-
tions of lead, zinc, polycyclic aromatic hydrocarbons (PAHs),
and the legacy pesticide chlordane in the lake bottom sedi-
ments, but these were restricted to relatively limited areas along
the shoreline near the entrance to one of the major canals (the
17th Street canal). They concluded that the impacts of the
floodwater pumping on Lake Pontchartrain were spatially lim-
ited and most likely transient.

The flood sediments left behind after pumping of the flood-
waters showed substantial spatial and temporal variability in
their size makeup, with coarser sands deposited close to the
ruptured levees soon after breeches and with finer clay to silt
size fractions deposited throughout the area. Once dry, the silt-
and clay-rich flood sediments formed hard, durable chunks that
required considerable effort to break apart. As a result, these
sediments would likely only release appreciable dust or loose
particles if they were extensively disturbed (such as by being
driven upon or otherwise mechanically pulverized). This situa-
tion is fortunate because our particle size analysis of disaggre-
gated flood sediment samples indicates that a high proportion of
the sediment is of the clay- to silt-size range that could be invol-
untarily ingested via hand-to-mouth contact (<250 mm) and that
a smaller but still substantial proportion (1–16 volume %) of
some sediment samples is in the respirable size range (less than
2–3 microns) (Plumlee et al., 2006b, 2007a).

Multiple studies found similar results regarding types,
abundances, and distributions of metal and organic contami-
nants in flood sediments (Abel et al., 2010, and references
therein; Plumlee et al., 2006b, 2007a; Rotkin-Ellman et al.,
2010; Shi et al., 2010, and references therein). An important
overall finding of our flood sediment study, based on SEM and
XRD mineralogical characterization (Plumlee et al., 2006b,
2007a), was that the flood sediments were derived from mul-
tiple sources and that the spatial variations in sediment
makeup and chemical composition across the New Orleans
area resulted from variable contributions from these different
sources (Figures 5 and 6). The flood sediments deposited in
suburbs near marshes (Chalmette, Violet, and inland Slidell)
primarily contained marine and brackish marsh mud with
clays, abundant framboidal iron sulfide (as high as 5–10 wt
%), and diatoms but overall relatively low levels of heavy
metals and organic contaminants. The net acid production
tests suggested that, should these flood sediments be left in
contact with atmospheric oxygen, oxidation of the iron sulfides

could eventually generate acid-sulfate waters containing ele-
vated iron, aluminum, manganese, and copper released from
the iron sulfide (Figure 6). The flood sediments near breached
canals and Lake Pontchartrain (Lakeview, Ninth Ward, Rigo-
lets, and lakefront Slidell) had abundant clay, diatoms, and
sand but lesser iron sulfide (<1–5 wt%) and variable metal/
organic contaminants, indicating contributions from brackish
bottom sediments from Lake Pontchartrain north of New
Orleans, levee materials, and materials eroded from beneath
the levees near the breaches. Downtown New Orleans flood
sediments contained clay and sand, no iron sulfides, abundant
carbonates and urban materials (i.e., soda lime glass, glass
fibers, concrete, and jewelry beads), and substantially higher
concentrations of lead (as lead metal and lead oxides), arsenic,
other metals, and semivolatile organic compounds (e.g., PAHs
such as benzo(a)pyrene; termiticides such as chlordane, chlor-
pyrifos, permethrin, and fipronil; dieldrin; and phenol and
carbazole) than flood sediments collected elsewhere. Many of
these contaminants were in concentrations in excess of EPA
residential soil screening levels (RSSLs). SEM analysis of the
lead-rich sediment samples indicated that the lead particles
were well within the ingestible size range. We concluded that
these downtown sediment samples were primarily composed
of floodwater-reworked local soils known from previous re-
search (Mielke et al., 2004) to have very high levels of pre-
Katrina metal and organic contamination. A later study com-
paring pre-Katrina soil samples to flood sediment samples
(Rotkin-Ellman et al., 2010) concluded that the Katrina flood-
ing resulted in the addition of new arsenic via flood sediments.
Our study results and those of others identified contamination
hot spots outside the downtown areas, which were likely from
localized contaminant sources. The concentrations of various
organic contaminants in flood sediment samples collected at
the same locality near the Murphy Oil Refinery in Chalmette
decreased between September and October 2005, indicating
that degradation of the organic contaminants likely had oc-
curred as a result of volatilization, biodegradation, and photo-
degradation (see results for benzo(a)pyrene in Figure 5; also
see Plumlee et al., 2007a).

Ashley et al. (2008) sampled flood sediments from inside
two homes in the Lakeview part of New Orleans north of
downtown (an area where our study found only localized en-
richments of lead, arsenic, and other heavy metals) and found
substantially elevated levels of arsenic, cadmium, lead, vana-
dium, and semivolatile organic contaminants compared to out-
door samples measured by other studies (including ours). They
concluded that the increased contaminant levels resulted from a
winnowing effect that enriched the indoor samples with fine
clay particles containing sorbed contaminants.

Our IVBA tests of the metal-rich downtown soils indicated
that lead, arsenic, cadmium, zinc, and manganese were highly
bioaccessible in the simulated gastric fluids (SGF), with more
than 50% of the bulk metal concentration of each leached
from the sample during the hour-long tests (Figure 5; Plumlee
et al., 2006b, 2007a). These results and those of Abel et al.
(2010) provided further indication (adding to conclusions
already made by Mielke et al., 2004) that the pre-Katrina
urban soils were an important exposure source for lead,
that incidental ingestion was a viable exposure pathway for
children living in the inner city prior to Katrina, and that
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post-Katrina soils and flood sediments in downtown New
Orleans continue to pose a long-term exposure source for
lead and other heavy metals.

The short-term environmental health impacts of exposure
to Katrina floodwaters were mostly increased incidences of

gastrointestinal illnesses, skin infections, and upper respiratory
tract infections (ASCE, 2009), most likely related to microbial
causes. Some cases of illness were induced by exposures to the
natural bacterium Vibrio vulnificus, either through wounds or
consumption of contaminated seafood. The latter is attributed
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as the cause of five fatalities (Manuel, 2006). Sinigalliano et al.
(2007) found elevated levels of fecal indicator bacteria in
sediments from flooded and unflooded areas following
Katrina and in canal waters. They used these and other data
to make the case that microbial pollution before, during, and
following the hurricanes most likely resulted from the dis-
charge of sewage-fouled waters within the city. They also
expressed concerns reaffirmed by Dobbs (2007) that the city
sediments could pose a longer-term source of microbial pollu-
tion to which residents could be exposed.

Griffin et al. (2009) performed PCR analysis on the splits
of many of the same samples that we collected and analyzed
(Plumlee et al., 2006b) and found indicators of Bacillus anthra-
cis (the causative agent for the disease anthrax) in a strikingly
high percentage of the samples (5 of 19 samples analyzed),
especially when compared to the rates of B. anthracis indicated
in soil samples collected on a north–south transect across
the United States (5 of 104 samples). As part of a Gulf Coast
soil sample transect, Griffin et al. (2009) analyzed new samples
collected in 2007 from the same NewOrleans sample locations
and this time found no indications of B. anthracis. They con-
cluded that the Katrina flooding enhanced B. anthracis growth
(noting that flooding had also been linked to pre-Katrina

anthrax outbreaks in Louisiana livestock) and that the bacteria
may not survive in the uppermost soil levels during dry condi-
tions following the flood event. Their results were obtained
after the incubation period for the development of anthrax
was exceeded. Fortunately, although the pathogen was clearly
present in the short term after Katrina, there were no anthrax
cases noted.

Barbeau et al. (2010) summarized studies of indoor and
outdoor mold in New Orleans following Katrina. Very high
levels of mold (particularly Aspergillus, Penicillium, and Clados-
poridium fungi) were found in flooded homes, especially those
that had been flooded to depths of greater than 3 ft. However,
although residents and workers returning to clean up flooded
homes were exposed to these very high levels of molds, there
was not a corresponding increase in emergency room visits or
hospitalization for health problems resulting from mold expo-
sures. Barbeau et al. (2010) provided several possible explana-
tions for this, such as that healthy people (who might be more
likely to reoccupy or work in flooded homes) suffer fewer
serious health effects from molds, that people with mild aller-
gic symptoms (the most common effect of mold exposures)
may not have sought respiratory care, or that persons reenter-
ing flooded homes had time-limited exposures to the molds.

The removal of the flood sediments and debris from flooded
areas and hurricane-damaged or flooded buildings has been a
long-term challenge since 2005. The results of the various char-
acterization studies underscored the needs for appropriate
health and safety protection of the people doing the work and
the need for effective disposal of large quantities of contami-
nant- and pathogen-bearing materials. Our results finding that
the flood sediments in eastern suburbs could be highly acid-
generating due to abundant framboidal pyrite confirmed the
cleanup managers’ decisions to dispose of the muds and debris
in landfills isolated from the atmosphere and rainfall. Other-
wise, the acid drainage formed by sulfide oxidation (see
Chapter 11.5) could have leached lead and other contaminants
from the debris, thus presenting additional environmental
hazards. This still may be an issue locally, as there have been
media reports in the years since 2005 (e.g., USA Today, 3/26/
2007) that illegal dumping of Katrina mud and debris in out-of-
the way areas had become a problem.

11.7.8 Wildfires at the Wildland–Urban Interface

Wildland wildfires have always been a fundamental part of
healthy natural ecosystems by helping to recycle nutrients,
enhance soil productivity, reduce insect infestations, and initi-
ate plant succession processes (Dombeck et al., 2004). Partic-
ularly in the United States, as humans have built communities
in former wildland areas, wildfire suppression to protect these
communities has substantially altered the natural ecological
condition by allowing vegetation density to increase substan-
tially and vegetation complexity to diminish greatly. As a re-
sult, wildfires have become more difficult to suppress, more
devastating to the environment because they burn more in-
tensely, and more likely to burn communities at the wildland–
urban interface (Figure 1(d)–(f)).

Environmental impacts of wildland wildfires have been
widely documented (Ice et al., 2004; Mendez, 2010; Moody
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et al., 2008; Neary et al., 2008; Smith et al., 2011). Extensive
physical impacts include increased runoff and erosion in
burned areas, with increased transport of materials via damag-
ing debris flows. Chemical impacts include, for example, loss
of carbon and nutrients such as nitrogen from soils; increases
in calcium, magnesium, sodium, potassium, sulfate, and chlo-
ride in soils; and increased availability of nitrogen, trace ele-
ments (iron, manganese, arsenic, chromium, and others),
PAHs, other organic contaminants, and cyanide (a combustion
by-product) in soils, sediments, and affected surface waters
following fires. For example, elevated manganese is a com-
monly noted postfire problem in municipal water supplies
drawn from surface waters in burned watersheds with conifer
vegetation. Concerns with the potential environmental and
ecological impacts of fire retardant chemicals (e.g., cyanide-
bearing compounds used as corrosion inhibitors in the retar-
dants) have also been discussed (Calfee and Little, 2003;
Crouch et al., 2006; Kalabokidis, 2000).

The high toxicity of, and the resulting health effects from
exposures to, smoke from fires in the built environment has
been studied extensively (e.g., papers in Stec and Hull, 2010).
There is a broader array of toxicants in the combustion prod-
ucts of fires in the built environment than in the combusted
wildland vegetation. The impacts of wildfires on air quality and
the resulting impacts of fire smoke on human health have also
been studied extensively. Most health studies involve analysis
of hospital admission data for populations affected by wild-
fires, toxicity testing of smoke, or health assessments and bio-
monitoring of firefighters. These studies have primarily
focused on the adverse health effects from exposures to high
levels of fine PM; irritant gases (hydrogen chloride, sulfur
dioxide, hydrogen fluoride, nitrogen oxides, etc.); asphyxiant
gases (carbon monoxide and hydrogen cyanide); organic che-
micals such as formaldehyde, formalin, PAHs, or dioxins
(some of which are considered carcinogens); other chemicals
such as ozone; and combustion-produced free radicals
(Bytnerowicz et al., 2009; Dennekamp and Abramson, 2011;
Gaughan et al., 2008; Jalava et al., 2006; Künzli et al., 2006;
Leonard et al., 2007; Lipsett et al., 2008; Neitzel et al., 2009;
Shusterman et al., 1993; Viswanathan et al., 2006). All studies
yield the conclusion that wildfire smoke exposures lead to a
variety of acute health problems, such as eye and respiratory
tract irritation, exacerbation of asthma, reduced lung function,
bronchitis and other more serious respiratory tract problems,
secondary cardiovascular effects, reduced immune system
function, and biomarkers of increased oxidative stress in the
body. These health issues are particularly problematic in sen-
sitive populations such as those with preexisting asthma or
other respiratory or cardiovascular diseases (Lipsett et al.,
2008). Fewer studies have considered the potential contribu-
tions of exposures to ash or other inorganic constituents that
can result from fires, such as caustic alkali solids, mineral
toxicants, or metal toxicants (e.g., Harrison et al., 1995;
LeBlond et al., 2008; Plumlee et al., 2007b).

The relatively short-term exposures of large populations to
wildfire smoke (e.g., Figure 1(d)) may not pose a substantial
risk for the development of long-term health problems, such as
pneumoconiosis or cancer (Lipsett et al., 2008). However, all of
the relatively small number of health studies of wildland fire-
fighters conclude that much more research is needed to better

understand the long-term health risks faced in this occupation
(e.g., Gaughan et al., 2008; Neitzel et al., 2009). This is because
wildland firefighting is increasingly a year-round rather than a
seasonal occupation. Further, wildland firefighters typically do
not wear the high level of respiratory protection (i.e., self-
contained breathing apparatuses with full face masks) worn by
urban firefighters, but wildland firefighters who fight fires at the
wildland–urban interface are increasingly exposed to the poten-
tially broader array of toxicants produced by burning buildings.

We are not aware of any detailed studies that have exam-
ined the health impacts from exposures to ash and debris
encountered by people who clean up burned residences or by
workers rehabilitating burned wildlands, although the poten-
tial for such risks has clearly been recognized and precaution-
ary measures to avoid exposures are prescribed. For example,
the state of California has issued advisories for safe ash
cleanup, such as wearing long-sleeve shirts, gloves, eye protec-
tion, and respiratory protection (CADHHS, 2012).

11.7.8.1 Types of Ash Produced by Wildfires

Residual ash is left behind in a burned area following a wild-
fire. Ash particles and particles of underlying soils can easily be
picked up by intense fire-caused updrafts and become
entrained in the smoke plume from an active wildfire. Humans
and animals can breathe in these suspended ash and soil
particles, and the particles can eventually settle out downwind
as airfall ash deposits.

Different types of ash are produced during a wildfire as a
function of the burn severity, which, in turn, is a function of
the maximum temperatures reached during combustion and
the duration of the combustion at high temperatures. Black ash
is composed of remnant vegetation material that has only been
partially combusted. It is coarser grained and is composed
primarily of charcoal and still has remnant plant structures
that are visible in hand lens or by using SEM. In contrast,
white ash results from a much more complete combustion
and is composed of small calcium, magnesium, potassium,
and sodium carbonates, oxides, hydroxides, sulfates, phos-
phates, and chlorides. White ash deposits are typically very
fine-grained (Figures 1(e) and 7), fluffy, and readily wind-
borne. These ash particles are also small enough to be easily
respired deep in to the lungs. Black ash deposits are not as
readily wind-borne due to their coarser particle size.

Typically, a burned area can have patches of both residual
black andwhite ash, in part reflecting variations in the amount of
vegetation originally present. For example, grassy areas typically
combust to form predominantly black ash. More heavily vege-
tated areas with closely spaced trees have greater fuel load, burn
more intensely, and so can havemuchmore abundantwhite ash.

The mineral phases, particle morphologies, and major-
element chemical composition of ash from some vegetation
types have been studied in detail (e.g., Canti, 2003; LeBlond
et al., 2008).

11.7.8.2 Ash, Debris, and Burned Soil Characteristics
of Potential Environmental or Health Concern

We have examined characteristics of potential environmental
and health concern of residual ash and soil samples from
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wildland, residential, and agricultural areas burned by a num-
ber of different wildfires at the wildland–urban interface in
California and Colorado from 2007 to 2010. They have also
characterized airfall ash samples collected in residential areas
downwind from two of these fires in California (Hageman
et al., 2008a,b; Hoefen et al., 2009; Plumlee et al., 2007b;
Wolf et al., 2011). Most of the samples analyzed were collected
within several days after combustion and so had not under-
gone any changes due to interactions with rainfall.

The results and those of other studies further confirm that
ash and soil characteristics can vary considerably depending
upon the source of the samples (e.g., wildlands, agricultural
areas, or burned buildings), combustion intensity, vegetation
type, and underlying bedrock geology.

SEM analysis shows that white ash particles are dominated
by the alkali-metal and alkaline-earth oxides, carbonates, hy-
droxides, sulfates and phosphates mentioned previously. The
white ash can be extremely fine-grained, with a predominance
of particles in respirable to inhalable size ranges (Figure 7).
Analysis of airfall ash shows that it is typically composed of a
mix of larger black ash and smaller white ash particles (many
in the respirable size range), with the amounts of larger black
ash particles being greater in airfall ash deposits from wildfires
driven by extreme horizontal winds. Airfall ash deposits can
also have a mix of transported soil silicate minerals and parti-
cles likely derived from combusted buildings, such as metallic
zinc. Ash and debris from burned buildings and residences can
vary significantly in particle size, with abundant respirable
particles up to large debris blocks. In addition to the minerals
found in wildland black and white ash samples, ash from

combusted residences or other buildings can have a variety of
building-related materials or their combustion by-products,
such as asbestos fibers, man-made vitreous fibers, wallboard
gypsum, concrete, steel, and aluminum-, chromium-, lead-,
zinc-, or copper-rich particles.

The ash and debris samples that we have analyzed from
burned residences can often have elevated levels of copper,
zinc, arsenic, cadmium, chromium, lead, chlordane (a legacy
pesticide no longer used in construction), naphthalene, man-
made glass fibers (fiberglass), and other chemicals or materials
that would result from the burning of building materials
(Figure 8; Plumlee et al., 2012). Lead and arsenic are com-
monly present in levels that exceed EPA residential SSLs
(400 ppm lead and 22 ppm arsenic; EPA, 2011b). Some of
the chromium present in the residential ash and debris is in
the readily soluble, more toxic hexavalent form (Wolf et al.,
2011); some may have been present before the fires as hexava-
lent chromium in building or household materials such as
chrome–copper–arsenic (CCA)-treated wood, fabrics, or
plastics; and some may have formed by the combustion of
metallic or trivalent chromium (Panichev et al., 2008).

In comparison to the residential ash samples, our data
show that wildland ash samples tend to have substantially
lower levels of most potentially toxic heavy metals (Figure 8).
The bulk chemical composition of the wildland ash changes
with the increasing extent of combustion, with white ash being
enriched in calcium, magnesium, potassium, and phosphate
and depleted in most other elements compared to black ash.
This may indicate that some potentially toxic elements (such as
arsenic, lead, and others) are released fromwildland vegetation
into the smoke plume during combustion. Although more
data are needed, there are indications in our dataset that dif-
ferent vegetation types behave differently with respect to the
enrichment of metal toxicants in the ash versus their release
into smoke during combustion. For example, one series of
burned soil, black ash, and white ash samples collected in a
burned oak forest in California showed enrichment of arsenic
and mercury compared to ash samples from other vegetation
types and enrichment of arsenic from the burned soil to black
ash to white ash, rather than the depletion observed in this
progression in all other vegetation types. Much more work is
needed on organic contaminants (e.g., dioxins, furans, PAHs,
and many different anthropogenic chemicals) in ash and
burned soils – although our data is extremely limited due to
the high cost of organic contaminant analysis, other studies
have found elevated dioxins, furans, and PAHs in wildfire ash
and smoke.

Our water leachate results using the USGS Field Leach Test
(1 part ash to 20 parts deionized water, 5 min agitation) show
a progression of increasing leachate pH and alkalinity from
unburned soils to burned soils, black ash, white ash, airfall ash,
and ash from burned residences (Figure 9). The white ash,
airfall ash, and ash from burned residences could produce
leachates with pH reaching nearly 13 at a 20:1 water/solid
ratio. Over pH 10.5, the leachate is considered caustic. This
increase in pH and alkalinity resulted from the increasing
intensity of combustion that produced an increasing propor-
tion of water-soluble oxides and hydroxides in the ash (Neary
et al., 2008; Notario del Pino et al., 2008). Constituents that
were highly enriched in the water leachates include calcium,

100 mm

Figure 7 This scanning electron photomicrograph shows the
characteristic particles of white ash left behind in a wildland area near
San Diego, California, United States, burned by the 2007 Harris wildfire. A
majority of the particles are inhalable to respirable in size and many are
composed of caustic alkali phases, such as calcium, magnesium, or
potassium hydroxide. The scale bar is 100 mm long. Image by Heather
Lowers, USGS.
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sodium, potassium, magnesium, chloride, and sulfate. Alumi-
num and silica were also extremely high in the water leachates
but were likely present as colloids that were passed through the
0.45 mm filter used to filter the leachates prior to analysis.
Nearly all potentially toxic metals were only leached in

relatively minor amounts by water. Chromium, manganese,
molybdenum, and occasionally arsenic were leached in some-
what greater amounts.

Our IVBAs of the ash samples using simulated gastric and
lung fluids showed that a variety of metal or metalloid toxi-
cants, particularly in the residential ash samples, are likely
gastric-bioaccessible (including lead, zinc, copper, and arsenic)
and/or lung fluid-bioaccessible (chromium, arsenic, and mo-
lybdenum). Speciation analysis indicates that the leachable
chromium in both the water and lung fluid simulants is the
more toxic hexavalent form (Wolf et al., 2011).

11.7.8.3 Potential Environmental and Health Concerns
of Wildfire Ash

Our results and those of other studies can be used to help
better understand and anticipate potential ecological and
environmental health risks associated with wildfires. For ex-
ample, the first rain to fall on a wildland-burned area may,
depending upon the burn severity and storm characteristics,
initially produce alkaline runoff that could potentially be det-
rimental to aquatic organisms. Any alkalinity impacts would
likely diminish if rainfall is heavy and with increasing dilution
over time and downstream. Colloidal silica and aluminum
phases that are readily leachable from the ash may adversely
affect aquatic organisms, as such particles have been shown to
easily clog fish gills. Runoff from burned areas (particularly
residential areas) may contain particulate and dissolved metal,
metalloid, and organic toxicants that would be available for
uptake by aquatic organisms.

Our results suggest that airfall ash deposited in small sur-
face water bodies downwind from active fires may have a
significant environmental impact on water quality due to the
potentially smaller amounts of dilution that could occur than
during the poststorm runoff. As one example of the potential
chemical effects of airfall ash on water quality, a USGS col-
league living several kilometers upwind of the massive 2009
Station fire near Los Angeles found that a relatively limited
amount of airfall ash increased the pH of her 40000 gallon
salt water swimming pool by more than half a pH unit
(L. Jones, oral comm., 2009). Our leachate tests of an airfall
ash sample from the same fire produced a pH value near 13 at a
1:20 dilution (Figure 9). Metal, metalloid, or organic contam-
inants present in airborne ash from burning urban areas could
similarly prove problematic to aquatic organisms and so may
warrant further investigation. For example, we have found zinc
particles in airfall ash samples from the May 2009 Jesusita fire
near Santa Barbara, California.

The abundance of respirable, caustic alkali particles in
more heavily combusted ash (Figure 7) and the high concen-
trations of metal toxicants in residential ash substantiate
public health warnings that appropriate respiratory, eye, and
skin protection should be worn by people exposed to heavy
ash fallout or working in burned residences or wildland areas
after fires. Some vegetation types, particularly grasses and
reeds, can also produce fibrous crystalline silica phases that
may be of potential respiratory health concern (e.g., LeBlond
et al., 2008).

Some states or local jurisdictions in the United States re-
quire ash and debris from buildings burned by wildfires to be
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Figure 8 These plots show ranges in total lead, arsenic, and calcium
concentrations for a variety of wildfire ash and burned soil types.
Figures modified from Plumlee et al. (2008) to include additional data
from 2009 California wildfires. Many ash samples from burned residences
have higher concentrations of lead and arsenic than samples of wildland
ash. In wildland ash samples, lead and arsenic generally decrease with
increasing burn intensity (i.e., from black and black/white ash mixtures to
white ash), possibly a result of volatilization during combustion.
Increasing calcium concentrations with increasing burn intensity result
from the formation of residual calcium hydroxides and oxides in the ash.
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treated as HM and disposed of in high-level disposal facilities.
The primary driving force behind this requirement is the con-
cern regarding asbestos in the debris. This is so even though the
amount of asbestos present likely diminishes with the decreas-
ing age of the building, particularly those built after the late
1970s. However, the results show that a wide variety of organic
and metal toxicants in addition to asbestos can also be present
in sufficiently elevated levels to be of potential environmental
or health concern when disposed of.

11.7.9 Mud and Waters from the Lusi Mud Eruption,
East Java, Indonesia

On 29 May 2006, mud and gases began erupting from a vent
150 m away from a hydrocarbon exploration well near
Sidoarjo, East Java, Indonesia (Figure 1(g)). The eruption,
called the ‘Lusi’ (Lumpur ‘mud’ – Sidoarjo) (or, in Indonesia,
‘Lapindo’) mud volcano, has continued since, with rates reach-
ing as high as 160000 m3 day#1 and continuing in excess of
100000 m3 day#1 into 2010. As of the fall of 2008, over 30
million m3 of mud with temperatures ranging from 70 to
100 "C had erupted. However, as of mid-2011, web video
images and news reports (Harsaputra, 2011) indicated that
the eruption had slowed to around 10000 m3day#1 and

perhaps become more water-rich and that much of the mud
accumulation is now dry at the surface. In spite of the recent
decreases in flow, expectations are that the eruption will con-
tinue for many years (Davies et al., 2011).

The mud has been erupting primarily from a 60-m-wide
central crater and has accumulated behind a system of levees
and holding ponds (Figure 1(g)). The levees fail periodically.
The mud has inundated an area in excess of 7 km2. Although
the mud accumulation behind the levees has created a topo-
graphic high that rises more than 20 m above the surrounding
relatively flat ground, the eruption has also resulted in consid-
erable subsidence of the original ground surface in the area
around the main eruption vent (Abidin et al., 2008; Davies
et al., 2011). Mud and decanted water are pumped into a
nearby river, which then carries the mud to the ocean approx-
imately 20 km to the east.

The mud inundation has caused over 35000 persons to be
displaced from more than a dozen villages in the area
(McMichael, 2009). The inundation of numerous factories,
farmland, and a major toll road (which has since been
rerouted) has caused significant economic impacts on the re-
gion. In addition, a water-supply pipeline for the city of Sur-
abaja to the north and a fiber-optic cable are in the area of
subsidence and mud inundation. A gas pipeline near the erup-
tion ruptured and exploded, reducing the supply of gas
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available for local fertilizer production, which, in turn, led to
local fertilizer shortages. According to the news reports cited by
Abidin et al. (2008), 14 people have perished. Most, if not all,
of these fatalities resulted from the gas pipeline explosion. In
late February 2008, localized natural gas seeps or eruptions
began to occur in residential and industrial areas outside the
zone of major mud accumulation but within the area of sub-
sidence (Davies et al., 2008). Several of these seeps and erup-
tions have combusted explosively when exposed to an ignition
source, such as an electrical spark.

The mud eruption has been the focus of substantial scien-
tific and media attention. Much of this attention has been on
potential triggers of the eruption, whether it was caused by the
exploration drilling, an earthquake, or a geothermal activity
(Davies et al., 2010; Mazzini et al., 2012; Sawolo et al., 2009).
Although relatively little scientific attention has focused on
the potential environmental and health effects of the mud,
a variety of media and environmental activist organization
reports have expressed concerns regarding the potential
adverse impacts of the mud on the affected river and marine
environments and on the health of local residents exposed to
the wet mud, waters that have contacted the mud, or dusts
generated from dried mud deposits.

An environmental assessment carried out by a team from
the United Nations Environment Program (UNEP) early in the
eruption (UNEP/OCHA, 2006) measured low levels of poten-
tially toxic heavy metals and organic contaminants in the mud
that had erupted as of summer 2006. While the UNEP assess-
ment provided very useful indications that the mud erupting in
2006 was not highly contaminated, the assessment did not
examine the full range of characteristics of the mud that may
be of potential concern from an environmental or public
health perspective.

At the request of the US Department of State, the USGS
has been providing technical assistance to the Indonesian
Government on the geological and geochemical aspects of
the mud eruption. Our group has analyzed the solid and
separated the water components of two mud samples, col-
lected in September 2007 and November 2008, and analyzed
them for characteristics of possible environmental or human
health concern (Plumlee et al., 2008). The mud samples con-
tained a high proportion of ingestible (by hand–mouth trans-
mission), inhalable, and respirable particles. The results
confirmed the 2006 UNEP/Office for the Coordination of
Humanitarian Affairs (OCHA) results that the levels of po-
tentially toxic heavy metals or metalloids in the bulk mud
were low. A complex mixture of organic compounds in the
mud was likely derived from petroleum source rocks. The
distribution and concentrations of some PAHs measured in
the mud samples exceeded the EPA recommended interim sed-
iment quality criteria. Although the mud samples contained
several percent iron sulfides, net acid production tests indicated
that enough carbonate material was also present to prevent the
mud from becoming acid-generating due to weathering and
sulfide oxidation in the near-surface environment. Hazama
and Shizuma (2009) found that the activity concentrations of
the naturally occurring radioactive materials in the mud were
within acceptable limits.

Our data on the water separated from the muds showed
that the water derived from settling mud deposits may have

the potential to adversely affect the quality of surface- or
groundwater sources for drinking water due to the high levels
of fluoride, nitrate, iron, manganese, aluminum, sulfate, chlo-
ride, and total dissolved solids. The very high nitrate levels in
the waters contained within the mud may present a source
of nutrients that could enhance algal blooms and result in
adverse impacts such as hypoxia in the affected freshwater
and marine ecosystems.

In agreement with the previous studies, the water separated
from the mud samples was compositionally and isotopically
compatible with an origin as sedimentary formation water.
The iron disulfide fraction of the mud sample was isotopically
light and likely formed by bacterial sulfate reduction during
diagenesis of clay-rich rocks from which the mud was derived.
A smaller, isotopically heavy monosulfide fraction likely
formed later by thermogenic reduction of formation-water
sulfate to sulfide and reaction of the resulting sulfide with
reactive iron in the mud.

Due in part to the small number of samples available for
study, Plumlee et al. (2008) indicated that further linked earth
science and public health studies were needed to more fully
understand the potential environmental and health conse-
quences of the erupting mud, waters, and gases and of the
accumulating mud deposits and dusts generated from dried
mud deposits. It is not clear to what extent these studies have
been carried out.

11.7.10 Failures of Mill Tailings or
Mineral-Processing Waste Impoundments

In the last several decades, a number of mill tailings or mineral-
processing waste impoundments have failed, some of which
have resulted in the catastrophic release of significant quanti-
ties of solid wastes, liquid wastes, and/or liquid processing
solutions into the environment and some of which have
caused human fatalities (Davies et al., 2000). Several have
been studied from an environmental and health perspective
and so provide useful insights into the issues of greatest envi-
ronmental and health concern associated with such failures.

11.7.10.1 Mine Waste and Mill Tailings Impoundment
Failures, Marinduque Island, Philippines

The Marcopper Mine, Marinduque Island, Philippines, was
started in the late 1960s and had two open pits developed
sequentially on two adjacent large-tonnage, low-grade por-
phyry copper ore bodies (Tapian and San Antonio). The ore
bodies contained chalcopyrite and pyrite dispersed in quartz-
filled fractures throughout the large volumes of hydrother-
mally altered igneous intrusive rock, the crystallization of
which led to the formation of the ores.

In December 1993, extreme rainfall from a typhoon trig-
gered the failure of a siltation dam at Marcopper that sent a
debris flow of sulfidic mine wastes northwest from the mine
into the Mogpog River (Figure 1(h)), eventually reaching the
ocean (David, 2003; David and Plumlee, 2006; Oxfam, 2004;
Plumlee et al., 2000, 2004). The mine wastes released from the
impoundment had been eroded from large waste dumps
around the San Antonio open pit. In March 1996, a plug in
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the tunnel draining the Tapian open pit at Marcopper failed,
releasing an estimated 1–3 million m3 of mill tailings that had
been stored in the open pit south and west into the Makulapnit
and Boac river systems (Figure 1(i)), then into the ocean west
of the island (David and Plumlee, 2006; Plumlee et al., 2000,
2004; UNEP, 1996).

A UNEP team dispatched to Marinduque in the weeks
following the 1996 spill noted the catastrophic physical im-
pacts of the tailings deposited in the downstream Makulapnit
and Boac riverbeds and found the materials released in the
tailings to be acutely toxic to aquatic test organisms (UNEP,
1996). They noted multiple sources of acid-rock drainage
at the Marcopper mine site from the weathering of the pyrite-
mineralized rocks. However, they concluded (based on a so-
dium nitrate leach) that the then fresh tailings deposited in the
riverbeds posed little risk from a trace metal mobilization
perspective and that the primary ecological risk was continued
physical remobilization of the tailings. The UNEP team ana-
lyzed for but did not detect any processing-related chemicals
(such as xanthate) in the waters remaining in the Tapian pit
tailings impoundment. The tailings waters had near-neutral
pH (6.9), which likely resulted from pH buffers added during
the mill processing, and had high levels of copper (1.2 ppm).

The mining company did some remediation, such as
replugging the drainage tunnel from the Tapian open pit,
pushing tailings from the riverbed into the berms to prevent
flooding of adjacent lowlands, contracting with local residents
to fill sandbags with the tailings to make flood-control berms,
and dredging a channel at the Boac river mouth to catch river-
transported tailings before they entered the ocean. However,
the bulk of the spilled tailings were left in or adjacent to the
river due to the disagreements between the mining company
and local residents as to how the tailings removed from the
river should be disposed of. The company preferred submarine
disposal in the ocean to the west of the island, an option
opposed by the local residents due to environmental and per-
ceived health impacts on the north shore of the island resulting
from years of nearshore tailings disposal from Marcopper.

The USGS was asked to pull together an independent team
to assess mining-related engineering, environmental, and
health issues onMarinduque with funding from the Philippine
Government (Wnuk, 2004). By the team’s first visit in 2000,
the Tapian pit was filling with pH 3–4 waters (Figure 10).
Contrary to the findings of the UNEP assessment in 1996,
tailings deposits that remained exposed above the Boac river-
bed had become highly acid-generating due to the oxidation of
pyrite in the hot monsoonal climate. Acid drainage formed
during the monsoon season evaporated during the dry season,
leaving behind a high component of soluble iron- and copper-
rich sulfate salts in the tailings deposits. As a result, the USGS
Field Leach Tests of these tailings produced acidic leachates
with extremely high dissolved copper, iron, and aluminum
(Figure 10; Plumlee et al., 2000). A leach test using seawater
produced an even more acidic leachate with higher levels of
dissolved metals, likely due to the enhanced metal complexing
by seawater chloride (Figure 10). This suggested that disposal
of the acid-generating tailings in the ocean could plausibly
have additional implications for the marine environment that
would not have been present when the tailings were fresh
(Plumlee et al., 2000).

The Boac River watershed is large, and the acid-rock drain-
age and acid-generating tailings from multiple sources at Mar-
copper are diluted by freshwaters and sediments derived from
the unmineralized portions of the watershed. As a result, by the
time of the USGS team’s in 2003, the tailings remaining in the
Makulapnit River had become largely buried or commingled
with the unmineralized sediments transported into the river
system during typhoons. Even though tailings deposits still
remaining on the riverbanks were local sources for acid-rock
drainage, the dilution and burial of the tailings in the riverbed
were helping stimulate some recovery of the Boac River aquatic
ecosystem (Plumlee et al., 2004). This recovery was unfortu-
nately short-lived, as by 2003, the Tapian open pit had filled
with acid-rock drainage that then started overflowing into the
Makulapnit and Boac rivers, with accompanying impacts on
the aquatic ecosystem (David and Plumlee, 2006).

Although the 1996 spill and its impacts on the Makulapnit
River and Boac River watersheds received substantial media
attention, people were made aware in 2000 of the 1993 debris
flow and the devastating impacts of the sulfidic, acid-
generating mine waste materials on the Mogpog River. Because
the Mogpog River watershed is much smaller than the Boac
River watershed and the mine site is the dominant source of
both sediments (in the form of acid-generating mine wastes)
and waters (in the form of copper-rich acid-rock drainage) for
the Mogpog watershed, the river does not have the same ‘self-
mitigating’ capacity that the Boac River has to help dilute the
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solid and waterborne contaminants from Marcopper. The
Mogpog has no prospect for recovery until massive mine
waste piles are stabilized at the mine site and surface water
management and erosion control are vastly improved.

The independent engineering assessment found that four
siltation or water management dams at Marcopper were, as of
2003, at high risk of failure and that the impoundments be-
hind two of them were filled with acid-generating mine wastes.
Hence, there is a substantial risk for further catastrophic floods
and/or debris flows of mineralized materials into both the
Boac and Mogpog watersheds, particularly during the extreme
rainfall and runoff produced by typhoons (Wnuk, 2004).

Local residents, public health authorities, and environ-
mental NGOs repeatedly expressed very strong concerns regar-
ding various adverse human health impacts from mining at
Marcopper, including from long-term disposal of tailings
from the 1970s until 1990 into the ocean north of the island,
and from the 1993 and 1996 disasters. Of primary concern
were the reported cases of lead and arsenic poisoning,
which were attributed by the local residents and some public
health authorities to exposures to Marcopper mine wastes.
Our analyses showed that this linkage was difficult to verify,
because these elements occurred in very low concentrations in
the Marcopper tailings and wastes (Plumlee and Morman,
2011; Plumlee et al., 2004; Wnuk, 2004). The independent
assessment team recommended that other potential exposure
sources for possible cases of lead and arsenic poisoning be
investigated (such as lead-bearing paint in schools and leaded
gasoline combustion by-products) and that much more exten-
sive study and monitoring be carried out to assess if the mining
has had other potential adverse environmental and health
impacts (Wnuk, 2004). For example, no contamination of
shallow aquifers by acid drainage from the riverine tailings
and wastes was found as of 2003 but could develop over time
as waters migrate down from the tailings deposits into the
subsurface. Potential health impacts from longer-term expo-
sures to toxicants (such as manganese, aluminum, cadmium,
and copper) in the mine wastes, tailings, dusts, and acid-rock
drainage waters were also highlighted as being in need of
further study as part of a broader population-based health
assessment of those living or working in or near the mine
and affected watersheds.

11.7.10.2 Mill Tailings Impoundment Failure, Aznalcóllar
Mine, Spain

In 1998, the failure of a mill tailings impoundment at the
silver–copper–lead–zinc Aznalcóllar Mine, Seville, Spain, re-
leased 4–5 million m3 of acidic (pH!3) waters and associated
sulfidic tailings sludge into the Agrio River, which then flowed
into the Guadiamar River, the Guadiamar river delta, and the
wetlands of the Doñana Natural/National Parks (Grimalt et al.,
1999). The mine was developed on a volcanogenic massive
sulfide deposit hosted by marine volcanic and sedimentary
rocks, with abundant arsenic-rich pyrite, chalcopyrite, sphaler-
ite, galena, arsenopyrite (an iron–arsenic sulfide), and tetrahe-
drite (an antimony–copper sulfosalt with iron, zinc, arsenic,
and silver).

The spill affected a large swath of agricultural lands along the
rivers and wetlands in the parks. Extreme fish and shellfish kills

resulting from the spill were documented, and some deaths
of birds, amphibians, and small mammals were also noted but
not ascertained with certainty to be spill-related. Some open
groundwater wells were also contaminated by the sludge.

In contrast to Marinduque, a substantial remediation effort
was undertaken in the months following the spill, much of
which involved physical removal of the tailings deposits from
the river floodplains. However, this activity also commonly
removed the productive soils underlying the tailings deposits,
leaving behind barren clays and sands (Grimalt et al., 1999).

Also in contrast to Marinduque, the Aznalcóllar spill has
been the focus of many different studies examining the envi-
ronmental, ecological, and health impacts, both soon after
and over the years following the incident (Alastuey et al.,
1999; Alzaga et al., 1999; Gil et al., 2006; Grimalt et al.,
1999; Hudson-Edwards et al., 2005; Lacal et al., 2003; Vázquez
et al., 2011, and other papers in the same journal volume).

Alastuey et al. (1999) found high levels of various metal
toxicants in the tailings, including zinc (0.8%), lead (0.8%),
arsenic (0.5%), copper (0.2%), antimony (0.05%), cobalt
(62 ppm), thallium (50 ppm), cadmium, (25 ppm), silver
(25 ppm), mercury (15 ppm) and selenium (10 ppm). They
also found that concentrations of lead, silver, bismuth, and
antimony increased with increasing distance downstream,
which they attributed to the selective transport of very fine
lead sulfide grains in the slurry. Evaporation of the acid tailings
waters and initial sulfide oxidation led to the formation of
water-soluble and bioaccessible acid-sulfate salts in the tailings
deposits. Alzaga et al. (1999) found low levels of halogenated
triphenylamines (which decreased with increasing distance
downstream) and substituted carbazoles in the sludge de-
posits, which they concluded resulted from the mineral proces-
sing or from industrial wastes dumped into the tailings
impoundment prior to release.

Similar to Marinduque, longer-term oxidation of pyrite and
other sulfides in the floodplain tailings deposits, with the result-
ing generation of acid waters during wet periods and soluble
acid-sulfate salts in dry periods, has enhanced the mobility of
metals from the tailings, including iron, copper, zinc, arsenic,
and cadmium (Hudson-Edwards et al., 2005). Although arsenic
is readily water-solubilized, some is also associated with less
bioaccessible iron oxides and jarosite. Lead was transformed
into secondary lead sulfate as a result of the acidic, sulfate-rich
waters (Lacal et al., 2003). Because lead sulfate and lead sulfide
are not highly bioaccessible, it may be inferred that lead uptake
via tailings ingestion by wildlife or humans likely was not an
important exposure pathway (Plumlee and Morman, 2011).

The studies of waterfowl from the Doñana Natural/Na-
tional Parks in the years following the spill (Taggart et al.,
2006) found generally low levels of metals in bones and livers,
suggesting that extensive cleanup efforts may have helped.
A biomonitoring study of residents from the general area
around the spill found elevated levels of arsenic and some
other metals, compared to levels measured in populations
elsewhere, but not in levels of potential health concern (Gil
et al., 2006). Due to sulfide oxidation and rainfall-induced
leaching over the long term, decreases in both total concentra-
tions and ammonium sulfate-extractable concentrations of ar-
senic and other toxicants in the remaining sludge deposits have
been observed (Vázquez et al., 2011).
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11.7.10.3 Cyanide Processing Impoundment Failures – Baia
Mare, Romania, as an Example

Cyanide-based processing is widely used by modern gold
mining operations to extract gold from very low-grade ores
because cyanide (applied in moderate concentrations as ‘free’
or uncomplexed sodium or potassium cyanide) forms a very
strong aqueous complex with gold. Cyanide processing has
commonly been raised as a potential concern from environ-
mental or health perspectives because some cyanide forms can,
in sufficiently high levels, be toxic to aquatic and terrestrial
organisms (Donato et al., 2007; Eisler and Wiemeyer, 2004)
and cyanide in its free form is notorious as a highly toxic
human poison. Mineral beneficiation experts point out that
environmental and health concerns are easily mitigated by
appropriate engineering design and implementation of cya-
nide processing facilities (e.g., Young et al., 2001).

Johnson (in press) presents an excellent review of cyanide
geochemistry. In addition to gold, other metals (cobalt, plati-
num, and iron) also form very strong nontoxic aqueous com-
plexes with cyanide. Lead, silver, copper, zinc, manganese, and
some other metals form moderately strong (termed weak-acid
dissociable, or WAD) complexes with cyanide. WAD cyanide
forms are toxic because they can break down readily into free
cyanide. The metals that form strong or WAD cyanide com-
plexes, if present in readily solubilized forms in the ores, can
substantially reduce gold extraction efficiency and become
enriched in the processing solutions. Sulfides in ores also react
with cyanide to form relatively nontoxic aqueous thiocyanate,
which also decreases extraction efficiency. Cyanide processing
solutions are typically kept at pH values above 9.6 to preclude
formation of hydrogen cyanide, which is easily volatilized, and
so cyanide processing solutions can easily also leach from the
ores and become enriched in oxyanion-forming toxicants such
as arsenic that are geochemically mobile in alkaline waters. In
addition to the volatilization of hydrogen cyanide triggered by a
pH drop below 9.6 (such as through dilution by relatively acidic
rain or surface waters), a variety of processes can transform or
degrade cyanide in the environment (Johnson, in press). Ferri-
cyanide ions can react with iron or other metals to precipitate
insoluble ferricyanide compounds. Strong aqueous complexes
with iron and cobalt, as well as some cyanide solids, can pho-
todissociate to WAD cyanide in the presence of sunlight. Bio-
degradation by bacteria, particularly under oxygenated
conditions, can also be important.

The collection, preservation, and analysis of samples for total
cyanide and cyanide speciation are challenging (Johnson in
press), both to collect samples rapidly enough to preserve tran-
sient cyanide species and to prevent changes in cyanide specia-
tion and/or cyanide loss following collection. For example,
keeping samples isolated from sunlight is key to prevent break-
down of cobalt or iron cyanide complexes. There are real-time
detection systems developed for total cyanide (e.g., Timofeyenko
et al., 2007), but we are not aware of any that are yet available to
measure cyanide speciation in real time.

Cyanide-based gold extraction either involves milling or
heap leach processing. Various milling methods use grinding
to reduce particle size and increase surface area. Sulfide-rich
gold ores require the additional milling step of roasting prior
to cyanidation to oxidize sulfides that would lead to

thiocyanate generation. Milling methods produce large vol-
umes of water-rich tailings sludge that require disposal in
tailings impoundments. Several cyanide tailings impound-
ments have failed over the years, leading to the release of
fine-grained solids and cyanide-rich processing solutions into
the environment. In contrast to milling-based cyanide extrac-
tion methods, heap leaching involves the sprinkling of cyanide
solutions directly on large piles of crushed, sulfide-poor ore on
impermeable pads. Although heap leach impoundments can
fail, they may not have the high volumes of water and fine-
grained materials that can lead to substantial downstream
transport of solid and liquid wastes. However, plumbing
breaks and leaks that develop in the impermeable pads have,
for example, led to the release of cyanide processing solutions
from heap leach pads into the environment or groundwater.

On 30 January 2000, rainfall onto or rapid melting of
a snow-laden cyanide tailings impoundment at Baia Mare,
Romania, led to the failure of the impoundment and the release
of an estimated 100000 m3 of processing wastes containing as
much as 100 tons of cyanide (in concentrations as high as
400 mg l#1 total cyanide and 120 mg l#1 free cyanide) into
the Sasar River (Cunningham, 2005; DeVries, 2001; UNEP/
OCHA, 2000). The facility had been reprocessing old tailings
from a previous gold mining operation. The ores in the Baia
Mare area are volcanic- and sediment-hosted Au–Cu–Ag–Pb–
Zn–As epithermal vein ores with abundant pyrite, chalcopyrite,
sphalerite, and galena and lesser amounts of marcasite and
pyrrhotite (both iron sulfides), arsenopyrite, and various sulfo-
salts (sulfides with copper, arsenic, antimony, and bismuth).

The mining company reportedly added sodium hypochlo-
rite to the spill effluent as it left the impoundment breach to try
(unsuccessfully) to destroy the cyanide in the effluent. The
waste plume from the failure was detected via transiently ele-
vated concentrations of cyanide, copper, iron, manganese, and
zinc in river waters as it flowed successively from the Sasar
River into the Lapus, Somes, Tisza, and Danube rivers and
eventually (several weeks later) into the Black Sea approxi-
mately 2000 km downstream. Governmental agencies from
several of the affected countries (Romania, Hungary, Yugoslavia,
and Bulgaria) did downstream sampling during the spill and
reported total cyanide concentrations as high as 33 mg l#1 and
copper concentrations as high as 18 mg l#1 in the Tisza River by
February 1 as the spill plume crossed into Hungary (UNEP/
OCHA, 2000). The levels in the plume decreased to 0.1 mg l#1

total cyanide and 0.05 mg l#1 copper by the time it reached
cities well downstream on the Danube by February 24 (UNEP/
OCHA, 2000). Even well downstream, the levels of cyanide,
copper, iron andmanganese exceeded various European country
surface water quality standards.

The spill severely affected the aquatic ecosystem at all levels
(Cordos et al., 2003). Hungary and Yugoslavia agencies
reported extensive fish kills in the Tisza River, but no fish
kills were reported on the Danube. Fish populations were
observed to be recovering after the spill (perhaps due to fish
reentering the affected reaches from unaffected areas above the
spill) but with a smaller number of species; mollusk species
were also severely affected (Cordos et al., 2003). Freshwater
phyto- and zooplankton communities in the rivers were deci-
mated during the passage of the plume but started recovering
soon after the plume had passed (UNEP/OCHA, 2000).
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The impacts on drinking water taken from the river were
reportedly limited to villages close to the spill, which were
provided with alternative water sources at some point after the
spill had occurred. Shallow water wells near the mine site
showed elevated levels of heavy metals but not cyanide. Most
downstream cities utilized groundwater wells that showed no
signs of contamination or were able to stop intake from the
river as the plume passed.

As with Aznacóllar, a number of studies were carried out in
the years following the spill on its impacts on sediment, soil,
and water quality. Multiple studies (e.g., Bird et al., 2008;
Cordos et al., 2003; UNEP/OCHA, 2000) found extremely high
levels of copper, lead, mercury, cadmium, and zinc in sediments
close to themining site. All concluded that, although the tailings
solids and waters had contaminated the riverbed and adjacent
floodplain, the area had high levels of heavy metal contamina-
tion prior to the spill from mining, milling, and smelting.
This heavy metal pollution in and of itself poses a significant
long-term threat to animal and human health.

A variety of aspects of the Baia Mare spill remain poorly
understood based on the available information. For example,
although sodium hypochlorite was applied in undescribed
quantities to the material as it emanated from the site, it is
unclear how effective this treatment was in removing cyanide
from the waters (substantial amounts of cyanide survived to be
measured in downstream samples). Also unclear is whether the
sodium hypochlorite was applied in sufficiently high levels
that it itself had a detrimental impact on the aquatic ecosystem
downstream. It is unclear from the available reports whether
samples were collected in a manner that would preserve them
from postsampling changes in cyanide content or speciation.
Although it can be inferred based on the copper-rich nature of
the effluent that a substantial quantity of the cyanide in the
effluent was complexed with copper, data are lacking on the
aqueous and solid cyanide speciation in the effluent and
plume as it moved downstream. Such data would have sub-
stantially helped in understanding the geochemical evolution
of cyanide in the system and how changes in cyanide specia-
tion may have influenced potential toxicity effects on aquatic
organisms. Further, concentrations of other important
toxicants, such as arsenic, antimony, cadmium, and mercury,
were not measured in the effluent or the waters at the time of
the spill, so it is not known how these may have contributed to
environmental impacts.

11.7.10.4 Red Mud Spill from Bauxite Processing, Hungary

In October 2010, an impoundment storing bauxite-processing
residue at Ajka, Hungary, failed, resulting in the release of 0.9
to 1 million m3 of caustic alkaline red mud into Torna Creek
and River Marcal (Burke et al., 2012; Czövek et al., 2012;
Gelencsér et al., 2011; Jordan et al., 2011; Mayes et al., 2011;
Renforth et al., 2012; Ruyters et al., 2011). The mudflow
inundated agricultural areas and several villages in lowlands
downstream and eventually reached the Danube River. The
mudflow killed 10 people and injured as many as 150 others
and damaged or destroyed many houses, bridges, and other
structures. Fish kills were also observed for several tens of
kilometers downstream. Close to the impoundment, high-
water marks on buildings and trees indicate that the flood

surge exceeded 1.5–2 m and likely contaminated some open
water wells. However, the sludge that was left behind typically
was only 1–2 cm thick, indicating that the mud that escaped
from the impoundment was relatively water-rich (Figure 1(j)).

Remediation efforts included removal of the mud from
residential areas and some agricultural fields (with redisposal
at the impoundment site), plowing of mud deposits into the
soils of other agricultural fields, and treatment of the mud with
gypsum and acetic acid. Following the spill, the company
shifted from wet storage to dry storage of the processing by-
products (Jordan et al., 2011), reducing the potential for a mud
release in the future but increasing the potential for dust gen-
eration from the storage areas if appropriate dust control mea-
sures are not implemented.

The mud was composed predominantly of the aqueous and
solid by-products of the Bayer process for transforming bauxite
(in this case, karst bauxite) into aluminum oxide. However, the
dam enclosing the mud storage impoundment that failed was
constructed of CFA and so the mud also contained material
eroded from the dam. The mineral phases identified
(Gelencsér et al., 2011; Jordan et al., 2011) include a mixture
of (1) remnant bauxite minerals (e.g., the aluminum hydrox-
ide minerals gibbsite and boehmite, AlOH3); (2) mud phases
such as hematite (iron oxide) and cancrinite (Na6CaAl6-
Si6(CO3)O24 $ 2H2O); (3) minerals of possible processing or
fly ash origin such as ‘hydrogarnet’ (Ca3AlFe(SiO4)(OH)8),
calcite (calcium carbonate), and perovskite (calcium–titanium
oxide); (4) possible soil minerals such as feldspars; and (5)
processing- or remediation-related gypsum (calcium sulfate).

The Bayer process digests bauxite ores using sodium hy-
droxide. As a result, the water component of the mud had an
extremely caustic pH of greater than 13. Some number of the
injuries (and possibly fatalities) resulted from caustic alkali
burns to people who came into contact with the mud.

Early remediation efforts involved the addition of gypsum
and acetic acid to attempt to neutralize the caustic alkalinity.
The addition of calcium sulfate, which is commonly practiced
at bauxite residue disposal sites, causes caustic hydroxyl ions to
react with the calcium released from the gypsum and atmo-
spheric carbon dioxide, with the resulting formation of
calcium carbonate (Renforth et al., 2012). It is likely that the
amount of caustic alkalinity in mud deposits that were exposed
to rainfall diminished with time as the hydroxide ions reacted
with carbonic acid in rainfall.

Photographs in the literature indicate that the mud deposits
left behind following the spill dried to a very hard, mud-
cracked material that likely was not prone to dust generation
unless pulverized by foot or vehicle traffic. Photographs and
descriptions indicate that some fluffy efflorescent salts also
developed on dried mud deposits. These may have been solu-
ble caustic sodium hydroxides and gypsum that, in contrast to
the red mud material, could easily become wind-borne.

Several studies found elevated levels of some elements
in the water and solid components of the mud. Waters remain-
ing in the impoundment following the spill had elevated
levels of dissolved (<0.45 mm) aluminum (659 ppm), arsenic
(3.6 ppm), boron (0.9 ppm), gallium (2.3 ppm), molybde-
num (4 ppm), and vanadium (5.7 ppm) (Mayes et al., 2011).
The solid component of the mud was found to contain ele-
vated levels (tens to hundreds of ppm) of arsenic, vanadium,
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nickel, lead, chromium, cobalt, molybdenum, and mercury
(Burke et al., 2012; Gelencsér et al., 2011; Jordan et al.,
2011). Chromiumwas predominantly in the less toxic trivalent
form bound up in iron oxides, arsenic was in various arsenate
forms, and vanadium was present in pentavalent form associ-
ated with calcium aluminosilicate phases (Burke et al., 2012).

Several studies applied sequential extraction, water leach, or
other chemical extraction tests on samples of the muds (Burke
et al., 2012; Jordan et al., 2011; Ruyters et al., 2011). One
investigated the uptake of metals and metalloids from the
mud by spring barley (Ruyters et al., 2011). These studies indi-
cated that the various potentially toxic metals and metalloids in
the mud were only rather sparingly mobilized. In plants, the
most substantial impact on yield reduction and enhanced
uptake of some metals resulted from the addition of soluble
sodium hydroxide to the soils from the mud (Ruyters et al.,
2011). The natural neutralization of caustic alkalinity from any
remaining exposed mud deposits will over time change the
mobility of various elements enriched in the muds. Various
studies concluded that removal of mud deposits remaining in
the environment is still warranted to minimize mobilization of
all metals and metalloids (e.g., Burke et al., 2012).

A substantial public health concern following the spill was
potential exposures to dusts generated from dried red mud
deposits, with possible health effects caused by the caustic
alkalinity and elevated levels of some metals. Gelencsér et al.
(2011) analyzed samples of dust that they had resuspended
from mud deposits using a leaf blower and concluded that
respirable-sized particles, alkalinity, and metal or metalloid
toxicants were not at levels of substantial concern. Similarly,
Czovek et al. (2012) carried out inhalation toxicity testing on
rats using ground mud samples and found only evidence of
mild inflammation. They concluded that short-term exposures
of healthy individuals to high concentrations of dusts from
dried red mud deposits would not pose a greater hazard than
exposures to urban dusts at comparable concentrations. Fur-
ther work is needed, however, to assess potential health impli-
cations from exposures to dusts released from the revamped
practice of dry storage of processing wastes following the spill.

Our group is currently working with the Hungarian Geo-
logical Survey to fill in some knowledge gaps on the mud
deposits. For example, they are examining bioaccessibility
characteristics of the muds and dusts that could be generated
from the muds using the simulated gastrointestinal and lung
fluids. They are also examining spectral reflectance characteris-
tics of the mud to interpret hyperspectral remote sensing data
that can then be used to help map the distribution of remain-
ing mud deposits.

11.7.10.5 General Insights Regarding Environmental and
Health Impacts of Mineral-Processing Impoundment Failures

The case studies presented in this section provide several
important lessons regarding response to and preparedness for
failures of mine waste, mill tailings, and mineral-processing
storage impoundments. With the exception of cyanide, relatively
little information has been collected on the environmental be-
havior of manufactured chemicals present in mineral-processing
solutions that have been released as a result of impoundment
failures. For example, chemicals such as xanthates used in

mineral flotation have not been noted in postspill studies;
however, it is unclear whether this absence is because they have
not been looked for, are present in sufficiently low levels in the
original discharge that they are rapidly diluted in the environ-
ment, or are rapidly degraded in the environment. Recently,
Rostad et al. (2011) found no xanthates but did find high levels
of DOC and xanthate degradation products and a surfactant in
surface water samples from a lead–zinc mine–mill in Missouri.
These results indicate that further studies of these compounds
following tailing spills are warranted.

In the case of failures that release large volumes of cyanide-
bearing solutions into the environment, rapid mobilization of
field teams is needed to collect and analyze appropriately
preserved samples of the solutions as they are released and
subsequently modified in the environment. This level of effort
is needed to more fully understand how various degradation
processes influence the speciation and potential aquatic toxic-
ity of released cyanide.

In the case of solids released by catastrophic impound-
ment failures, the geologic characteristics of the deposits being
mined and processed provide important predictive insights
(e.g., Plumlee, 1999; Plumlee and Morman, 2011) into the
nature of the solids being released, such as (1) the abundance
of various acid-generating sulfides or potential mineral toxicants
such as asbestos or crystalline silica; (2) the types and abun-
dances of potential metal or metalloid toxicants (e.g., arsenic,
lead, and mercury); and (3) the mineral hosts for the toxicants
(e.g., bioaccessible lead carbonate vs. nonbioaccessible lead
sulfide or lead sulfate – see examples in Plumlee and Morman,
2011). Particularly, if an impoundment failure releases large
volumes of sulfide-bearing tailings into the environment,
measurement of the net acid production potential of the
material released will help understand if the material may
become acid-generating over time.

11.7.11 Failures of Coal Slurry or Coal Fly Ash
Impoundments

Coal is the collective term that refers to organic-rich sedimentary
rock materials formed by the fossilization of plant matter (see
Chapter 9.8). Coal can have different ranks, depending on the
temperature and pressure to which the organic matter has been
subjected following deposition. Anthracite has the highest rank
and the highest carbon content (95%). Progressively lower
ranks of coal have progressively lower carbon content. Coal
can also have variable amounts of accessory materials inter-
spersed with the organic components, including a variety of
clays, carbonate minerals, crystalline silica or other silicate min-
erals, and iron sulfides, such as pyrite and marcasite. In addi-
tion, coals can contain very high levels of a variety of potentially
toxic metals and metalloids, such as mercury, cadmium, thal-
lium, and arsenic. Many of these are present as trace elements
within the sulfides, but they can also occur as trace constituents
of the organic coal components.

Many coals are washed with a mixture of water and various
proprietary chemicals at the mine site prior to transport. The
goal is to remove as much of the noncombustible component
(including sulfides and silicate minerals) as possible. The
resulting slurry is either pumped to surface impoundments
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for storage or is reinjected underground into old mine work-
ings (Ducatman et al., 2010).

During coal combustion, the elements present in the original
organic and mineral components of coal are redistributed as a
result of the high temperatures into new gaseous and solid
phases. Coarse bottom ash and (in cyclone boilers that combust
at hotter temperatures) boiler slag are the materials that collect
at the bottom of the coal combustion boilers and must be
removed and stored as wastes. CFA is a highly complex partic-
ulate material, typically present in inhalable- to respirable-sized
particles, produced by the combustion of ground coal and
entrained in the hot flue gases. Modern coal-fired power plants
remove CFA from their exhaust emissions using electrostatic
precipitators, scrubbers, or filter bags and must then either
repurpose (e.g., as a component of cements) or dispose of as
waste the trapped CFA particles. Bottom ash, slag, and CFA that
are not used for various engineering purposes are either stored
in dry impoundments or piped as slurries into wet impound-
ments (also called ponds).

11.7.11.1 Coal Slurry Impoundment Failures

A number of coal slurry impoundment failures have been
noted over the last two decades, either from failure of the
dams holding back surface impoundments or when under-
ground storage areas are breached. The dams are often com-
posed of loose rubble from mining activity, reinforced with
soil (Quaranta et al., 2004). For example, in October 2000 in
Martin County, Kentucky, a surface coal slurry impoundment
ruptured at its base and released its stored slurry into the
underground mine workings. The slurry eventually reached
the surface through two mine portals, and over 1.1 million
m3 of slurry was discharged into the local waterways. Thick
deposits of residual, metal-rich sludge were left in the stream-
beds. The plume led to fish kills along 93 km of the Sandy
River and its tributaries and caused disruption to the local
water supplies in downstream cities with water intakes from
the river. Extensive cleanup and removal of the riverine sludge
deposits were carried out in the next 6 months, but substantial
material remained in the streams and continued to affect fishery
resources following the cleanup (Frey et al., 2001; McSpirit et al.,
2007). Hower et al. (2000) describe a 1996 coal slurry spill and
its resulting environmental impacts in Virginia, and other spills
in the eastern United States have been noted inmedia reports. In
1972, the failure of a rubble dam released over 490000 m3 of
coal slurry into Buffalo Creek (Logan County, West Virginia)
killing 125 people, injuring over 1000 other people, and leaving
4000 people homeless (Vendetti, 2001).

There is relatively little information available in the litera-
ture about the composition (and, hence, the resulting environ-
mental and health implications) of coal slurry. Slurry
composition is likely a complex function of the geology, min-
eralogy, trace-element content, rank of the coal being pro-
cessed, and proprietary chemicals used in the cleaning water
(Ducatman et al., 2010; Orem et al., 2009; W. Orem, oral
comm., 2011). Studies of groundwater quality near slurry im-
poundments may provide some insights into the composition
of the coal slurry waters. These studies note elevated levels of
sulfate, sodium, ammonium, iron, manganese, arsenic, chro-
mium, zinc, and cadmium. However, due to the elevated levels

of many of these constituents in the rocks that host the coal, a
clear link back to the coal slurry is difficult to establish
(Wigginton et al., 2008).

The slurry solids are enriched in the fine fraction of the
ground coal, so it will have some abundance of inhalable to
respirable particles. In addition to the organic coal compo-
nents, the solids are enriched in quartz, clays, and other silicate
components of the coals. Carbonates may be variably present
based on the carbonate content of the coals and host rocks. For
sulfur-rich coals, it is likely that the solids contain abundant
sulfides and are enriched in the heavy metals or metalloids
such as lead, arsenic, and other elements that reside in the
sulfides. Organic contaminants are likely to include anthropo-
genic chemicals used in the washing water (including fuel oil
components, kerosene, and polyacrylamide flocculant) and
coal-derived chemicals in the coal solids and in waters leached
from the coals such as PAHs (W. Orem, oral comm., 2011).

While some proportion of the fish kills caused by these
releases could be attributed to the immediate physical effects
of the slurry solids, the role of the chemical impacts is unclear.
Potential long-term changes in the sludge residues left in the
environment are not addressed in the available literature. It is
possible that the slurry from coals with abundant sulfides and
minimal carbonates could become acid-generating as the sul-
fides oxidize.

11.7.11.2 Coal Fly Ash Impoundment Failures

Fresh CFA is mineralogically and chemically complex and is a
function of the rank, chemical composition, andmineralogy of
the original coal coupled with the combustion conditions. It is
composed of diagnostic spherical particles that can contain a
variety of phases such as aluminosilicate glasses, quartz, mull-
ite (an aluminum silicate), perovskite (calcium titanium
oxide), iron oxides, lime (calcium oxide), periclase (magne-
sium oxide), phosphates, clays, anhydrite, and other sulfates.
Sulfur dioxide and a wide variety of trace elements can be
sorbed on the particle surfaces. CFA can concentrate uranium
and thorium from the original coal and so can contain greater
concentrations of radioactive elements or associated radioac-
tivity than granites, basalts, or common shales. However, the
concentrations of radioactive elements in CFA are less than
those in some other common rock types, and so the radiation
dose an average person in the United States receives from CFA
is minor compared to the doses from other sources, such as
medical X-rays (USGS, 1997).

Depending on the proportions of carbonates to iron sul-
fides in the coal prior to combustion, CFA can generate some-
what acidic (low carbonate/sulfide coal) to highly alkaline
(high carbonate/sulfide coal) water leachates (USGS, 2002a)
(Figure 11). The pH of some ash leachates can also be initially
acidic due to the dissolution of acid-sulfate phases from parti-
cle surfaces, then turn alkaline as the waters react with
minerals, such as lime (CaO) and periclase (MgO) (USGS,
2002a). The types and concentrations of metals and metalloids
released from CFA into water leach solutions depend on their
initial concentration in the coal and on the alkalinity or acidity
of the CFA leachate. In general, metals such as cadmium,
copper, manganese, iron, nickel, lead, and zinc are released
in greatest quantities from acidic CFA leachates, whereas
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elements that form oxyanionic species such as arsenic, boron,
molybdenum, selenium, antimony, and vanadium are released
in greatest quantities from alkaline CFA leachates. Uranium in
CFA is associated with the less reactive glassy phases and tho-
rium is associated with insoluble phosphate phases, and so
these radioactive elements tend not to be readily leachable into
waters (USGS, 1997).

A variety of in vitro and in vivo toxicological studies have
examined the potential health effects of CFA. Some studies
have concluded that iron release from CFA can generate free
radicals and therefore can trigger DNA damage and toxicity
(Aust et al., 2002). Various in vitro assays summarized by
Aust et al. (2002) showed that CFA samples generate ROS,
interpreted to be due to the participation of iron from the
CFA. Hence, the deleterious effects from inhalation exposure
to CFA may be linked to its content of leachable iron, its alkali
content, and the amounts of soluble salts that can dissolve to
generate acid and thereby enhance iron release. The studies
that examined CFA toxicity using in vivo and in vitro testing
found a variety of effects such as inflammation, altered immu-
nological mechanisms, and toxic impacts on cells (see, e.g.,
papers cited in Ruhl et al., 2009).

Twining et al. (2005) analyzed samples of CFA sieved to
<10 mm from an Indiana power plant and found that a num-
ber of elements can be quite bioaccessible in SLF (zinc> nickel

> copper > lead) and SGF (zinc, copper, vanadium > lead,
nickel, strontium, uranium > thorium, aluminum, chro-
mium). However, when the results were translated into poten-
tial daily exposure amounts and compared to implied
threshold limits, the metals were indicated to be less problem-
atic from a health hazard perspective than the CFA particulates
themselves. The concentrations and potential bioaccessibility
of other elements were not presented by the Twining study, but
our analyses of CFA from the United States and other countries
(Figure 12) indicate that metals or metalloids, such as manga-
nese, arsenic, selenium, thallium, and uranium, can be present
in somewhat to rather elevated concentrations, depending
upon the source coal for the CFA. Bioaccessibility tests using
SLF and SGF (our data) indicate that molybdenum, arsenic,
zinc, chromium, thallium, uranium, and selenium tend to be
relatively bioaccessible in CFA samples (Figure 12). Because a
portion of uranium and thorium are associated with more
biodurable CFA phases, it is possible that these may actually
persist in the lung environment for some time if the particles are
not cleared, potentially enhancing the chances of radiation-
triggered toxicity.

Wet storage of CFA can substantially alter the chemical,
mineralogical, chemical reactivity, and toxicant leachability/
bioaccessibility characteristics of the original CFA (Singh and
Kolay, 2002). Acid- or alkali-forming phases on particle sur-
faces are neutralized, and some proportion of the readily leach-
able elements can be taken into solution, then in some cases
reprecipitated as other phases. Zeolites are a common phase
formed when CFA reacts with water (Singh and Kolay, 2002).

In December 2008, the containment structure for a wet CFA
impoundment at Kingston, Tennessee, failed, releasing more
than 4.1 million m3 of wet-stored CFA sludge directly into the
Emory River, a tributary of the Clinch and Tennessee rivers.
Ruhl et al. (2009, 2010) have carried out a multiyear study of
the CFA spill and its impacts on the river environment. They
reported elevated concentrations in the spill solids compared
to background soils of a number of potentially toxic elements
in the CFA deposits, most notably arsenic (avg. of 75 ppm),
nickel (avg. 23 ppm), vanadium (avg. 77 ppm), manganese
(avg. 102 ppm), mercury (150 ppb), and other elements
such as chromium, cobalt, copper, zinc, and lead. They also
found what they considered to be very high levels of radium
(4.6–8.1 pC g#1 unit), levels that are at the upper end of values
typically found in CFA. Elevated levels of arsenic and selenium
were found in water samples only from a surface pond with
restricted flow and in pore waters from river sediments col-
lected downstream from the spill. The highest aqueous arsenic
concentrations were associated with somewhat anoxic condi-
tions in the pore waters, resulting in an abundance of As3þ. The
concentrations of potentially toxic elements were low in free-
flowing river waters due to the effects of dilution.

Ruhl et al. (2010) also carried out leach tests of the Kings-
ton CFA using deionized water, local river water, and solutions
having a range of pH values. They found that the particular
elements that were released varied predictably as a function of
pH, with oxyanion-forming elements being leached at high pH
and other metals leached at lower pH. They also noted the lack
of alkalinity generated by the Kingston CFA samples when
leached with local river water or deionized water. The authors
of this chapter interpret that this is likely due in part to the fact
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Figure 11 This plot shows the pH of simulated gastric fluids (SGF),
serum-based fluids, simulated lung fluids (SLF), and water before (blank)
and after leaching of four coal fly ash (CFA) samples. Two of the fly ash
samples generate substantial amounts of caustic alkalinity, whereas the
other two do not. Abbreviations are as follows: SGF 1:100 – samples
leached with SGF at 1 part solid to 100 parts SGF by weight; SGF 1:20 –
samples leached with SGF at 1 part solid to 20 parts SGF by weight;
polysulfone (PSF) – samples leached with serum-based fluid at 1 part
solid to 20 parts fluid by weight; SLF – samples leached with lung fluid
simulant at 1 part solid to 20 parts fluid by weight; and water – 1 part
solid to 20 parts deionized water by weight. SGF leaches were agitated at
37 "C for 1 hour; all other leaches were agitated at 37 "C for 24 hours.
Recipes for the SGF are given by Morman (2012) and the PSF and SLF
extraction fluids by Wolf et al. (2011). G. Plumlee, S. Morman,
R. Finkelman unpublished data.
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that the Kingston CFA was stored wet, and so any caustic solids,
such as lime and periclase, may have been neutralized in the
impoundment prior to the spill. However, the Ruhl et al.
(2009) pH 6–7 leachates were produced at very low CFA/
water ratios, from 1:250 to 1:1000, and so the effects of caustic
alkali materials present at low to moderate levels in the ash
would have not been manifested in the leachates due to dilu-
tion. Leachate tests at substantially higher CFA/water ratios
(e.g., 1:20) and SEM and XRD studies of the spill ash would
be helpful to understand if these alkalinity-generating minerals
were present.

Ruhl et al. (2009) also raised the possibility of potential
health impacts resulting from exposures to dusts resuspended
from the spilled and dried surficial deposits of Kingston CFA,
citing concerns about the high levels of trace metals and ra-
dium in the CFA. A mineralogical study of the dried ash de-
posits would be helpful to understand the particle size
distribution and the phases present. The IVBA tests using sim-
ulated gastrointestinal and lung fluids would also provide in-
sights into the bioaccessibility/biodurability behavior of the
CFA particles and their contained toxicants via inadvertent
ingestion and inhalation pathways.

11.7.12 Building Collapse – The World Trade
Center as an Example

Buildings can collapse catastrophically as a result of earth-
quakes, fires, armed conflicts, and terrorist attacks. The uncon-
trolled collapse of large buildings typically is associated with
the generation of large dust clouds that spread out and leave
deposits of settled dust throughout the adjacent urban areas
and the formation of large volumes of debris at the building
sites that are in need of disposal. Planned demolition of build-
ings also results in dust clouds and debris, but the buildings’
contents and, as much as possible, the potentially HM present
in the buildings are usually removed prior to demolition.

Although a unique case in terms of the size of the buildings
affected, the tragic attacks on and collapse of the WTC towers in
New York City (NYC) on 11 September 2001 provide a highly
documented example of both thematerials that can be generated
and the resulting environmental health concerns. The WTC
building collapses generated massive dust clouds that enveloped
much of lower Manhattan. The dust clouds left behind deposits
of dust, debris, and paper up to many inches thick, both out-
doors and indoors in buildings where windows were open at the
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Figure 12 Total and leachable concentrations of arsenic, lead, thallium, and uranium of the four CFA samples whose leachate pH values were shown in
Figure 11. The ash samples can vary substantially in their toxicant content and toxicant bioaccessibility. All four potential toxicants are indicated to be
quite gastric-bioaccessible in these samples, and all but lead are indicated to be somewhat bioaccessible in the lung environment. Thallium
concentrations in several of the fly ash leachates are the highest that we have measured in any water or simulated biofluid leaches of a wide variety of
earth and environmental materials. G. Plumlee, S. Morman, R. Finkelman unpublished data.
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time of the collapse or (in the case of buildings close to Ground
Zero) where windows or walls were blown open by the force of
the collapses, or whose air conditioning intake filtration systems
were breached (Figure 1(k) and 1(l)). Fires smoldered in the
depths of the debris pile for several months following 9/11.

Concerns immediately developed regarding the potential
health risks associated with various types of exposures
(Landrigan et al., 2004; Lorber et al., 2007; WTCHP, 2011).
Populations downwind were exposed to smoke with abundant
PM, organic compounds, and acids from fires started by the jet
impacts into the two towers. Large numbers of people in lower
Manhattan suffered intense acute exposures to dusts generated
by the collapses. Air quality monitoring data were not available
during and immediately after the collapses, and so the expo-
sures during this period must be inferred based largely on
studies of the settled dust deposits. Over the following months,
rescue and recovery workers at Ground Zero were exposed
occupationally at higher levels to dusts generated by the
cleanup, smoke from fires that smoldered within the debris at
Ground Zero for some weeks after the attacks, and diesel
combustion by-products produced during debris removal. Per-
sons living and/or working in lower Manhattan were also
exposed environmentally to the same sorts of materials
(Lorber et al., 2007). Persons cleaning up dusts in building
interiors were exposed to resuspended dusts during cleanup.

A variety of health and toxicological effects have been docu-
mented or postulated to date (Aldrich et al., 2010; Caplan-Shaw
et al., 2011; Edelman et al., 2003; Fireman et al., 2004; Gavett
et al., 2003; Landrigan et al., 2004; Li et al., 2011; Meeker et al.,
2010; Perera et al., 2005; Prezant et al., 2002; Rom et al., 2002;
Scanlon, 2002; Stephenson, 2002; Webber et al., 2011; WTCHP,
2011; Zeig-Owens et al., 2011). The short- to intermediate-term
impacts resulting from exposures to the dusts and smoke
include:

• intense burning of the eyes, mouth, and upper respiratory
tract, nasal congestion, and gagging reflux of incidentally
swallowed dust;

• sinusitis and laryngitis;

• development of the persistent ‘WTC cough’;

• other respiratory effects, such as shortness of breath,
chronic chemically induced bronchitis, new-onset asthma,
and exacerbation of existing asthma;

• elevated levels of metals (titanium, zinc, mercury, gold, tin,
and nickel), degraded glass fibers, silicate minerals, calcium
phosphate and silicate minerals, chrysotile asbestos, and
glass shards in the induced sputum and/or bronchoalveolar
lavage fluids of firefighters;

• chemical pneumonitis (rare, three cases);

• acute eosinophilic pneumonia (rare);

• corrosive damage to and irritation of respiratory tract;

• gastroesophageal reflux disease, resulting from corrosive
damage to the gastrointestinal tract;

• elevated levels of lead, antimony, and cadmium in the urine
of firefighters.

Based on toxicity testing of rats aspirated with various size-
fractionated, deionized-water extracted WTC settled dust sam-
ples, Gavett et al. (2003) concluded that high-level acute expo-
sures to WTC dusts <2.5 mm in size could cause pulmonary
inflammation and airway hyperresponsiveness in people.

With the passage of more than a decade since the attacks
and building collapses, a number of recent studies have been
assessing the health of exposed populations. A variety of
longer-term impacts are being recognized:

• Increased cases of asthma, obstructive airway disease, and
bronchial hyperreactivity have been well documented.

• Large declines in lung function in NYC firefighters were
noted in the first year after 2001, with little recovery in
the following 6 years. Such a long-term lack of recovery
following an exposure is unusual in firefighters exposed to
smoke and fire.

• Moderate excess in rates of multiple cancer types have been
seen in NYC firefighters.

• Increased cases of sarcoidosis (development of abnormal
clusters of chronic inflammatory cells, or granulomas, in
the lungs or other tissues) have been associated with work
at Ground Zero.

• Upper and lower respiratory symptoms, interstitial fibrosis,
small airway abnormalities, and abundant mineral particles
in lung tissues have been noted in residential, pediatric, and
local working populations exposed to WTC dust, gas, and
fumes.

• Increased rates of interstitial lung disease have been docu-
mented in WTC responders.

• Developmental effects (such as small for gestational age)
have been seen in newborns whose mothers were near
Ground Zero on or shortly after 11 September 2001.

• Recent studies have found quartz, platy aluminosilicates,
calcium phosphates, calcium carbonates, calcium sulfates,
small glass shards, some chrysotile asbestos, talc, and feld-
spars, and carbon nanotubes in the lung and lung lymph
node tissue samples taken fromWTC responders or workers
who developed lung disease.

These studies collectively indicate that the populations at
greatest risk for adverse health impacts include (1) those who
were exposed to extremely high levels of ambient PM at the
times of and in the first few hours after the collapses, (2)
rescue/recovery personnel who worked for extended periods of
time at Ground Zero, (3) workers removing debris fromGround
Zero, (4) pregnant women who were at or near Ground Zero
during or shortly after the collapse (Perera et al., 2005), and (5)
people who lived or worked near Ground Zero in the months
following 9/11 (Landrigan et al., 2004). Risks in the general
population living away fromGround Zero are not thought to be
high for short- or long-term adverse health effects from environ-
mental inhalation exposures to the dusts and smoke (Lorber
et al., 2007). We are not aware of any studies that examined
potential inadvertent ingestion exposures to WTC dusts, such
as via ingestion of dusts cleared from the respiratory tract. Inci-
dental ingestion of settled dusts by hand-to-mouth transmission
could also occur in workers who ate without washing their
hands or, hopefully less likely, in toddlers living in apartments
that were not adequately cleaned.

A number of studies have characterized the materials and
chemical composition of settled dust deposits and airborne
dust, smoke, and other aerosols generated by the WTC collapse
(Clark et al., 2005; Lowers and Meeker, 2005; Lowers et al.,
2009; Meeker et al., 2005; Pleil et al., 2004; Plumlee et al.,
2005; Swayze et al., 2005; and other papers in Chatfield and
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Kominsky, 2001; Clark et al., 2001; Lioy et al., 2002; Marley
and Gaffney, 2005; McGee et al., 2003; Millette et al., 2002;
Offenberg et al., 2003, 2004; USGS, 2002b; Yiin et al., 2004).
These studies varied greatly in the numbers of samples studied,
when and where the samples were collected, the types of
samples collected, the processing applied to the samples prior
to analysis (e.g., size fractionation by sieving and/or aerody-
namic separation), and the analytical methods applied.

The following discussion is taken largely from results of
our USGS studies of 36 settled dust samples collected from
around lower Manhattan a week after 9/11 (Clark et al., 2001,
2005, Meeker et al., 2005; Plumlee et al., 2005; Swayze et al.,
2005). The results of other studies are also cited where they
provide information not obtained by the USGS studies.

The USGS results found that, although the same general
types of materials were present in all the samples studied, there
were complex variations in materials makeup, particle size,
and bulk chemical composition, both from sample to sample
across lower Manhattan and within a given sample down to
the micrometer scale (Clark et al., 2001; Meeker et al., 2005;
Plumlee et al., 2005). These complex variations likely resulted
from the combination of many different factors, such as
the dynamics of the building collapses, the complex airflow
patterns along the downtown street grid, the northwest-to-
southeast prevailing wind direction on 11 September 2001,
and the major rainstorm on 14 September 2001 that affected
exposed outdoor dusts.

In general, the dusts produced by the collapse and the
resulting settled dust deposits were mixtures of a wide variety
of pulverized materials used in building construction and
found within office buildings (Figure 13). These included
glass fibers (mineral wool or slag wool used in ceiling tiles
and insulation), gypsum (from wallboard), concrete compo-
nents (portlandite, larnite, and other diagnostic phases), win-
dow glass shards, paper, rock-forming minerals such as quartz
and feldspars (from aggregate in concrete, dimension stone,
and other sources), iron-rich particles (from steel beams, weld-
ing, and other sources), zinc-rich particles (presumably from
metal ductwork), lead-rich particles (solder and lead oxide

from paints), bismuth-rich particles (from ceiling fire sprinkler
heads), and others. The studies that examined fewer numbers
of size-fractionated samples (e.g., McGee et al., 2003) tended
not to identify as many different phases as those that examined
greater numbers of bulk samples (Clark et al., 2001; Lowers
and Meeker, 2005; Meeker et al., 2005).

Chrysotile asbestos was found in most settled dust samples
at levels generally around 1–3 volume% and was also found in
material coating a steel beam in the debris at Ground Zero at
levels as high as 20 volume %. Low levels of amphibole asbes-
tos fibers were identified only in one settled dust sample col-
lected north of the WTC complex (Chatfield and Kominsky,
2001). Lioy et al. (2002) studied three outdoor settled dust
samples that they size-fractionated after collection and found
little to no asbestos in the <2.5 mm fraction. Wu et al. (2010)
found fibers that they interpreted to be carbon nanotubes in
both samples of the dusts and biopsied tissue samples and to
be from combustion of organic compounds.

Lioy et al. (2002) found that the dominant particle size of
their outdoor settled dust samples was in the 2.5 mm to tens of
micrometer range, with >50% greater than 53 mm, and so
concluded that only a small proportion of the particles would
therefore reach the alveolar portion of the lungs. In contrast,
Yiin et al. (2004) analyzed 16 samples collected inside two
buildings near Ground Zero and found that more than 50%
were <53 mm, indicating that the indoor dusts had greater
proportions of inhalable and perhaps respirable particles. Par-
ticle clumping of fine particles onto the surfaces of coarser
particles was observed in SEM images of many of the dust
samples (Meeker et al., 2005), and so such clumping may
have further diminished the proportion of particles reaching
the alveoli. However, it is possible that inhaled particles coarser
than 2.5 mm may have also penetrated deeper into the respira-
tory tract as a result of oral breathing, especially given the
extremely dusty conditions at the time of the collapse and in
the hours immediately following the collapse.

The hyperspectral remote sensing data collected over lower
Manhattan following 9/11 (Clark et al., 2001, 2005) revealed
clear zoning in the settled dust deposits around Ground Zero.

500 mm

(a) (b)

20 mm

Figure 13 SEM photomicrographs of two indoor settled dust samples from the WTC illustrate the complex nature of the dusts. (a) This image is
dominated by slag wool fibers and a slag wool sphere, with particles of concrete, window glass shards, gypsum from wallboards, and other materials.
Note the small particles clumped onto the larger slag wool fibers. The scale bar is 500 mm. (b) Backscatter electron image of a WTC dust sample showing
a slag wool fiber, zinc particle (lighter gray, noted by arrow), small lathlike crystals of gypsum, dark gray organic fibers, many small lead-rich particles
(bright white), and other materials. The scale bar is 20 mm. SEM images acquired by G. Meeker.
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This zoning was interpreted to be due to the differential settling
of particles of different size and composition. The zoning
pattern was elongated toward the southeast along the prevail-
ing wind direction on 9/11.

The concentrations of major elements (oxygen, silicon,
calcium, sulfur, magnesium, aluminum, iron, and carbon) in
indoor dusts and outdoor dusts that had not been rained upon
integrate the contributions of glass fibers, concrete, gypsum
wallboard, metals, paper, and other materials within the office
buildings (Figure 14) (Clark et al., 2001; Plumlee et al., 2005).
Trace-element compositions (Figure 14) enriched in a variety
of metals (zinc, barium, lead, copper, chromium, molybde-
num, antimony, titanium, and bismuth) recorded contribu-
tions from paints, lighting, electrical wires, pipes, computer
equipment, electronics, sprinkler heads, and other diverse ma-
terials. Many of these metals were substantially enriched in the
settled dust samples compared to the soils of the eastern
United States (Plumlee et al., 2005), and lead, antimony, and
arsenic exceeded EPA residential soil standards in a substantial
proportion of the samples. The size-fractionated samples col-
lected prior to the rainstorm showed substantial decreases in
silica and increases in sulfate with decreasing particle size,
which were attributed by McGee et al. (2003) to the decreasing
content of synthetic vitreous fibers and the increasing content
of sulfate contributed from readily pulverized wallboard

gypsum. The USGS data on sieved samples found no consistent
trends in trace-element composition with decreasing particle
size (Plumlee et al., 2005).

The rainstorm on 14 September strongly affected the min-
eralogy and chemical composition of a number of the outdoor
samples. Compared to indoor samples, these outdoor samples
that had been rained upon prior to collection showed increases
in relatively insoluble components, such as silica, iron, lead,
barium, titanium, and phosphorus, and decreases in water-
soluble components, such as sulfate, calcium, and magnesium
(Figure 14) (Plumlee et al., 2005).

Several studies performed water leach tests on bulk settled
dust samples and size-fractionated samples, all using different
solid/water ratios and times of agitation. Our tests on bulk and
sieved settled dust samples, using 1:20 solid/water and 5 min
reaction time, showed that the dusts were quite chemically reac-
tive, generating leach solutions with very high pH (Figure 9)
and alkalinities due to the rapid partial dissolution of calcium
hydroxide from concrete particles. Indoor dust samples and
two outdoor dust samples produced substantially higher
pH levels (11.8–12.4) and caustic alkalinities (!600 mg l#1

CaCO3) thanmost outdoor dust samples (pH 8.2–10.4; alkalin-
ity !30 mg l#1 CaCO3), another indication that most of the
USGS suite of outdoor dust samples had reacted with rainfall
or other water prior to collection. Some metals or metalloids in
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Figure 14 Plot showing ranges and geometric means of bulk and water-leachable element concentrations in a number of outdoor and two indoor
settled dust samples from the WTC collapses. The leachate concentrations have been recalculated to mass leached per mass of solid. The diamonds
show USEPA (EPA, 2011b) RSSLs that are available for some elements. Note that for water-soluble elements, high leachate concentrations in the indoor
dusts generally correspond with low bulk concentrations in the outdoor dusts, illustrating the flushing of soluble dust components as a result of the
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the dusts (chromium, antimony,molybdenum, barium, copper,
zinc, cobalt, and nickel) are readily leached by deionized water
(Figure 14). Many of these form oxyanion species or carbonate
complexes that are most mobile at the alkaline pHs generated
by the leachates.

There has been considerable attention to the caustic nature
of the dusts, primarily for contributions to gastroesophageal
reflux disease and irritation or damage to the eyes and respira-
tory tract. In contrast to the very high pH values measured by
the USGS on indoor bulk samples, McGee et al. (2003) found
lower pH values (8.9–10) in their leachates of the<2.5 mm size
fraction of samples collected prior to the rainstorm. These
values have since been cited (e.g., Lorber et al., 2007) to
indicate that the respirable fraction of the dusts did not contain
caustic particles. However, McGee et al. (2003) used a much
more dilute solid/water ratio of 1:500 than the USGS ratio of
1:20, a factor that may have helped dilute caustic alkalinity
measured in the smaller dust particles. We have since run 5 min
water leach tests on several indoor and outdoor bulk samples at
a solid/water ratio of 1:500, which generally produced pH
values as much as one pH unit lower than leach tests performed
on the same samples at 1:20 solid/water ratio. They also ran
1:20 solid/water leach tests on two sieve-sized outdoor dust
samples, one of which yielded a pH of 11.3 in the <20 mm
fraction compared to 12 in the bulk sample (Plumlee et al.,
2005). Both these results suggest that the inhalable to respirable
size fractions of the dusts did contain some caustic calcium
hydroxide, although possibly not at the same levels as those
found in coarser size fractions.

In vitro bioaccessibility assessments on settled dust samples
using SLF as the extracting fluids (Plumlee et al., 2005) pro-
vided further insights into the potential chemical behavior of
the dusts in vivo. The SLF produced leachates with smaller

increases (!2 pH units) than those produced by the deionized-
water leachates (>5 pH units). This resulted from the substan-
tial pH-buffering capacity of the SLF components, but these
smaller pH shifts were nonetheless an impressive indication of
the caustic alkalinity present in the dusts. The concentration of
phosphate in the SLF leachate dropped substantially from that
in the SLF blank, likely due to reactions with calcium released
from the concrete and gyspum particles and the resulting pre-
cipitation of insoluble calcium phosphate minerals. Metalloids
such as antimony and chromium were relatively bioaccessible
in the SLF (Figure 15). Metals such as copper and zinc were
more soluble in SLF than in water due to chelation by chloride,
citrate, and glycine. Lead was not substantially dissolved from
the dusts by either water or SLF, possibly because the lead
occurred in relatively insoluble phases in the dusts and/or
formed insoluble phosphate precipitates. Chemical speciation
calculations of the leachate fluids produced by the SLF indicate
that the extraction fluids were highly supersaturated with a
wide variety of silicates, including chrysotile and amphiboles.
This indicated that the biodurability of these fibrous minerals
in vivo could have been substantially enhanced by other
dust components. We also ran gastric IVBAs on dust samples
and found that a substantial portion of lead and some other
metal or metalloid toxicants (e.g., antimony, manganese, alu-
minum, nickel, copper, zinc, and others) were likely gastric-
bioaccessible in the dusts (Figure 15).

Lioy et al. (2002) found a wide variety of organic chemicals
in bulk settled dust samples (not separated by size), including
PAHs, polychlorobiphenyls (PCBs), dioxins, furans, and many
others. Several of the PAHs were present in levels above EPA
RSSLs. PCBs and dioxins were present but in low levels. Pleil
et al. (2004) analyzed archived air filters collected around
lower Manhattan following 9/11 and also found elevated levels
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Figure 15 Plots showing total and fluid-leachable (by simulated gastric and lung fluids) concentrations of lead and antimony in various sieved size
fractions (in mm) of WTC outdoor settled dust sample WTC18 (Plumlee et al., 2005 and our unpublished data). As shown in Figure 8, this sample
generated caustic water leachate pH values and so had been relatively sheltered from the rainfall event on 14 September that affected many other
outdoor WTC dust samples. The >425 mm fraction was ground prior to leaching to reduce the nugget effect of large pebble-sized chunks, whereas the
smaller size range samples were not ground. Note that the bulk concentrations of lead and antimony do not vary consistently as a function of size
fraction but that the 1:100 solid/liquid gastric extraction and SLF concentrations do increase with decreasing particle size range. The drop in leachable
lead between the 1:100 and 1:20 gastric extractions resulted from the substantially higher pH reached by the 1:20 extraction and the coprecipitation of
lead with phases that precipitated as a result of this pH increase. Note that antimony extraction is nearly as effective or more effective in the lung fluids
than in the gastric fluids due to the enhanced mobility of antimony at the higher pH values of the SLF.
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of PAHs. The high PAHs in the settled dusts were interpreted to
be combustion by-products from the fires that burned in the
WTC towers prior to the collapse. The PAHs found in the air
filters were interpreted to be combustion products from the
fires that burned in the debris at Ground Zero for several
months following 9/11, diesel exhaust generated during
cleanup, and PAHs from normal urban vehicular traffic. Expo-
sures to these PAHs have been interpreted as a potential cause
of reduced fetal growth in pregnant women exposed to the
WTC dust event (Perera et al., 2005).

There are differences in the types of minerals or inorganic
phases reported from studies of induced sputum and bronch-
oalveolar lavage fluids collected relatively soon after 9/11
(Fireman et al., 2004; Rom et al., 2002) versus those found
later in pathology samples of lung tissues from WTC first re-
sponders or workers who developed lung disease (Caplan-
Shaw et al., 2011; Meeker et al., 2010; Wu et al., 2010). In
the former, there seem to be more components identifiable as
from the WTC dusts (e.g., glass fibers and glass shards),
whereas in the latter (with the exception of carbon nanotubes
and chrysotile asbestos), the solid phases are not diagnostic of
those found in the dusts. It is unclear if these differences reflect
differences in the nature of the samples or long-term changes
that result from processes in the lungs such as WTC dust
particle clearance/dissolution or replacement of WTC dust par-
ticles by particles more stable in the lung environment.

In summary, the dusts generated by the WTC collapse were
a complex and heterogeneous mixture of bioreactive, bioacces-
sible, and biodurable particles. The dust plume evolved as it
traveled away from Ground Zero, with coarser particles depos-
ited closer to Ground Zero. The settled dusts were dominated
by slag wool (a man-made glass fiber used in ceiling tiles and
insulation), gypsum (from wallboard), concrete particles, win-
dow glass shards, paper, and rock fragments (from aggregate
used in concrete). One toxicologically significant characteristic
of the dusts was the abundance of calcium hydroxide particles
from the pulverized concrete, which generated caustic alkalin-
ity when the dusts came into contact with water in the envi-
ronment or water-based body fluids. Many other potential
environmental or human toxicants were present, including
crystalline silica (from concrete aggregate and dimension
stone), lead (solder and lead oxide from paints), antimony
(used as a fire retardant), zinc (ductwork, solders, and other
uses), hexavalent chromium (insulation, combusted fabrics,
and chrome plating), bismuth (ceiling fire sprinklers), chryso-
tile asbestos (1–3 volume %, from insulation), and PAHs
(combustion products from fires and other sources). Several
studies concluded that the settled dusts did not have a substan-
tial fraction of respirable particles, although the extent to
which the settled dusts on roads and sidewalks may have
been further pulverized and resuspended by vehicle or foot
traffic was not assessed by any study. The settled dusts under-
went substantial changes once in the environment, primarily
in response to a rainstorm that occurred on 14 September. The
rainstorm helped neutralize caustic alkalinity in dust deposits
that were not sheltered but also may have helped concentrate
relatively water-insoluble but gastric-soluble toxicants such as
lead. Over the long term, reactions with atmospheric moisture
and carbon dioxide may have helped consume caustic alkalin-
ity from sheltered or indoor dusts, particularly in the extremely

small particle sizes. Chemical reactions between the body’s
fluids and the dust constituents may have triggered particle
dissolution, precipitation of secondary phases in the respira-
tory tract such as calcium and lead phosphates, solubilization
of some bioaccessible toxicants such as antimony and hexava-
lent chromium, and other changes in mineralogy. Incidental
ingestion of dusts by hand-to-mouth contact or of dust parti-
cles cleared from the respiratory tract may be a previously
unnoted exposure pathway for gastric-bioaccessible toxicants
such as lead.

11.7.13 Disaster Preparedness

As can be seen from this chapter’s coverage of the lengthy list of
disasters that have had their environmental and health impacts
studied in some detail, there is a growing database of knowl-
edge from past environmental disaster responses that can be
used to help anticipate impacts of similar future disasters.
Environmental and medical geochemistry contributions can
be made from the perspective of both long-term disaster
preparedness and in the short term as particular disasters are
looming and happening.

A key example is the development of disaster scenarios.
These scenarios have, in the last decade, become a highly
successful tool developed by the natural hazards community
to engage emergency planners, businesses, universities, govern-
ment agencies, and others in preparing for major natural di-
sasters. The scenarios develop scientifically based models for
particular disaster events and then gather expert input from a
wide range of disciplines to help anticipate plausible physical,
economic, societal, and other impacts of the disasters. Two
excellent examples include the 2008 Great Southern California
ShakeOut scenario, which modeled the impacts of a 7.8 mag-
nitude earthquake on the southern San Andreas Fault (Porter
et al., 2011a), and the 2009–11 ARkStorm (short for Atmo-
spheric River, 1000-year storm) scenario, which modeled the
impacts of a major, weeks-long winter storm hitting nearly all
of California (Porter et al., 2011b). We have found that these
disaster scenarios provide an excellent opportunity for envi-
ronmental and medical geochemistry to contribute key in-
sights into the potential environmental and health effects of
the modeled disasters.

In the ARkStorm scenario, experts designed a scientifically
plausible meteorological event to approximate the series of
extreme storms that pummeled California for more than
40 days during the winter of 1861–62. Based upon the results
of the meteorological model, a wide variety of other experts
examined plausible physical, economic, and other impacts of
such a series of storms on modern-day California. The ARk-
Storm would likely produce extreme precipitation across many
parts of California, at levels that would likely exceed those
experienced approximately once every 500 to 1000 years
(Figure 16). Extensive flooding would likely overwhelm the
state’s flood-protection system (typically designed to withstand
100- to 200-year runoff events) and lead to the flooding of
much of the Central Valley and portions of Orange County,
Los Angeles County, San Diego, San Francisco Bay area, and
other coastal communities. Storm-related flooding, high
winds, runoff, erosion, and many landslides triggered by the
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storm would lead to extensive damage to homes, buildings,
highways, and other infrastructure. Repair to water, power, and
sewer lifelines would likely take months. Including business
interruptions, the total costs of the storm likely would exceed
$725 billion (Porter et al., 2011b).

Building upon the excellent framework developed to model
ARkStorm precipitation, flooding, landslides, and other plau-
sible physical impacts, Plumlee et al. (2011) developed a qual-
itative approach by which plausible environmental and related

health impacts of the ARkStorm storm could be anticipated.
The environmental health impacts of various past extreme
storms were first used to identify plausible impacts that could
be associated with the disaster scenario. Substantial insights
were then gleaned using a Geographic Information Systems
(GIS) approach to link ARkStorm effects maps with the data
extracted from diverse database sources containing geologic,
hazards, and environmental information (Figure 16). This
type of analysis helped constrain where potential sources of
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Waste water treatment plant outside
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Waste water treatment plant within
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Figure 16 This figure (see Plumlee et al., 2011) shows the distribution of wastewater treatment plants (WWTPs) in California, superimposed on the
plausible maximum daily precipitation amounts (gray scale) and flooded areas (light blue) predicted for the ARkStorm extreme winter storm scenario
(Porter et al., 2011b). The ARkStorm scenario modeled the impacts of an extreme winter storm hitting modern-day California for 40þ days based on a
similar storm that occurred from December 1861 to January 1862. The locations of the WWTPs were taken from the EPA Facilities Registry System
database, a national database of sites or facilities that are the focus of some sort of environmental monitoring or regulatory oversight (http://www.epa.
gov/enviro/html/frs_demo/geospatial_data/geo_data_state_single.html). Geographic information system (GIS) analyses such as these can be used to
provide an indication of where contaminants specific to various types of facilities could be released into the environment. The plausible contaminants
released from flooded or overloaded WWTPs include raw sewage; pathogenic bacteria, protozoans, and viruses; and a wide variety of pharmaceuticals,
personal care products, and household and industrial chemicals.
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HM (and their likely types of contaminants or pathogens)
would fall within areas of predicted ARkStorm-related precip-
itation, flooding, and winds. Our analysis indicated that many
potential sources of mineral, chemical, and pathogen contam-
inants could be disturbed or damaged as a result of extreme
precipitation, runoff, erosion, landslides, and flooding. These
include natural sources such as rock units that host asbestos,
heavy metals, or soil pathogens and many different types of
anthropogenic sources such as urban areas, WWTPs, animal
feeding operations, petroleum refineries, abandoned mine
sites, industrial facilities, and others. Storm-related damages
to the natural and built environments would therefore have the
potential to cause considerable but complex and spatially/tem-
porally variable environmental damage and contamination.
These, in turn, would have the potential to cause substantial
adverse impacts on aquatic and terrestrial ecosystems and some
adverse impacts on human health. Although only a first step, this
qualitative approach will help enhance planning for, mitigation
of, and resilience to environmental health consequences of fu-
ture disasters. This qualitative approach also requires careful
communication to stakeholders that does not sensationalize or
overstate potential problems but rather conveys the plausible
impacts and outlines the next steps to improve understanding
of potential risks and their mitigation.

11.7.14 Summary

In this chapter, we have presented data and interpretations
from a large number of studies that have examined the envi-
ronmental and health characteristics of HM produced by a
variety of disasters. There are a number of useful insights that
can be gleaned from these studies. For example, water leach
tests of DM such as WTC dusts and CFA done by different
groups using different solid/water ratios illustrate the difficulty
in directly comparing results of studies carried out by different
groups using different analytical methodologies.

There are many examples of recent disasters where the DM
have mostly been cleaned up quite quickly, within weeks to
months. However, there are also examples where cleanup takes
years or is not carried out at all. Even in cases where the DM are
largely cleaned up quickly, this chapter illustrates that there is
nonetheless a strong need to evaluate the potential for long-term
changes in DM that can significantly alter their environmental or
health implications. Such long-term changes could occur, for
example, in isolated places where the DM have escaped removal,
if the DM are disposed of in areas open to the environment, or in
areas where cleanup has not occurred. The primary examples are
diverse DM containing iron sulfides that can become acid-
generating when exposed in the environment.

Perhaps most importantly, the studies show that DM can be
highly complex mixtures of materials with a range in their
environmental behavior and characteristics that influence bior-
eactivity, biosolubility/biodurability, and potential toxicity.
Depending upon the disaster, these materials can be produced
from a single source or multiple sources. In response to envi-
ronmental processes, the materials can change in their physi-
cal, mineralogical, and chemical makeup (and, hence, in their
exposure pathways and toxicity to exposed humans and organ-
isms) both spatially away from their source(s) and over time

following a disaster. Hence, rapid deployment for initial sam-
pling of DM at multiple locations around a disaster site, acqui-
sition and analysis of remote sensing data that can be used to
help extend analyses of individual samples to broader areas,
and repeated sampling at the same localities over periods of
time following disasters are all needed.

The complexity and spatial/temporal variability of the ma-
terials demonstrate that many different analytical methods,
applied by earth scientists working in cooperation with health
scientists, are needed to fully characterize the environmental
and medical geochemical characteristics of DM and their po-
tential exposure pathways to the affected ecosystems and
humans. Traditional HM approaches of analyzing total con-
centrations of particular toxicants and whether or not these
exceed known action levels, although absolutely necessary, are
not sufficient to fully understand the range of potential envi-
ronmental and related health threats.

Further, the potential health effects of these complex mate-
rials likely cannot be adequately assessed based solely on the
toxicity of their individual components. The integrated effects
of the whole material must be considered, along with the
potentially complex chemical interactions between the indi-
vidual components of the DM and the body’s fluids.

Finally, the knowledge gleaned from studies of materials
produced by past disasters can be used to help anticipate the
potential environmental and health threats posed by DM pro-
duced by similar future disasters, thereby enhancing disaster
preparedness and resilience. Disaster scenario development
provides an excellent opportunity for the integration of envi-
ronmental and medical geochemistry information on DM and
anticipating plausible environmental and related health im-
pacts of future disasters.
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Alastuey A, Garcı́a-Sánchez A, López F, and Querol X (1999) Evolution of pyrite mud
weathering and mobility of heavy metals in the Guadiamar valley after the Aznalcóllar
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Glossary
Absorption Incorporation of dissolved material inside
another substance or structure (e.g., water droplet or cell).
Adsorption Adhesion of atoms, ions, or molecules (e.g.,
gas, liquid, dissolved solid, biomolecule) to a surface.
Allotrope Different molecular forms of the same chemical
element (e.g., graphite and diamond are allotropes of
carbon).
Anaerobic A condition indicating the absence of oxygen as
an electron acceptor; also termed anoxic.
Anthropogenic An environmental effect or condition
resulting from human activities.
Apatite A group of calcium phosphate minerals most
commonly bound to a hydroxyl (OH!) or halide ion (often

F! or Cl!) and the main source of phosphorus required by
photosynthetic organisms.
Chlorophyll a Abbreviated chla; from the
Greek roots meaning ‘green’ (chloro) and ‘leaf’ (phyllo); an
inner-sphere chelate found as a photosynthetic
pigment in many primary producers and often
measured as an indicator of phytoplankton biomass;
though not all phytoplankton use chla as the main electron
donor in photosynthesis, it is the one most commonly
encountered.
Hydrology The study of water and its forms, cycling,
movement, distribution, and quantity.
Hydrophilic The condition of a molecule or substance
being attracted to and tending to be dissolved by water.
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Photosynthesis A redox reaction which converts carbon
dioxide (CO2) and water (H2O) into carbohydrates (general
formula CH2O) and oxygen (O2) following excitation by
ultraviolet light.

Primary productivity Biomass production primarily as a
result of photosynthesis, usually measured as a mass per unit
area or per volume of water.

11.8.1 Introduction

Since the advent of modern ecology in the twentieth century,
increasing attention has been paid to surface water ecosystems,
especially lakes as downstream indicators of cumulative up-
stream point and diffuse-source impacts. One result of collec-
tive nutrient inputs is eutrophication, which can be severe
enough to be evident at coarse visual levels as the ‘greening’
of lakes and streams (Edmondson, 1991; Schindler, 1974).
Eutrophication has been varyingly defined as an increase in
the production of organic matter (Nixon, 1995), enrichment
with inorganic plant nutrients (Lawrence et al., 1998), or, more
specifically, phosphorus and nitrogen overenrichment leading
to excessive plant, algal, and cyanobacterial growth and anoxic
events (Carpenter, 2005). Although eutrophication occurs nat-
urally in some systems, its current frequency and intensity in
freshwater is cause for immediate concern.

While freshwater is considered a renewable resource, its
global allocation is restricted by proportional availability
(Figure 1). Demands for clean sources are increasing while
accessibility, quality, and supplies of freshwater are limited;
escalated occurrences of eutrophication are applying addi-
tional pressure on a strained resource. Nutrient flow on a

global scale has more than doubled for nitrogen and more
than tripled for phosphorus (see Sections 11.8.2.1 and
11.8.2.2) relative to preindustrial estimates (Cassara, 2008).
This is concurrent with increases in harmful algal blooms and
associated detrimental effects on aquatic food webs, commer-
cial fisheries, public health, recreation, and tourism (Hoagland
et al., 2002). To appreciate eutrophication as a serious envi-
ronmental hazard, it is worthwhile to examine the mecha-
nisms and causes for its occurrence in freshwater.

11.8.1.1 Importance and Structure of Water

Water is the most common substance known to occur naturally
in all three physical states: gas, liquid, and solid. Water mole-
cules are composed of two hydrogen atoms bonded to one
oxygen atom in a three-dimensional triangular (tetrahedral)
configuration (Figure 2). The smaller, positively charged hy-
drogen ions are repelled both by each other and by the larger,
negatively charged oxygen ion. This spatial arrangement yields
a polarized molecule with an overall charge gradient ranging
from one slightly negative to one slightly positive region (a
dipole, as there are only two oppositely charged regions). Polar
compounds like water are subject to additional intermolecular
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connections in fluid and solid states, such as hydrogen bond-
ing and van der Waals forces. The combination of these forces
and the molecular structure of water result in the unique
properties of water to expand during freezing and to reach
maximum density at about 4 "C. It is also amphoteric, mean-
ing it can act as either a proton donor (acid) or acceptor (base),
and is often referred to as a universal solvent for its ability to
dissolve numerous substances. The fundamental characteristics
of water make it an essential component of geochemical
weathering.

11.8.1.2 Movement over and through Land

Beginning with precipitation (e.g., rain, snow, sleet, hail),
water is deposited on the landscape and becomes a component
of the weathering process (Figure 3). Unless it is experiencing a
force greater than that of gravity, water migrates from relatively
high elevations to relatively low points on the landscape,
transporting and dissolving substances in its path. There are a
number of things that will naturally affect the movement of
water along established hydrologic pathways. These include

• freezing and thawing of water and soils

• spatial and temporal precipitation patterns

• watershed slope

• area and type of wetlands

• soil depth to bedrock or other impermeable surface

• soil type

• vegetation community composition, senescence, or
combustion

• flow modifications (e.g., beaver activity, hydroelectric
dams, urbanization, wetland conversion, withdrawals for
agricultural, municipal, and industrial uses)

All of these attributes combine to shape the quantity and
quality of water entering aquatic ecosystems from the sur-
rounding land. As water proceeds over and through the land-
scape, its movement is one of the primary means of nutrient
relocation from terrestrial sources to aquatic systems. Collec-
tion corridors for flowing water are termed lotic systems, and

refer to rivers and streams that may be permanent or ephem-
eral (temporary). Although water is rarely static, points of
accumulation do occur on the landscape (e.g., lakes, ponds,
wetlands) and are termed lentic systems.

11.8.1.3 Implications for Overloading the System

Nutrients begin as minerals located in rock, soil, organic
matter, or as airborne particles. Through the processes of me-
chanical and chemical weathering, decomposition (physical,
chemical, and biological), mineralization and atmospheric
deposition, nutrients are transformed into more biologically
available, water-soluble components. The unique assembly of
water and its passage over and through the landscape trans-
ports chemically accessible nutrients to aquatic organisms,
which benefit directly. When nutrient delivery is increased
through anthropogenic effects, inputs to surface water systems
result in disproportionate amounts of easily incorporated che-
micals relative to what would occur naturally. The function
and structure of aquatic systems, which developed in concert
with the terrestrial environment, are disrupted by the resulting
nutrient imbalance.

11.8.2 Nutrient Cycles in Aquatic Ecosystems

In general, a nutrient is any substance required for growth and
development that an organism cannot produce itself. However,
the discussion of nutrients relative to aquatic systems usually
relates to phosphorus and nitrogen, as their abundance can
create the most problems in surface waters. The division be-
tween macro- and micronutrient categories is often a matter of
perspective: silica is not an important constituent for many
mid-summer phytoplankton (photosynthetic algae and cyano-
bacteria), but is vital for diatoms that tend to dominate algal
communities in early spring. For many organisms, compounds
required for growth and maintenance are obtained externally
and environmental availability limits growth of both individ-
uals and populations. However, organisms such as cyanobac-
teria are able to meet at least part of their nutrient needs
through chemical conversions that take place internally, often
under specific external conditions. Eutrophication works to the
advantage of these species in particular, and often to the detri-
ment of other organisms in the aquatic community.

What makes nutrient availability so pivotal rests on the
theory of the limiting factor, or the Law of the Minimum.
Usually attributed to Justus von Liebig, a gifted chemist,
researcher, and teacher, who popularized the term, it was
originally proposed by Karl Sprengel, a German botanist work-
ing in the field of agriculture (van der Ploeg et al., 1999).
Sprengel noted that it was not availability of all nutrients that
affected plant growth, but the amount of the least available
nutrient relative to need that determined crop yield (Jungk,
2009). Traditional considerations placed nitrogen, followed by
phosphorus, as limiting primary production in terrestrial, estu-
arine, and marine systems, while the reverse order was applied
to freshwater systems. Phosphorus is still often considered the
primary nutrient on which management should focus in
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Figure 2 The two electron pairs in the Lewis diagram (a) force the
hydrogen atoms into a characteristic configuration (b), creating a charge
difference across the water molecule.
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limiting the eutrophication of freshwater environments
(Schindler et al., 2008), although nitrogen has been seen as
limiting in lakes when levels of phosphorus were very high
(Downing and McCauley, 1992). Additional analyses also sug-
gest that both nitrogen and phosphorus are often equivalently
limiting, and coincident enrichment creates a positive and
synergistic response regardless of system location (Elser et al.,
2007; Lewis and Wurtsbaugh, 2008). When limiting nutrients
are supplied in excess, increased growth occurs relative to
unenriched areas and the taxonomic diversity of communities
that grow in response can change.

11.8.2.1 Phosphorus

The name phosphorus is derived from Greek and roughly
means ‘bearer of light,’ although in Latin it translates as Lucifer
and has been called the devil’s element (Emsley, 2000). The
discovery of phosphorus is credited to Hennig Brandt who in
1669 isolated a compound from his own urine in his search for
the philosopher’s stone (the mythical substance capable of
turning base metals into gold). The material with the greenish
glow gave its name to the wrongly assigned process by which it
was thought to emit light: phosphorescence (reemission of
light after surface excitation) instead of the correct chemilumi-
nescence (glowing as a result of a cold chemical reaction).
Phosphorus is a critical element in all known forms of life.
Although toxic when ingested in certain forms and biologically
unavailable in others, phosphorus bound as phosphate

(PO4-P) is water soluble and a necessary and vital component
of many biological structures (e.g., nucleic acids, proteins, ATP,
cell membranes) and processes (e.g., phosphorylation and
photosynthesis).

Phosphorus is never found naturally as a free element
owing to its extreme reactivity. It can exist in several allotropes
(chemical forms), the most common of which are white and
red phosphorus. Although white phosphorus was used indus-
trially for many years, its instability under ambient conditions
(i.e., when exposed to air), toxic vapors, and debilitating
human health effects from chronic exposure led to its replace-
ment by the far more stable red phosphorus under the Berne
Convention of 1906 (Emsley, 2000). With no significant at-
mospheric component in the phosphorus cycle (Figure 4; see
also Chapter 10.13), all sources originate from phosphate
rock, which occurs as an apatite of either sedimentary or igne-
ous origins (Table 1). The natural phosphorus cycle is quite
slow owing to the inherently low solubility ofmany phosphorus-
containing compounds. However, phosphorus is a strong
adsorber and adheres tenaciously to the charged surfaces of
many soil particles, particularly fine-grained clays and silts.
Transmission of adsorbed phosphorus to aquatic ecosystems is
enhanced by watershed activities that alter forest vegetation spe-
cies composition and cover, disturb or expose soil, and increase
overland or shallow subsurface flow, which enhances erosion
(Sims et al., 1998). Once transported to aquatic systems, phos-
phorus undergoes chemical processes that result in increased
amounts of more biologically available forms relative to other
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fractions present (Table 2). Anthropogenic activity can super-
charge this cycle by delivering increased amounts of P directly to
aquatic systems, thereby circumventing natural weathering pro-
cesses. This occurs through movement of soluble, accessible P
(e.g., chemical fertilizer, sewage, mining fines), the delivery of
which can be exacerbated by watershed activities that increase
transport rates.

11.8.2.2 Nitrogen

Unlike phosphorus, nitrogen occurs most commonly as an
extremely stable atmospheric gas, dinitrogen (N2). Dinitrogen
gas comprises approximately 78% of our breathable atmo-
sphere and is remarkably unreactive due to the strength of
the triple bond. It was first identified as a separable and non-
combusting component of air in 1772 by Scottish physician
Daniel Rutherford, who called it noxious or fixed air. Although
it can be difficult to create other compounds from elemental
nitrogen, converting nitrogen-containing molecules back to N2

gas is comparatively easy and often results in large, sometimes
uncontrollable, energy releases. Nitrogen also occurs naturally
in the form of solid minerals of ammonium salts, and as
potassium nitrate, otherwise called saltpeter and known to
alchemists since at least the Middle Ages. Purified nitrogen
compounds, especially nitrate (NO3-N), have two primary
uses: as effective fertilizers, and as a main constituent of gun-
powder and other incendiary devices (Leigh, 2004). Bat feces,
or guano, is also an excellent and inexpensive source of crude
nitrates. Like phosphorus, nitrogen is an essential nutrient and
a key component of many crucial biological structures (e.g.,
amino and nucleic acids, neurotransmitters).

Since the primary form of nitrogen is as a stable atmo-
spheric gas, natural systems must rely on processes that can

break the triple bond since neither plants nor animals can
directly access molecular N2. Lightening strikes and volcanic
activity produce localized amounts of bioavailable nitrogen
that are dispersed with precipitation, a process known as at-
mospheric fixation. However, the naturally occurring main
source of chemically accessible nitrogen is through direct bac-
terial fixation, the anaerobic process of converting N2 gas
directly to bioavailable forms. Once the triple bond is broken,
nitrogen compensates for its nonreactive elemental state by a
high propensity to combine with a seemingly endless number
of ions and functional groups, only a small number of which
are routinely analyzed (Table 3). The nitrogen cycle is a com-
plex chemical tangle relative to that of phosphorus because of
the strong atmospheric component (Figure 5). In addition to
being vital nutrients, nitrogenous components are also impor-
tant terminal electron acceptors for certain anaerobic forms of
respiration. The chief constituents of the nitrogen cycle are
bacteria and their ability to produce reactive forms of nitrogen,
including ammonium, NH4-N, and the far more watersoluble
nitrate, NO3-N (Figure 6). It is the propensity for nitrogen to
occur as a stable, biologically inaccessible gas that traditionally
made it a limiting nutrient, especially with coincidentally suf-
ficient phosphorus sources.

From the years 1890 to 1990, anthropogenic inputs of
reactive nitrogen to the global cycle increased almost nine
times relative to preindustrial levels; primary sources include
production of nitrogen-fixing crops (e.g., legumes, rice), extrac-
tion and combustion of fossil fuels, and the use of synthetic
fertilizers (Galloway et al., 2003). In 1903 and1909, respec-
tively, the Birkeland–Eyde and Haber–Bosch processes indus-
trialized nitrogen fixation, with the latter globally established
in the 1950s as the primary method (Figure 7; Smil, 2001).
What cyanobacteria and other nitrogen-fixing bacteria had
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Figure 4 A simplified phosphorus cycle for a lake catchment. Much of the phosphorus that reaches surface water systems is transported and adsorbed
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been doing for billions of years prior, humans chemically
engineered, and atmospheric nitrogen was converted into a
commercially available product. Coincident with the synthesis
of chemical fertilizers was the increase in use of fossil fuels and
associated reactive nitrogen contributions. High rates of atmo-
spheric nitrogen deposition have been implicated in causing
conditions of nitrogen saturation (Aber et al., 1989), where
chronic nitrogen inputs to forested ecosystems alter nitrogen

cycling. Continuous nitrogen loading increases both nitrate
losses in runoff and nitrogenous gas losses to the atmosphere,
and decreases the ecosystem’s ability to retain nitrogen, one
side effect of which is increased nutrient input to receiving
waters (see Chapter 10.12). Although food production
created excess reactive nitrogen on purpose, the energy indus-
try created it by accident (Galloway et al., 2003). In just over
100 years, the nitrogen cycle was short-circuited and super-
charged with remarkable human efficiency.

Table 2 Common analytical fractions of phosphorus. Organic and
inorganic forms may co-occur in each fraction, and filtration is meant to
separate soluble and insoluble contributions to the measure of total
phosphorus. Concentrations in freshwater generally follow a gradient of
[TP]> [TDP]> [SRP]. Phosphorus concentrations in surface water
samples are often measured in mg l!1 (parts per billion) of phosphate or
mol l!1 of phosphorus

Analytical
fraction

Abbreviation Fraction and analytical separation

Total
phosphorus

TP All phosphorus dissolved or
suspended in the water sample;
analyzed from unfiltered water
following digestion

Total
dissolved
phosphorus
Total
soluble
phosphorus

TDP
TSP

Phosphorus analyzed from water after
filtration through a 0.45 mm
membrane filter and following
digestion; the method is
standardized to represent dissolved
phosphorus, although fine
particulates may be present in the
filtrate

Soluble
reactive
phosphorus

SRP Dissolved, biologically available
phosphorus remaining in water
filtered through a 45 mm membrane
filter and analyzed within 12–24 h of
sample collection

Particulate
phosphorus

Part-P All suspended and colloidal
undissolved phosphorus,
often determined by difference
(TP ! TDP)

Source: Eaton AE, Clesceri LS, Rice EW, and Greenberg AE (eds.) (2005) Standard

Methods for the Examination of Water and Wastewater, centennial edition. American

Public Health Association, American Water Works Association and Water Environment

Federation joint publication.

Table 1 Phosphate (PO4) mineral composition and the four primary
apatite functional groups (R), of which fluorapatite is by far the most
common. The crystal structure of all apatites is based on a double
repeating unit, represented by the chemical formula being divisible by
two (see also Chapter 13.12)

Common name Chemical formula

Primary structure Ca10(PO4)6(R)2
Fluorapatite –F
Hydroxyapatite –OH
Chlorapatite –Cl
Bromapatite –Br

Sources: Zumdahl SS (1993) Chemistry. Boston, MA: Houghton Mifflin; Wetzel RG

(2001) Limnology, Lake and River Ecosystems, 3rd edn. San Diego, CA:

Academic Press.

Table 3 Common analytical fractions of nitrogen, based primarily on
separation of organic and inorganic forms in dissolved and undissolved
fractions. Surface water concentrations are often measured in mg l!1

(parts per billion) of the compound or mol l!1 nitrogen

Analytical fraction Abbreviation Fraction and analytical
separation

Total nitrogen TN All nitrogen present within an
unfiltered sample of water

Total Kjedahl
nitrogen

TKN All organic forms of nitrogen,
both dissolved and
undissolved, plus ammonia
present in an unfiltered sample
of water

Ammonia-N
Ammonium-N

NH3-N
NH4-N

A fraction of dissolved inorganic
nitrogen often referred to as
simply ‘ammonia’ although
most methods measure NH3-
NþNH4-N, the relative
concentrations of which in
surface waters are pH and
temperature dependent;
traditionally determined from
an unfiltered sample, although
many analytical instruments
now require filtration

Nitrate NO3-N A fraction of dissolved inorganic
nitrogen and the conjugate
base of nitric acid; analyzed
from water filtered through a
0.45 mm membrane filter

Nitrite NO2-N A fraction of dissolved inorganic
nitrogen and the conjugate
base of nitrous acid; analyzed
from water filtered through a
0.45 mm membrane filter

NitrateþNitrite NOx In practice, nitrate and nitrite are
often measured together from
surface water samples, since
nitrite concentrations in the
presence of oxygen are very
small; analyzed from water
filtered through a 0.45 mm
membrane filter

Dissolved inorganic
nitrogen

DIN (NH3-NþNH4-N)þNOx

Dissolved organic
nitrogen

DON TN ! DIN

Source: Eaton AE, Clesceri LS, Rice EW, and Greenberg AE (Eds.) (2005) Standard

Methods for the Examination of Water and Wastewater, centennial edition. American

Public Health Association, American Water Works Association and Water Environment

Federation joint publication.
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11.8.3 Aquatic Ecosystem Structure

11.8.3.1 Nutrient Input Patterns

For aquatic systems, nutrient concentrations are measured
from samples collected to address two primary input patterns:

• Point-source impacts from localized inputs (e.g., sewage
outfalls), where paired samples are usually collected up-
stream and downstream of the pollution source.

• Nonpoint or diffuse impacts from unconfined sources (e.g.,
surficial runoff from disturbed soils, atmospheric deposi-
tion), where samples are collected all along the channel
(time and funds permitting), or frequently at the most
downstream point of the area of interest to represent cu-
mulative watershed effect.

Nonpoint nutrient inputs are by far the more difficult of the
two processes to measure and control, since transport is uncon-
strained by location and dependent upon geomorphology,
level of watershed disturbance and surface and subsurface
hydrology. Preventing or limiting eutrophication in aquatic
systems has focused heavily on function and properties of the
riparian zone, the area immediately adjacent to the channel
bank or margin. Riparian zones are transitional areas that mark
the interface between aquatic and terrestrial ecosystems, char-
acterized by saturated soils and hydrophilic vegetation. They
are often left as intact buffers to mitigate eutrophication im-
pacts from overland and shallow subsurface nitrogen and
phosphorus inputs into both lentic and lotic systems. Riparian
zone effectiveness in reducing nutrient loading is highly vari-
able between locations, and even within lengths along the
same system. Removal of nitrogen from runoff prior to stream
input is best achieved by riparian buffers of at least 50 m as

subsurface removal appears to be a more effective mediator of
excess nitrogen, and both herbaceous and forest–herbaceous
riparian buffers are more effective at nitrogen conversion pro-
cesses when wider (Mayer et al., 2006). Riparian buffers that
retain persistent nitrogen inputs from agricultural sources may
themselves become sources of forms of atmospheric nitrogen
such as nitrous oxide (N2O), an important greenhouse gas.
This potentially trades prevention of aquatic nitrogen enrich-
ment for an environmental impact of a different sort (Hefting
et al., 2002).

11.8.3.2 Lotic Systems

Rivers, streams, brooks, and any other moving surface water
constitute lotic systems. The classic assumption of flowing
waters is that they do not experience the extreme, deleterious
effects of eutrophication as do lakes, since any added nutrients
or anoxia-inducing organic carbon loads are constantly aerated
and moved downstream. Most flowing surface water is hetero-
trophic (Dodds, 2006; Hynes, 1975), meaning carbon is
obtained from the surrounding landscape, or sources outside
the stream channel (allochthonous), instead of within the
water body itself (autochthonous). Hynes (1975) stated “the
fertility of the valley rules that of the stream,” meaning that it is
the surrounding watershed, or all land draining into the
stream, that defines its chemical character. The River Contin-
uum Concept (Minshall et al., 1985; Vannote et al., 1980)
stressed that lotic systems integrate physical gradients as they
move through the landscape, linking processes upstream with
those downstream. There are few effects in lotic systems that do
not translate themselves somewhere else down the channel.
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Trophic status (Table 4), or the measure of primary produc-
tivity relative to total phosphorus (TP) levels, has long been
determined for lakes (Carlson, 1977), but the process has only
recently been studied in lotic systems. Primary productivity is
the amount of photosynthetic biomass obtained at a given time
from a known volume of water, the most common equivalent
measure of which is chlorophyll a (or chla in mg l!1). For
flowing waters, trophic level has been proposed as a ratio of
heterotrophic to autotrophic state. Respectively, these two
states are determined by metabolic activity at night (oxygen
demand for aerobic respiration) and gross primary production
(accumulation of photosynthate mass) during daylight hours
(Dodds, 2006). Regional stream trophic states provide a base-
line for comparison between determined reference systems and
lotic systems potentially affected by increased nutrient loading.

11.8.3.2.1 Determining order
Lotic systems constitute a network of surface water channels on
the landscape that humans, with a propensity for classification,
have divided into ranked orders. Channels are hierarchically cat-
egorized based on their Horton–Strahler number, a reflection of
branching complexity (Figure 8). The index ranges from first
order, for a small, headwater system with no tributaries, up to
twelfth order at the mouth of the Amazon River. Approximately
80% of global lotic systems are first or second order (Waugh,
2002). Stream order is important when determining the effects
of eutrophication on flowing water, since order is a reflection of
both position in the landscape and size. For example, headwater
streams are often small and respond rapidly to landscape pertur-
bations (e.g., intense storms, flooding, fire, tree removal) relative
to large, higher order systems,which reflectmore collective effects.

11.8.3.2.2 Runoff, discharge, and loading rates
Relating a nutrient concentration to the landscape requires
determination of watershed area, runoff, and discharge.
A watershed consists of all land area surrounding a water
body of interest where surface and shallow subsurface flow
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converge to a single point (Figure 9). Runoff is the precipita-
tion within the watershed that reaches the channel as a contri-
bution to flow, minus amounts lost to interception (e.g., soil
wetting), evaporation (i.e., from soil, open water, leaf sur-
faces), transpiration (as a by-product of plant respiration),
and landscape sinks (i.e., localized points of accumulation
with slow or nonexistent outflow, and deep seepage to under-
ground storage). Discharge is a measure of the rate of water
volume flowing past a set location at a known point in time.
Channel width, depth, and velocity are measured at regular
intervals across a linear stretch of water (i.e., not at a bend in
the river) to calculate discharge. Both discharge and runoff are
used in conjunction to estimate loading rates. In general, areal
loading rates are a product of nutrient concentrations and
volume of discharge over a specified length of time divided
by watershed area. Loading rates can change in response to
season (e.g., decrease in nutrient release during periods of
rapid plant growth, freezing in temperate systems), natural
events (e.g., flooding, fire), or anthropogenic effects (e.g., ag-
riculture, wetland conversion).

11.8.3.3 Wetlands

Regardless of the variation in form, wetlands are all defined by
permanently or seasonally saturated hydric soils overlying a
water table at or near ground level, characteristic hydrophilic
plant cover, and often high biological diversity (Table 5).

Wetlands provide a crossing point between terrestrial and
aquatic systems, naturally different from each yet essential to
both (Mitsch and Gosselink, 2007). The importance of wet-
lands in aquatic systems is being increasingly recognized as
disproportionate to their areal presence on the landscape,
which is especially true in lower latitudes (Krecek and Haig,
2006). Although globally protected in policy by the Ramsar
Convention of 1971, wetlands, and particularly headwater
wetlands, have come under steady pressure in the face of
continued urban development, agricultural expansion, and
forest harvesting practices. Wetlands provide regions in aquatic
networks that function as:

• landscape filters via chemical deposition and binding

• areas that reduce surface water flow force

• collection basins for flood moderation in periods of high
flow

• groundwater recharge zones

Additionally, wetland sediments can provide important
adsorption sites for transported phosphorus, and increased
surface area, oxic/anoxic zones, and bacterial availability for
enhanced nitrogen cycling. Wetlands themselves are also im-
portant sources of colored dissolved organic carbon (CDOC),
the presence of which can provide some short-term protection
from the effects of increased nutrients (see Section 11.8.4.4.1).
Although wetlands act as natural filters for adsorbed chemicals,
particularly phosphorus, binding sites within the sediments
can become exhausted with excess inputs. Rises in water levels
(i.e., with storm events or snowmelt) can result in wetland
discharge events that release nutrients to connected down-
stream systems. Wetlands can act as sinks during drier periods,
or as sources of nutrients and other chemical constituents
during times of increased water movement and landscape
connectivity.

11.8.3.4 Lentic Systems

Lakes differ from wetland ecosystems in that they are more
permanent water bodies, which may or may not be separated
from direct contact with the water table, and which have, or
seasonally develop, identifiable stratifications based on depth,
light penetration, temperature, horizontal limits of plant
growth, and trophic status (Figure 10; Table 4). Concentra-
tions of dissolved oxygen (DO) and salts can also be factors in
stratification of the water column. The intersection of adequate
light availability, temperature, and nutrient levels are the main

Table 4 Trophic status of inland waters based on concentrations of epilimnetic total phosphorus (TP) and maximum chlorophyll a (chla) and
transparency as measured by Secchi disk depth. Trophic index (TI) is calculated using the three previous measurements as correlates. Note that as
phosphorus and chlorophyll concentrations increase, transparency of the water decreases

Trophic status TP (mg l!1) (Vollenweider,
1970)

Maximum chla (mg l!1) (Mitchell and Prepas,
1990)

Secchi depth (m) (Carlson,
1977)

TI (Carlson,
1977)

Oligotrophic <5 <8 >8–4 <30–40
Oligomesotrophic 5–10 occasionally >8 – –
Mesotrophic 10–30 8–25 4–2 40–50
Eutrophic 30–100 26–75 2–0.5 50–70
Hypereutrophic >100 >75 0.5–<0.25 70–100þ

1

2

1

1

1

1 2

2

3Streamflow

Figure 8 Stream order determination using the Horton–Strahler
method. Streams are numbered based on branching hierarchy. Stream
order only rises for downstream reaches after the confluence of
identically ordered upstream systems. Reaches downstream of
differently ordered stream confluences default to the stream with the
highest order. Adapted from Brooks KN, Ffolliott PF, Gregersen HM, and
DeBano LF (2003) Hydrology and the Management of Watersheds,
3rd edn. Ames, IA: Blackwell Publishing, Iowa State Press.
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factors that interact to create optimal conditions for green
growth in lakes. When the control of nutrient limitation is
removed, photosynthetic production can escalate dramatically.

When dissolved or adsorbed nutrients reach a lake their
transport paths often diverge. Sediment-bound fractions will
either settle quickly, sink slowly, or remain suspended as col-
loidal fractions, depending on sediment size and density.
Dissolved fractions are subject to vertical and horizontal
circulation patterns characteristic of the lake system, and
more immediately available for uptake and use. As with wet-
lands, lakes can be both sinks and sources of accessible
nutrients.

11.8.3.4.1 Temperature and mixing
Because of its inherent physical properties, water stratifies in
response to temperature gradients within the water column.
Cooler, denser water settles at the bottom, forming the hypo-
limnion, while a warmer, less dense layer remains at the sur-
face, comprising the epilimnion; in between these two layers is
a narrow region where the water temperature drops rapidly
when measured from top to bottom (the metalimnion, or
thermocline). Lakes will destratify and the water column will
undergo mixing (turnover) with seasonal or wind effects that
circulate the water (Figure 11). If turnover occurs once per
year, the lake is said to be monomictic, and two turnovers
per year classify a lentic system as dimictic. Lakes that only
weakly stratify in warm conditions, such as shallow water
systems, can undergo repeated mixing events and are said to
be polymictic. Lakes that have multiple basins of varying
depths which experience mixing in only parts of the lake (i.e.,
shallower regions) are meromictic. In tropical and subtropical
regions, meromictic conditions prevail in very deep lakes
which can remain persistently stratified in unfailingly warm
temperatures, thermally isolating the colder hypolimnion.

In general, a metalimnion does not form in water that has
cooled to the point of ice formation. In lakes which form ice
during winter, gradual water density and temperature gradients
will exist under ice relative to depth, with cooler, denser water
located at the lake bottom. Temperatures at the surface can rise
even while it is under ice cover, especially if low snow condi-
tions permit increased light penetration and winter

phytoplankton blooms. By late winter, lakes may exhibit
chemical stratification in DO profiles near bottom sediments
(Babin and Prepas, 1985). This is especially true in lakes with a
high surface area to volume ratio and only weakly developed or
shallow hypolimnetic zones in open water months. By late
winter, DO concentrations in deep water may be at or near
zero as oxygen is consumed by chemical processes at the
sediment–water interface and by organisms that routinely
overwinter in benthic regions. The resulting anoxic conditions
and changes in hydrogen ion activity (pH) over the bottom
sediments create a reducing environment conducive to liberat-
ing metal-bound and soil-adsorbed P fractions (Figure 12).
The increased soluble P is circulated to surface waters in the
spring after ice cover recedes and the seasonal rise in air tem-
peratures results in lake water turnover. Shallow, polymictic
systems are more susceptible to internal nutrient cycling re-
gardless of location, due to their vertical compression and
propensity for sediment and chemical resuspension.

11.8.3.4.2 Light, turbidity, and primary productivity
The majority of primary productivity in lakes is photosynthetic
growth, which by definition requires sunlight. Concentrations
of chla (mg l!1) are used to represent primary productivity,
although it should be noted that not all photosynthetic pig-
ments are restricted to being chlorophylls. Since chla is mea-
sured from a known volume of filtered water, this can include
any green growth suspended in the water column in addition
to phytoplankton, such as small pieces of macrophytes (rooted
aquatic vegetation) or zooplankton (microscopic animals) that
have eaten green matter.

Primary productivity can be limited by conditions that
constrain the depth of the euphotic zone, such as high turbid-
ity. Turbidity is a measure of water column transparency which
quantifies suspended material. The simplest method of mea-
sure is one which has changed little since its invention in 1865
by Father Pietro Angelo Secchi. Taking a Secchi depth involves
lowering a 20 cm disk with alternating white and black quad-
rants over the shady side of a boat, ideally between 9 a.m. and
3 p.m. The midpoint between the depth at which the disk first
disappears on the way toward the lake bottom and reappears
on the way up is the Secchi depth. Multiplying this value by

Watershed
outlet

Main watershed - E
Subwatersheds - A,B,C and D

AB

C

D

E

Figure 9 Watershed delineations are relative to position, since watersheds by definition converge to a single point. Small watersheds become part of
larger watersheds as the point of reference moves downstream. The watersheds of downstream aquatic systems can quickly become very large
as they incorporate the watersheds of all smaller systems flowing into them. Reproduced from Brooks KN, Ffolliott PF, Gregersen HM, and
DeBano LF (2003) Hydrology and the Management of Watersheds, 3rd edn. Ames, IA: Blackwell Publishing, Iowa State Press.
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two gives, roughly, the depth of the lower limit of the euphotic
zone (Figure 10; Lind, 1985). Turbidity can also be measured
using a light meter, or with a collected water sample and a
nephelometer. Each method relies on the same mechanism,
which measures turbidity as equivalent to the amount of light
reflected off the particles suspended in the water. Despite var-
iation in results between users, Secchi depth is almost always
collected as a contributing measurement to determining
trophic index, since it is easy to take and the equipment rarely
malfunctions even in the hands of the most inexperienced
operator.

Turbidity is a major factor affecting primary productivity in
that it affects light penetration into the water column. High
turbidity can be caused by suspended sediments and inorganic
particles, or by an active bloom itself. In this manner, certain
species of phytoplankton that are unable to regulate their
buoyancy and move to sunlight at the lake surface are self-
limited in large blooms which decrease light penetration and
reduce euphotic zone depth. However, shallow lakes can ex-
hibit alternate stable states over a wide range of nutrient con-
centrations, of either macrophyte-dominated transparent
conditions or phytoplankton-dominated turbid conditions.
Turbidity measurements used to determine trophic status
would not always accurately reflect primary productivity or
related nutrient concentrations in bistable shallow water sys-
tems (Scheffer et al., 1993).

Seasonally in temperate regions and year round in polar
regions, light penetration into the water column is also atten-
uated both by ice and snow cover, with primary productivity in
temperate lakes usually at annual lows during winter months.

Subtropical and tropical systems have no such limitations, and
primary productivity in these regions is most often a function
of nutrient availability, turbidity, and wind mixing.

11.8.3.4.3 Nutrient ratios and phytoplankton dynamics
The relative concentrations of requisite elements to each other
have been used as an index of bloom dominance in lentic
systems since Redfield (1934) determined the ratio of C:N:P
for marine phytoplankton was 106:16:1, now suggested as an
average stoichiometric ratio instead of an optimum
(Klausmeier et al., 2004). In freshwater systems, ratios of epi-
limnetic nitrogen to phosphorus are often used to predict
phytoplankton species dominance. Ratios of N:P that are ap-
proximately 16 are considered optimal for phytoplankton pro-
duction in general. Ratios of N:P>20 are defined as
phosphorus limited and favoring green algae, and N:P<10
are considered nitrogen limited, favoring cyanobacteria
(Bulgakov and Levich, 1999). The composition of nutrient
sources has also been suggested as playing a strong role in
lake total nitrogen (TN) to TP ratios, where trophic status
corresponded with TN:TP ratios. High TN:TP ratios (i.e., low
TP concentrations) are found in oligotrophic lakes, where
natural systems release much less phosphorus than nitrogen
in runoff, and moderate TN:TP values corresponded to meso-
trophic lakes with runoff from a larger variety of more fertile
sources. Extremely low TN:TP values (i.e., very high TP con-
centrations) have been related to eutrophic systems whose
ratios approximated that of sewage (Downing and McCauley,
1992). Although all blooms are seen as degradations in water
quality, cyanobacteria have the potential to release potent

Table 5 The five major wetland classes and associated characteristics

Wetland
class

pH range Location Hydrology Dominant vegetation

Bog 3–5 Arctic and subarctic
regions, in areas
of little to no relief

Receives only ombrotrophic (mineral
poor) precipitation as water inputs; no
runoff, little or no connection to
groundwater

>40 cm peat accumulation; primarily
Sphagnum moss, some willow (Salix),
tamarack (Larix) and black spruce
(Picea mariana)

Fen 5–8 Arctic and subarctic
regions, in
depression basins

Connected to groundwater, slow internal
drainage; precipitation and moderate
runoff as additional inputs

>40 cm peat accumulation; sedges
(Carex, Cyperus), wildflowers, cedar
(Thuja), tamarack and shrubs; little to no
Sphagnum moss

Swamp $7.2 Temperate to
tropical regions,
associated with
streams, rivers, or
lakes

Groundwater a primary input; may or may
not be seasonally or annually flooded;
may experience repeated flood ‘pulses’

Trees and shrubs, predominantly dense
coniferous or deciduous forests; not
always immediately recognized as a
wetland, especially during dry periods

Marsh 7–8 May be freshwater
(primarily inland)
or saltwater
(primarily coastal)

Water inputs as groundwater,
precipitation and runoff; can be
important groundwater recharge areas

Reeds, rushes (Typha, Phragmites),
grasses, sedges; also broad leafed and
floated aquatic plants

Shallow
open
wetland

Similar to lakes and
dependent on
soils, bedrock
and mode of
origin

Transitional form
between lake and
marsh; many
locations

Characterized by >75% open water; water
column continually unstratified; water
inputs from groundwater, precipitation,
runoff and other water bodies

Depth <2 m; distinguished from lakes by
at or near continuous submergent
vegetation, such as milfoils
(Millefolium); also duckweed (Lemna);
emergent vegetation restricted to
perimeters

Source: National Wetlands Working Group (1997) In: Warner BG and Rubec CDA (eds.) The Canadian Wetland Classification System, 2nd edn. Waterloo, ON: Wetlands Research

Centre, University of Waterloo.
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Figure 11 In temperate regions, lakes undergo seasonal stratification and mixing events. Shallow temperate lakes can mix and restratify repeatedly
over summer months, while the hypolimnion in deeper lakes remains isolated until turnover events. The hypolimnion in very deep temperate lakes may
not mix completely. Also, temperate and arctic lakes may stratify in winter months if algal blooms raise temperatures under the ice cover. At lower
latitudes, deeper lakes trend toward depicted summer conditions year round, with shallow lakes subject to destratification from moderate cooling and
wind events. The hypolimnion in very deep subtropical and tropical lakes may only rarely mix. Adapted from Mitchell P and Prepas E (eds.) (1990) Atlas
of Alberta Lakes. Edmonton, AB: The University of Alberta Press.
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Figure 12 Phosphorus release from bottom sediments is affected by oxygen concentration and pH. Phosphorus will preferentially bind to many metals
and form precipitates, but will return to the solution pool under reducing conditions, or if pH reaches acidic or alkaline levels. Low oxygen levels can
occur in warm water, which is unable to maintain high dissolved oxygen concentration, but can also occur in cold water where oxygen has been depleted
by consumption. Migration of phosphorus to the stored pool occurs with increased sedimentation and isolation from the water column. (see also
Chapter 13.2)
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not always the case.
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toxins upon the death and decay of the active bloom and are
held in even lower favor than algal blooms. Eutrophication is
often followed by shifts in phytoplankton assemblages toward
cyanobacteria, which are well suited to exploiting phosphorus-
rich environments and outcompeting algal species (Steinberg
and Hartmann, 1988).

11.8.4 Eutrophication

11.8.4.1 Ecological Succession versus Eutrophication

When an increase in nutrients occurs from either point sources
or diffuse entry and increases primary productivity, quantified
as chla in mg l!1, and causes a shift in trophic status, an aquatic
system is said to be experiencing eutrophication. The distinc-
tion is important. Seasonal or otherwise intermittent nutrient
increases may incur discrete bloom events, but a shift in tro-
phic status requires nutrient inputs at a higher, sustained level.
A resulting change in ecological functioning is indicative of
true eutrophication.

With ecological succession, changes in trophic status are
usually measured on longer timescales, that is, in the order of
hundreds or thousands of years, although catastrophic events
such as landslides or forest fires can accelerate this progression
(see Section 11.8.4.2). Traditional succession theory classifies
most surface water forms as intermittent features on the land-
scape. Younger systems begin as oligotrophic (nutrient-poor)
water bodies that gradually experience sedimentation over
time; the accumulated sediments fill the water body, physically
changing shape, depth, and volume, and also altering it chemi-
cally through solution–dissolution processes at the sediment–
water interface (Sawyer, 1966). This implies that existing aquatic
systems are positioned as points on a temporal gradient that will
naturally converge to eutrophication. Accelerating successional
processes causes problems that can prove extremely difficult to
reverse. Response to external conditions has been proposed as
system dependent, relating loss of resilience to rate of ecosystem
perturbation. Systems with low inherent capacity to change may
experience dramatic shifts in structure and function relative to
systems with greater elasticity to either stochastic or persistent
events (Scheffer et al., 2001). Even relatively constant aquatic
systems can experience catastrophic change in the face of intro-
duced and unrelenting pressures.

11.8.4.2 Natural Eutrophication

Natural eutrophication has been separated from ecological
succession to differentiate their relative time scales. While suc-
cession occurs over long periods, eutrophication as a result of
either rapid increases in nutrient inflow rates or in-system
concentration of nutrients does occur naturally in the form of:

• landslides

• mass wasting events (e.g., sediment deposition from flood-
ing, beaver dam breaks)

• seasonal drought

• precipitation events following fire

The classification of drought-induced natural eutrophica-
tion becomes complicated beyond seasonal limits, when long-
term trends of human-caused climate effects are considered
and exceed estimated thresholds of what can be called natural.

11.8.4.3 Cultural Eutrophication

Hasler (1947) defined the term cultural eutrophication as an
increase in the rate and intensity of harmful algal blooms
occurring as a direct result of human-caused nutrient loading.
Eutrophication from human-caused effects is often related to
postindustrial era impacts. However in North America recent
paleolimnological work suggests even prehistoric humans al-
tered the trophic status of a lake through runoff from nearby
permanent settlements and agricultural activities (Ekdahl et al.,
2004). Cultural eutrophication has accompanied major mile-
stones in human advancement, including:

• modernized agricultural practices (e.g., fertilizer use, ma-
nure inputs, pesticides bound to organophosphate
adjuvants)

• population growth

• industrial activity (e.g., synthetic fertilizer production, fossil
fuel extraction and combustion, forest clearcutting, agricul-
tural practices)

• introduction of the flush toilet and centralized sewage
treatment

• use of phosphate-containing cleaning agents (e.g., deter-
gents, degreasers)

• urbanization and associated increases in impermeable sur-
faces (e.g., concrete, asphalt, rooftops)

• remote resource access and associated road construction

• wetland conversion and failure to protect sensitive areas

Anthropogenic pursuits have altered biogeochemical path-
ways for nitrogen and phosphorus in a dramatic fashion. That
human activities are supplying an excess of biologically avail-
able nutrients to aquatic systems is clear; how we will mitigate
cumulative effects from disparate sources is less so.

11.8.4.4 Conditions that Affect Eutrophication

There are naturally occurring situations that can limit or exac-
erbate the effects of eutrophication, with some being more
seasonal and less persistent than others. Mechanisms include
light limitation, precipitation, and extremes in water chemistry
that either limit phytoplankton growth in the presence of
nutrients, or affect internal nutrient cycling from the water
column to the sediment layer.

11.8.4.4.1 Dissolved organic carbon
Carbon is the chemical foundation of all known life and in
elemental form exists as stable, tetravalent allotropes of single
carbon atoms combined with four hydrogen atoms. Although
required for growth and development, carbon is not usually
considered a limiting resource since it is readily available in
both terrestrial and aquatic systems, and has a significant at-
mospheric component in its cycle. DOC is receiving increased
research attention for its ability to absorb ultraviolet (UV)
radiation, specifically photosynthetically active radiation
(PAR). Since PAR is a requisite for photosynthesis in rooted
aquatic plants (macrophytes), phytoplankton (microscopic
plants and single-celled organisms) and cyanobacteria, a de-
crease in the depth to which light can penetrate water bodies
can potentially limit primary production. However, not all
DOC is created in the same manner nor in the same locations,
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and the source can affect the structure. Forms of DOC originate
as the products of decay or waste matter and can be divided
into either colored DOC or uncolored DOC. The latter in-
cludes soluble fats, proteins, and carbohydrates that have no
appreciable light absorbing capabilities and are often from
autochthonous sources. Occurrence of CDOC is primarily a
result of plant constituents (e.g., cellulose, lignins, tannins)
that decompose and create complexes of humin, and humic
and fulvic acids, often from allochthonous sources such as
wetlands (Table 6; Wetzel, 2001; Williamson et al., 1999).
Light attenuation due to CDOC exhibits seasonal variation in
surface water, and effects are primarily restricted to the spring
season in temperate regions. Solar radiation eventually decom-
poses colored complexes into simpler forms of uncolored DOC
through photodecay or photobleaching (Molot and Dillon,
1997; Osborn et al., 2001), which then no longer inhibits
light penetration into the water column see also Chapters 7.8
and 12.6).

11.8.4.4.2 Salinity
A saline freshwater lake may sound like a contradiction in
terms, but in arid and semiarid regions, hydrologic processes
that concentrate freshwater can occur resulting in extremely
high total dissolved solid (TDS) concentrations (Table 7). Sa-
line lakes occur in landlocked systems where net water losses
(evaporation, transpiration) have exceeded net water inputs
(precipitation, runoff, groundwater) for long enough that

TDS concentrations exceed 500 mg l!1 (Mitchell and Prepas,
1990). Saline lakes exhibit unique flora and fauna and often
low biodiversity, reflecting adaptations not present in most
freshwater species for surviving high solute environments.
There are instances of saline lakes receiving high nutrient inputs,
given their co-occurrence with agricultural operations in grass-
land and prairie environments, or with indigenous animal
populations in desert and polar environments. Despite high
levels of total P (0.15–24 mg l!1), some saline lakes fail to
exhibit classic symptoms of eutrophication and instead show
low primary productivity from limiting levels of iron (Evans and
Prepas, 1997), although naturally eutrophic conditions have
been observed in Antarctic lakes surrounded by a large penguin
rookery (Bell and Laybourn-Parry, 1999). The hypersaline Great
Salt Lake, Utah, exhibited increased chla levels following exper-
imental nutrient enrichment only when salinity levels were low
enough for cyanobacteria to exist in the lake (%70 mg l!1 for
this system) (Marcarelli et al., 2006). Overall, salinity levels in
aquatic systems need to be very high for nutrient inputs not to
increase chla production, and high salinity in itself does not
appear to reduce dissolved nitrogen and P concentrations.

11.8.4.4.3 Fire
Effects of fire on aquatic nutrient enrichment relate to the size
(area burned) and intensity (vertical heat transfer) of the fire
itself. Nitrogenous compounds volatilize fairly easily (200 "C)
and are often lost to the atmosphere in proportion to com-
busted organic matter. Phosphorous compounds have higher
heats of volatilization (>500 "C) and are more likely to be
transported as particulates in ash during the fire, or in the first
rainy season postfire during wind erosion and runoff events
(Boerner, 1982; Debano and Conrad, 1978). Water quality in
five streams in Iowa, USA, degraded following fire. Although
NO3-N concentrations were higher in burned streams com-
pared to reference streams, the negative effects on water quality
were mostly related to increases in fine sediment transport and
particulate organic matter. Stream periphyton (algae and bac-
teria growing on submerged aquatic surfaces) decreased follow-
ing fire, possibly as a result of increase turbidity and light
limitation (Minshall et al., 2001). Boreal subarctic headwater
peatland lakes subject to fire experienced increases in P and
inorganic nitrogen fractions, but no associated increase in chla.
This was also related to light limitation as a result of concurrent
increases in DOC concentrations (McEachern et al., 2000).
Ranalli (2004) summarized that measureable water quality
effects following fire were likely if:

• receiving waters were oligotrophic or mesotrophic

• the residence time of the water body was short relative to
the length of time nutrient concentrations remain elevated
in runoff

• the watershed had steep slopes

• soil cation exchange capacity was low or nonexistent

11.8.4.4.4 Drought
Drought is a regular component of ecosystems in many re-
gions, and considerations of its impacts have largely consid-
ered biotic survival during low flow periods. Overland
transport of dissolved and adsorbed nutrients is limited or
nonexistent in drought conditions, and water inputs are

Table 6 Dissolved organic carbon (DOC) and constituents of
uncolored and colored (CDOC) fractions, with fractionation solubilities
for CDOC

DOC fraction Constituents Solubility

Uncolored DOC Decayed plant debris,
polysaccharides, lignins,
proteins

–

CDOC Humin Insoluble in acids and
alkalis

Humic acid Insoluble in acid
Soluble in alkalis

Fulvic acid Soluble in acids and
alkalis

Source: Sparks DL (2003) Environmental Soil Chemistry, 2nd edn. San Diego, CA:

Academic Press.

Table 7 Salinity levels and corresponding total dissolved solid (TDS)
concentrations

Classification TDS (mg l!1)

Freshwater <500a

Slightly saline 500–1000a

Moderately saline 1000–5000a

Saline >5000a

Ocean water $35000b

aMitchell P and Prepas EE (1990) Atlas of Alberta Lakes. Edmonton, AB: University of

Alberta Press.
bOffice of Naval Research (http://www.onr.nav.mil/).
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restricted to those available from groundwater or direct precip-
itation. Drought accompanied by elevated temperatures may
reduce water levels through evaporation. In a simulated sum-
mer drought, denitrification increased with drought severity
and ammonium concentrations were severely decreased
(Dowrick et al., 1998). Such a scenario would favor cyanobac-
terial dominance in phytoplankton communities as phospho-
rus, with no significant atmospheric component in its cycle,
would increase in relative concentration in tandem with N
depletion and further decrease the N:P ratio.

11.8.5 Two Case Studies in Eutrophication

The rate and magnitude of recovery from eutrophication can
be highly variable. Response to nitrogen and phosphorus input
control measures range from rapid return to preimpact condi-
tions, to chronic effects of nutrient overenrichment. Hysteresis,
or the lagging of the response following the impact, means
eutrophication effects will persist in certain systems long after
control measures have been put in place. This may require
more consistent defense of management methods in the face
of what appears to bemaximum effort but minimal results. The
following case studies provide examples of different nutrient
input sources, aquatic system responses, and mitigation efforts
undertaken in reaction to instances of cultural eutrophication
(Table 8).

11.8.5.1 A Point-Source-Impacted Deep Water Lake

Lake Washington remains a classic case of point-source
pollution and recovery, and a story that reflects both the
commitment of individuals and the inherent characteristics
of the lake itself (Figure 13). Lake Washington is situated in a
heavily populated metropolitan area including the city of Se-
attle and neighboring smaller cities in the state of Washington,
USA. The Cedar and Sammamish rivers are the primary inlets
(90% of inflow), with only a few secondary inlets contributing
an additional 10% of inflow. The original outlet was the Black
River, which emptied into Puget Sound on the Pacific Ocean.
However, the Black River was by-passed with the opening of
the Lake Washington Ship Canal in 1917, which dropped the
lake level approximately 3 m, permanently separated the two
water bodies and dried out the river (Crowley, 1999).

Currently, the sole outlet remains the Lake Washington Ship
Canal, which also discharges into Puget Sound.

Beginning in the mid-1800s, Lake Washington began re-
ceiving sewage inputs from surrounding communities, includ-
ing the then fledgling city of Seattle. In 1922, there were 30
sewage outfalls from Seattle draining into the lake, despite it
being the city’s source of drinking water, and despite a typhoid
outbreak in 1907. Sewage from the west side of the lake was
diverted to Puget Sound after completion of infrastructure in
1936 (Edmondson, 1991). In 1933, prior to full completion of
the sewer diversion, the lake had been characterized as being in
good condition, with low nutrient concentrations and high
annual deep water DO concentrations (Scheffer and Robinson,
1939).

Despite the efforts at sewage diversion in 1936, from the
1940s to the 1950s, 11 additional secondary sewage treatment
plants were in operation and discharging to Lake Washington.
By 1963, the lake was significantly polluted and experiencing
large and frequent summer algal blooms with accompanying
decreased water clarity and increased chla concentrations.
Death and subsequent decay of the blooms released noxious
odors and decreased deep water DO concentrations, severely
hampering sport fishing and other recreational activities. By
the 1960s, the trophic status of Lake Washington had degraded
from mesotrophic to eutrophic (Edmondson, 1991). Con-
certed action from the community to improve the water quality
in the lake was aided tremendously by the research and sup-
port of the late W.T. Edmondson, and in 1958, a public vote
resulted in sewerage upgrades that diverted sewage flow away
from the lake for a second time. Construction commenced in
1963 and after completion in 1968 the water quality rapidly
improved. By 1975, the water once again had returned to
mesotrophic conditions, with high mid-summer transparency,
low nutrient levels (17 mg l!1 P) and low phytoplankton abun-
dance (Edmondson, 1977).

Lake Washington’s remediation has much to do with its
physical characteristics (Table 8). The lake is long and thin,
with limited amounts of shallow areas, and only two defined
inflows of water with low P concentrations. The reasonably
small residence time (2.4 years) means water in the lake is
replaced by inflow in fewer than 3 years. The lake is fairly
deep, and sediment-bound nutrients that reach the bottom
are unlikely to be repeatedly resuspended into the water col-
umn; P losses to sediments have been estimated at 49% of

Table 8 Comparison of physical parameters between Lake Washington, USA and Taihu Lake, China. The range for residence times and flushing
coefficients for Taihu Lake reflect the numerous bays and variable water movement and storage patterns across this lake. Note that flushing coefficients
are the inverse of residence time

Water body Current trophic
status

Watershed
area (km2)

Surface
area (km2)

Maximum
depth (m)

Mean
depth (m)

Volume
(m3)

Residence
time (year)

Flushing coefficient
(year!1)

aLake Washington,
USA

Mesotrophic 1270 88 65 33 3.0 c2.4 d0.4

bTaihu Lake, China Hypereutrophic 36500 2428 2.6 1.9 4.3 e0.3–12.8 e0.08–3.1

aEdmondson WT (1991) The Uses of Ecology: Lake Washington and Beyond. Washington, DC: University of Washington Press.
bXu H, Yang LZ, Zhao GM, Jiao JG, Yin SX, and Liu ZP (2009) Anthropogenic impact on surface water quality in Taihu Lake region, China. Pedosphere 19: 765–778.
cInternational Lake Environment Committee-World Lake Database http://wldb.ilec.or.jp/ (accessed January 2011).
dMajor Lakes Monitoring-King County Water and Land Resources Division http://green.kingcounty.gov/ (accessed April 2011).
eHu L, Hu W, Zhai S, and Wu H (2010) Effects on water quality following water transfer in Lake Taihu, China. Ecological Engineering 36: 471–481.
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annual inputs (Edmondson, 1991). As Edmondson recog-
nized, Lake Washington was an excellent candidate for rapid
recovery once the identifiable problem of point-source sewage
input was rectified. It should be noted, however, that the lake’s

improvement came at the expense of Puget Sound as the alter-
nate receiving body for continued sewage discharge, which
translates more into relocation than remediation.

11.8.5.2 A Nonpoint-Source-Impacted Shallow Water Lake

Shallow water lakes are recognized as dynamic, polymictic
systems driven by sediment–water interactions that make
them susceptible to long-term chronic eutrophication effects
(Scheffer, 2004). Taihu Lake is one such example (Figure 14).
Located approximately 100 km west of Shanghai, and posi-
tioned in the lower regions of the Yangtze River delta in one
of the fastest developing areas of the country, Taihu is the third
largest freshwater lake in China. The lake is situated in an area
of low relief and its watershed receives loading from agricul-
ture, industry and a human population at one of the highest
densities in the world at nearly 1000 people per square kilo-
meter (Chang, 1987). For these reasons, sediment loading
and anthropogenic effects are major concerns for lakes in the
region. The lake is a key drinking water source for many of
the inhabitants of the surrounding areas and home to impor-
tant fisheries for eel, crab, and carp.

Although the ratio of watershed area to surface area is
similar between Lake Washington and Taihu Lake (14.4 and
15.0, respectively), depth and flow patterns are considerably
different between the two lakes (Table 8). The range of flush-
ing rates for Taihu Lake reflects its complex bathymetric char-
acteristics. The lake receives inputs from an estimated 172
surface inflows, some of which can reverse flow in drier
months. Water retention times are variable between major
bays, with shorter residence times in the south and east por-
tions of the lake relative to those in the north, particularly
Meiliang Bay (Qin et al., 2007). Taihu Lake’s large surface
area is also susceptible to wave formation and wind mixing,
which readily resuspend bottom sediments. In the 1980s,
Taihu Lake began experiencing noticeable cyanobacterial
blooms along its north end. In 2001, the presence of cyanotox-
ins was confirmed from samples collected in one of the lake’s
bays (Shen et al., 2003). In 2006, the lake experienced an
enormous bloom dominated by cyanobacteria, which covered
two-thirds of the lake surface and left millions of residents
without drinking water.

Given Taihu Lake’s large surface area, shallow depth, and
soft littoral sediments, system recovery has been significantly
affected by hysteresis. Superficial lake sediments are subject to
wind mixing, which induces frequent resuspension of internal
nutrients (Qin et al., 2004). Mechanisms responsible for mac-
rophyte dominance in a clear water stable state (Scheffer et al.,
1993) are being explored as remediation possibilities (Qin
et al., 2003), while effective nutrient management plans con-
tinue in their development. Bulk water transfer to several
heavily eutrophied bays has met with only limited success.
Reductions in total P concentrations were noted, but only
weak declines in total N and chla concentrations were evident
(Hu et al., 2010). It is highly likely that multiple, concurrent
treatments will be required for successful remediation. The
size, complex geometry, variable water retention times and
numerous inputs into Taihu Lake render it an unlikely candi-
date for matching the rapid rehabilitation of Lake Washington.

Figure 14 Unnamed source (2007) Taihu Lake. Released to the public
domain 5 June 2007. This image, taken on 6 May 2006, shows an
unnamed bay of Taihu Lake with light green water characteristic of an
eutrophication event. In May of the following year, a massive
cyanobacterial bloom prevented at least 2 million people from accessing
their main source of freshwater. Information from Kahn J. 13 October
2007. Part 3: In China, a lake’s champion imperils himself. The New York
Times, Asia Pacific.

Figure 13 Siegmund W (2006) Lake Washington, Interstate 90, Lacey
V. Murrow Memorial Bridge, Seattle, Washington, USA. Permission for
use granted under the GNU Free Documentation License, version 1.2 or
later. The view from this vantage point shows the heavy settlement
around Lake Washington’s shoreline.
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11.8.6 Future Opportunities

The key to effective eutrophication control is balance, and
recognizing when anthropogenic impacts require an equiva-
lent effort in control and remediation. Although eutrophica-
tion can and does occur naturally, human-caused instances are
increasing in number and intensity as remediation methods
lag behind intensified inputs. There are many prospects for
eutrophication control in systems where nutrient limitations
and internal cycling processes have been removed or disrupted
by human activities.

11.8.6.1 Management

Since all forms of P originate as mined or weathered minerals,
sources are finite, and predictions have been made for the
occurrence of peak phosphorus, the point at which resource
depletion is matched by production capacity. After this point,
resource availability decreases, resource quality declines, and
finished product price increases dramatically, reflecting the
growing difficulties in extraction and production. The Hubbert
linearization curve (Hubbert, 1974) predicted the case of peak
oil in the 1970s; applying the same principles for phosphorus
has resulted in predictions for peak phosphorus ranging from
1989 (Dréy and Anderson, 2007) to roughly 2030 (Cordell
et al., 2009). When the peak will occur is secondary to the
certainty that it will occur. Alternatives may be found for oil,
but elemental phosphorus is irreplaceable. However, phospho-
rus can be reclaimed and research opportunities require focus
on increased efficiency of use, in situ retention and greater
recapture and reuse, all of which can also reduce the effects of
eutrophication. Efforts include:

• manure capture and urban mining (use of human sewage)
for both direct fertilization and purified fertilizer
production;

• human population control to reduce agricultural pressure;

• improvements in sanitation, including low water-use sys-
tems ranging from in-house to large municipal
applications;

• use of green water (soil water) versus blue water (surface
and groundwater) for global resource and food production;
this relates more to tailoring renewable products to local
growing conditions than to the amount of water required to
grow the crop, and limits the risk of eutrophication from
anthropogenic drought.

Alleviating eutrophication effects in situ has involved the
use of established methods, such as hypolimnetic withdrawal
(Nürnberg, 1987), hypolimnetic oxygenation (Prepas and
Burke, 1997), or phosphorus precipitation following addition
of calcium carbonate and lime (Prepas et al., 1990), all of
which reduce nutrient concentrations from the dissolved
pool. The pivotal example of Experimental Lake 227
(Schindler, 1974) led to the restriction of phosphate use in
many detergents, an important watershed-level control mea-
sure. However, in Canada, as an example, measures to address
additional sources such as automatic dishwasher detergents
have only been put in place as recently as 2010 (Government
of Canada, 2009), industrial sources of phosphate have not

been well addressed, and agricultural and municipal runoffs
remain important contributors (Table 9). These sorts of per-
sistent, nonpoint nutrient inputs require additional character-
ization and preventive options relative to the more easily
addressed point-source impacts. Future research and special
consideration will also be required for sensitive areas such as
shallow lakes, wetlands, and headwater systems. As natural
nutrient conversion factories and early warning indicators of
cumulative effects, these systems will need to function at full
force for both detection and mitigation of eutrophication.

11.8.6.2 Monitoring

Long-term datasets can improve predictability by providing a
solid base of accumulated information against which to test
ecological modeling scenarios. Accumulated monitoring data
also allow for the identification of trends and risk factors,
where planning knowledge could minimize costly reclama-
tions. Changes in trophic status represent a regime shift.
These shifts may be preceded by an increase in variability
discernable from levels inherent in ecological systems. Simula-
tions suggest that higher standard deviations in summer epi-
limnetic P concentrations could precede a shift to eutrophic
conditions by about a decade (Carpenter and Brock, 2006).
Long-term monitoring data can provide validation for these
types of predictive models that have the potential to sound the
alarm before the effect is noticed.

Remote sensing is increasing in ecological applications as
resource extraction moves farther from urban centers, and
personnel, time, and funding for direct ecosystem sampling
may be untenable. Identifying and monitoring sensitive and
responsive critical areas, such as wetlands and headwater
streams, will help in targeting prevention and mitigation ef-
forts. Critical zones can be used as indicators of excess nutrient
transport prior to downstream cumulative effects. As well,
much remains unknown about phytoplankton community
shifts in response to eutrophication. Ongoing analyses of phy-
toplankton community structure in Lake Washington and its
response to nutrient inputs and subsequent control would not
be possible without long-term ecological monitoring.

Table 9 Approximate phosphorus contributions from major sources
to Canadian surface waters

Source Phosphorus
load

Municipal waste, sewers and
septic systems

14.3% 53% human waste
11% household
cleaners and
detergents
36% commercial
and industrial
sources

Industry 2.9%
Agriculture 82.1%
Aquaculture 0.7%

Source: Adapted from values in Chambers PA, Guy M, Roberts ES, et al. (2001)

Nutrients and Their Impacts on the Canadian Environment. Hull, QC: Agriculture and

Agri-Food Canada, Environment Canada, Fisheries and Oceans Canada, Health Canada

and Natural Resources Canada.
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11.8.7 Conclusions

Improvement in trophic status is possible, although the case
studies suggest some systems will exhibit prolonged response
to eutrophication and require continued and determined man-
agement efforts. The detrimental effects of eutrophication are
large and will continue to grow unless the influx of excess
nutrients can be reduced, retained or redirected away from
vulnerable surface waters. As Bill Bryson (2005) writes regard-
ing species extinctions, humans are “. . . so remarkably careless
about looking after things.” Unfortunately, the same can be
said for our attention to the functioning of many aquatic sys-
tems. In pursuit of food, shelter and water, we have maximized
the first two at the expense of the last one, overfertilizing
and choking valuable freshwater resources in the process.
Management, monitoring, and sustained efforts will be
required to reverse the trend.
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Glossary
Additive agricultural chemicals chemicals added to
irrigation water (e.g., nitrogen fertilizers, gypsum, dolomite,
boron compounds).
Afforestation an establishment of a forest or plantation in
an area where there were no trees.
Arsenate the oxic form (species) of arsenic in water; occurs
in oxidizing water.
Arsenite the reduced form (species) of arsenic in water;
occurs in reduced water.
Artificial recharge man-made recharge of aquifers through
artificial basins or reverse pumping wells that replenish the
aquifer as a compensation for overexploitation.
Base-exchange reactions chemical reactions that involve
exchange of dissolved and adsorbed cations (e.g., Ca2þ,
Mg2þ, Naþ) from adsorption sites on clay minerals and/or
oxides.
Boron species boron in aquatic solutions occurs as
uncharged boric acid (B(OH)3

0) and borate ion (B(OH)4
")

forms.
Boron isotopes the stable isotope ratio of boron, 11B/10B, is
defined in delta notation: d11B¼{[11B/10B]sample/
[11B/10B]STD " 1}$1000, where STD is a standard.
Ca–chloride water composition the definition of
water with a high proportion of calcium over the sum of

sulfate and bicarbonate; Ca/(SO4þHCO3)>1 in
equivalent units.
Chlorine radioactive isotope ratio the activity of the
radioactive 36Cl isotope is normalized to the total chloride
content, 36Cl/Cl.
Conservative mixing mixing of two or more water bodies
that involves nonreactive mixing of dissolved salts in the
water; the concentrations of the dissolved water reflect the
relative mixing proportions of the water bodies.
Criterion continuous concentration an estimate of the
highest concentration of a material in surface freshwater to
which an aquatic community can be exposed indefinitely
without resulting in an unacceptable effect.
Cross-formational flow flow of groundwater from one
aquifer, typically confined, to an overlying aquifer.
Denitrification reduction of nitrate molecule (NO3

")
under reduced conditions to nitrogen gas.
Disinfection byproducts formation of hazardous
byproducts during chlorine disinfection of drinking water,
typically with high organic matter; generation of
trihalomethanes (THMs), and specifically brominated
trihalomethanes (e.g., bromodichloromethane; BDCM)
during the disinfection process.
Dissociation of boric acid to borate ion an increase in the
pH will convert boric acid to the borate ion species. The
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dissociation constant is defined at the pH at which the
fraction of boric acid is equal to that of borate ion.
Dissolved inorganic carbon the sum of dissolved inorganic
carbon (DIC) species in a solution that is composed of
carbon dioxide, carbonic acid, bicarbonate anion, and
carbonate anion. The relative proportions of these species
vary with pH.
Dolomitization a chemical reaction of Mg-rich water
with calcium carbonate (e.g., limestone) rocks that involves
Mg2þ and Ca2þ exchange, resulting in Ca-rich residual
solution.
Efflorescent salt crusts salts that are generated in soil or
shallow unsaturated zones that were formed by evaporation
of saline soil solution that have reached the saturation level
of different soluble minerals (e.g., gypsum, halite).
Electrical conductivity a field measure of the salinity of
water, known also as specific conductance, that measures a
solution’s ability to conduct an electric current. The SI unit is
siemens per centimeter (S cm"1). A reciprocal quantity is
electrical resistivity.
Endorheic rivers rivers that flow to inland basins and never
reach the ocean.
Ethylene dibromide (EDB) type of soil fumigant enriched
in bromide.
Evapotranspiration the combined evaporation and plant
transpiration from soil surface; evaporation involves
transport of water to the air from the soil solution, surface
water, while transpiration accounts for water transport
through a plant. The combined effect results in water loss
and accumulation of salt residue.
Exchangeable adsorption sites one of the adsorption
reaction processes involves exchange of cations (e.g., Ca2þ,
Mg2þ, Naþ) from adsorption sites on clay minerals and/or
oxides and water. The capacity of exchangeable adsorption
sites varies among the mineral types and will determine the
magnitude of the exchange reaction process.
Fossil water known also as nonrenewable groundwater,
includes water that was recharged to an aquifer during
historical/geological time and is not originated from the
modern hydrological cycle. Fossil water is typically
identified by radioactive age-dating isotopes (e.g., 14C,
tritium) and stable oxygen and hydrogen isotopes that are
different from those of modern precipitation.
Freshening fresh groundwater flow and displacement of
saline groundwater.
Imported water water that is used from external sources
outside a region or an aquifer; typically, water is imported
from areas of high abundance to areas where natural water
resources are not sufficient to accommodate water demands.
Incongruent silicate mineral reactions a weathering
chemical reaction that involves reaction of silicate minerals
(e.g., aluminosilicates) in rocks and soils with carbon
dioxide that generates clay minerals (e.g., kaolinite) and
residual water enriched in bicarbonate. While in congruent
dissolution the mineral is completely dissolved into
solution, incongruent dissolution involves formation of a
new mineral from the ions that were dissolved frommineral
weathering.

Inner-sphere complex a chemical bond that is typically
covalent between oxyanions and the electron-donating
oxygen ion on a mineral surface without the presence of
water molecules.
Ionic strength a measure of the salinity of a solution that is
expressed as the square root of the sum of the individual ion
concentrations (in molality unit; mol kg"1 {H2O})
multiplied by the charge number of that ion. Generally,
multivalent ions contribute strongly to the ionic strength of
a solution relative to monovalent ions.
Isotopic fractionation preferential and/or selective
incorporation of specific isotopes into different phases
(dissolved, solid, vapor) that results in enrichment and/or
depletion of the isotopes and changing of their ratios in the
reaction products.
Meteoric water line the linear correlation between d2 H and
d18O values in precipitation that reflects the local
temperature and relative humidity; typically, the linear
correlation has a slope%8 and an intercept value that
increases with aridity (lower relative humidity), known as
deuterium excess.
Mineral saturation the concentration level of ions from
which different minerals will begin to precipitate into a solid
state.
Mobilization leaching of ions and trace elements from a
solid phase (e.g., mineral surface) to the dissolved phase in
water.
Nitrogen isotopes the ‘delta’ notation, defined as
d15NNO3

¼ [(15N/14N)sample/(
15N/14N)AIR–1]$103.

Osteosarcoma bone cancer associated with long-term
exposure to radioactive nuclides that are bioaccumulated in
bone tissue.
Outer-sphere complex a chemical bond that is typically an
ion pair in which oxyanions and surface functional groups
on a mineral surface are separated by one or more water
molecules.
Overexploitation of an aquifer water pumping rates of an
aquifer beyond the natural replenishment rates.
Oxyanions speciation of trace elements such as arsenic,
selenium, and boron into anionic forms.
Sodium adsorption ratio (SAR) the relative activity of
sodium ions in exchange reactions with soil.
Selenate, Se(VI) the oxidized form of selenium in oxidizing
water.
Selenite, Se(IV) the reduced form of selenium in reducing
water.
Sinkholes a natural depression or hole in land surface
caused by subsurface dissolution of rocks.
Sodic subsoil a dense clay soil zone with high capacity for
sodium adsorption, which reduces the hydraulic
conductivity of the soil.
Softener backwash saline water saline effluents that are
generated during the regeneration process of softener in
which a brine is flushed through the ion-exchange column
to remove calcium to provide available exchangeable sites
for calcium removal process of softeners.
Stable oxygen and hydrogen isotopes in water d18OH2O

(¼[(18O/16O)sample/(
18O/16O)STD –1] x103 ) and d2HH2O
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(¼[(2 H/1 H)sample/(2 H/1 H)STD –1] x103 ), where STD is
standard mean ocean water (SMOW).
Strontium isotopes the ratio of radiogenic 87Sr to stable
86Sr isotopes, 87Sr/86Sr.
Sulfur isotope in sulfate d34SSO4

(¼[(34 S/36 S)sample/
(34 S/36 S)STD –1] x103 ).
Total dissolved solids a measure of water salinity; the sum
of dissolved salts in water.

Total organic carbon (TOC) The concentration of carbon
bound in organic compounds in water; can be used as a
measure of water quality.
Uranium decay chains a group of radioactive nuclides
that are generated from the parent 238U, 235U, and 232Th
isotopes through cascades of radiogenic and radioactive
nuclides of different half-lives, ending with the stable lead
isotopes.

11.9.1 Introduction

One of the most conspicuous phenomena of water-quality
degradation, particularly in arid and semiarid zones, is salini-
zation of water resources. Rates of salinization vary widely: in
some cases, it is a long-term phenomenon associated with
geologic processes; in others, it is induced by human activities
and thus very recent. The net result is that during the last
century, many aquifers and river basins worldwide have be-
come unsuitable for human consumption owing to high levels
of salinity. Future exploitation of groundwater in the Middle
East, for example, and in many other water-scarce regions in
the world depends to a large extent on the degree and rate of
salinization (Ranjan et al., 2006; Sowers et al., 2011; Vengosh
and Rosenthal, 1994; Vengosh et al., 2001). Likewise, each
year, large areas of soil become salinized and unusable for
agriculture production (Dregne, 2002; Rengasamy, 2006).

Salinization is a global environmental phenomenon that
affects diverse aspects of our lives: changing the chemical com-
position of natural water resources; degrading the quality of
water supplied to domestic and agriculture sectors; affecting
ecological systems by loss of biodiversity and taxonomic replace-
ment by halotolerant species; contributing to loss of fertile soil;
resulting in collapse of agricultural and fishery industries; chang-
ing local climatic conditions; and creating severe health prob-
lems (Dregne, 2002; Jackson et al., 2001; Postel, 1999;
Rengasamy, 2006; Shiklomanov, 1997; Williams, 2001a,b;
Williams et al., 2002). The damage due to salinity in the Colo-
rado River Basin alone, for example, has been estimated to be
between $500 and $750 million per year and could exceed $1
billion per year if the salinity in the ImperialDam increased from
700 to 900 mg l"1 (US Department of the Interior, 2003). In
Australia, accelerating soil salinization has become a profound
environmental and economic disaster (Gordon et al., 2003;
Rengasamy, 2006; Scanlon et al., 2005; Timms, 2005; Williams
et al., 2002); Western Australia is “losing an area equal to one
football oval an hour” due to spreading salinity (Murphy, 1999).
In the early 2000s, the annual cost of dryland salinization in
Australia was estimated at AU$700 million for lost land and
AU$130 million for lost production (Williams et al., 2002). In
short, salinization processes have become pervasive.

Salinity in water is usually defined as the sum of the dis-
solved constituents (total dissolved solids – TDS, in milligrams
per liter) and occasionally also by one of the dissolved salt
ions, typically the chloride content, although chloride com-
prises only a fraction of the total dissolved salts in water. The
chloride to total dissolved solids (Cl/TDS) ratio varies from 0.1
in nonmarine saline waters to %0.5 in marine saline waters.

Water salinity is also defined by electrical conductivity
(in microsiemens per centimeter), which is typically measured
in the field during sampling. The typical instrument calibration
by KCl solution may result, however, in different absolute
‘salinity’ values for different chemical compositions. In soil
studies, the electrical conductivity and the ratio of
Na/√(CaþMg) (sodium adsorption ratio – SAR, in equivalent
units) are often used as indirect measures of soil salinity.

In addition to chloride, high levels of other dissolved con-
stituents may limit the use of water for domestic, agriculture, or
industrial applications. In parts of China, eastern Africa, and
India, for example, high fluoride content is associated with
brackish to saline groundwater and causes severe dental and
skeletal fluorosis (Ayenew et al., 2008; D’Alessandro et al.,
2008; Misra and Mishra, 2007; Rango et al., 2009, 2010a,b,c;
Shiklomanov, 1997). Hence, the ‘salinity’ problem is only the
‘tip of the iceberg,’ as high levels of sodium and chloride can be
associated with high concentrations of other inorganic con-
taminants such as sulfate, boron, fluoride, and bioaccumulated
elements such as selenium and arsenic (see Chapter 11.2).
The salinization process may also enhance the mobilization of
toxic trace elements in soils due to competition of ions for
adsorption sitesand formation of metal–chloride complexes
(Backstrom et al., 2003, 2004) and oxyanion complexes
(Amrhein et al., 1998; Goldberg et al., 2008). Thus, the chemical
evolution of the major dissolved constituents in a solution
will determine the reactivity of trace elements with the host
aquifer/streambed solids, and consequently their concentra-
tions in water resources. For example, high concentrations of
bicarbonate in groundwater can significantly enhance arsenic
desorption fromhydrous ferric oxide that could result in high As
concentrations in HCO3

"-rich groundwater (Appelo et al.,
2002; Czerniczyniec et al., 2007; Di Natale et al., 2008; Yu
et al., 2006).

Salinity can also affect the radioactivity level of groundwa-
ter. Most naturally occurring radionuclides are highly retained
to the aquifer matrix and are not soluble in associated ground-
water. Radium is an exception since the ratio between adsorbed
and dissolved radium depends on the salinity among other
factors, and thus the concentration (activity) of dissolved
radium typically increases with salinity (Herczeg et al., 1988;
Krishnaswami et al., 1991; Miller and Sutcliffe, 1985; Moise
et al., 2000; Sturchio et al., 2001; Tomita et al., 2010; Vinson,
2011; Vinson et al., 2009).

The World Health Organization (WHO) recommends that
the chloride concentration of the water supply for human
consumption should not exceed 250 mg l"1. Yet, many coun-
tries have adopted higher national drinking water standards for
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salinity, which can also vary for different regions within a
country. For example, the US Environmental Protection
Agency (EPA) has secondary (nonenforceable) standards of
250 mg l"1 for chloride and 500 mg l"1 for TDS (US Environ-
mental Protection Agency, 2011b), yet each state in the United
States has different enforceable standards (e.g., Florida – TDS
of 500 mg l"1, Utah – TDS of 2000 mg l"1, California – TDS of
1000 mg l"1). In Israel, the enforceable drinking water stan-
dard for chloride is much higher, at 600 mg l"1.

Agriculture applications also depend upon the salinity level
of irrigation water. Many crops, such as citrus, avocado, and
mango, are sensitive to salt concentrations in irrigation water
(Grieve and Poss, 2000; Kudo et al., 2010; Rengasamy, 2010;
Scott et al., 2000; Wang et al., 2003). In addition, long-term
irrigation with sodium-rich water results in a significant reduc-
tion of the hydraulic conductivity and hence the fertility of the
irrigated soil. Similarly, various industrial sector applications
require water of low salinity. The high-tech industry, for exam-
ple, requires large amounts of water with low levels of dis-
solved salts. Hence, the salinity level of groundwater is one of
the limiting factors that determine the suitability of water for
various applications.

The salinity problem is a global phenomenon but it is more
severe in water-scarce areas, such as arid and semiarid zones
(Figure 1). Increasing demands for water have created tremen-
dous pressures on water resources that have resulted in the
lowering of ground and surface water levels and consequently
increasing salinization. In the Middle East, for example, salin-
ity is the main factor that limits water utilization, and future
prospects for water use in Israel, the West Bank, the Gaza Strip,
and Jordan are complicated by increasing salinization
(Salameh, 1996; Vengosh and Rosenthal, 1994). The salinity
problem thus has numerous grave economic, social, and
political consequences (Sowers et al., 2011), particularly in
cross-boundary basins that are shared by different communi-
ties (e.g., the Salinas Valley in California; Vengosh et al., 2002),
friendly states (e.g., the Colorado River along the Mexico–US

border; Stanton et al., 2001), and hostile states such as the
Euphrates and Tigris rivers (Beaumont, 1996; Odemis et al.,
2010), the Jordan River (Farber et al., 2004, 2005, 2007;
Vengosh et al., 2001), the Gaza Strip (Ai-Yaqubi et al., 2007;
Vengosh et al., 2005; Weinthal et al., 2005), the Aral Basin
(Weinthal, 2002), and the Nile River (Elewa and El Nahry,
2009; Ohlsson, 1995).

Salinization of water resources also affects agricultural man-
agement. The composition of irrigation water will determine
the salinity and fertility of the soil, and with time, the quality of
the underlying water resource. The use of treated wastewater or
other marginal waters (e.g., brackish water) with high contents
of chloride, sodium, and boron is suitable only for salt-tolerant
crops and requires special amending treatment of the soil. In
addition, high boron in irrigation water and consequently in
soil is also of concern in agriculture (Grieve and Poss, 2000;
Koc, 2007), as boron is an essential micronutrient for plants
but becomes toxic at high levels (typically >0.75 mg l"1 in
irrigation water).

Finally, salinization processes are directly linked to global
factors such as population growth and climate change. Increas-
ing population leads to greater demands for food, which fur-
ther increases the rate of freshwater withdrawal beyond the rate
of natural replenishment (Figure 2), triggering salinization of
aquifers. Furthermore, climate change models predict a reduc-
tion in precipitation in many arid and semiarid regions
(Figure 1). A decrease in river discharge and aquifer replenish-
ment coupled with an increase in temperature, and thus evap-
oration rates, would further worsen and accelerate salinization
rates in the already salinized water resources of these regions.

This chapter provides an overview of global salinization
phenomena and investigates the different mechanisms and
geochemical processes that are associated with salinization.
The overview includes salinization of rivers, lakes, and ground-
water from different parts of the world. Special emphasis is
given to the distinction between natural processes and anthro-
pogenic forcing that generates salinity, such as wastewater

Figure 1 Map of arid and semiarid regions of the world.
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contamination and agricultural runoff. As such, two anthropo-
genic salinization cycles are introduced – the agricultural and
domestic cycles. The role of the unsaturated zone in shaping
the chemical composition of dryland salinization is also dis-
cussed. An overview of the effects of salinity on the occurrence
of health-related contaminants such as fluoride, oxyanions
(arsenic, selenium, boron), radionuclides, trihalomethanes,
and fish-kill algae is presented. Some useful geochemical and
isotopic fingerprinting tracers are introduced for elucidating
the salinity sources. Finally, the chemical and isotopic compo-
sitions of man-made ‘new water’ that is produced from desali-
nation are analyzed with implications for predicting the
chemical and isotopic compositions of future water resources
in the Anthropocene Era.

11.9.2 River Salinization

More than one-half of the world’s major rivers (Figure 3) are
being seriously depleted and polluted, which causes degrada-
tion of the surrounding ecosystems and threatens the health
and livelihood of people who depend upon these rivers for
drinking water and irrigation (Meybeck, 2003). Rivers are
being depleted and contaminated because the global demand
for water is rising sharply. The problem will be further exacer-
bated by the need to supply food and drinking and irrigation
water for an additional estimated 2 billion people by 2025
(Serageldin, 2000). The World Commission on Water for the

twenty-first century has developed a list of ‘stressed rivers,’
which includes the Yellow River in China, the Amu Darya
and Syr Darya in Central Asia, the Colorado River in the
western United States, the Nile River in Egypt, the Volga River
in Russia, the Ganges River in India, and the Jordan River in the
Middle East (Figure 3) (Serageldin, 2000).

Salinization of surface water can occur through either natural
or anthropogenic processes or a combination of the two. In the
natural setting, particularly in a dryland environment, salts are
deposited and stored in the unsaturated zone and are eventually
transported to shallow groundwater that discharges into adja-
cent rivers. Some rivers flow through arid regions although their
source lies in wetter parts of upper basins (Colorado, Rio
Grande, Orange, Nile, Euphrates, Tigris, Jordan, Indus, Murray;
Figure 3). About 50% of arid land is located in ‘endorheic’
regions in which there is no flow to the ocean. In these regions,
rivers flow into lakes such as the Caspian, Aral, Chad, Great Salt,
Eyre, Dead Sea, and Titicaca, all without outlets.

Salinization of rivers also occurs due to human interven-
tion, such as diversion of upstream natural flow or dam con-
struction, and consequently significant reduction of natural
flow discharge. The Amu Darya and Syr Darya in Central
Asia, for example, were almost desiccated due to the diversion
of water for cotton irrigation in the former Soviet Union
(Weinthal, 2002). While historical annual flow in these two
rivers is estimated at 122 billion cubic meters per year, by the
mid-1980s, the Amu Darya and Syr Darya no longer flowed to
the Aral Sea (Micklin, 1988, 1992).

Annual renewable water resources (km2 year-1)
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A.F. Pillsbury, in his classic 1981 paper, described how
recycling of salts via irrigation and agricultural return flow
controls the salinity of the downstream river in arid zones
(Pillsbury, 1981). Once the natural salt balance is disturbed
and salts begin to accumulate, either in the unsaturated zone or
in drainage waters, the salinity in the downstream discharge
water will increase. The salinity of the Colorado River is derived
from a century of activity that includes upstream diversion of
freshwater, massive irrigation, evapotranspiration and salt ac-
cumulation in the soil, and return of saline drainage flow back
to the river (Pillsbury, 1981). Natural brines from Paradox
Valley, for example, discharge to the Dolores River in Colorado,
which is a tributary of the Colorado River. This brine
discharge, with TDS of 250000 mg l"1, annually contributes
about 2$108 kg of dissolved salts to the Colorado River
system (Kharaka et al., 1997).

The Colorado River Basin encompasses about 630000 km2

in seven states in western United States and northern Mexico
(Figure 4). The river serves 33 million people and provides the
basis for the regional economy in agriculture, livestock grazing,
mining, forestry, manufacturing, oil and gas production, hydro-
power production, recreation, and tourism. During 1906–1998,
the unregulated flow rate of the Colorado River varied
widely from 6.1 to 30.2 billion cubic meters per year,
with an average annual natural flow of approximately
18.6 billion cubic meters per year at Lee’s Ferry, about
15 km south of the Utah–Arizona border (Colorado River
Board of California, 2011). The 1992 Colorado River Com-
pact allocated 9.2 billion cubic meters per year for each of
the Upper and Lower Basin states, with the right of the
Lower Basin to increase its use by 1.2 billion cubic meters

per year. The construction of reservoirs along the river
(Figure 4) increases useable capacity of the Colorado river
to about 74 billion cubic meters per year, from which Lake
Powell (behind Glen Canyon Dam) and Lake Mead (be-
hind Hoover Dam) have a combined capacity of approxi-
mately 62.8 billion cubic meters per year (Colorado River
Board of California, 2011).

One of the major issues of concern for adequate manage-
ment is the relatively high salinity of the Colorado River, with
an estimated 9 million tons of salts passing the Hoover Dam
annually (Colorado River Basin Salinity Control Forum,
2008). The salinity of the river increases as it flows downstream
(Figure 5), but no systematic increase with time has been
observed as salinity has fluctuated and overall decreased
during the last four decades (Figure 6). These annual salinity
variations have been shown to correlate inversely with the
river flow (Butler and von Guerard, 1996). It has been esti-
mated that about half of the salinity load in the Colorado River
Basin is derived from natural saline discharge, 37% directly
from irrigation, and the remaining 16% from reservoir-storage
effects and municipal and industrial practices (US Bureau
of Reclamation, 2003). The elevated salinity level of the
Colorado River causes economic damage estimated at $600
million per year, mainly to the agriculture sector in which
irrigation with saline water reduces crop yields and adds
labor costs for irrigation management and drainage require-
ments. Urban utilization of the saline Colorado River adds
further additional costs due to more frequent replacement of
plumbing and water-using appliances, use of water softeners,
and the purchase of bottled water (Colorado River Board of
California, 2011).
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Similarly, the rise of salinity in the Nile delta in Egypt has
been attributed to a disturbance of the natural salt balance after
the construction of the Aswan dam (Lake Nassar) and the
reduction of natural outflow of water from the Nile River to
the Mediterranean Sea. About 50 billion cubic meters per year
of the Nile water is used for irrigation. The recycling of drainage
water has increased the salinity of the northern part of the Nile
close to the outlets to the Mediterranean Sea (Elewa and El
Nahry, 2009; Kotb et al., 2000).

Reduction of the natural river flow and increasing discharge
of saline drainage water are also the primary sources of increas-
ing salinity in the Euphrates and Tigris rivers in Iraq (Fattah
and Baki, 1980; Odemis et al., 2010; Robson et al., 1984). In
addition, the water quality has deteriorated due to sewage
pollution (Al-Muhandis, 1977; Mutlak et al., 1980). Upstream,
in Turkey, the government has embarked since the mid-1960s
on a large-scale program for the development of southeastern
Turkey (Beaumont, 1996). The Southeastern Anatolia Project
(GAP) with the Ataturk Dam is one of the largest water projects

in the world, annually diverting for irrigation more than 13
billion cubic meters from the Euphrates and Tigris rivers. Con-
sequently, the annual flow of the downstream Euphrates River
has been reduced by 30–50%, out of an annual natural dis-
charge of%30 billion cubic meters per year (Beaumont, 1996).
Massive irrigation in downstream Syria and Iraq has resulted
in the formation of saline agricultural return flows that to-
gether with local shallow groundwater are discharged to
the downstream sections of the river. As a result, the salinity
of the Euphrates River, close to its confluence into the Persian
Gulf, has risen to 3000 mg l"1 (Fattah and Baki, 1980; Robson
et al., 1984).

In the dryland river environment, river salinization is also
exacerbated by land clearing of deep-rooted natural vegetation,
which accelerates recharge rates and causes groundwater tables
to rise and dissolve salts in the unsaturated zone. In the
Murray–Darling Basin in South Australia, soluble aerosols de-
rived from the ocean are deposited in the drainage basin,
concentrated by evapotranspiration, and discharged to the

Figure 4 Map of the Upper and Lower basins of the Colorado River.
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Murray River (Herczeg et al., 1993; White et al., 2009). Large-
scale cleaning of natural vegetation and its replacement by
annual crops and pastures have increased the amount of
water leaking through the unsaturated zone. Excess irrigation
has also increased groundwater levels (Williams et al., 2002
and references therein). The rise of saline groundwater and
mobilization of salts stored in the unsaturated zone have
formed saline seepages that discharge to streams and the soil
surface, which affects runoff salinity. Consequently, in the
Murray River (Table 1) water salinity has gradually increased
during the last 50 years such that Naþ and Cl" and overall
major ion compositions are now similar to that of seawater
(Herczeg et al., 1993). In the Sandspruit River, a tributary of
the Berg River in the semiarid Western Cape Province of South
Africa, salinization of the river (TDS range from 4500 to
9000 mg l"1) was also attributed to accumulation and leaching
of salts from the soil. Elemental mass-balance calculations
suggest that the salts are derived from both recycling of mete-
oric aerosols and soil leaching (Flügel, 1995).

The Lower Jordan River along the border between Israel and
Jordan (Figure 7) represents a different type of river saliniza-
tion in the dryland environment. A tenfold reduction of surface
water flow in the Jordan River (50–200 million cubic meters
per year during the last 50 years relative to %1400 million
cubic meters per year in historic times) and intensification of
shallow groundwater discharge resulted in salinization of the
Jordan River (Farber et al., 2004, 2005; Holtzman et al., 2005;
Shavit et al., 2002). During August 2001, the salinity of the
southern end of the Jordan River, just before its confluence
into the Dead Sea, reached 11 g l"1, a quarter of the Mediterra-
nean seawater salinity (Figure 8). Based on ion ratios (Na/Cl,
Br/Cl) and strontium, boron, oxygen, and oxygen isotope vari-
ations, the rise of salinity in the southern section of the Jordan
River (Table 1; Figure 8) was attributed to the discharge of saline
groundwater (Farber et al., 2004, 2005; Vengosh et al., 2001). It
was suggested that the shallow saline groundwater originated

from both leaching of local salinemarl sediments and upflow of
underlying hypersaline brines (Farber et al., 2007).

Likewise, the salinity of the Rio Grande River increases to
about 2000 mg l"1 along 1200 km flow distance. The parallel
decrease of the Br/Cl ratio of the salinized river implies dis-
charge of saline groundwater that interacted with halite de-
posits (Eastoe et al., 2010; Moore et al., 2008b; Phillips et al.,
2003). Additional geochemical tools such as boron, stron-
tium, and sulfur isotopes were used to suggest that the salini-
zation of the Rio Grande River along the border of the United
States and Mexico is derived from upwelling basin saline
groundwater rather than anthropogenic (e.g., wastewater)
sources (Moore et al., 2008b). The impact of evaporite disso-
lution was demonstrated also in the Ebro River Basin in Spain
as long-term monitoring of the salinity (large variations, TDS
up to 1000 mg l"1) has shown that the TDS is mostly con-
trolled by variations of SO4

2", Naþ, and Ca2þ ions, reflecting
preferential dissolution of gypsum and carbonate minerals as
part of surficial chemical weathering (Negrel et al., 2007).

Salinization of rivers can also occur in temperate climate
zones due to direct anthropogenic contamination. For exam-
ple, the Rhine River has suffered from discharge of potashmine
drainage brines since the opening of potash mines more than
100 years ago. Chloride levels and salt fluxes have increased by
a factor of 15–20. The rise of the annual chloride load at the
Rhine River mouth (recorded since 1880) reflects an increase
from a natural load of less than 5 kg s"1 to more than
300 kg s"1 in the 1960s (Meybeck and Helmer, 1989). Another
example is the Arno River in northern Tuscany, Italy. Pollution
by wastewater resulted in a downstream increase in Naþ, Cl",
and SO4

2" ions with a distinctive sulfur isotopic composition
(Cortecci et al., 2002, 2007).

To summarize, there are five major sources of soluble salts
in river basins: (1) meteoric salts, (2) salts derived from water–
rock interaction (e.g., dissolution of evaporitic rocks), (3) salts
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Table 1 Chemical composition of saline water from various sources

Site Source TDS Ca Mg Na K Cl SO4 HCO3 NO3 Br B (ppb) Na/Cl SO4/Cl Br/Cl B/Cl
($10"3)

Seawater (Red Sea) 41 390 418 1442 12396 516 23290 3077 161 – 75.6 5.3 0.86 0.05 1.5 0.8
Freshwater rivers
Amazon River Berner and Berner

(2012)
39 5.2 1 1.5 0.8 1.1 1.7 20 – – 6 2.1 0.6 – 18.2

Orinoco River Berner and Berner
(2012)

35 3.3 1 1.5 0.7 2.9 3.4 11 – – 2 0.8 0.4 – 27.1

Mississippi (1905) Berner and Berner
(2012)

216 34 8.9 11 2.8 10.3 25.5 116 – – – 1.7 0.9 – –

Mackenzie Berner and Berner
(2012)

211 33 10.4 7 1.1 8.9 36.1 111 – – 12 1.2 1.5 – 4.4

Danube Berner and Berner
(2012)

307 49 9 9 1 19.5 24 190 – – – 0.7 0.5 – –

Congo Berner and Berner
(2012)

34 2.4 1.4 2 1.4 1.4 1.2 13.4 – – 3 2.2 0.3 – 7.2

Zambeze Berner and Berner
(2012)

58 9.7 2.2 4 1.2 1 3 25 – – – 6.7 1.1 – –

Saline rivers
Murray River, South
Australia

Herczeg et al. (1993) 448 21 17 101 6 171 38 94 – 0.4 – 0.91 0.08 1.1 –

Jordan River (south
end)

Vengosh et al. (2001) 1109 545 705 2300 170 5370 1650 254 20 81 2800 0.66 0.11 6.7 1.7

Tigris River (Baghdad,
1977)

Mutlak et al. (1980) 521 64 21.7 47.7 – 82.6 66.5 238 10 – 200 0.89 0.3 – 8.7

Saline lakes
Salton Sea (1989) Schroeder and Rivera

(1993)
40700 950 1300 11 000 220 17 000 10 000 185 – 13 12 000 1 0.22 0.3 2.3

Aral Sea (1991) Linnikov and
Podbereznyi (1996)

59120 1020 3600 14 600 640 22 650 16 180 430 – – – 0.99 0.26 – –

Caspian Sea Peeters et al. (2000) 12385 340 700 3016 88 5233 3008 – – – – 0.89 0.2 – –
Dead Sea Rift Valley Starinsky (1974) 337800 17600 42120 41 300 7600 224200 280 200 – 4500 54 690 0.28 0.005 10 0.8
Seawater intrusion

(Continued)
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Table 1 (Continued)

Site Source TDS Ca Mg Na K Cl SO4 HCO3 NO3 Br B (ppb) Na/Cl SO4/Cl Br/Cl B/Cl
($10"3)

Coastal aquifer, Israel Vengosh et al. (1994) 980 245 2830 22 6304 470 206 – 21.3 950 0.69 0.03 1.5 5
Salinas Valley,
California

Vengosh et al. (2002) 410 126 450 12 1670 212 62 – 5.4 245 0.42 0.05 1.5 4.8

Saline plumes and
upcoming of brines

Coastal aquifer, Israel
(Beer Toviyya)

Vengosh et al.
(1999a,b)

2560 176 97 545 3.9 1125 143 370 98 3.5 508 0.75 0.05 1.4 1.5

Ogallala aquifer, Texas Mehta et al. (2000a,b) 67530 1460 388 23850 32 36120 5610 41 – 6.2 – 1 0.06 0.07 –
Dammam aquifer,
Kuwait

Al-Ruwaih (1995) 4062 470 138 635 15.2 1241 1189 77 8 – 1500 0.77 0.35 – 3.9

Jordan Valley, Jericho,
Cenomanian aquifer

Marie and Vengosh
(2001)

8270 490 580 1700 110 4950 105 275 62 83 – 0.52 0.02 7.4 –

Pleistocene aquifer Marie and Vengosh
(2001)

3100 156 208 590 84 1372 295 363 29 10 – 0.66 0.16 3.3 –

Groundwater associated
with freezing process

Sweden Bein and Arad (1992) 18200 3690 31 2850 12 11100 522 7 – 79 – 0.39 0.02 3.1 –
Finland Bein and Arad (1992) 14400 3900 13 1500 7 8900 1 21 – 77 – 0.25 <0.01 3.8 –
Agricultural drainage
San Joaquin Valley,
California

Mitchell et al. (2000) 4580 192 242 952 – 499 2650 – 44 – 5940 2.9 1.9 – 3.9

Mendota, San Joaquin
Valley, California

Kharaka et al. (1996) 14280 438 285 3720 3.1 1210 8350 250 25 3.4 – 4.7 2.5 1.2 –

Imperial Valley,
California

Schroeder and Rivera
(1993)

6715 310 330 1420 19 1200 3000 383 53 – – 1.9 0.9

Imperial Valley,
California

Schroeder and Rivera
(1993)

8250 560 320 1700 24 2600 2700 342 5 2.3 1700 1 0.4 0.4 2

Wastewaters
Dan Reclamation
Project, Israel
(1993)

Vengosh and Keren
(1996)

1300 80 30 264 34.2 361 112.5 420 – 0.4 500 1.1 0.11 0.5 6

Orleans, Cape Cod,
Massachusetts

DeSimone et al. (1997) 1700 440 0.3 100 30 950 19 134 30 – 200 0.16 0.007 – 0.7

The ion concentrations are reported in mg l"1 (unless otherwise stated) whereas the ionic ratios are molar.
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derived from remnants of formation water entrapped in the
basin, (4) geothermal waters, and (5) anthropogenic salts (e.g.,
wastewater effluent; Farber et al., 2004; Moore et al., 2008b;
Vengosh et al., 2001; Williams, 2001a). Meteoric salts are
concentrated via in-stream net evaporation and

evapotranspiration along the river flow. In addition, meteoric
salts can be recycled through irrigation in the watershed and
development of saline agricultural drainage water that flows to
the river.

Overall, rivers are one of the most sensitive hydrological
systems to global and climatic changes. In addition to the
reduction in precipitation and increased aridity that are pro-
jected for arid and semiarid regions as a result of global warm-
ing, population growth and increasing pressure on shallow
aquifer systems combined with river contamination will
cause a significant increase in river salinity. One example of
these processes is the ongoing changes in the water quality of
the Ganges River Basin, which supports approximately 500
million people, about 40% of the total population in India
(Misra, 2011). The growing population and urbanization in
the Ganges Basin has led to increased utilization of shallow
groundwater, lowering the water table, and a reduction in
surface and subsurface discharge to the Ganges River. At the
same time, enormous solid waste production and disposal has
filled small natural channels and changed flow patterns; this,
coupled with accelerated disposal of domestic wastewater, has
led to severe degradation of water quality. Compounding these
ongoing changes, climate change models predict that a tem-
perature rise may reduce precipitation by up to 16%, which
could reduce the groundwater recharge by 50% (Misra, 2011).
Thus, in spite of the enormous discharge of surface water in the

April 2001

March 2001

May 2000

C
hl

or
id

e 
(m

g
l-1

)

Distance from Alumot (km)

August 2000

March 2000

Feb 2001

Sea of Galilee Dead Sea

3000

2500

2000

1500

0 20 40 60 80 100

River flow

Figure 8 Variation of chloride content of the Jordan River with flow
distance. Distance (km) refers to the beginning of the Jordan River flow
(Alumot dam) downstream from the Sea of Galilee. Data from Farber
et al. (2004).

Jordan

Lo
w

er
 J

or
da

n 
R

iv
er

Syria

U
pp

er
Jo

rd
an

 R
iv

er

Yarmouk

N

Israel

Dead
Sea

25 km

NNN

Faraa / Tirza

Sea of
Galilee  

Yarmouk

W. Abu Ziad

Abdalla bridge

Adam bridge

Zarzir

Alumot dam0
100

D
istance from

 A
lum

ot dam
 (km

)

NNNNNNN

Palestinian
Authority

NNNNNN

Melecha
& Uga

W. Shueib

Dead Sea

Aqraa
El Achmar W. Mallaha

Zarqa

W. Yavniel

W. Nimrod

W. Telbeh

W. ZiglabW. Harod

W. Tabor

Saline
carrierWaste

water

W. Arab

Neve Ur

10
20

60
70

80
90

Segment
one

Segment
two

Sea of
Galilee 

Adassiya dam

Shif’a station

Figure 7 Map of the Jordan River between the Sea of Galilee (Lake Tiberias) and the Dead Sea along the border of Israel and Jordan.

Salinization and Saline Environments 335

Figure&nbsp;8
Figure&nbsp;7


Ganges Basin (annual surface water potential of 525 billion
cubic meters; Misra, 2011), even the mighty Ganges River is
not immune to significant salinization.

11.9.3 Lake Salinization

Naturally occurring salt lakes typically reflect a hydrological
equilibrium that has been developed over geological time (see
Chapter 7.12). The wide range of the chemical compositions
of natural salt lakes represents their different sources; salts that
are derived from the evolution of freshwater inflows (e.g., the
Great Salt Lake, Utah; Jones et al., 2009; Spencer et al., 1985),
hydrothermal fluids (Qaidam Basin, China; Vengosh et al.,
1995), remnants of evaporated seawater (Dead Sea, Israel;
Katz and Starinsky, 2009; Starinsky, 1974; Stein et al., 1997;
Torfstein et al., 2005; Waldmann et al., 2007), and long-term
accumulation of marine aerosols (Lake Eyre, Australia; Chivas
et al., 1991; Vengosh et al., 1991a).

The term lake salinization as used in this chapter, however,
applies to direct anthropogenic activity and the ongoing trans-
formation of freshwater lakes into salt lakes. In principle, the
diversion of freshwater from one basin to another, or the diver-
sion of natural lake inflows, are the principal processes that
could result in lake salinization. The consequences may be
devastating; for example, the diversion of almost all of the
water from the Amu Darya and Syr Darya in central Asia to
grow cotton and other crops (Weinthal, 2002) led to major
desiccation of the Aral Sea (Micklin, 1988, 1992). From dis-
charge rates of about 55 billion cubic meters per year during the
1960s, the river inflow to the Aral Sea decreased to 22 billion
cubic meters per year in the 1970s, a range of 6–15 billion cubic
meters per year during the 1980s and 1990s, and 2–10 billion
cubic meters per year between 2000 and 2010 (Micklin, 2010).
Water levels dropped by 30 m (55 m above sea level in 1950 to
25 m in 2010) and the water volume reduced from 1089 km3 in
1960 (whole lake) to two separate small basins (the Western
Basin with a volume of 56 km3 and the Eastern Basin with a
volume of 0.64 km3) in 2009 (Micklin, 2010). The salinity rose
exponentially from 10 g l"1 in the 1960s to over 100 g l"1 in the
Western Basin and over 200 g l"1 in the Eastern Basin in 2008
(Figure 9; Zavialov et al., 2009). The rise of the salinity has led to
the destruction of the once-thriving fisheries industry and has
produced severe health problems in the region associated with
resuspension of contaminated sediments from the desiccated
lake to the atmosphere (Micklin, 1988, 1992, 2010).

Lake Chad in the Sahel region in Africa has shrunk by 75%
in the last three decades because of both periodic droughts and
massive diversions of water for irrigation. The rich fisheries that
used to support the local population have collapsed entirely
(Abramovitz, 1996; Roche, 1975). The salinity of the alkaline
(pH9.8) Mono Lake (90 g l"1), situated in an arid basin in
eastern California, has increased nearly twofold over the past
50–60 years as a consequence of watershed runoff diversions
to the city of Los Angeles (Blum et al., 1998). Draining saline
agricultural return flow from the Imperial Valley in southern
California during the twentieth century into the lake of the
Salton Sea resulted in salt accumulation and the creation of a
salt lake with a salinity that rose from almost zero to 46 g l"1 in
2005 (Figure 10; Amrhein et al., 2001; Cohen, 2009; Cohen

and Hyun, 2006; Hely et al., 1966; Schroeder and Rivera, 1993;
Schroeder et al., 1991, 2002; Wardlaw and Valentine, 2005).

The desiccation of the Dead Sea due to a significant reduc-
tion of freshwater discharge from the Jordan River (Farber et al.,
2004; Holtzman et al., 2005; Shavit et al., 2002) and other
tributaries, combined with potash salt production by Israel
and Jordan, has resulted in a dramatic reduction of the water
level (Figure 11), at a rate of about 1 m per year (Oren et al.,
2010; Salameh and Wl-Naser, 1999; Yechieli et al., 1998). Since
the early 1980s, the Dead Sea desiccation has been associated
with increasing rates of formation of sinkholes along the lake-
shores that have resulted in increasing damage to infrastructure
(Closson and Abou Karaki, 2009; Closson et al., 2010; Ezersky
et al., 2009; Shalev et al., 2006; Yechieli et al., 2006). A detailed
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investigation revealed thatmore than a thousand sinkholes have
developed along thewestern coast of theDead Sea since the early
1980s, with the rate of formation accelerating (up to 150–200
sinkholes per year) with time. The sinkholes occur along
a narrow strip 60 km long and <1 km wide and spread
parallel to the general direction of the fault system associ-
ated with the Dead Sea Transform (Shalev et al., 2006;
Yechieli et al., 2006). The desiccation of the Dead Sea caused
the retreat of the saline water–freshwater–groundwater inter-
face and the advance of freshwater into salt deposits along
the Dead Sea shore, leading to salt dissolution and formation
of the sinkholes. Data from groundwater associated with
sinkholes show Na/Cl ratios (0.5–0.6) that are higher than
that of typical Dead Sea brine (0.25), which confirm that
halite dissolution is the major factor in generating sinkholes
(Yechieli et al., 2006).

In general, the salinity and water chemistry of a lake is
determined by (1) the imbalance between evaporation and
water inflows, typically due to the diversion of freshwater dis-
charge, climate change, and a reduction in precipitation that
could induce water deficit and rise in salinity (Tweed et al.,
2009); (2) the salinity and chemical composition of the inflow
waters; and (3) precipitation ofmineralswithin the lake once the
concentrations of dissolved salts reach the saturation levels of
these minerals (see Chapter 7.12). The effect of inflow water is
demonstrated by the low (marine ratio of <1.5$10"3) Br/Cl
ratios of the Salton Sea, which preserve the composition of the
drainage and agriculture inflows from the Imperial Valley, orig-
inated from the Colorado River with low Br/Cl ratios
(Figure 12).

Lake salinization can also occur by subsurface discharge of
saline groundwater. The balance between the freshwater (typi-
cally surface water) and the saline subsurface inflows will deter-
mine the salinity of the lake. The Sea of Galilee (Lake Kinneret)
in Israel is an example of subsurface discharge of saline

groundwater to a freshwater lake. The chemical composition
of the lake mimics the chemical composition of the saline
groundwater, as shown by the relatively high Br/Cl ratio
(Bergelson et al., 1999; Kolodny et al., 1999; Nishri et al.,
1999) and 226Ra activity (Raanan et al., 2009) of the Sea of
Galilee. Variations of the lake levels and salinity during the last
60 years (Figure 13) reflect the balance between the surface
freshwater inflows, groundwater discharge, evaporation, pump-
ing to Israel National Water Carrier, and diversion of the surface
saline inflows from the lake (Kolodny et al., 1999; Nishri et al.,
1999). The large fluctuations and low lake levels during the last
decade reflect the reduction of precipitation and consecutive
drought that have affected this and other water resources in
the Middle East during this time (Sowers et al., 2011).

During the early stages of lake salinization, the chemical
composition of the saline lake water mimics the composition
of the freshwater inflow. This was demonstrated in the case of
the Aral Sea (Table 1) where the chemical composition of the
brackish lake water during its early stages of salinization (sa-
linity of 14 g l"1 in 1971) was identical to that of evaporated
lake water during 1991 (salinity of 56 g l"1; Figure 14)
(Linnikov and Podbereznyi, 1996). Yet, as the Aral Sea contin-
ued to desiccate and the salinity continued to increase
(Figure 9), the calcium and bicarbonate contents of the brines
sampled from the East (TDS¼121.6 g l"1) and West
(97.7 g l"1) basins during 2005–2006 were lower (Figure 14,
data from Linnikov and Podbereznyi, 1996; Zavialov et al.,
2009), indicating secondary precipitation of carbonate and
perhaps gypsum in the shrinking lake. The Na/Cl ratio of the
evolved saline lake was identical to the ratios measured during
early stages of evolution (Figure 14), indicating that the lake
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water did not reach the halite saturation stage. Likewise, the
rise of salinity of the Salton Sea (Figure 10) resulted in calcite
and gypsum precipitation in the lake bottom sediments and
temporal variations in the concentrations of Ca2þ, HCO3

",
and SO4

2" relative to Cl", in water from the Salton Sea
(Schroeder et al., 2002). Similarly, brines from Australian
ephemeral salt lakes have high Br/Cl ratios due to precipitation
of halite crust, while brines from ephemeral salt lakes that lack
halite crusts have Br/Cl ratios identical to inflow surface water
and groundwater (Cartwright et al., 2009).

Saturation of the saline water and precipitation of minerals
(Hardie and Eugster, 1970) have two important negative

feedbacks that limit salt accumulation in salt lakes. In this
respect, the saturation level of calcite, gypsum, and halite in
brines will determine the salinity and composition of the
residual brines. In the Salton Sea, the lake water had a total
salinity of 46 g l"1, and was oversaturated with respect to calcite,
which controls the Ca2þ and HCO3

" levels of the lake. Com-
bined biologic activity, sulfate reduction processes, and base-
exchange reactions (Naþ removal) added additional dissolved
Ca2þ, which enhanced calcite precipitation (Amrhein et al.,
2001). At higher salinity levels, such as the Dead Sea (Table 1;
Katz and Starinsky, 2009) with a salinity of 340 g l"1, the low
water activity and thus the low vapor pressure of the hypersaline
brines impose low evaporation rates. Yechieli et al. (1998) pre-
dicted that despite a significant reduction in freshwater inflows
to the Dead Sea, the Dead Sea will not totally desiccate but will
reach a new equilibrium given the low water activity. The geom-
etry of the lake basin and the size of the surface area are also
important factors that control the amount of evaporation water
(Yechieli et al., 1998). In sum, while the rate of salinization is
rapid during the early stages of salinization, it decreases at later
stages due to salt precipitation and low water activity of the
brines. While the absolute salinity continues to increase, the
rate of salinization is expected to decrease.

Global warming and reduction of precipitation in semiarid
and arid climatic zones are expected to intensify the salinization
of many salt lakes. In the Salton Sea in California, it has been
predicted that salinity will rise from 46 g l"1 (Figure 10) to
about 300 g l"1 by the end of the twenty-first century, with a
rapid increase to about 200 g l"1 within the next 20–30 years
(Cohen, 2009; Cohen and Hyun, 2006). The Australian salt
lakes demonstrate perhaps the best example of further saliniza-
tion of salt lakes due to climatic change. The salt lakes in
Australia (Timms, 2005) were formed by long-term deposition
of meteoric salts with seawater-like composition (Chivas et al.,
1991; Vengosh et al., 1991a). Yet, a study of the Corangamite
area in southeast Australia has revealed that a severe multiyear
drought (11 years of below-average rainfall between 1997 and
2008) resulted in a 60% reduction in lake areas, an 80%decrease
in volume, and a significant rise in salinity; conductivity rose
from less than 50 mS cm"1 prior to 1997 to 200 mS cm"1 in
2006 in Lake Corangamite (Tweed et al., 2009). It is predicted
that by 2025 most natural salt lakes will show adverse changes;
many permanent salt lakes will decrease in size and increase in
salinity, and many nonnatural saline lakes will be formed. In
certain regions, such as in southern Australia, many seasonally
filled salt lakes are likely to become drier for longer periods
(Williams, 2002). Restoration plans for handling the ongoing
salinity crisis of salt lakes such as the Salton Sea (Cohen, 2009;
Cohen and Hyun, 2006) and the Aral Sea (Micklin, 2010) will
have to deal with the challenges of further aridification that are
associated with global warming and the inevitable intensifica-
tion of salt lake salinization.

11.9.4 Groundwater Salinization

11.9.4.1 Seawater Intrusion and Saltwater Displacement in
Coastal Aquifers

Saltwater intrusion is one of the most widespread and impor-
tant processes that degrade water quality to levels exceeding
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Figure 13 (a) Historical variations of the Sea of Galilee (Israel) water
level since 1950. Note the sharp variations in the lake level particularly
during the last 20 years. Data were kindly provided by Dr Irena Pankratov,
Israel Water Authority; (b) Salinity variations of the Sea of Galilee (Israel)
since 1950. Note the large variations in salinity that reflect (1) phase of a
closed basin in which evaporation increased the lake salinity; (2) initiating
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episodes associated with a significant drop in the lake level. Data were
kindly provided by Dr Irena Pankratov, Israel Water Authority.
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acceptable drinking and irrigation water standards, and endan-
ger future water exploitation in coastal aquifers. This problem
is intensified due to population growth, and the fact that about
70% of the world’s population occupies the coastal plain zones
(Jones et al., 1999; Meybeck, 2003). Human activities (e.g.,
urbanization, agricultural development, tourism) in coastal
areas increase the rate of groundwater salinization (Jones
et al., 1999). In the United Sates, saltwater intrusion into
coastal aquifers has been identified in the eastern Atlantic
(Andreasen and Fleck, 1997; Lin et al., 2009; Meisler et al.,
1985; Stringfield and LeGrand, 1969; Wicks and Herman,
1996; Wicks et al., 1995), and the southern (Langman and
Ellis, 2010) and western Pacific (Izbicki, 1991, 1996; Todd,
1989; Vengosh et al., 2002) coasts. In Europe, seawater

intrusion has been documented within many of the coastal
aquifers, particularly along the Mediterranean Sea and its east-
ern part in the archipelagos in the Aegean Sea (Alcalá and
Custodio, 2008; Custodio, 2010; de Montety et al., 2008).
Along the eastern Mediterranean, seawater intrusion has been
reported to significantly intrude the coastal aquifer of Israel
(Russak and Sivan, 2010; Sivan et al., 2005; Vengosh et al.,
2005; Yechieli and Sivan, 2011; Yechieli et al., 2009).

Seawater intrusion may occur in areas of high precipitation,
such as the Jeju volcanic island in South Korea, where the
annual average rainfall is about 1870 mm and the estimated
groundwater recharge is 1.4$109 m3 year"1. Although the
groundwater withdrawal in the volcanic island is only 5% of
the estimated replenishment, Br/Cl and d18O data indicate that
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seawater has intruded 2.5 km inland due to the high conduc-
tivity and heterogeneity of the basaltic aquifers (Kim et al.,
2003; Koh et al., 2009; Park et al., 2005). The Jeju island
salinization case demonstrates that the predicted rise of sea
level could lead to seawater intrusion in similar volcanic
islands in the Pacific and further salinization of their
groundwater.

In many coastal aquifers around the world, modern seawa-
ter intrusion typically occurs due to extensive freshwater with-
drawals. Average ocean water has a TDS of 35 g l"1 while
internal seas may have higher (e.g., Mediterranean Sea, Red
Sea; TDS%40 g l"1) or lower salinities. Nevertheless, seawater
has a uniform chemistry due to the long residence time of its
major constituents, with the following features: predominance
of Cl" and Naþwith amolar ratio of 0.86, an excess of Cl" over
the alkali ions (NaþK), and Mg2þ greatly in excess over Ca2þ

(Mg/Ca¼4.5–5.2; Table 1). Seawater also has uniform Br/Cl
(1.5$10"3), d18OH2O (0–1%), d34SSO4

(21%), d11B (39%),
and 87Sr/86Sr (0.7092) values. In contrast, fresh groundwaters
are characterized by highly variable chemical compositions,
although the typical fresh groundwater is dominated by
Ca–Mg–HCO3 ions. In most cases, Ca2þ predominates over
Mg2þ content. The variations of conservative constituents in a
mixed groundwater (Cl", d18OH2O, d

2HH2O Br/Cl) reflect the
relative mixing proportions of fresh groundwater and seawater.
For stable oxygen and hydrogen isotopes, the slope of a mixing
curve between seawater (d18OH2O%d2HH2O%0%) and freshwa-
ter in the coordination of d2HH2O versus d18OH2O will always
be lower than the Meteoric Water Line (i.e., <8) (Gat, 1974).

Yet, the most striking phenomenon that characterizes sea-
water intrusion into coastal aquifers is the difference between
the chemical composition of the saline water associated with
saltwater intrusion and the theoretical mixture between seawa-
ter and groundwater (Jones et al., 1999). In many cases, the
saline water has a Ca–chloride composition (i.e., the ratio of
Ca/(SO4þHCO3)>1) with low ratios of Naþ, SO4

2", Kþ, and
boron to chloride relative to modern ocean water (Table 1).

This geochemical modification during seawater intrusion
has been attributed to base-exchange reactions with the aquifer
rocks (Appelo, 1994; Appelo and Geirnart, 1991; Appelo and
Postma, 2005; Appelo and Willemsen, 1987; Jones et al., 1999;
Sayles and Mangelsdorf, 1977). Typically cation exchangers in
aquifers are clay minerals, organic matter, oxyhydroxides, and
fine-grained rock materials, which have mostly Ca2þ adsorbed
on their surfaces due to the predominance of Ca2þ in freshwa-
ter. When seawater intrudes into a coastal aquifer saturated
with Ca-rich groundwater, Naþ replaces part of the Ca2þ on
the solid surface. As a result, Naþ is retained by the solid phase
while Ca2þ is released to the water. Consequently, the solute
composition changes from anMg–chloride into a Ca–chloride,
the Na/Cl ratio decreases, and the (CaþMg)/Cl ratio increases
(Appelo, 1994; Appelo and Geirnart, 1991; Appelo and
Postma, 2005; Appelo and Willemsen, 1987; Custodio,
1987a, 1997; Jones et al., 1999). Under such conditions, the
relative enrichments in calcium and magnesium as normalized
to chloride concentrations should be balanced by the relative
depletion of sodium (i.e., DCaþMg¼"DNa; where D is the
difference between a conservative mixing value and actual
concentration in salinized groundwater; Vengosh et al.,
2002). Together with Ca2þ, exchangeable Sr2þ is released

to the dissolved phase (Johnson and DePaolo, 1994). The
87Sr/86Sr ratio of adsorbed strontium can therefore affect
the Sr isotopic composition of the saline groundwater. In the
Salinas Valley of central California, the 87Sr/86Sr ratio of
salinized coastal groundwater increases with Ca2þ content
(Figure 15), indicating the contribution of a high 87Sr/86Sr
ratio source from the clays. Due to the accumulation of 87Rb
in potassium-rich clay minerals, it has been proposed that base-
exchange reactions are associated with radiogenic 87Sr/86Sr
input to saline water (Vengosh et al., 2002), while in dolomiti-
zation processes, Sr from old marine carbonate is characterized
by a lower 87Sr/86Sr composition (e.g., the Dead Sea brines;
Stein et al., 1997).

In addition to base-exchange reactions, boron and potas-
sium are typically adsorbed during seawater intrusion (Jones
et al., 1999). The adsorption of boron is accompanied by an
isotopic fractionation in which the light isotope, 10B, is prefer-
entially retained into the adsorbed phase, resulting in an
enrichment of 11B in the residual salinized groundwater.
Consequently, saline groundwater associated with seawater in-
trusion is characterized by low B/Cl ratios (<8$10"4) and high
d11B values (>39%) relative to those of seawater (Figure 16;
Vengosh, 1998; Vengosh et al., 1994, 1999a,b). The intrusion of
seawater into coastal aquifers is also associated with redox con-
ditions along the saltwater–freshwater interface. Consequently,
fractionation of sulfur isotopes during sulfate reduction pro-
cesses results in high d34SSO4

values in the residual sulfate, and
thus saline groundwater associated with seawater intrusion is
characterized by low SO4/Cl ratios (<0.05) and high d34SSO4

values (>20%; Krouse and Mayer, 2000).
Climate change and fluctuations of sea levels during the

Quaternary resulted in numerous cycles of seawater
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Figure 15 87Sr/86Sr ratio versus calcium content of saline groundwater
associated with seawater intrusion into the coastal aquifer of Salinas
Valley, California, USA. The increase of 87Sr/86Sr with calcium
concentration suggests that base-exchange reactions occur at an early
stage of seawater intrusion and that strontium in exchange sites that is
mobilized to the salinized water has a high 87Sr/86Sr ratio. Data from
Vengosh et al. (2002).
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encroachment but also fresh groundwater flow cycles into
coastal aquifer saturated with saline groundwater and sea-
ward displacement of intruded seawater. Fresh groundwater
flow and displacement of saline groundwater (freshening)
cause an opposite, defined as ‘reverse,’ base-exchange reac-
tion. Ca2þ and Mg2þ, which are abundant in fresh groundwa-
ter, replace Naþ on the exchange sites of clay minerals with
concomitant release of Naþ to the water. The flushing of the
saline groundwater therefore generates Na–HCO3-type saline
groundwater with Na/Cl ratio>1 and low concentrations of
Ca2þ and Mg2þ (Appelo, 1994; Appelo and Geirnart, 1991;
Appelo and Postma 2005; Appelo and Willemsen, 1987;
Chapelle and Knobel, 1983; Jones et al., 1999). The conspic-
uous difference in the chemical composition between saline
groundwater originating from seawater intrusion and seawa-
ter displacement is critical in evaluating the sources and
mechanisms of groundwater salinization in coastal aquifers
(Russak and Sivan, 2010; Yechieli et al., 2009). The variations
of Ca2þ, Sr2þ, Mg2þ, and Kþ and ratios to chloride can be used
to distinguish saline water originating from freshening
processes (Russak and Sivan, 2010).

Another mechanism for the formation of Na–HCO3 saline
groundwater in coastal aquifers is oxidation of organic carbon
that generates dissolved inorganic carbon (DIC), coupled with
base-exchange reactions. Much study has been conducted in
the Black Creek aquifer of South Carolina where the DIC
concentration in groundwater near the Atlantic coast was 10
fold higher than that in groundwater from recharge areas
(Chapelle and Knobel, 1983; Chapelle and McMahon, 1991;
Knobel et al., 1998; McMahon and Chapelle, 1991). Thus, the

bicarbonate content in the saline groundwater cannot be at-
tributed only to fresh groundwater contribution but rather
additional DIC must be generated within confined aquifers
in order to account for the high HCO3 concentrations in the
saline groundwater. Generation of CO2 from microbial respi-
ration could produce carbonate mineral dissolution and thus
Ca2þ mobilization, which would be exchanged by Naþ, result-
ing in the observed Na–HCO3 composition (Vinson, 2011).

Saline Na–HCO3 water is often associated with high boron
contents and B/Cl ratios (i.e., greater than seawater) as dem-
onstrated in southern Mediterranean coastal aquifers (Vengosh
et al., 2005), the Saloum delta aquifer of Senegal (Faye et al.,
2005), sandstone and shale aquifers in Michigan (Ravenscroft
and McArthur, 2004), the delta aquifer of the Bengal Basin in
southern Bangladesh (Halim et al., 2010; Ravenscroft and
McArthur, 2004), and the coastal aquifer of North Carolina
(Vinson et al., 2011). The relative enrichment of boron relative
to the expected conservative mixing between seawater and
freshwater suggests that boron is mobilized from the adsorp-
tion sites. One possible explanation for the relative boron
enrichment is that the equilibrium between adsorbed and dis-
solved boron is reequilibrated during freshening processes
resulting in desorption of boron. The strong correlation be-
tween Na/Cl and B/Cl ratios that characterize many of the
saline Na–HCO3-type groundwaters suggests that the arrival
of low-saline, calcium-rich, and boron-poor water to the sa-
line-saturated aquifer triggers the reverse-base-exchange reac-
tions and boron mobilization to the water.

Since boron adsorption is associated with isotopic fraction-
ation in which 10B(OH)4

" is retained onto adsorbed sites in clay
minerals, the d11B value of adsorbed boron is typically lower
than that of seawater. Spivack et al. (1987) showed that
desorbed boron from marine sediments has a d11B value of
about þ15%. During desorption of boron, all of the boron is
mobilized without any isotopic discrimination (Spivack et al.,
1987). Therefore, the d11B of a solution that originated from
boron desorption is expected to be lower than that of seawater.
This is demonstrated in Na–HCO3 saline groundwater in the
coastal aquifer of North Carolina that has both high B/Cl
ratios and low d11B values relative to seawater (Vinson et al.,
2011; Figure 16).

The ability to distinguish direct seawater intrusion from
mixing of saline groundwater originating from displacement
of seawater and freshening could be important for predicting
salinization processes. Direct seawater intrusion would result
in accelerated salinization rates, while mixing with saline
groundwater that originated from diluted seawater could
induce much lower salinization rates. This was demonstrated
in the coastal aquifer of North Carolina (Figure 16) where the
chemical and boron isotopic compositions of the saline grou-
ndwater indicate that it originated from diluted, apparently
fossil seawater, which was consistent with a slow (2.5-fold in
20 years) rate of salinization (Vinson et al., 2011). Likewise,
some areas of the Saloum delta aquifer of Senegal show
evidence of seawater intrusion (low Na/Cl and B/Cl ratios)
while others show evidence of freshening (high Na/Cl and
B/Cl ratios; Faye et al., 2005).

Intrusion of modern seawater is not the only salinization
process occurring in coastal aquifers, as salinization can also
result from mixing with fossil seawater. Fossil seawater
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Figure 16 d11B values versus boron to chloride ratios (molar unit) in
saline groundwater from the Mediterranean coastal aquifer associated
with saltwater intrusion (Vengosh et al., 1994) and the North Carolina
coastal aquifer associated with refreshing processes and reverse
base-exchange reactions (Vinson et al., 2011). The comparison shows
that seawater intrusion is associated with boron retention and 11B
enrichment while seawater displacement mobilizes boron from the
aquifer rocks with lower d11B values.
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represents past invasions of seawater into coastal aquifers ac-
companying rises in sea levels. Direct measurements and esti-
mated residence times of seawater in coastal aquifers have been
reported by using 14C and tritium age-dating techniques in
Germany (Hahn, 1991), India (Sukhija, 1996), coastal aquifers
along the Gulf of Guinea in Togo (Akouvi et al., 2008), Japan
(Yamanaka and Kumagai, 2006), the coastal plain of Suriname
(Groen et al., 2000), and the Mediterranean coastal aquifer of
Israel (Sivan et al., 2005; Yechieli and Sivan, 2011; Yechieli
et al., 2000, 2009). It was shown, for example, that modern
seawater intruded the upper and unconfined subaquifers of
the coastal aquifer in Israel, whereas saline groundwater that
occupies the underlying and confined subaquifers has an
apparent age range of 10000–15000 years (Yechieli and
Sivan, 2011).

11.9.4.2 Mixing with External Saline Waters in
Noncoastal Areas

Many studies of regional aquifer systems have shown a general
sequence of major ion evolution from low-saline Ca–Mg–
HCO3 water type to saline Na–SO4–Cl groundwater along a
hydraulic gradient (Hendry and Schwartz, 1988; Herczeg and
Edmunds, 2000; Herczeg et al., 1991, 2001; Mazor, 1997). In
addition to the increasing salinity, the ratio of Naþ and Cl"

ions relative to the other dissolved salts (i.e., NaþCl/TDS)
increases with flow, as demonstrated in the saline groundwater
from the Murray aquifer in South Australia (Herczeg et al.,
2001) and the Cretaceous sandstone aquifer of the Milk River
Formation, Alberta, western Canada (Hendry and Schwartz,
1988; Herczeg and Edmunds, 2000). The gradual increase of
salinity and the chemical modification toward predominance
of chloride and sodium ions is a result of several possible
processes: (1) advection and diffusion of saline fluids entra-
pped in impermeable zones in the aquifer and/or outside the
aquifer that are connected to an active permeable zone in the
aquifer; and (2) dissolution of soluble salts such as gypsum and
halite minerals within the aquifer. For example, several models
have been postulated to explain the increase of salinity along
flow paths in the Cretaceous sandstone aquifer of Milk River
Formation. Hendry and Schwartz (1988) hypothesized that the
salinity increase is due to diffusion of solute from the underlying
aquitard. The entrapment of saline fluids in geological units of
low hydraulic conductivity that are connected to active aquifers
may result in diffusion of solutes and a gradual increase in the
salinity of the aquifer (Herczeg and Edmunds, 2000).

Likewise, salinization of many aquifers is induced by flow
of saline groundwater from adjacent or underlying aquifers
(e.g., Bouchaou et al., 2009; Hsissou et al., 1999; Kloppmann
et al., 2001; Magaritz et al., 1984; Maslia and Prowell, 1990;
Sánchez-Martos and Pulido-Bosch, 1999; Sánchez-Martos
et al., 2002; Vengosh and Benzvi, 1994; Vengosh et al.,
1999a,b, 2002, 2005). For example, in the Upper Floridian
aquifer in Georgia, USA, faults breach the nearly impermeable
units of the underlying confined aquifer and allow upward
leaking of saline groundwater (Maslia and Prowell, 1990).
Similarly, extensive saline plumes in the Ogallala aquifer in
the Southern High Plains, Texas, USA, are attributed to cross-
formational flow from underlying evaporite units (Mehta
et al., 2000a,b). The aquifer permeability will determine the
flow paths of the underlying, typically pressurized,

saline groundwater. This was demonstrated in deep reclaimed
lake areas (polders) in the western Netherlands where saline
groundwater from an underlying aquifer flows through paleo-
channel areas in the aquifer (de Louw et al., 2010). In the
shallow (up to 150 m) Devonian formations of the Michigan
Basin of southwestern Ontario, saline groundwater with geo-
chemical characteristics similar to deep brines (e.g., high
d2HH2O, d18OH2O, Br/Cl and low N/Cl and SO4/Cl ratios)
indicate that the high-salinity fluids migrated into discrete
areas of the Devonian and Pleistocene formations. The cross-
formational fluid flow from depth probably occurred along
discrete fractures that were formed during or following degla-
ciation (Weaver et al., 1995). Finally, evidence for the migra-
tion of the Middle Devonian Marcellus brines to shallow
aquifers in the Appalachian basin (northeastern Pennsylvania)
was shown by saline groundwater with distinctive Br/Cl,
87Sr/86Sr, and Ba/Sr fingerprints (Warner et al. 2012).

Saline plumes formed by uprising of saline groundwater are
also a major source of salinity in the Mediterranean coastal
aquifer of Israel (Table 1; Figure 17) (Vengosh et al., 1994,
1999b). Likewise, groundwater in the Gaza Strip is salinized by
lateral flow of saline groundwater from the eastern part of the
aquifer. The flow rate and thus the rate of salinization have
been accelerated due to overexploitation and reduction of
groundwater levels within the Gaza Strip to levels exceeding
drinking water standards (Vengosh et al., 2005). This saliniza-
tion phenomenon is one of the fundamental water-quality
problems in the Gaza Strip where the salinity level of
groundwater exceeds international drinking water standards.
Diversion of the external saline flow via pumping and des-
alinization has been proposed to mitigate the highly salinized
aquifer that is the only source of drinking and irrigation water
for the rapidly growing population in the Gaza Strip (Weinthal
et al., 2005).

Several models have been suggested to explain the origin of
saline groundwater in nonmarine settings. These include
brines originated from residual evaporated seawater entrapped
as formation water, saline water originated from seawater
freezing, and saline water generated by evaporite dissolution.
Residual evaporated seawaters that were modified by water–
rock interactions such as dolomitization are typically charac-
terized by a Ca–chloride composition (Ca/(SO4þHCO3)>1)
with an Na/Cl ratio below seawater ratio value (Figure 18),
Br/Cl& seawater ratio (1.5$10"3), relative depletion of sulfate
(SO4/Cl<0.05), d34SSO4

&20%, and d11B&39% (Carpenter
et al., 1974; McCaffrey et al., 1987; Raab and Spiro, 1991;
Starinsky, 1974; Stein et al., 1997; Vengosh et al., 1992; Wilson
and Long, 1993). Upon hydrological contact and mixing of
brines with fresh groundwater, the chemical composition of
the hypersaline brine dominates the composition of the mix-
ture owing to the extreme difference in salinity between the
brines and the freshwater. Consequently, dilution or flushing
of entrapped brines by low-saline groundwater has only a
minor effect on the chemical and isotopic compositions of
saline groundwater derived from brine intrusion.

In the Dead Sea Rift Valley, deep pressurized brines that are
the residue of evaporated seawater (greater than 10-fold evap-
oration; Starinsky, 1974) are in hydrological contact with over-
lying fresh groundwater (Farber et al., 2007; Marie and
Vengosh, 2001). Once the natural hydrological balance is dis-
turbed due to exploitation of the overlying fresh groundwater,
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the salinization process starts or accelerates. In the Jericho area
in the southern Jordan Valley, rapid rates of salinization due to
the upconing of underlying brines are found in wells located
near the major Rift faults (Farber et al., 2004, 2005, 2007;
Marie and Vengosh, 2001). Due to the high salinity of the
apparent original brines (>100 g l"1), mixture with only a
small fraction of brine leads to devastating salinization phe-
nomena in overlying freshwater resources.

An additional source of salinity in polar areas is residual
brines derived from the freezing of seawater (Bottomley et al.,
1999; Herut et al., 1990; Marion et al., 1999; Nelson and
Thompson, 1954; Richardson, 1976; Stotler et al., 2009;
Wang et al., 2000). Bein and Arad (1992) suggested that deep
saline groundwater from Sweden and Finland, which is char-
acterized by low Na/Cl and high Br/Cl ratios, is the remnant of
frozen seawater formed during the last glaciations, followed by
dilution with meteoric water (Bein and Arad, 1992).

Dissolution of evaporite minerals in sedimentary basins is
also a common feature of salinization. This type of salinization
process has been reported for groundwater in the Ogallala For-
mation in the Southern High Plains, Texas, USA (Mehta et al.,

2000a,b), the Dammam aquifer in Kuwait (Al-Ruwaih, 1995),
the Nubian Sandstone aquifer in the Sinai and Negev deserts
(Rosenthal et al., 1998; Vengosh et al., 2007), the Great
Artesian Basin in Australia (Herczeg et al., 1991; Love et al.,
2000), and the Hammamet–Nabeul shallow aquifer in north-
eastern Tunisia (Moussa et al., 2011). In the case of halite
dissolution, the saline water is dominated by Naþ and Cl"

ions, Na/Cl ratio%1, and Br/Cl< seawater ratio (e.g., the Ogal-
lala Formation; Table 1; Mehta et al., 2000a,b). Salinization
can also be derived from dissolution of marine Ca–sulfate
(e.g., gypsum) as evidenced in Pinawa, Canada (Nesbitt and
Cramer, 1993), the Salinas Valley in California (Vengosh et al.,
2002), and the Nubian Sandstone aquifer in the Negev, Israel
(Vengosh et al., 2007). Typically, gypsum dissolution would
produce saline water with Ca/SO4 ratio%1. However, the dis-
solution of gypsum can also be associated with Ca2þ uptake
onto the exchange substrate, displacing Naþ to the solution.
The residual water would be enriched in Na–SO4 (Nesbitt and
Cramer, 1993). Dissolution of gypsum would affect the sulfur
isotopic composition of the salinized water. The d34SSO4

values
of marine sulfate varied over geological time, with a maximum
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Figure 17 Chloride (in mg l"1) distribution in groundwater from the central and southern part of the Mediterranean coastal aquifer of Israel.
Note the saline plumes in the central and eastern parts of the aquifer.

Salinization and Saline Environments 343

Figure&nbsp;17


near þ35% in the Cambrian and less than þ10% in the
Permian. In contrast, oxidation of sedimentary sulfides,
which are significantly depleted in 34S relative to oceanic
sulfate, will result in low d34SSO4

values with typical ranges of
"30% to þ5% (Krouse and Mayer, 2000). Likewise, the
87Sr/86Sr ratio of marine sulfate minerals will mimic the Sr
isotopic composition of co-genetic seawater, and thus saliniza-
tion resulting from gypsum dissolution will carry the isotopic
imprint of the 87Sr/86Sr of ocean water at the time of the
mineral deposition. This was demonstrated in the Nubian
Sandstone aquifer of the Negev, Israel, where sulfate-
rich groundwater flows from the underlying Jurassic aquifer
to the overlying Nubian Sandstone aquifer. The chemical
and isotopic compositions of the Jurassic groundwater
(d34SSO4

%þ14%; 87Sr/86Sr%0.707 64) was interpreted as
reflecting dissolution of Late Triassic marine gypsum deposits
as these isotopic signatures are consistent with the d34SSO4

and
87Sr/86Sr values of the Jurassic seawater (Vengosh et al., 2007).
Finally, the Sr isotope compositions of sulfate-rich saline waters
from the High Atlas (Warner et al. , 2010) and Anti-Atlas (Ettayfi
et al., 2012) mountains in Morocco are consistent with the
Lower Cretaceous and Early Cambrian secular seawater Sr iso-
tope ratios, respectively, reflecting interaction of groundwater
with carbonate and sulfate aquifer rocks.

11.9.4.3 Salinization of Shallow Groundwater in River
Basins

In many river basins in arid and semiarid zones, groundwater
substitutes for surface water as the major water resource for
domestic and agricultural applications. In arid regions, such as
the Jordan Valley (Farber et al., 2007), the Lower Mesopota-
mian Plain of the Euphrates River, Iraq (Barica, 1972), the
Hueco Bolson Basin of Texas and Chihuahua of the US–
Mexico border (Eastoe et al., 2008, 2010), the alluvial aquifer
system in arid Alice Springs in central Australia (Vanderzalm
et al., 2011), the arid region of Namibia (Shanyengana et al.,

2004), and the sub-Saharan Draa and Ziz basins in southern
Morocco (Warner et al., 2010), the local populations are en-
tirely dependent on agriculture and are concentrated near the
river channels and/or associated oases. One of the factors
affecting agricultural productivity is the salinity of the irriga-
tion water; salinity is thus a key limiting factor in sustainable
agricultural development and the overall livelihood of the
local populations in these regions.

In some of the arid basins, surface water is imported from
areas of higher precipitation and is stored in dammed reservoirs
before being discharged for downstream irrigation. As dis-
cussed earlier in the chapter, salinization of surface water result-
ing from evaporation (either in the reservoirs or during
irrigation), leads to saline agriculture return flows that are
recharged into local aquifers. In addition, salinization of
the shallow groundwater may result from dissolution of salts
in the unsaturated zone and/or by lateral flow of adjacent saline
groundwater, particularly due to reverse hydrological gradients
in the inner parts of the alluvial aquifers evolved from
differential pumping in the basin valley (Figure 19). In an
attempt to delineate the sources and mechanisms of ground-
water salinization in a managed arid watershed, one can define
three types of geochemical tracers (R1, R2, R3) that are capable
of delineating the three principal saline sources (Figure 20):

(1) R1 type – Tracers are used to identify evaporation (process 1
in Figure 20) and mixing with external groundwater
(process 3), but do not identify salt dissolution. These
tracers include water isotopes (d18O, d2 H) and ion
concentrations.

(2) R2 type – Tracers are used to identify dissolution of salts
(process 2 in Figure 20) and mixing with external ground-
water (process 3), but not evaporation (process 1). These
tracers include several ion ratios, particularly the ratios of
conservative elements such as Br/Cl and B/Cl.

(3) R3 type – Tracers that are sensitive to mixing with external
groundwater (process 3), but not to evaporation and salt
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dissolution (processes 1 and 2). These tracers include the
isotopic compositions of dissolved constituents in the
water such as strontium (87Sr/86Sr), sulfur (d34SSO4

), and
boron (d11B) isotopes.

In the sub-Saharan Draa Basin of southern Morocco, winter
snowmelt from the Atlas Mountains is captured in a reservoir,
stored, and discharged downstream for irrigation in six oases.
Shallow groundwater from the oases shows a large salinity
range, with TDS up to 12000 mg l"1. The Br/Cl and B/Cl ratios
of the shallow groundwater decrease with increasing salinity,
which suggests that the major mechanism of salinization of the
shallow groundwater in the Draa Basin is dissolution of salts
stored in the unsaturated zone and salinization of the under-
lying shallow groundwater (Warner et al., 2010; 2013).

11.9.4.4 Salinization of Nonrenewable Groundwater

The impact of salinization is more conspicuous in an aquifer
where the freshwater is not renewable (i.e., fossil; see
Chapter 7.14). Numerous studies have shown that groundwater
resources across the Sahara and the Sahel regions in northern
Africa and in the arid zones of the Middle East are fossil and

reflect paleorecharge during periods of higher rainfall in the late
Pleistocene (Cook and Herczeg, 2000; Edmunds and Droubi,
1998; Edmunds and Gaye, 1994; Edmunds et al., 1999, 2002;
Gaye and Edmunds, 1996; Phillips, 1994; Vengosh et al., 2007).
Typically, fresh paleowaters overlie saline dense water bodies.
With geological time, a fragile hydraulic equilibrium is generated
between the two water bodies. Well construction and ground-
water extraction can affect this delicate hydrological equilibrium.
Exploitation of paleowaters, without modern replenishment,
may lead to rapid salinization of groundwater resources. In the
Middle East and northern Africa, salinization of fossil ground-
water has had devastating effects since in some cases they are the
only sources of potable water (Bouchaou et al., 2008, 2009;
Salameh, 1996; Sowers et al., 2011; Vengosh and Rosenthal,
1994; Vengosh et al., 2007). In the Damman carbonate aquifer
in Bahrain, for example, overexploitation has resulted in a drop
of the piezometric surface by 4 m and an increase in the salinity
by over 3 g l"1, owing to a combination of leakage from a deeper
aquifer, marine intrusion, sabkha water migration, and agricul-
tural drainage. More than half of the area of theDamman aquifer
has become saline as a result of overexploitation (Edmunds and
Droubi, 1998). In southern Israel, the extraction of brackish
paleowater from the Lower Cretaceous Nubian Sandstone aqui-
fer in areas along the Rift Dead Sea Valley has resulted in mixing
with Ca–chloride brine and the salinization of the associated
groundwater (Yechieli et al., 1992). Another example is the
Sakakah Aquifer in the northeastern part of Saudi Arabia where
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Figure 19 Schematic illustration of possible salinization mechanisms
of surface water and shallow groundwater in alluvial aquifers where
imported water is stored in dammed reservoirs and used for irrigation.
The possible salinization includes (1) inflow of fresh and saline water to
dammed reservoir; (2) evaporation from the reservoir; (3) evaporation
during irrigation of the imported water; (4) dissolution of salts from the
unsaturated zone during irrigation; (5) lateral flow of low-saline water to
the alluvial aquifers; and (6) lateral flow of saline water to the alluvial
aquifers.
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Figure 20 Schematic illustration of possible variations of three types of
geochemical tracers (R1, R2, R3) that are capable of delineating the three
principal saline mechanisms of shallow groundwater in alluvial aquifers;
see text for detailed explanation.
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mixing relationships between fossil fresh and saline (TDS up
to 3000 mg l"1) groundwater have degraded water quality
(Al-Bassam, 1998).

In the Souss-Massa Basin in southwest Morocco, stable iso-
topes, tritium, and 14C data for local groundwater indicate two
types of groundwater: (1) fresh and young groundwater
originating from recharge from the High Atlas Mountains,
particularly in the eastern part of the basin; and (2) more saline
and old (several thousands of years) groundwater in the west-
ern part of the basin, where most groundwater exploitation has
taken place. The exploitation of fossil rather than the renew-
able groundwater in the aquifer has led to high salinization
rates in the western part of the aquifer (Bouchaou et al., 2008).

11.9.5 Salinization of Dryland Environment

Salinity of water and soil in the dryland environment is a natural
phenomenon resulting from a long-term accumulation of salts
on the ground and lack of their adequate flushing in the unsat-
urated zone. Salt accumulation and formation of efflorescent
crusts have been documented in the upper unsaturated zone
(Cartwright et al., 2004, 2006, 2007b; Gee and Hillel, 1988;
Jackson et al., 2009; Leaney et al., 2003; Nativ et al., 1997; Ng
et al., 2009; Scanlon et al., 2009a,b; Stonestrom et al., 2009) and
fracture surfaces (Kamai et al., 2009; Weisbrod et al., 2000) in
many arid areas. The accumulation of soluble salts in soil occurs
when evaporation exceeds precipitation and salts are not lea-
ched but remain in the upper soil layers in low-lying areas.
Natural soil salinization, referred to as ‘primary salinization,’
occurs in arid and semiarid climatic zones. ‘Secondary
salinization’ is the term used to describe soil salinized as a
consequence of direct human activities (Dehaan and Taylor,
2002; Fitzpatrick et al., 2000; Shimojimaa et al., 1996). Exces-
sive salinity in soil results in toxicity for crops, reduction in soil
fertility, reduction of availability of water to plants by reducing
the osmotic potential of the soil solution, and a significant
change in the hydraulic properties of soil (Bresler et al., 1982;
Frenkel et al., 1978; Hillel, 1980).

Most of the salts that have accumulated in the unsaturated
zone in arid environments of the southwestern United States
and in the Murray Basin, Australia, originated from long-term
atmospheric deposition of chloride and sulfate salts (Scanlon
et al., 2009a,b). The salt accumulation has been attributed to
surface evaporation (Allison and Barnes, 1985; Allison et al.,
1990), wetting and drying cycles (Chambers et al., 1996;
Drever and Smith, 1978; Keren and Gast, 1981), soil capillar-
ity, and capillarity transport of water and salts from bulk rock
matrix toward the fracture surface (Weisbrod et al., 2000).

In the western United States, recharge typically occurs
within surrounding highlands, and groundwater flows toward
the basin centers. Along the flow path, the salinity of the
groundwater increases by several orders of magnitude by
both salt dissolution and evaporation (Richter and Kreitler,
1986, 1993). The chemistry of the residual saline groundwater
is primarily controlled by the initial freshwater composition
and the subsequent saturation of typical minerals (calcite,
gypsum, spiolite, halite; Eugster and Jones, 1979; Hardie and
Eugster, 1970). It has been demonstrated, for example, that
evaporation and mineral precipitation control the salinity of
groundwater that flows to Deep Spring Lake (Jones, 1965),

Death Valley (Hunt et al., 1996), and the Sierra Nevada Basin
(Garrels and MacKenzie, 1967).

While the source of the salts is natural, the process of
salinization in the dryland environment refers to human inter-
vention. The most widespread phenomenon of dryland salini-
zation is the response to changes in land use, such as land
clearing and replacing natural vegetation with annual crops
and pastures. The natural vegetation in arid and semiarid
zones uses any available water, and thus the amount of water
that percolates below the root zone is minimal, estimated at
between 1 and 5 mm year"1 in the case of South Australia
(Allison and Barnes, 1985). Over thousands of years, salts
have accumulated in the unsaturated zone and their mobiliza-
tion and leaching to the underlying saturated zone was con-
strained by the slow recharge flux. Large-scale replacement of
the natural vegetation with annual crops and pastures with
short roots significantly increased the amount of water perco-
lating below the root zone, increasing the recharge rate and
consequently the rate that salts leached into the underlying
groundwater (Scanlon et al., 2009a; Williams, 2002). Thus,
the salts that historically were stored in the root zone began
to flush through the unsaturated to the saturated zone, causing
salinization of the underlying groundwater. Leaney et al.
(2003) predicted that salt flux from the unsaturated zone in
the Murray–Darling Basin of southeastern Australia (with soil
salinity up to 15000 mg l"1) will increase the salinity of the
shallow groundwater (%1000 mg l"1) by a factor of 2–6. In-
deed, a systematic survey of salts in borehole samples collected
beneath natural ecosystems, nonirrigated (‘rain-fed’) crop-
lands, and irrigated croplands in the southwestern United States
and in the Murray–Darling Basin in Australia showed increased
mobilization of chloride and sulfate following land use changes
(Scanlon et al., 2009a). Similar cases of soil and shallow ground-
water salinization induced by land use changes were reported in
Argentina (Lavado and Taboada, 1987), India (Choudhari and
Sharma, 1984), and South Africa (Flügel, 1995).

Another type of anthropogenic-induced salinization in dry-
land environments is afforestation. Since deep tree roots can
efficiently draw water from the underlying shallow groundwa-
ter, afforestation of grasslands may reverse the downward flux
of groundwater from the soil to the saturated zone. As a result,
transpiration of water by deep roots may leave its salt load in
the unsaturated zone. Consequently, afforestation reduces nat-
ural groundwater recharge and causes salinization of the
soil and shallow groundwater (Jackson et al., 2009; Jobbagy
and Jackson, 2004; Nosetto et al., 2009). Evidence of soil
and groundwater salinization due to tree establishment on
grasslands has been shown in the northern Caspian region
(Sapanov, 2000), Australia (Heuperman, 1999), and the
Argentine Pampas (Berthrong et al., 2009; Jobbagy and
Jackson, 2004; Nosetto et al., 2009). A systematic chemical
survey of the upper 30 cm of soil in 153 plantation sites world-
wide showed that afforestation is associated with a significant
decrease in nutrient cations (Ca2þ, Mg2þ, Kþ) and increase in
sodium due to selective uptake of the cations by the plants
(Berthrong et al., 2009; Jobbagy and Jackson, 2004).

One of the most dramatic large-scale salinization
phenomena occurs in Australia (Allison and Barnes, 1985;
Allison et al., 1990; Cartwright et al., 2004, 2006, 2007b;
Fitzpatrick et al., 2000; Herczeg et al., 1993, 2001; Leaney
et al., 2003; Peck and Hatton, 2003; Scanlon et al., 2009a;
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Williams et al., 2002). The Australian case is used here to
describe the chemical evolution of solutes in the dryland envi-
ronment. The dryland salinization cycle (Figure 21) is a com-
plex process that begins with salt accumulation on the surface
and soil, precipitation and dissolution of nonsoluble (carbon-
ate) and soluble (gypsum and halite) minerals, and incongru-
ent silicate mineral reactions (Eugster and Jones, 1979; Hardie
and Eugster, 1970). The salts that accumulate in the soil are
flushed into the vadose zone. Two factors control the rate of
flushing: mineral solubility and soil physical properties such as
permeability. The different solubility of different minerals
leads to chemical separation of minerals within the unsatu-
rated zone; the higher the solubility of the mineral, the longer
will the ions derived from its dissolution travel in the unsatu-
rated zone. This process is also known as wetting and drying
and involves complete precipitation of dissolved salts during
dry conditions and subsequent dissolution of soluble salts
during wet periods (Drever and Smith, 1978). This results in
an uneven distribution of ions along the unsaturated zone:
Ca2þ, Mg2þ, and HCO3

" tend to accumulate at relatively shal-
low depths, SO4

2" at intermediate depths, and Naþ and Cl"

are highly mobilized to greater depths of the unsaturated zone.
The Na/Ca ratio fractionates along the travel of solute in the
vadose zone; Ca2þ is removed by precipitation of carbonate
minerals whereas Naþ remains in solution, or even increases
due to dissolution of halite. In addition, the mobilization of
Naþ triggers base-exchange reactions; Naþ is adsorbed on clay
and oxides, but the Ca2þ that is released from the adsorbed
sites is taken up by precipitation of soil carbonate.

The overall chemical composition of the solutes that are
generated in the dryland environment depends on the initial
fluid and soil compositions. In Australia, the solutes are de-
rived from marine aerosols and deposited on the soil (Herczeg
et al., 2001; Scanlon et al., 2009a). 14C ages of soil solutions

reveal that most of the recharge occurred during wet climatic
periods more than 20000 years ago (Leaney et al., 2003).
Likewise, decreases in 3H and 14C activities with groundwater
depth from the Shepparton Formation in the southeast
Murray Basin and northern Victoria, Australia, suggest domi-
nantly preland clearing vertical recharge (Cartwright et al.,
2006, 2007b). Consequently, with thousands of years of salt
accumulation and numerous wet and dry cycles through the
unsaturated zone, the saline groundwater in the dryland envi-
ronment has become ‘marine-like’ with a predominance of
Naþ and Cl" ions and Na/Cl and Br/Cl ratios identical to
those of seawater (Herczeg et al., 1993, 2001; Mazor and
George, 1992). In addition, the Australian salts lakes, which
represent groundwater discharge zones, are characterized by
marine chemical and isotopic (sulfur and boron) composi-
tions modified by internal lake processes (Chivas et al., 1991;
Vengosh et al., 1991a).

In addition to atmospheric deposition, water–rock interac-
tions, triggered by generation of acids from CO2 accumulation
and oxidation of organic matter in the soil, can modify the
original chemistry of the meteoric deposition. The ‘nonmarine’
signature of the saline groundwater and salt lakes in the west-
ern United States reflects the role of water–rock interactions in
shaping the chemical composition of both initial and evolved
groundwater in the arid zone in this region (Eugster and Jones,
1979; Hardie and Eugster, 1970). Numerous drying and wet-
ting cycles may also result in precipitation of halite minerals in
the saturated zone that change the chemistry of the recharge
solutions. Variations in Br/Cl ratios in water from the Honey-
suckle Creek area in the southeast Murray–Darling Basin in
Australia indicate that the transformed salts are derived from a
combination of both halite dissolution and a residual evapo-
rated solution (Cartwright et al., 2004).

The second factor that controls salinization of dry land
environments is the physical characteristics (e.g., permeability)
of the soil. In the arid zone of Australia, rainfall was not always
sufficient to leach the salts, and the clay layers in deep sodic
subsoil prevents downward movement of water and salts,
leading to a saline zone (Fitzpatrick et al., 2000). Differential
residence time and salinity due to aquifer permeability
was documented in groundwater from the Shepparton Forma-
tion in the southeast Murray Basin. Recharge in highly perme-
able paleovalleys produced relatively lower saline groundwater
(TDS%3000 mg l"1) with a ‘bomb pulse’ 36Cl signature, sug-
gesting relatively young recharge. In contrast, recharge in areas
of low permeability generated much higher salinity (TDS up to
60000 mg l"1) with low Br/Cl and low 36Cl activities. The
correlation between Br/Cl and R36Cl values suggests old halite
dissolution and slow transport through the impermeable
unsaturated zone (Cartwright et al., 2006).

In addition to the natural accumulation of salts in soil due
to the decrease of soil permeability (also called ‘subsoil
transient salinity’; Fitzpatrick et al., 2000), anthropogenic sali-
nization due to the rise of saline groundwater has also been
described in South Australia (Allison and Barnes, 1985; Allison
et al., 1990; Cox et al., 2002; Herczeg et al., 1993). The selective
leaching process in the unsaturated zone generates two types of
saline groundwater (1) Na–Cl groundwater; and (2) sulfate-
rich water. The rising of Na–Cl groundwater creates halite-
dominant soils, where chloride is the dominant anion. The
rising of sulfate-enriched groundwater creates three types of
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Figure 21 The dryland salinization cycle (the Australian model): (1) salt
accumulation and precipitation of minerals; (2) selective dissolution and
transport of soluble salts in the vadoze zone; (3) storage of salts
influenced by soil permeability; (4) leaching and salinization of
groundwater; (5) rise of saline groundwater; (6) capillarity evaporation of
rising groundwater; (7) soil salinization; and (8) lateral solute transport
and salinization of streams and rivers. Modified from Fitzpatrick RW,
Merry R, Cox J (2000) What are saline soils and what happens when they
are drained? Journal of Australian Association of Natural Resource
Management 6: 26–30.
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soils: (1) gypsic soil – under aerobic conditions and saturation
of calcium sulfate; (2) sulfidic soil – under anaerobic condi-
tions and sufficient organic carbon, bacteria uses the oxygen
associated with sulfate and produces pyrite; (3) sulfunic soil –
exposure of pyrite to oxygen in the air causes oxidation of
pyrite and formation of sulfuric acid, which consequently re-
duces the soil pH and enhances leaching of basic cations,
anions, and trace elements into the soil solution (Cox et al.,
2002; Fitzpatrick et al., 2000).

The differentiation of soil permeability due to clay content,
sodium uptake by clays, and mineral precipitation also pre-
vents salts from flushing downward through the unsaturated
zone, and causes lateral flow of saline soil solutions and shal-
low groundwater toward low-lying areas. The final stage of the
dryland cycle is salinization of adjacent streams and rivers that
occupy low-lying areas. The chemical composition of the sali-
nized river in the dryland environment reflects the net results
of salt recycling between soil, subsoil, groundwater, secondary
soil, soil solution, and surface water (Figure 21).

11.9.6 Anthropogenic Salinization

11.9.6.1 Urban Environment and Wastewater Salinization

The salinity of domestic wastewater is a function of the com-
bined salinity of the source water supplied to a municipality
and the salts added directly by humans (Figure 22). The ‘man-
made’ salts include detergents, washing powders, and salts
generated in daily household operations such as salts used
for dishwashers and for refreshing ion-exchange columns typi-
cally used in softeners. In Israel, for example, the average net
human contribution of chloride, sodium, and boron to domes-
tic wastewater were 125, 120, and 0.6 mg, respectively, for 1 l of
wastewater in the early 1990s (Hoffman, 1993; Vengosh et al.,
1994). Common treatment for sewage purification will reduce
the turbidity, the concentrations of organic constituents, and the

nutrient loads but will not remove the dissolved inorganic salts
unless sewage is treated through tertiary treatment such as desa-
lination (see Section 11.9.9). Consequently, in many arid and
semiarid countries, treated sewage is commonly saline. In Israel,
the chloride content of domestic sewage effluent from the Dan
metropolitan area was between 300 and 400 mg l"1 during the
early 1990s (Harussi et al., 2001; Vengosh et al., 1994).

Wastewater has become a valuable resource in many water-
deficient countries and reusing treated wastewater for agricul-
ture has substituted for natural water sources in some places in
Europe (Bixio et al., 2006, 2008), the United States (Crook and
Surampalli, 2005), and many Mediterranean (Maton et al.,
2010) and Middle East countries. In Israel, treated sewage
effluents have been increasingly used for agriculture (Friedler,
2001); from a total of 530$106 m3 of sewage produced in
2010, 355$106 m3 (about 75%) was treated and used for
irrigation (Israel Water Authority, 2011). Likewise, Jordan has
been increasingly using wastewater for the agricultural sector
(Al-Khashman, 2009; Carr et al., 2011; Hadadin et al., 2010).
Yet, the salinity and the presence of other inorganic constitu-
ents in wastewater pose a significant risk for soil and conse-
quently for aquifer salinization following decades of irrigation
(Banin and Fish, 1995; Beltrán, 1999; Fernandez-Cirelli et al.,
2009; Klay et al., 2010; Tarchouna et al., 2010). Soil and
groundwater salinization due to long-term application of
treated wastewater have been reported, for example, in
Israel (Gavrieli et al., 2001; Kass et al., 2005; Rebhun, 2004;
Ronen et al., 1987; Vengosh and Keren, 1996), Cape Cod,
Massachusetts, USA (DeSimone et al., 1997), Texas, USA
(Duan et al., 2011), Tunisia (Klay et al., 2010), southern France
(Tarchouna et al., 2010), Portugal (Stigter et al., 1998), and
Senegal (Re et al., 2011). It is therefore crucial to reduce the
salinity of wastewater if this resource is to become a sustainable
alternative water source for agriculture. Possible solutions for
salt reduction were outlined byWeber et al. (1996) and include
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Figure 22 The domestic wastewater salinization cycle: (1) supply water to a municipality; (2) salts added within the urban environment; (3) sewage
generation; (4) sewage treatment; (5) reuse of treated sewage for irrigation; (6) contamination of water resources.
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separation of saline effluents frommajor treated sewage streams
that are diverted from the sewage treatment plants; substitution
of sodium by potassium salts in ion-exchangers; construction of
centralized systems for the supply of soft water in industrial
areas that would eliminate the need for softeners and thus
reduce the impact of softener backwash saline water; precipita-
tion of Ca2þ andMg2þ in the effluents from ion-exchangers and
recycling of the NaCI solution; a reduction of the discharge of
salts by the meat-processing (koshering) process; and establish-
ing new membrane technology for salt removal in treated
wastewater effluents (Weber et al., 1996).

Boron is commonly high in domestic wastewater due to the
use of synthetic Na–borate additives derived from natural
Na–borate minerals that are used as bleaching agents
(Nishikoori et al., 2011; Raymond and Butterwick, 1992;
Vengosh et al., 1994; Waggott, 1969). Given that high concen-
trations of boron in irrigation water (>1 mg l"1 for most crops)
could be toxic for many plants (Bastias et al., 2010; Davis et al.,
2002; Karabal et al., 2003; Kaya et al., 2009; Lehto et al., 2010;
Papadakis et al., 2004; Reid, 2010; Scialli et al., 2010; Smith et al.,
2010; Sotiropoulos et al., 1999; Thompson et al., 1976), some
countries have set regulations for reducing boron additives in
detergents and washing powders. This has been implemented in
Israel; in 1999, the Israeli Ministry of Environment established a
new regulation to reduce the boron content in detergents from
8.4 g kg"1 (old standard) to 0.5 g kg"1 (2008 standard; Weber
and Juanicó, 2004). The result was a reduction in the boron
concentration in sewage from the Dan Region Sewage Reclama-
tion Project near Tel Aviv (the Shafdan) from about 0.9 mg l"1

before the regulation during the early 1990s (Vengosh et al.,
1994) to about 0.2 mg l"1 in 2006 (Kloppmann et al., 2009).

The typical chemical composition of saline domestic sew-
age is presented in Table 1. The use of household NaCl salt and
Na-rich and B-rich detergents results in typical ionic ratios of
Na/Cl>1, a low Br/Cl ratio (i.e., Br/Cl< seawater ratio due to
halite dissolution; Vengosh and Pankratov, 1998), and a high

B/Cl ratio (greater than seawater ratio of 8$10"4; Kloppmann
et al., 2008a; Leenhouts et al., 1998; Vengosh et al., 1994,
1999a; Widory et al., 2004). Since Na–borate additives are
derived from natural borate deposits (mainly from the western
United States, Turkey, and China), the boron isotopic compo-
sition of wastewater is similar to the mineral borate isotopic
ratios, with a typical d11B range of 0–10% (Eisenhut et al.,
1995; Vengosh et al., 1994). This isotopic composition is
different from those of other salinity sources (e.g., seawater
intrusion with d11B>39%; Figure 23) and thus several studies
have utilized this method for tracing wastewater contamina-
tion in water resources (Bassett et al., 1995; Eisenhut et al.,
1995; Hogan and Blum, 2003; Kloppmann et al., 2008a;
Leenhouts et al., 1998; Vengosh et al., 1994, 1999a; Widory
et al., 2004). The anthropogenic sulfate in wastewater also has
a distinctive isotopic ratio (Houhou et al., 2010; Torssander
et al., 2006). This tracer was used to detect pollution of the
Arno River in northern Tuscany with a distinctive sulfur isoto-
pic ratio (d34SSO4

¼6–8%; Cortecci et al., 2007), urban
groundwater contamination in Metro Manila, Philippines
(Hosono et al., 2010), shallow groundwater of the Taipei
urban area (Hosono et al., 2011), and groundwater from Shui-
cheng Basin, southwestern China (Li et al., 2010).

One of the major sources of salts that affect the salinity of
domestic wastewater is the discharge of softener backwash
effluent. In suburban and rural areas, where the local ground-
water supply is hard (high Ca2þ and Mg2þ concentrations),
softener backwash may be an important salinity source for the
local watershed and groundwater. In the Greater Phoenix Met-
ropolitan Area, Arizona, a population of 12 million people
annually generated 45500 tons of salts to wastewater from
water softeners, which constitutes %39% of the city’s salt con-
tribution (Daugherty et al., 2010). Kelly et al. (2008) estimated
that an average of 125 kg year"1 of salts are used for softening
per house in rural communities in southeastern New York.
Similarly, residential development in the Detroit metropolitan
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area resulted in increasing salinity in local streams (Thomas,
2000). During regeneration (refreshing) of softeners, an NaCl
solution is passed through a resin and releases, by ion-
exchange reactions, the adsorbed Ca2þ and Mg2þ ions
that are retained from the supply water in order to increase
the reactivity of the softener for the next load of Ca- and
Mg-rich supply water. The chloride and sodium contents in
backwash brine can reach to 10000 and 6000 mg l"1, respec-
tively (Gross and Bounds, 2007). While sodium may be
retained during the regeneration process due to the release
Ca2þ and Mg2þ ions, excess utilization of NaCl solution for
regenerationmasks this differential uptake of sodium, resulting
in Na/Cl ratios close to unity in backwash effluents. In addition
to the large potential salinization of softener backwash efflu-
ents, introducing these brines into septic tanks, which are
common in many private homes in rural areas in the United
Sates, inhibits anaerobic digestion and thus reduces the effi-
ciency of biological remediation such as nitrifying micro-
organisms. Consequently, nitrogen removal in septic tanks
could be inhibited in systems receiving water softener back-
wash brine (Gross and Bounds, 2007).

11.9.6.2 Deicing and Salinization

Another significant source of anthropogenic salinization is the
use of road deicing salts. Salt has been used for road deicing for
several decades, particularly in the eastern and northeastern
states of the United States and Canada. The use of road salt has
improved fuel efficiency and reduced accidents, yet at the same
time has caused salinization of associated watersheds and
groundwater. The use of rock salt for road deicing in the United
States has dramatically increased in the last 75 years (Jackson
and Jobbagy, 2005; Richter and Kreitler, 1993). Contamina-
tion of water resources can occur from leaking of brine gener-
ated in storage piles of salt (Wilmoth, 1972) and from the
dissolution of salts applied onto the roads (Howard and
Beck, 1993; Williams et al., 2000). Deicing salts were found
to be the major salinity source of the North Branch of the
Chicago River through direct runoff flow and wastewater efflu-
ent discharge in the large metropolitan area of Chicago
(Jackson et al., 2008). In cases where salt is applied as a
powder, salt particles may become airborne and be transported
considerable distances downwind (Jones and Hutchon, 1983;
Richter and Kreitler, 1993). Kaushal et al. (2005) showed that
widespread increases in suburban and urban development in
the northeastern United States are associated with a continu-
ous increase in chloride concentrations in local streams: from
less than 10 mg l"1 during the late 1960s to 100 mg l"1 during
the late 1990s. During winter, some streams in Maryland,
New York, and NewHampshire have exceedingly high chloride
concentrations (>4600 mg l"1), up to 100 times greater than
unimpacted forest streams during summer (Kaushal et al.,
2005). Kelly et al. (2008) showed that between 1986 and
2005 chloride and sodium concentrations in a rural stream in
southeastern New York increased by rates of 1.5 and 0.9 mg l"1

per year, respectively. The average chloride concentration in-
creased from %15 mg l"1 in 1986 to about 50 mg l"1 in 2005
(Kelly et al., 2008). If the chloride rise is extrapolated into the
next century, it seems that many rural streams in the northeast
of the United States will have baseline chloride contents

exceeding the drinking water threshold of 250 mg l"1

(Jackson and Jobbagy, 2005). Hence, increases in roadways
and deicer use are causing salinization of freshwaters, degrad-
ing habitat for aquatic organisms, and impacting large supplies
of drinking water for humans throughout the region. Likewise,
a survey of 23 springs in the Greater Toronto Area of southern
Ontario in Canada recorded high chloride levels (up to
1200 mg l"1), resulting from the winter application of road
deicing salts (Williams et al., 2000).

The most common road deicing practice is to apply pure
sodium chloride to main urban roads and highways. Calcium
chloride salt is also used but not as frequently since it is
more expensive and known to make road surfaces more slip-
pery whenwet (Richter and Kreitler, 1993). Hence, the predom-
inant geochemical signal of road deicing is Na–Cl composition
with a Na/Cl ratio close to unity (Table 1; Howard and
Beck, 1993). In contrast, the use of calcium chloride salt
would result in saline water with a Ca–chloride composition
and Na/Cl'1.

11.9.6.3 Agricultural Drainage and the Unsaturated Zone

The salinity of agriculture return flow is controlled by (1) the
composition of the parent irrigationwater; (2) the composition
and source of additive commercial chemicals (e.g., nitrogen
fertilizers, gypsum, dolomite, boron compounds), pesticides,
and herbicides; and (3) the nature of the soil through which the
irrigationwater flows (Beltrán, 1999; Böhlke, 2002; Böhlke and
Horan, 2000; Causape et al., 2004a,b; Corwin et al., 2007;
Garcia-Garizabal and Causape, 2010; Gates et al., 2002;
Johnson et al., 1999; Milnes and Renard, 2004; Suarez, 1989;
Tanji and Valoppi, 1989; Tedeschi et al., 2001; Westcot, 1988).
In the western United States, for example, saline drainage
waters from the Imperial Valley in southern California are
characterized by high sodium (Na/Cl>1), sulfate, and boron
and typically low Br/Cl ratios (Table 1; data from Schroeder
and Rivera, 1993). The conspicuously low Br/Cl ((3–4)$10"4)
in the drainage water is one order of magnitude lower than
seawater (1.5$10"3) or atmospheric (>1.5$10"3) ratios
(Figure 12; Davis et al., 1998). While this composition could
be related to the chemistry of the Colorado River, which is the
major water source for irrigation in this area, the high concen-
tration of selenium in the drainage water is attributed to mo-
bilization from oxidized alkaline soils derived predominantly
from natural seleniferous marine sediments (Hern and Feltz,
1998; Grieve et al., 2001; Rhoades et al., 1989; Schroeder and
Rivera, 1993; seeChapter 11.2). As a result, agricultural practices
have caused significant changes in groundwater geochemistry
due tomobilization of natural contaminants and intensification
of water–rock interactions that further enhance water minerali-
zation (Böhlke and Irwin, 1992).

The salinity of agricultural return flow also depends on the
balance between the amount of salt entering the soil and the
amount of salt that is removed (Westcot, 1988). A change from
natural vegetation to agricultural crops and the application of
irrigation water may add salts to the system. The amount of
salt is further increased, as evaporation and transpiration ex-
ceed recharge. Approximately 60% of the supplied irrigation
water will be transpired through growing crops but the major-
ity of salts remain in the residual solution. Consequently,
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adequate drainage is one of the key factors that control soil
salinization; nevertheless, the nonreactivity of some of the
soluble salts (i.e., conservative ions) makes them a long-term
hazard.

The salinity of agricultural return flow is also a function of
the salinity of the soil. In arid and semiarid areas, the natural
salinity of the soil is high and thus flushing with irrigation
water enhances salt dissolution in the soil. In some cases, the
occurrence of contaminants in the protolith lead to high
concentrations in agricultural effluents. A survey of the qual-
ity of drainage water in the western United States shows that
the drainage waters are typically saline with elevated concen-
trations of sodium, selenium, boron, arsenic, and mercury
(Hern and Feltz, 1998). In San Joaquin Valley, Salinas Valley,
and Imperial Valley in California, drainage waters are highly
saline and contaminate the associated ground- and surface
waters (Amrhein et al., 2001; Glenn et al., 1999; Kharaka
et al., 1996; Rhoades et al., 1989; Schroeder and Rivera,
1993). For example, the agricultural drainage salt generation
during irrigation of crops in San Joaquin Valley in California
annually exceeds 600000 tons, which accumulates at a rapid
rate, causing serious concern for the environment and the
local agricultural industry (Jung and Sun, 2001). The soil
reactivity is also enhanced by the composition of the irriga-
tion water and added fertilizers. As high salinity is typically
associated with high sodium content, exchangeable sodium
replaces exchangeable calcium. As a result, the soil becomes
impermeable. The ‘sodium hazard’ is expressed as the ‘so-
dium adsorption ratio,’ which represents the relative activity
of sodium ions in exchange reactions with soil. Typically,
irrigation waters with SAR values higher than 10 are consid-
ered to be sodium hazards (e.g., San Joaquin Valley; Mitchell
et al., 2000). In cases of high SAR soil, gypsum or calcium
carbonate can be applied to reverse the sodium exchange and
improve soil physical properties (Agassi et al., 2003; Keren,
1991; Keren and Ben-Hur, 2003; Keren and Klein, 1995;
Keren and Singer, 1988; Li and Keren, 2008, 2009; Nadler
et al., 1996; Tarchitzky et al., 1999).

The chemical composition of agricultural drainage
(Figure 24) is influenced by the quality of the water source
that is used for irrigation. In many water-scarce areas, the only
available water for irrigation is treated domestic sewage.
Hence, the end product of urban wastewater (Figure 22) can
be the initial water for agriculture (Figure 24). Other types of
marginal waters (e.g., brackish waters) may also affect the
salinity of agricultural return flows.

The second factor that determines the chemistry of the
agriculture cycle is fertilizers and other types of additives that
are directly added to the irrigation water. Nitrate is the pre-
dominant ion contributed by fertilizers (McMahon et al.,
2008). Böhlke (2002) showed that artificial fertilizer is the
largest nonpoint source of nitrogen in rural areas, consistent
with the global increase in the use of nitrogen fertilizer since
the middle of the twentieth century. Nitrate derived from
fertilizers is characterized by relatively low d15NNO3

values
("4% toþ3%; Kendall and Aravena, 2000, and references
therein). (d15NNO3

¼ [(15N/14N)sample/(
15N/14N)AIR–1]$103.

AIR refers to N2 in air (Coplen et al., 2002).) Other major
forms of nitrogen applied to crops are urea, (CO(NH2)2),
ammonia (NH3), ammonium nitrate (NH4NO3), and animal
manure (Böhlke, 2002; Kendall and Aravena, 2000).

In addition to nitrogen application, other types of amman-
dates are added to the irrigation water. These include dolomite
to provide calcium and magnesium for plant growth and to
neutralize acid soils (Böhlke, 2002), and gypsum, which is
used in soil with irrigation water having high SAR values in
order to neutralize the exchangeableNaþ in the soil (e.g., Salinas
Valley, California; Vengosh et al., 2002). In addition, applica-
tion of KCl salts as fertilizers results in chloride contamination,
and use of Na–borate or Ca–borate fertilizers in boron-depleted
soil contributes boron (Komor, 1997). The use of soil fumigants
like ethylene dibromide (EDB) (Böhlke, 2002; Doty et al., 2003;
Redeker et al., 2000) can lead to degradation and release of
bromide to groundwater, as evidenced by conspicuously high
Br/Cl ratios in shallow groundwater underlying strawberry cul-
tivation in the Salinas Valley (Vengosh et al., 2002).

Treated waste water      Natural 

Leaching to groundwater

Agriculture
return flow

Source water
(1)

Amendment
(2)

Irrigation
water

Soil salinization
(4)

(3)

(5)

(6) (6)

Figure 24 The agriculture salinization cycle: (1) supply water for irrigation; (2) salts added with fertilizers and amendment treatment; (3) generation
of irrigation water; (4) soil salinization; (5) formation of agricultural return flow; (6) possible contamination of water resources.
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Another source of salinity that is associated with agricul-
tural activity is animal waste, including cattle (Gooddy et al.,
2002; Hao and Chang, 2003; Harter et al., 2002; Hudak, 1999,
2000a,b, 2003; Hudak and Blanchard, 1997) and swine
manure (Krapac et al., 2002). It has been demonstrated that
the salinity of soil and underlying groundwater increases
significantly following long-term manure applications (Hao
and Chang, 2003; Hudak, 1999, 2000a,b, 2003; Hudak and
Blanchard, 1997; Krapac et al., 2002). Manure often has high
concentrations of chloride (1700 mg l"1 in swine manure),
sodium (840 mg l"1), potassium (3960 mg l"1), and ammo-
nium with d15NNO3

values>9% (Krapac et al., 2002). Animal
waste is also characterized by high Br/Cl ratios; cattle, horse,
and goat wastes with Br/Cl ranging from 2.6$10"3 to
127$10"3 (Hudak, 2003) were shown to affect groundwater
in Spain and Portugal (Alcalá and Custodio, 2008). In general,
saline groundwater with high nitrate (with high d15NNO3

)
combined with high Br/Cl and K/Cl ratios suggests contami-
nation from animal wastes.

The third stage in the agriculture cycle (Figure 24) is
transport and reactivity with the unsaturated zone. The un-
saturated zone acts as a buffer and modifies the original
chemical composition of the irrigation water (or any other
recharge water). Microbial oxidation of ammonium releases
protons (Hþ) that generate acidity along with nitrate produc-
tion in soils (Böhlke, 2002) that may induce dissolution of
calcium carbonate minerals (Curtin et al., 1998; De Boer and
Kowalchuk, 2001; Furrer et al., 1990; Murkved et al., 2007;
Rudebeck and Persson, 1998; Vance and David, 1991). Con-
sequently, nitrate-rich waters in carbonate aquifers are asso-
ciated with high calcium derived from dissolution of the
aquifer matrix. For example, in the mid-Atlantic coastal
plain in the United States, groundwater recharged beneath
fertilized fields has a unique Ca–Mg–NO3 composition with
positive correlations between nitrate and other inorganic con-
stituents such as Mg2þ, Ca2þ, Sr2þ, Ba2þ, Kþ, and Cl"

(Hamilton and Helsel, 1995; Hamilton et al., 1993). In the
Gaza Strip, which is part of the Mediterranean coastal aquifer,
dissolution of the Pleistocene carbonate aquifer matrix is
reflected in high 87Sr/86Sr ratios in nitrate-rich groundwater,
relative to groundwaters with lower nitrate concentrations
that are associated with lower 87Sr/86Sr ratios (Vengosh
et al., 2005).

Using irrigation water that is enriched in sodium with high
SAR values triggers ion-exchange reactions (Agassi et al., 2003;
Keren, 1991; Keren and Ben-Hur, 2003; Keren and Klein, 1995;
Keren and Singer, 1988; Li and Keren, 2008, 2009; Nadler
et al., 1996; Stigter et al., 1998; Tarchitzky et al., 1999). The
capacity of ion exchange on clay minerals is limited, however,
and depends on various lithological (e.g., clay content) and
environmental (e.g., pH, solute composition) factors. None-
theless, the uptake of Naþ and release of Ca2þ (and Mg2þ) is a
major geochemical modifier that is associated with transport of
irrigation water in the unsaturated zone. The Na/Cl ratio is a
good indicator of the efficiency of the base-exchange reactions;
low Na/Cl ratios (i.e., below the original value of the irrigation
water) reflect continuation of exchange reactions whereas
the increase of the Na/Cl ratio toward the original Na/Cl
value of the irrigation water suggests exhaustion of the exc-
hangeable sites and reduction in the clay capacity for exchange

reactions (Vengosh and Keren, 1996). Kass et al. (2005)
showed that irrigation with Ca-rich water causes an opposite
reaction where Naþ is released and the residual groundwater
has an Na/Cl that is higher than that of the irrigation water.
Similarly, the ability of clay minerals to adsorb reactive ele-
ments (e.g., boron, potassium) is limited, and after long-term
recharge or irrigation, the capacity of adsorption decreases
(DeSimone et al., 1997; Stigter et al., 1998; Vengosh and
Keren, 1996). In most cases, the potassium level in groundwa-
ter is low and the K/Cl ratios in groundwater associated with
agricultural recharge are typically low due to adsorption of
potassium onto clay minerals (Böhlke, 2002).

The amount of organic load associated with anthropogenic
contamination and redox conditions also controls the reactiv-
ity of the unsaturated zone and consequently the salinity of
associated water. In aerobic conditions, the degradation of
organic matter will enhance acidity and result in accumulation
of HCO3

" and Ca2þ due to dissolution of the carbonate matrix
of the host aquifer. In addition, the contents of sulfate and
nitrate are expected to vary conservatively under oxic condi-
tions in the unsaturated zone. Thus, high sulfate and nitrate
contents, which are common in many irrigation waters, would
also be preserved in underlying groundwater. In contrast, in
anaerobic conditions, sulfate and nitrate reduction will en-
hance calcium carbonate precipitation, and hence sulfate (by
sulfate reduction), nitrate (denitrification), and calcium (pre-
cipitation) will be removed during flux to the unsaturated zone
(Böhlke, 2002; Böhlke and Horan, 2000; Gooddy et al., 2002).
Under anaerobic conditions, the original chemical signature of
the agricultural return flow would therefore be modified and
the residual underlying groundwater would become relatively
depleted in sulfate and nitrate concentrations, with high
d34SSO4

and d15NNO3
values relative to the irrigation water.

11.9.7 Salinity and the Occurrence of Health-Related
Contaminants

Salinization of water resources is often associated with an in-
crease in the concentrations of associated contaminants, includ-
ing inorganic constituents (e.g., fluoride, arsenic, boron, and
radium), organic compounds such as toxic disinfection bypro-
ducts, and biological contaminants such as toxic saltwater
algae. The occurrence of these contaminants in water resources
has important implications for possible bioaccumulation in
plants and the food chain, toxicity of the water, and direct
effects on human health.

As shown in this section, numerous studies have shown
that the concentrations of trace elements in water resources
are typically correlated with the overall water salinity. In sur-
face water, this positive correlation is directly linked to evapo-
ration and the apparent conservative behavior of trace
elements in the water. In groundwater, this correlation may
be derived from surface evaporation of recharged water during
the replenishment process, water–rock interactions that mobi-
lize both major and trace elements, or the net salinity impacts
on the solubility and/or reactivity of inorganic trace metals,
resulting in progressively higher contents of trace elements
with increasing salinity.

352 Salinization and Saline Environments



11.9.7.1 Fluoride and Salinity

Many water resources in China, eastern Africa, and India are
characterized by high fluoride contents that are associated with
elevated salinity and cause widespread dental and skeletal
fluorosis (Ayenew et al., 2008; D’Alessandro et al., 2008;
Misra and Mishra, 2007; Mor et al., 2009; Rango et al., 2009,
2010a,b,c; Shiklomanov, 1997; Viero et al., 2009). An example
of fluoride contamination in lakes and groundwater is the Cen-
tral Rift Valley of Ethiopia (Rango et al., 2009, 2010a,b,c, 2013),
where fluoride concentrations linearly increase with salinity
in both groundwater and alkaline (pH 10) lakes (Figure 25).
While the linear relationships in groundwater reflect mobiliza-
tion of fluoride together with major elements such as Naþ and
HCO3

" (Figure 25) due to weathering of amorphous glass
in the young basalts of the Rift Valley (Rango et al., 2010b), in
alkaline lakes these correlations are due to surface evaporation
and the associated concentration of ions. The salinization of
groundwater and lakes in the Ethiopian Rift Valley has therefore
direct implications for the levels of health-related contaminants
such as fluoride. Since the local rural population in the East
African Rift Valley consumes groundwater primarily as drinking
water, the high fluoride levels in groundwater result in a high
frequency of fluorosis (Rango et al., 2009, 2010a,b,c, 2012). In
addition to fluoride, the extensive weathering of the basaltic
rocks leads to mobilization of other health-related trace element
contaminants to the groundwater such as arsenic, boron, and
vanadium (Rango et al., 2010a).

11.9.7.2 Oxyanions and Salinity

The relationship between salinity and oxyanions, particularly
arsenic, selenium, and boron, depends on two key factors:
(1) the speciation of the oxyanions as a function of environ-
mental conditions such as pH, redox state, temperature,

pressure, and salinity; and (2) the type of bond that the ox-
yanion species makes with surface functional groups in oxides
and clay minerals; an oxyanion may form an inner-sphere com-
plex (i.e., a chemical bond that is typically covalent between the
oxyanion and the electron-donating oxygen ion without the
presence of water molecules) or an outer-sphere complex (i.e., an
ion pair in which the oxyanion and the surface functional
groups are separated by one or more water molecules; McBride,
1977; Sposito, 1984; Stumm and Morgan, 1995). While ionic
strength has no effect on the degree of adsorption through
inner-sphere complex formation, high salinity will reduce the
adsorption of outer-sphere-forming ions because adsorption is
suppressed by the competition of other anions (McBride,
1977). The affinity of oxyanion species to form surface com-
plexes (inner- or outer-sphere complexes) depends on the
valence of the adsorbed species. Increasing salinity will
therefore reduce the adsorption capacity of some oxyanions
species and increase their concentrations in the residual saline
water.

11.9.7.2.1 Arsenic
The extent to which arsenic mobilization is affected by salinity
depends on its valence state. As shown in Chapter 11.2 at
near-neutral pH, oxidized As(V) (arsenate) occurs as anionic
H2AsO4

" or HAsO4
2", subject to pH-sensitive adsorption onto

metal oxides. Under reducing conditions, arsenic aquatic spe-
cies are composed of arsenite (As(III)) in which the uncharged
H3AsO3

0 is dissociated to H2AsO3
" (pKa¼9.3). Conse-

quently, at pH<9 the uncharged H3AsO3
0 is less effectively

adsorbed than the anionic As(V) form. Given the differential
reactivity of arsenic species, the relationship of arsenic with
salinity depends primarily on the redox conditions. Previous
studies have shown that under oxic conditions, arsenate
(H2AsO4

" and HAsO4
2" are the predominant species at neu-

tral pH) adsorption onto Fe and Al amorphous oxides is
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Figure 25 Fluoride and bicarbonate concentrations versus TDS (mg l"1) in groundwater (red circles) and lakes (blue squares) from the Central
Rift Valley in Ethiopia. While groundwater mineralization induces fluoride mobilization, evaporation processes further increase fluoride contents in
alkaline (pH 10) lakes. Data from unpublished results, Duke University.
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through an inner-sphere complex, which is not associated with
the ionic strength of the solution (Goldberg and Johnston,
2001; Liu et al., 2008). In contrast, under reduced conditions,
arsenite adsorption on amorphous Al oxides reaches an
adsorption maximum at around pH 8 but decreases with in-
creasing ionic strength (i.e., outer-sphere complex mechanism;
Goldberg and Johnston, 2001). Thus, salinization under
reduced conditions and neutral pH results in high As contents
in the salinized water.

In addition to the possible direct effect of ionic strength on
As adsorption, salinization of surface water could indirectly
affect As distribution. One possible scenario is salinity-induced
stratification of lake water that would generate reducing con-
ditions in the bottom water, produce arsenite species, and,
consequently, decrease the reactivity of the overall arsenic
with oxides in sediments. For example, As contents were
found to be linearly correlated with chloride contents in evap-
oration ponds from the San Joaquin Valley of California, in
conjunction with the increase of the arsenite fraction of the
total arsenic and organic arsenic. This trend was associated
with increasing reducing conditions (high dissolved organic
matter, low dissolved oxygen, and elevated sulfide concentra-
tions) in the evaporation ponds (Gao et al., 2007). Although
some removal of As to sediments in the pond was monitored
(Gao et al., 2007), the reduced noncharged arsenic species was
less reactive, resulting in the apparent conservative behavior of
arsenic in the ponds. Likewise, saltwater intrusion into coastal
and delta aquifers typically generates anoxic conditions, which
will favor formation of uncharged arsenite species and will
decrease arsenic removal. This was demonstrated in the re-
duced and high-salinity groundwater from the Red River
Delta in Vietnam (Jessen et al., 2008). Another example of
the high correlation between As and salinity under reduced
conditions is oil field brines, as petroleum reservoir waters
from sedimentary basins in southeastern Mexico show maxi-
mum As concentrations of 2000 mg l"1 and a linear correlation
with chloride content (Birkle et al., 2010).

Changes in salinity could also affect the environmental
conditions that control the resilience of anaerobic bacteria,
which grow by dissimilatory reduction of As(V) to As(III)
(Blum et al., 1998). As demonstrated in the hypersaline alka-
line Mono and Searles lakes in California, lake salinity can
control the rate of microbial activity, such as arsenate reduction
and arsenite oxidation, as well as the microbial population that
triggers different biogeochemical reactions (e.g., denitrification
and arsenate reduction; Blum et al., 1998; Kulp et al., 2007).

In oxic groundwater, where arsenate (As(V)) is the domi-
nant species, salinity should not, in principle, affect As mobi-
lization. Nonetheless, correlations between As and salinity
have been observed in oxic groundwater from the Southern
High Plains aquifer in Texas (Scanlon et al., 2009b) and the
Sali River alluvial basin in northwest Argentina (Nicolli et al.,
2010). While in Texas this correlation has been attributed to
mixing of low saline groundwater with As-rich saline ground-
water from the underlying Triassic Dockum aquifer (Scanlon
et al., 2009b), in the shallow oxic aquifer in Argentina, the
correlation results from evaporation combined with the high
pH and NadHCO3 composition of the water that apparently
reduces As adsorption (Nicolli et al., 2010). Likewise, in oxic
groundwater from the Rift Valley of Ethiopia in which sodium

and bicarbonate are the major components of the dissolved
constituents (Figure 25), a positive correlation is observed
between As and TDS, suggesting that As is derived from weath-
ering of the volcanic glass (Rango et al., 2010b).

11.9.7.2.2 Selenium
Selenium is both a micronutrient essential for animal nutrition
and a potentially toxic trace element for ecological systems.
The US EPA has set a limiting factor of 5 mg l"1 for criterion
continuous concentration, which is an estimate of the highest
concentration of a material in surface freshwater to which an
aquatic community can be exposed indefinitely without result-
ing in an unacceptable effect (US Environmental Protection
Agency, 2011a). As shown in Chapter 11.2, the dominant
inorganic Se species are selenite, Se(IV), and selenate, Se(VI).
While selenate is thermodynamically stable under oxidizing
conditions, the transformation rates of Se(IV) to Se(VI) are
sufficiently slow that both species can coexist in water in oxic
environments (Masscheleyn et al., 1990). The reduced form,
selenite, is strongly adsorbed by oxides while selenate adsorbs
weakly and is readily leached to water (Dzombak and Morel,
1990). While the strong adsorption of selenite (SeO3

2" species)
is through inner-sphere surface complexes, the weak adsorption
of selenate is through outer-sphere complexes and therefore is
salinity-dependent (Hayes et al., 1988). This was demonstrated
in experimental column studies, which showed that selenate is
more mobile than other conservative anions such as sulfate and
chloride (Goldhamer et al., 1986).

High correlations between selenium and salinity were
reported in shallow groundwater from the San Joaquin
Valley in California (Deverel and Fujii, 1987; Deverel and
Gallanthine, 2007; Presser and Swain, 1990; Schoups et al.,
2005; Tanji and Valoppi, 1989), brines of the Salton Sea in
California (Schroeder et al., 2002), saline seeps associated with
cultivated drylands of the Great Plains region of North America
(Miller et al., 1981), and stream discharge to the Ashley
Creek, part of the Upper Colorado River Basin in Utah (Naftz
et al., 2008).

11.9.7.2.3 Boron
Boron is an essential element for plant growth but can be toxic
at higher levels in irrigation water or soil solutions (Bastias
et al., 2010; Davis et al., 2002; Karabal et al., 2003; Kaya et al.,
2009; Lehto et al., 2010; Papadakis et al., 2004; Reid, 2010;
Scialli et al., 2010; Smith et al., 2010; Sotiropoulos et al., 1999;
Thompson et al., 1976). Numerous studies have shown that
boron concentrations in water are highly correlated with salin-
ity. Yet, boron can be reactive with clay minerals and oxides.
Boron in aquatic solutions occurs as uncharged boric acid
(B(OH)3

0) and borate ion (B(OH)4
") species. The distribution

of boron species in solution is controlled by pH and the
dissociation of boric acid to borate ion depends on the tem-
perature, pressure, and salinity (Figure 26; Dickson, 1990a;
Millero, 1995). Empirical data calculated from Millero
(1995) and Dickson (1990a) show that an increase in the
salinity of water reduces the pKB (KB is the dissociation con-
stant of boric acid; Figure 26). Figure 27 illustrates the changes
in the boron species distribution from freshwater salinity
(pKB¼9.2) to seawater salinity (pKB¼8.6 at 25 (C). The higher
pKB values under low salinity conditions implies a higher
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proportion of the borate ion in solution at pH below 9, and
thus salinization will lead to a lower fraction of boric acid
for a given pH (Figure 26).

Numerous experimental studies have shown that the ad-
sorption of boron on oxides and clay minerals increases with
pH at a maximum range of 8–9. The increase of adsorption
with pH has led to the suggestion that the magnitude of borate
ion (B(OH)4

" ) adsorption onto oxides and clay minerals is
higher than that of the uncharged boric acid (Keren and Gast,
1981; Keren and Oconnor, 1982; Keren and Sparks, 1994;
Keren et al., 1981; Mezuman and Keren, 1981). In contrast,
Su and Suarez (1995) argued that uncharged boric acid is also
adsorbed onto positively charged surfaces at low pH, and that
the maximum adsorption of boric acid to form trigonally
coordinated surface species occurs at a pH closer to the pKB

value of boric acid. Under higher pH conditions, the concen-
trations of hydroxyl ions increase and compete with borate
ions for adsorption sites (Su and Suarez, 1995).

Experimental studies have also shown that boron adsorp-
tion onto oxides and clay minerals increases with ionic
strength (Goldberg et al., 1993; Keren and Sparks, 1994;
McBride, 1977). The effect of ionic strength suggests a mecha-
nism involving an adsorption through an outer-sphere com-
plex (McBride, 1977), which is salinity-dependent. However, it
was found that this salinity effect is not universal and an inner-
sphere adsorption mechanism applies for goethite, gibbsite,
and kaolinite minerals while an outer-sphere adsorption (i.e.,
salinity-dependent) mechanism occurs for adsorption onto
montmorillonite and bulk soils (Goldberg et al., 1993).

As shown in Figure 27, a rise in salinity will increase the
fraction of borate ion in solution in the pH range of 7.5–9.
Thus, a higher fraction of borate ion, which seems to be more
effectively adsorbed, could result in overall higher boron re-
tention with salinity. Since boron adsorption is associated with
isotopic fractionation in which 11B tends to incorporate pref-
erentially into the trigonal species while 10B is selectively frac-
tionated into the tetrahedral form, selective removal of 10B

(OH)4
" to the solid phase results in enriched 11B/10B ratios

in the residual solution (Palmer et al., 1987; Spivack et al.,
1987; Vengosh and Spivack, 2000). Consequently, despite the
increase of boron concentration with salinity, in many cases,
the salinization phenomena are accompanied by an increase in
boron adsorption with lower boron to chloride ratios and
higher d11B values relative to the expected theoretical mixing
relationships between saline and freshwater end members.
This was demonstrated in studies of seawater intrusion and
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salinization by wastewater (Vengosh et al., 1994), salinization
of groundwater in the Salinas Valley in California (Vengosh
et al., 2002), and in the Mediterranean coastal aquifer of Israel
(Vengosh et al., 1999b).

11.9.7.3 Naturally Occurring Radionuclides and Salinity

Groundwater may contain naturally occurring radionuclides
produced during the decay of 238U, 235U, and 232Th (see
Chapter 11.6). Uranium (U) is a source of kidney toxicity
as well as alpha radiation (US Environmental Protection
Agency, 2000). High concentrations (activities) of naturally
occurring radium (Ra), a decay product of 238U and 232Th, in
drinking water increase the risks of developing osteosarcoma
(bone cancer) and other health problems (Cohn et al., 2003;
US Environmental Protection Agency, 2000). High levels of Ra
in groundwater have been reported in reduced (Cecil et al.,
1987; Vinson et al., 2009), acidic (Cecil et al., 1987; Dickson
and Herczeg, 1992; Herczeg et al., 1988; Szabo and Zapecza,
1987; Vinson et al., 2009), and thermal waters (Kitto et al.,
2005; Sturchio et al., 1993), as well as in low-saline fossil
groundwater such as the Nubian Sandstone (Disi) aquifer in
Jordan (Vengosh et al., 2009). Yet, the most common phenom-
enon is the high correlation between radium abundance and
salinity (Carvalho et al., 2005; Hammond et al, 1988; Kraemer
and Reid, 1984; Krishnaswami et al., 1991; Moatar et al., 2010;
Moise et al., 2000; Otero et al., 2011; Raanan et al., 2009;
Sturchio et al., 2001; Tomita et al., 2010 ; Vinson, 2011).
Most of these studies have shown that the radium adsorption
coefficient is decreased with increasing salinity, probably due
to competition with other dissolved cations for adsorption
sites (Dickson, 1990b; Krishnaswami et al., 1991; Sturchio
et al., 2001; Webster et al., 1995).

A field-based experiment of MgCl2 brine injection into
fractured metamorphic and granitic rocks from the Hubbard

Brook Experimental Forest in New Hampshire, USA, resulted
in a large release of 226Ra (from near zero to 1200 dpm l"1)
from ion-exchange sites on the fracture surfaces. This brine
injection experiment demonstrated that when transient cation
solutions are introduced to an aquifer system as part of salt
water flow in an aquifer (e.g., seawater or brine intrusion, road
salts applications, migration of leachates from landfills), sig-
nificant Ra mobilization can occur from the aquifer rocks to
groundwater (Wood et al., 2004).

In addition to salinity, the chemical composition of saline
water also controls the retardation of Ra and the relationship
with salinity (Tomita et al., 2010; Vinson, 2011). For example,
sulfate-rich saline water is associated with Ra co-precipita-
tion with secondary barite minerals, whereas reduced con-
ditions trigger Ra mobilization from adsorbed sites due to
reductive dissolution of Fe and Mn oxides in which radium is
highly retained (Vinson, 2011). The control of both salinity
and the redox state on Ra activity has been shown in several
studies (e.g., Cecil et al., 1987; Sturchio et al., 2001; Vinson
et al., 2009) and is illustrated in the case of the saline ground-
water from the Cretaceous carbonate aquifer (Judea Group)
in the Negev, Israel (unpublished data), that shows a linear
correlation of 226Ra with salinity and a reverse correlation
with dissolved oxygen (Figure 28).

11.9.7.4 Trihalomethanes and Salinity

Chlorine disinfection is widely employed in municipal water
systems. Elevated chloride and bromide contents in supply
waters can lead to the formation of toxic disinfection bypro-
ducts, such as trihalomethanes (THMs), and specifically bro-
minated THMs (e.g., bromodichloromethane – BDCM),
during the chlorine disinfection process. The extent to which
chlorine disinfection results in the formation of these
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byproducts depends on the content and type of organic matter
present, the quantity of chlorine used, pH, temperature, and
reaction time (Chowdhury et al., 2010b). Epidemiological and
toxicological studies have reported that brominated THMs such
as BDCM are more carcinogenic than their chlorinated analogs
(Krasner et al., 2002; Miltner et al., 2008; Nobukawa and Sanu-
kida, 2000; Pressman et al., 2010; Richardson, 2008, 2009;
Richardson and Ternes, 2005; Richardson et al., 2002, 2003,
2007). The US EPA set MCL values of 80 mg l"1 for total THMs
and BDCMand 10 mg l"1 for bromate in drinkingwater, and has
initiated the Stage 2 Disinfectants and Disinfection Byproducts
Rule (Stage 2 Disinfectants and Disinfection Byproducts rule;
US Environmental Protection Agency, 2012). In Canada, the
regulatory limit is 16 mg l"1 for BDCM (Health Canada, 2007).

Several studies have shown that the bromide content and
Br/Cl of treated water play an important role in the generation
of brominated THMs (Chowdhury et al., 2010a,b; Heller-
Grossman et al., 2001; Richardson et al., 2003; Uyak and
Toroz, 2007; Xue et al., 2008). Experimental increases in the
bromide ion concentration of treated water resulted in increas-
ing rates of total THM formation, with higher BDCM and
dibromochloromethane (DBCM) compounds and lower chlo-
roform formation. A threefold increase of bromide content
(from 40 to 120 mg l"1) caused an increase in total THMs of
%30% and about a threefold increase in BDCM content
(Chowdhury et al., 2010b).

The Sea of Galilee (Lake Kinneret) in Israel is an interesting
natural case study with respect to these byproducts as the lake
water is the major drinking water source for Israel (through the
National Water Carrier) and the salt budget of the lake is
controlled by the discharge of saline groundwater with high
Br/Cl ratios, such as the Tiberias Hot Spring with chloride
contents of 19000 mg l"1 and Br/Cl%0.005 (Kolodny et al.,
1999; Nishri et al., 1999; Stiller et al., 2009). The salinity of the
lake has fluctuated during the last decades due to variations in
precipitation and water inflows coupled with human activities
(e.g., pumping rates; Figure 13(b)). Studies in the early 2000s
monitored chloride content of %280 mg l"1, total organic car-
bon (TOC) concentrations ranging between 4 and 6 mg l"1,
and high bromide ion concentrations (1.9 mg l"1; Br/
Cl%3$10"3). The combination of hydrophilic organic matter
and high bromide contents resulted in high concentrations of
THMs in Lake Kinneret water (summer¼606 mg l"1), in which
96% of total THMs is in the form of brominated THMs, mostly
as bromoform and dibromoacetic acid (Heller-Grossman et al.,
2001; Richardson et al., 2003). Thus, high bromide levels in
the source water can cause a significant shift in speciation to
bromine-containing byproducts (Richardson et al., 2003).

Since the Br content and Br/Cl ratio of potable water play a
significant role in the formation of brominated THMs, the origin
and type of the saline waters that is involved in salinization
of freshwater resources could also affect the occurrence and
distribution of brominated THMs in chlorinated water. For ex-
ample, salinization with a brine with a chloride content of
%100000 mg l"1 into a freshwater reservoir at a dilution factor
of %350 would keep the chloride content below the WHO
recommendation for drinking water of 250 mg l"1 (Figure 29).
However, the Br/Cl ratio of the original brine would control the
expected bromide contents in the salinized water. Three types of
brines with identical chloride content of %100000 mg l"1 are

considered: (1) an Appalachian brine from the eastern United
States with Br/Cl ¼4$10"3 (Osborn and McIntosh, 2010;
Warner et al., 2012); (2) fivefold evaporated seawater below
halite saturation with marine Br/Cl¼1.5$10"3; and (3) brine
originated from halite dissolution with low Br/Cl¼0.1$10"4.
Mixing simulations of these three brine types show signifi-
cant bromide variations; at the drinking water threshold of
chloride ¼ 250 mg l"1, dilution with the Appalachian brine,
evaporated seawater, and halite dissolution yields bromide
contents of 2.5, 0.9, and 0.05 mg l"1, respectively (Figure 29).
Consequently, dilution of brine with a high Br/Cl ratio would
be sufficient to generate potable water based on the chloride
standard, but with high bromide contents that could trigger
generation of highly toxic brominated THMs during chlorina-
tion of the salinized potable water. The nature and mechanism
by which the saline waters originated (e.g., evaporation of
seawater beyond halite saturation, dissolution of halite, domes-
tic wastewater) will control the Br/Cl ratios of the brine and
consequently the bromide content of the salinized water. The
bromide factor therefore increases the health risks associated
with the formation of toxic brominated THMs.

11.9.7.5 Salinity and Toxic Algae Bloom

Salinization of surface water could trigger harmful algae blooms
toxic to fish. One of the most frequent causes of fish kills is
the bloom of Prymnesium parvum. The P. parvum is a haptophyte
alga, which is distributed worldwide. This alga is tolerant of
large variations in temperature and salinity, and is capable of
forming large fish-killing blooms (Baker et al., 2007, 2009;
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Sager et al., 2008; Southard et al., 2010). This saltwater alga
produces a potent toxin that is capable of killing fish, mussels,
and salamanders (Sager et al., 2008). Studies of P. parvum
blooms in lakes along the Brazos River in Texas, USA, have
shown that large fish-killing blooms occurred when the fresh-
water inflows were low and the salinity was high (Roelke
et al., 2011). In addition to the Brazos Basin in Texas, major
fish kills, directly associated with P. parvum blooms, occurred in
the Colorado, Red, and Rio Grande basins in the United States
between 1981 and 2008, with an estimate of 34 million fish kills
and an estimated economic loss of almost $13million (Southard
et al., 2010). The maximum growth of P. parvum occurs under
specific environmental conditions such as temperature, salinity,
and light. While P. parvum has been found in water with a range
of salinity (TDS from 1000 to 100000 mg l"1), it was found
that the maximal cell concentrations occurred at 26 (C and
TDS of about 20000 mg l"1, about 60% of seawater salinity
(Baker et al., 2007). Furthermore, the chemical composition of
the saline water, particularly the abundance of cations, and the
pH control the production of the toxins; under high pH
conditions, toxins form, while at pH<7, they are minimized
and fish kills will not occur (Sager et al., 2008).

One of the recent significant fish kills that occurred directly
from blooming of P. parvum and high salinity was the massive
fish, salamander, and mussel kill on Dunkard Creek in
September 2009. The Dunkard Creek watershed lies along the
border of West Virginia and Pennsylvania, USA (Reynolds,
2009). The saline water discharged to the Dunkard Creek had
TDS of about 23000 mg l"1, and was composed of Na–Cl–SO4

ions with low concentrations of Ca2þ and Mg2þ (data from
Reynolds, 2009). This composition is not consistent with the
expected chemistry of produced water associated with oil and
gas wells (e.g., high Ca2þ), or with water associated with coal-
bed methane production (high HCO3

", low SO4
2"). The com-

bined high chloride (6120 mg l"1) and sulfate (10800 mg l"1)
contents suggest an artificial blend probably from multiple
sources. Yet, the impact of the discharged saline water on the
blooming of P. parvum and associated fish kill in Dunkard
Creek indicates that discharge of saline effluents can have
devastating effects on ecological systems (Reynolds, 2009).

11.9.8 Elucidating the Sources of Salinity

Elucidating salinity sources in water resources is crucial for
water management, model prediction, and remediation. Yet,
the variety of salinization sources and processes makes this a
difficult task. Ground- and surface water salinization can result
from point sources (e.g., leakage or discharge of domestic
wastewater) or nonpoint sources (e.g., agriculture return
flows, irrigation with sewage effluent). Salinization can result
from geologic processes such as natural saline-water flow from
adjacent or underlying aquifers (Alcalá and Custodio, 2008;
Bouchaou et al., 2008; Faye et al., 2005; Herczeg et al., 2001;
Hsissou et al., 1999; Kloppmann et al., 2001; Maslia and
Prowell, 1990; Mehta et al., 2000a,b; Sami, 1992; Sánchez-
Martos and Pulido-Bosch, 1999; Sánchez-Martos et al., 2002;
Shanyengana et al., 2004; Vengosh and Benzvi, 1994; Vengosh
et al., 1999b, 2002, 2005; Warner et al., 2012). Alternatively,
salinization can be induced by direct anthropogenic

contamination or combined effects such as seawater intrusion.
The multiple salinity sources therefore present a real challenge
to water agencies and regulatory bodies.

The key to tracing salinity sources is the assumption that the
chemical composition of the original saline source is preserved
during the salinization process (i.e., conservative nature of
the dissolved constituents). Due to the large differences in
the solute content between saline waters and freshwaters, the
chemical composition of the contaminated water mimics the
composition of the saline source. However, the original com-
position of the saline source can be modified via water–rock
interactions. For example, the composition of seawater is sig-
nificantly modified by base-exchange reactions as it intrudes
into coastal aquifers. Consequently, diagnostic tracers must be
conservative. Nonetheless, nonconservative tracers are also
useful in delineating salinization sources as long as the possi-
ble modification processes are understood.

Often, the chemical composition of salinized water does not
point to a single source or salinization mechanism, given over-
laps and similarities in the chemical compositions of different
saline sources. For example, the Na/Cl ratio can be a good tracer
to distinguish marine (e.g., seawater intrusion with Na/
Cl<0.86) from nonmarine or anthropogenic sources (Na/
Cl&1). However, the reactivity of Naþ in the unsaturated zone
can reduce the Na/Cl ratio even in a nonmarine setting (e.g.,
DeSimone et al., 1997; Kass et al., 2005; Stigter et al., 1998;
Vengosh and Keren, 1996). It is therefore essential to use assem-
blages of diagnostic chemical and isotopic tracers for accurate
delineation of the salinity sources. Mazor (1997) and Herczeg
and Edmunds (2000) reviewed most of the common geochem-
ical tools that can be used to identify the different salinity
sources of solutes. In general, dissolved constituents in salinized
water can potentially be derived from (1) mixing between me-
teoric water and saline water such as seawater, connate brines,
and hydrothermal waters trapped within or outside the aquifer;
(2) dissolution of evaporites; (3) mineralization due to weath-
ering of the aquifer minerals; (4) accumulation and leaching of
salts in the unsaturated zone derived from long-term deposition
of atmospheric fallout; or (5) anthropogenic contamination
derived from sewage (domestic or industrial) effluents, deicing,
agricultural return flows, oil- and gas-produced waters, and
effluents from coal mining and coal ash leaching. Each of
these sources has a unique and distinctive chemical and isotopic
composition. While using individual tracers can provide useful
information on these saline sources, integration of multiple geo-
chemical and isotopic tracers can help resolve multiple salinity
sources and provides a more robust and reliable evaluation of
salinization processes (Alcalá and Custodio, 2008; Banner and
Hanson, 1990; Böhlke, 2002; Boschetti et al., 2011; Bouchaou
et al., 2008, 2009; Farber et al., 2004; Gattacceca et al., 2009;
Hosono et al., 2010, 2011; J!rgensen and Banoeng-Yakubo,
2001; Kim et al., 2003; Langman and Ellis, 2010; Lu et al.,
2008; Lucas et al., 2010; Millot and Negrel, 2007; Millot et al.,
2007, 2010, 2011; Moller et al., 2008; Moore et al., 2008b;
Otero et al., 2011; Sánchez-Martos and Pulido-Bosch, 1999;
Sánchez-Martos et al., 2002; Sultan et al., 2008; Vengosh et al.,
2002, 2005, 2007; Widory et al., 2004, 2005).

A summary of the geochemical and isotopic characteristics
of some of these sources is given in Table 2. This section
explores the use of assemblages of geochemical tracers, with
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particular emphasis on the systematics of conservative (Br/Cl)
and nonconservative (e.g., Na/Cl) elements, stable isotopes
(d18OH2O and d2HH2O), radioactive tracers (36Cl and 129I),
and isotopes of dissolved constituents in the water (d11B,
87Sr/86Sr, d34SSO4

, and d18OSO4
).

The most common tracers that have been extensively used
for delineating salinity sources are halogen ratios, due to the
basic assumption that halogens behave conservatively in aqui-
fer systems. In particular, the bromide to chloride ratio has been
used extensively to delineate salinization processes (Alcalá and
Custodio, 2008; Andreasen and Fleck, 1997; Cartwright et al.,
2004, 2006, 2007a, 2009; Davis et al., 1998; Dror et al., 1999;
Edmunds, 1996; Edmunds et al., 2003; Farber et al., 2004,
2007; Fontes and Matray, 1993; Freeman, 2007; Herczeg and
Edmunds, 2000; Hsissou et al., 1999; Hudak and Blanchard,
1997; Katz et al., 2011; Kolodny et al., 1999; Leybourne and
Goodfellow, 2007; Mandilaras et al., 2008; Matray et al., 1994;
Mazor, 1997; Panno et al., 2006; Vengosh and Pankratov, 1998;
Warner et al., 2012). Figure 30 illustrates the possible varia-
tions of Br/Cl and B/Cl ratios for different salinity sources.
While several salinity sources have distinctive low Br/Cl ratios
(e.g., wastewater, deicing, evaporite dissolution) relative to
other sources with high Br/Cl ratios (brines evolved from evap-
orated seawater, animal waste, coal ash), possible overlaps may
occur. Furthermore, bromide may not always behave as a con-
servative tracer, as laboratory-controlled adsorption experi-
ments have shown some bromide retention at pH<7 that can
lead to modification of Br/Cl ratios during water transport in
clay-rich systems (Goldberg and Kabengi, 2010).

The second layer in the evaluation of a salinity source is
using different cations to chloride ratios such as Na/Cl and Ca/
Cl ratios. For example, seawater intrusion into coastal aquifers
is associated with an inverse correlation between Na/Cl and
Ca/Cl due to base-exchange reactions, resulting in low Na/Cl
and high Ca/Cl ratios relative to seawater values (Appelo,
1994; Appelo and Geirnart, 1991; Appelo and Postma, 2005;
Appelo and Willemsen, 1987; Custodio, 1987a,b, 1997; Jones
et al., 1999). In contrast, wastewater and nonmarine salinity
sources typically have Na/Cl>1. This distinction may be bi-
ased, however, since the original Na/Cl ratio can be modified
by water–rock interaction and base-exchange reactions that
would reduce the Na/Cl ratio of saline water in nonmarine
settings; hence, additional tracers are required.

Other common conservative tracers for salinization studies
are the stable isotopes of the water molecule, oxygen (d18OH2O)

and hydrogen (d2HH2O) isotopes (see Chapter 7.10). The use
of stable isotopes of oxygen and hydrogen for tracing salinity
sources in surface water may be complicated by evaporation
effects that will result in enrichment of 18OH2O and 2HH2O

combined with low d18OH2O /d2HH2O ratios relative to the
original composition of the saline water. However, natural or
artificial recharge of saline surface water into an aquifer can be
identified by distinctive enriched 18OH2O and 2HH2O composi-
tions. This distinction was used to trace the distribution of
saline-treated wastewater and imported water from the Sea of
Galilee that are artificially recharged into the Mediterranean
coastal aquifer of Israel. Both wastewater and imported water
are characterized by high d18OH2O and d2HH2O values that are
different from those of the regional groundwater and thus the
stable isotope variations can be used to monitor the mixing of
the external water in the aquifer (Vengosh et al., 1999b).

While dilution of saline water would create small changes
in the solute ratios (e.g., Br/Cl) due to the relatively high
concentration of the solutes in the saline source relative to
freshwater, the original d18OH2O and d2HH2O values of saline

Table 2 Typical chemical and isotopic characteristics of major saline sources

Source TDS
(g l"1)

Na/Cl
(molar
ratio)

SO4/Cl
(molar
ratio)

Br/Cl
($10"3, molar
ratio)

B/Cl
($10"3, molar
ratio)

d11B
(%)

d34S
(%)

36Cl/Cl
($10"15)

Seawater 35 0.86 0.05 1.5 0.8 39 21 <5
Relics of evaporated seawater
(brines)

>35 <0.86 <0.05 >1.5 <0.8 >39 >21 <5–100

Evaporite dissolution >1 1 )0.05 <1.5 <0.8 20–30 <21 <5
Hydrothermal water 0.2 to

>1
>1 )0.05 <1.5 >5 0*5 <<21 <5

Domestic wastewater %1 >1 >0.05 <1.5 5 0–10 6–10 50–>100
Agricultural return flow 0.5–5 >1 )0.05 <1.5 >0.8 20–30 50–>100

Hydrothermal
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Figure 30 Elucidation of saline sources by using the variation of B/Cl
versus Br/Cl ratios. Note the expected geochemical distinction between
seawater, evaporated seawater, brines (e.g., Dead Sea), hydrothermal
fluids, sewage effluents, agricultural drainage (e.g., Salton Sea), and
evaporite dissolution.
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sources would be completely modified by mixing (dilution)
with meteoric water (e.g., Banner et al., 1989; Bergelson et al.,
1999; Hanor, 1994; Warner et al., 2012). Nevertheless, stable
isotopes of oxygen and hydrogen in water can be used to
evaluate mixing relationships in the case of seawater intrusion
(Jones et al., 1999; Yechieli et al., 2000) or reflect agricultural
return flows (Davisson and Criss, 1993; Kass et al., 2005). It is
also possible to use the stable isotopes for detecting the origin of
salinity derived from mixing with diluted saline water (e.g.,
residues of evaporated seawater, formation waters) that were
diluted by freshwater with low d18OH2O and d2HH2O values, as
opposed to salinization from direct seawater intrusion with
higher d18OH2O and d2HH2O values. For example, Herczeg et al.
(2001) showed that groundwaters in the Murray–Darling Basin
have low d18OH2O and d2HH2O values relative to possible mixing
between meteoric water and seawater, thus suggesting that the
salinity of the groundwater in the basin is derived from atmo-
spheric fallout with stable isotope meteoric composition and
not from seawater intrusion. Similarly, Bergelson et al. (1999)
showed that saline springs that emerge from the Sea of Galilee in
the Jordan Rift Valley have low d18OH2O and d2HH2O values to
account for direct evaporated brine and must therefore reflect
multiple dilution stages of the original hypersaline brines. Fi-
nally, anthropogenic saline sources, such as domestic wastewa-
ters that are treated or stored in open reservoirs, are often
enriched in 18O and 2H, which can be used to trace their
presence in contaminated groundwater (Vengosh et al., 1999b).

Radioactive isotopes of 36Cl and 129I that behave conserva-
tively in the hydrological system are also important tools
for studying salinization processes (see Chapter 7.14). Since
1952, atmospheric thermonuclear testing has significantly
changed the 36Cl budget in the atmosphere. The atmospheric
36Cl fallout was several magnitudes higher than prenuclear flux,
particularly between 1952 and 1970. Hence, the nuclear 36Cl-
pulse is an important hydrological tracer that is preserved in
the hydrological system and its signal is modified only by
dispersion and natural decay of 36Cl (half-life%301000 years;
Phillips, 2000). Modern meteoric chloride is characterized by a
high 36Cl/Cl ratio that is preserved during evaporative concen-
tration and recycling of salts via precipitation–dissolution
(Phillips, 2000). In contrast, other saline sources such as road
salts and oilfield brines have significantly lower 36Cl/Cl ratios.
The distinction between meteoric and groundwater chloride
(Figure 31) was used by several studies to estimate the relative
proportion of meteoric and subsurface chlorine sources in
the Jordan Valley and the Dead Sea (Magaritz et al., 1990;
Yechieli et al., 1996), the closed basins in Antarctica
(Lyons et al., 1998), and Lake Magadi of the East African Rift
(Phillips, 2000).

Similarly, 129I is a naturally occurring, cosmogenic and
fissiogenic isotope (T1/2¼15.7My; Fabryka-Martin, 2000;
Fabryka-Martin et al., 1991). Like 3H, 14C, and 36Cl, 129I was
produced in bomb tests, but in greater abundance above the
natural level. While some of the other anthropogenic radionu-
clides have returned to near prebomb levels, 129I in the surface
environment continues to be elevated due to subsequent emis-
sions from nuclear fuel reprocessing facilities, and is trans-
ported via the atmosphere on a hemispheric scale. Modern
meteoric waters are expected to have a large 129I/127I ratio
(>1000$10"12) relative to that in old groundwater (<10"12;
Moran et al., 1999, 2002). By combining the isotopic ratios

(36Cl/Cl, 129I/I) Ekwurzel et al. (2001) discriminated between
different saline sources in the Souss-Massa Basin in Morocco,
and particularly between modern saline recharge and older
saline groundwater (Figure 32).

Using conservative tracers such as Br/Cl, d18OH2O, and
36Cl/

Cl ratios, it is possible to discriminate river salinization pro-
cesses (Figure 33). Recycling and evaporation of meteoric salts
by in-stream river salinization would result in increasing
d18OH2O and d2HH2O values with flow distance, but the Br/Cl
and 36Cl/Cl ratios in the river would not be expected to change
with increasing salinity (Figure 33). River salinization via dis-
charge of agricultural return flow would likely increase the
d18OH2O values and may change the Br/Cl ratio, but the 36Cl/Cl
would not be changed (i.e., short-term recycling of modern
meteoric chlorine with a high 36Cl/Cl ratio). However, in
dryland environments the long-term storage of chlorine in
the subsurface can be expected to buffer the original 36Cl/Cl
ratio. Dissolution of halite deposits and formation of saline
groundwater can be expected to form saline groundwater
with a low Br/Cl ratio (e.g., Rio Grande Basin; Phillips et al.,
2003; Mills et al., 2002) and a low 36Cl/Cl would ratio. In
contrast, an increase of the Br/Cl ratio with salinity reflects
discharge of saline groundwater that originated from mixing
with relics of evaporated seawater that are entrapped in the
basin (e.g., Jordan River; Farber et al., 2004, 2005, 2007).
In such a scenario, the 36Cl/Cl ratio is also expected to be low
(Figure 33).

While conservative tracers can provide some indication of
the solute sources, reactive tracers are as valuable, as they can
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Figure 31 Schematic illustration of the expected 36Cl/Cl variation
versus the reciprocal of chloride (l g"1) upon salinization by: (1) surface
evaporation; (2) seawater intrusion; and (3) mixing with brines and/or
dissolution of evaporites. Data were integrated from Magaritz et al.
(1990), Yechieli et al. (1996), and Phillips (2000). The relatively high
36Cl/Cl ratio in the Dead Sea suggests mixing with young meteoric
chloride (Yechieli et al., 1996).
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provide essential information on both the original solutes and
possible modifications upon interactions with the host sedi-
ments/rocks of the investigated aquifer. One example is the
boron isotope ratio, which can be used as an indicator of both
the solute sources and interaction with oxides and clay min-
erals in the aquifer rocks. The d11B values vary significantly
from low values in nonmarine brines (e.g., Qaidam Basin,
Tibet; d11B¼0 to þ10%; Vengosh et al., 1995) and anthropo-
genic sources such as coal (d11B as low as "70%; Williams
and Hervig, 2004) and coal ash leachates (d11B¼"15%;
Ruhl et al., 2010), to high ratios in evaporated seawater
(d11B¼55%; Vengosh et al., 1992) and in the Dead Sea
(d11B ¼57%; Vengosh et al., 1991b). Yet, boron tends to be
adsorbed onto clay minerals and oxides, particularly under
high salinity conditions (see Section 11.9.7.2). During the
adsorption process, the light isotopes, in the form of B
(OH)4

", incorporate preferentially into adsorbed sites whereas
the residual dissolved boron in the form B(OH)3 is enriched in
11B. The magnitude of the boron isotope fractionation between
the boron species has been debated; earlier studies have uti-
lized the theoretical fractionation factor of 19% (aB3–B4¼
1.0193) proposed by Kakihana et al. (1977) while later
theoretical (Byrne et al., 2006; Liu and Tossell, 2005) and
experimental (Klochko et al., 2006) studies have suggested a
larger fractionation of 27.2% (aB3–B4¼1.0272). Adsorption
experiments conducted by Palmer et al. (1987) also suggested
a larger isotope fractionation of about 30% between adsorbed
and dissolved boron. In contrast, boron mobilization from
rocks is not associated with isotopic fractionation and the
mobilization of boron from a typically lower d11B composi-
tion of rocks reduces the d11B values of the water.

Taking into account the possible isotopic modification
upon water–rock interactions, boron isotopes can be used to
trace salinization processes and to delineate multiple salinity
sources (Figure 34; Vengosh and Spivack, 2000). Increasing
numbers of studies (Barth, 1998; Farber et al., 2004; Forcada

and Evangelista, 2008; Katz et al., 2009; Kloppmann et al.,
2009; Kruge et al., 2010; Leenhouts et al., 1998; Naftz et al.,
2008; Rabiet et al., 2005; Ruhl et al., 2010; Vengosh and
Spivack, 2000; Vengosh et al., 1994, 2002, 2005; Widory
et al., 2004, 2005) have utilized these variations to detect the
origin of saline groundwater, such as seawater intrusion into
coastal aquifers with high d11B values and low B/Cl ratios, as
opposed to anthropogenic contamination with significantly
lower d11B values and high B/Cl ratios, such as wastewater
and leachates from coal and coal ash. Figure 34 illustrates the
B/Cl and boron isotope variations of some of themajor salinity
sources and shows the conspicuous differences between ma-
rine sources (e.g., seawater intrusion, evaporated seawater,
connate brines, oil and gas brines) with high d11B values
relative to wastewater, geothermal water, and contamination
derived from leaching of coal and coal ash. During water
transport and reactivity with oxides and clay minerals in the
aquifer, the original isotopic fingerprints of the different end
members will always be modified toward higher d11B values
and lower B/Cl ratios due to the isotopic fractionation associ-
ated with boron retention. These modifications can mask the
original isotopic fingerprints of the salinity sources but in
many cases the range of the d11B values of the salinized ground-
water will still be useful to distinguish different salinity
sources. For example, in spite of isotopic fractionation associ-
ated with seawater intrusion and wastewater contamination,
the d11B ranges of groundwater salinized from these two
sources would be distinguishable (Vengosh et al., 1994).

The strontium isotope ratio is another sensitive tracer to
delineate the origin of saline water, the type of rock source,
and the impact of weathering processes (see Chapter 7.11).
Due to the absence of isotopic fractionation, the isotopic com-
position of strontium mobilized from rocks during weathering
is identical to that of the rock and thus strontium isotope
geochemistry is a powerful tool for delineating solutes and
salinization sources. Numerous studies have utilized strontium
isotopes to detect the flow paths of groundwater in different
aquifers (Banner andHanson, 1990; Banner et al., 1989; Bullen
et al., 1996, 1997; Katz and Bullen, 1996; Smith et al., 2009;
Starinsky et al., 1980, 1983a,b; White et al., 1999), the compo-
sition of exchangeable strontium in clay minerals (Armstrong
et al., 1998; Johnson andDePaolo, 1994; Vengosh et al., 2002),
salinization from upflow of the Middle Devonian Marcellus
brines in northeastern Appalachian basin (Warner et al.,
2012), salinization from produced water from coal bed
methane production (Brinck and Frost, 2007; Campbell et al.,
2008), the origin of dissolved strontium in rivers (Farber
et al., 2004; Moore et al., 2008b; Singh et al., 1998), minerali-
zation of schist rocks with radiogenic Sr isotope ratios along
the margin of the Lakhssas Plateau in the Anti-Atlas Mountains
of southwestern Morocco (Ettayfi et al., 2012), and the inter-
action between groundwater, lake water, and aquifer minerals
(Katz and Bullen, 1996; Lyons et al., 1995).

In carbonate or calcareous sand aquifers, the strontium
isotopic composition of saline groundwater should mimic
that of the host aquifer rocks. In cases where they are dissim-
ilar, the groundwater must have interacted with external rock
sources and thus must have flown in a different aquifer. For
example, saline groundwater from central Missouri, USA, has
high 87Sr/86Sr ratios that are considerably more radiogenic
than the host Mississippian carbonates. The high 87Sr/86Sr
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ratios suggested deep subsurface migration and water–rock
interaction with Paleozoic and Precambrian strata (Banner
et al., 1989). Similarly, the 87Sr/86Sr ratios of saline groundwa-
ter from the Mediterranean coastal aquifer of Israel are consid-
erably lower than the 87Sr/86Sr ratios of the Pleistocene
carbonate aquifer matrix, indicating an external source for the
formation of the saline groundwater (Vengosh et al., 1999b).
The flow of external saline water with a different 87Sr/86Sr ratio
is therefore an important tool to delineate salinization pro-
cesses. Several studies have used this approach, such as the
cases of the Nubian Sandstone aquifer in the Negev, Israel
(Vengosh et al., 2007), the Jordan River (Farber et al., 2004),
the coastal aquifer of North Carolina (Vinson, 2011; Woods
et al., 2000), the Oconee River Basin in the Piedmont region of
northeastern Georgia (Rose and Fullagar, 2005), the RAK aqui-
fer in southern Saudi Arabia (Sultan et al., 2008), the Lower

Rio Grande in the New Mexico–Texas border region, USA
(Moore et al., 2008b), the saline water in the Anti-Atlas Moun-
tains of southwestern Morocco (Ettayfi et al., 2012), and the
Souss-Massa Basin in Morocco (Bouchaou et al., 2008).

Strontium isotopes can also be used to trace salinization by
agricultural return flow. Böhlke and Horan (2000) showed that
some fertilizers and hence agricultural recharge have high radio-
genic 87Sr/86Sr ratios, significantly different from those of natu-
ral strontium acquired by water–rock interactions in the aquifer.
Although denitrification and carbonate dissolution may alter
the strontium isotopic ratio in redox conditions, the association
of distinctive 87Sr/86Sr ratios and nitrate concentrations suggests
that the Sr composition is controlled by the input of fertilizers in
groundwater (Böhlke and Horan, 2000).

The sulfur (d34SSO4
) and oxygen in sulfate (d18OSO4

) isotope
variations in salinized groundwater can provide additional
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information on the salinity sources. Seawater has distinctive
isotopic characteristics (d34SSO4

¼þ21%; d18OSO4
¼þ9.5%)

relative to nonmarine salinity sources, typically with lower
d34SSO4

and d18OSO4
values (Figure 35). High sulfate in non-

coastal groundwater could be derived from oxidation of re-
duced inorganic sulfur components with low d34SSO4

and

d18OSO4
values ("30% to þ5%; "10% to þ5%, respectively),

or from dissolution of sulfate deposits. The isotopic ratios of
marine gypsum vary with geological age and range from þ10%
to þ35% and þ9% to þ20% for d34SSO4

and d18OSO4
, respec-

tively. Sulfate reduction causes isotopic fractionation inwhich the
heavy isotopes, 34S and 18O, become enriched in the residual
sulfate-depleted water. Consequently, seawater intrusion and
hypersaline brines are characterized by low SO4/Cl ratios and
high d34SSO4

and d18OSO4
values due to sulfate reduction pro-

cesses (Kim et al., 2003; Krouse and Mayer, 2000; Moore et al.,
2008b; Oulhote et al., 2011; Raab and Spiro, 1991; Sanz et al.,
2007; Yamanaka and Kumagai, 2006). Examples for salinization
of groundwater from dissolution of evaporite sulfate deposits
include the Nubian Sandstone aquifer of the Negev, Israel
(Vengosh et al., 2007) and the Hueco Bolson aquifer, located
within the Trans-Pecos Texas region and the primary water re-
source for El Paso, Texas, USA, and Juarez, Mexico (Druhan et al.,
2008).

Anthropogenic sources such as domestic wastewater
(d34SSO4

of "0.5% to 14.3%; Houhou et al., 2010; Torssander
et al., 2006), fertilizers ("2.1% to þ1.6%; Szynkiewicz et al.,
2011), animal manure (þ2.7%; Szynkiewicz et al., 2011), and
industrial waste (þ1–8%; Cortecci et al., 2002) have high
sulfate (high SO4/Cl ratios) with low d34SSO4

characteristics
(Figure 35). The d34SSO4

data (range of "1.6% to þ0.9%)
from the Rio Grande River in New Mexico and western Texas,
USA, showed that the high sulfate content in the river was
derived from local fertilizers and not from the associated Pa-
leozoic evaporite rocks that are characterized by higher d34SSO4

values (Szynkiewicz et al., 2011). Overall, while different saline
sources can have distinctive sulfur isotopic fingerprints
(Figure 35), under anaerobic conditions sulfate reduction
can mask the original isotopic signature, and the d34SSO4

and
d18OSO4

values of the salinized groundwater will always be
higher than the expected mixing relationships between the
freshwater and the saline sources.

11.9.9 Remediation and the Chemical Composition
of Desalination

As the world experiences explosive population growth, increas-
ing demands for food and energy are associated with depletion
of worldwide water resources and degradation of water quality.
About 70% of the world’s freshwater is utilized, particularly for
irrigated agriculture. In order to meet global food demands,
agricultural production will have to increase by twofold or
threefold during the coming decades and the exploitation of
freshwater resources will further increase (Gleick, 1994, 1998;
Hanasaki et al., 2008a,b ; Hern and Feltz, 1998; Kim et al.,
2009 ; Oki and Kanae, 2006; Vorosmarty et al., 2000). The
expected increase in the human population during this century
(8–12 billion by the year 2050; Roush, 1994) will increase
demands for freshwater and cultivation of marginal land. Fur-
thermore, projections for future renewable water resources in
arid and semiarid areas such as the Middle East and northern
Africa are alarming; climate change coupled with projected
increasing water demand are likely to amplify the already
profound water shortage in these regions Sowers et al., 2011.
The Intergovernmental Panel on Climate Change (IPCC)
(Christensen et al., 2007) and other independent studies predict
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a significant reduction in precipitation in the Middle East and
northern Africa by the next century (Alpert et al., 2008; Arnell,
1999; Conway and Hulme, 1996; Evans, 2008; Milly et al.,
2005; Sánchez et al., 2004; Suppan et al., 2008). The combina-
tion of reduced recharge, enhanced evaporation, and pumping
beyond replenishment capacity will likely cause severe and ad-
verse environmental impacts, and in particular increasing sali-
nization of water resources.

In principle, two technical solutions can be adopted by water
agencies facing long-term salinization of water resources –
dilution and desalination. Dilution is the cheapest solution
for pollution, which depends on the availability of fresh-
water resources. In many depleted or salinized aquifers,
artificial recharge or irrigation of imported water occurs
from areas of relatively high water abundance: for example,
the northern–southern water transport in California, USA;
the flow of snowmelt and rivers from the Atlas Mountains
to the sub-Sahara Draa and Ziz basins in Morocco for
irrigation of oases; and the transport of water from the
Sea of Galilee in Israel through the National Water Carrier
for artificial recharge in the Mediterranean coastal aquifer.
This import and use of external water sources compensates,
at least temporarily, for overexploitation and salinization of
aquifers. Artificial recharge of external water will modify
the oxygen and deuterium isotopic compositions of the
natural groundwater. In some cases, where the recharge
water is derived from upstream and higher elevation, the
recharge will result in lower d18OH2O and d2HH2O values.
This was demonstrated by the recharge of the Colorado
River aqueduct water into the Pacific coastal aquifer of
Orange County, California (Davisson et al., 1999; Williams,
1997). In contrast, in cases where the recharge water is
derived from open-surface reservoirs with evaporation
(e.g., recharge of Salinas River, California; Vengosh et al.,
2002), lakes (e.g., recharge of imported water from the Sea
of Galilee into the Mediterranean coastal aquifer, Israel;
Vengosh et al., 1999b), and wastewater treated in open
basins (Vengosh et al., 1999b), the d18OH2O and d2HH2O

values are expected to be significantly higher than those of
the natural groundwater. Given the water shortage, inter-
basin transfers are, however, a less feasible solution for
most water-scarce regions.

Desalination, in contrast, could be the ultimate solution for
providing potable water to water-scarce countries. The water
crisis in the Middle East, for example, could be resolved pri-
marily by large-scale desalination of seawater and brackish
water (Glueckstern, 1992). In 1998, 12500 desalination units
around the world produced about 23 million cubic meters per
day (Glueckstern and Priel, 1998). A decade later (2009),
14451 desalination plants globally produced almost 60 mil-
lion cubic meters per day of desalted water (International
Desalination and Water Reuse, 2011), and under-construction
and planned desalination plants are expected to generate an
additional 11 and 25 million cubic meters per day of desalted
water in the near future, respectively (data from desaldata.com
updated to November 2010; Windler, 2011). Until 2000, the
capacity of new installed desalination plants fluctuated be-
tween 1 and 2 million cubic meters per year, but since 2000,
the capacity of newly installed desalination plants has in-
creased rapidly to 6–7 million cubic meters per year

(International Desalination and Water Reuse, 2011). One of
the critical factors that led to the accelerated rates of desalina-
tion is the significant improvement in reverse osmosis (RO)
membrane technology, replacing older technologies such as
thermal desalination. By 2009, about half of the global
desalted water was produced using RO desalination technol-
ogy and newer desalination facilities are entirely based on
membrane technology (Greenlee et al., 2009). Nonetheless,
Saudi Arabia, which is currently the world leader in desalina-
tion with approximately 26% of global production capacity,
almost entirely uses thermal desalination. The United States on
the other hand, which is ranked second and produces 17% of
the world’s desalted water, uses predominantly (%70%) RO
desalination technology (Greenlee et al., 2009). The world’s
largest RO desalination plant was installed in Israel in 2005
with a production capacity of 330000 m3day"1 (Dreizin,
2006; Kronenberg, 2004; Lokiec and Kronenberg, 2003;
Sauvet-Goichon, 2007). Israel is expected to expand its desali-
nation capacity so that it becomes the primary source for the
domestic sector; it has already developed new desalination
capacity of 345 million cubic meters per year and is planning
to double this to 660 million cubic meters per year by 2013
(data from desaldata.com updated to November 2010; Wind-
ler, 2011).

Consequently, the chemical composition of future water
resources in the twenty-first century is likely to reflect these
human interventions – the creation of ‘new water’ from desa-
lination. The rapid worldwide increase in desalination produc-
tion generates new types of water that are added to the natural
hydrological cycle through leakage, irrigation, and recycling by
wastewater irrigation. The Anthropocene Era is therefore char-
acterized by generating new ‘man-made water.’ Man-made
water has different chemical and isotopic characteristics from
natural waters. Given that RO is the leading desalination tech-
nology, the review of the geochemistry of desalted water is
focused here on the effect of RO desalination.

The chemistry of RO desalted water depends on (1) the
source water that is used for desalination, which can range
from seawater to brackish to saline groundwater with a large
spectrum of chemical compositions (Greenlee et al., 2009); (2)
the ion selectivity through the membranes, which depends on
ionmass, size, charge, and reactivity (Kloppmann et al., 2008b;
Mukherjee and Sengupta, 2003); and (3) posttreatment pro-
cesses that shape the chemistry of the produced water
(Birnhack et al., 2011). While the composition of seawater is
uniform, desalination of brackish to saline groundwater could
generate desalted water with different chemical and isotopic
compositions relative to natural waters. The most conspicuous
difference is the stable isotope composition of desalted water;
desalination generates low-saline water with d18OH2O and
d2HH2O values that are identical to those of the saline water
source. Thus, desalination of seawater generates freshwater
with d18OH2O and d2HH2O of seawater, which are significantly
different from the depleted 18OH2O and 2HH2O composition of
meteoric water. For example, the stable isotope signatures of
RO desalted freshwater from the Ashkelon desalination plant
in Israel (d18OH2O%þ2%; d2HH2O%þ12%; Figure 36) and the
Sabkha C desalination plant in Eilat, Israel (d18OH2O%0%;
d2HH2O%þ2%), are clearly different from the stable isotope
compositions of fresh meteoric water (Kloppmann et al.,
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2008b). Consequently, recharge of freshwater originating from
desalination either by leakage in the urban environment or
wastewater irrigation would have d18OH2O and d2HH2O values
that lie along a mixing line between the natural and seawater
values (Figure 36). The slope of the Anthropogenic Line depends
on the d18OH2O and d2HH2O values of the meteoric water in the
local area and will always be lower than those of natural
meteoric lines with a slope <8 (Figure 36).

The second factor that controls the chemistry of RO desalted
water is the preferential permeability of ions through the RO
membrane. Ion transport through the membrane depends on
ion mass, size, charge, and reactivity (Mukherjee and Sengupta,
2003). The rejection by the RO membrane is higher for heavier
molecules; thus, the molar Na/Cl ratio is modified from 0.86
in seawater to 0.94 in desalted water (Table 1; data from
Kloppmann et al., 2008b). The preferential selection by the
RO membrane of double-charged ions (Ca2þ, Mg2þ, SO4

2")
over single-charged ions (Cl", Naþ) also modifies the original
chemical composition and ionic ratios of the desalted water.
Thus, desalted seawater is modified into an Na–Cl freshwater
type (ClþNa/TDI%0.93, in equivalent units) and the Ca/Cl,
Mg/Cl, SO4/Cl, and Ca/Na ratios of RO desalted water are
significantly lower (by fivefold) relative to those in the original
seawater (Table 1). Similarly, nanofiltration membranes, with a
negatively charged hydrophobic rejection layer, tend to selec-
tively reject multivalent ions but have low rejection efficiency for
monovalent ions (Kharaka et al., 1996, 1997).

Perhaps one of the most conspicuous ion selections that are
associated with RO desalination is the selective transport of
noncharged species such as boric acid (B(OH)3

0) and arsenic
acid (H3AsO3

0) relative to the rejection of charged species.
Pretreatment processes typically reduce the pH of the saline
water source in order to reduce scaling, and consequently
boron exists mostly in the form of uncharged boric acid (see
Figure 27 for the dependence of boron species on pH). For

processed seawater (pH<6.5) and saline groundwater from
North Carolina (pH 7.8), it was calculated (based on salinity,
pH, and pressure) that boric acid forms 99% (Kloppmann et al.,
2008b) and 93% (Vinson, 2011) of the total boron, respec-
tively. The noncharged nature of boric acid generates differen-
tial permeability of boron species through the RO membranes
in which boric acid is not rejected as effectively as other,
charged, ions. As a result, boron is enriched in desalted water
with conspicuously high B/Cl ratios (Cengeloglu et al., 2008;
Geffen et al., 2006; Georghiou and Pashafidis, 2007; Hyung
and Kim, 2006; Kloppmann et al., 2008b; Mane et al., 2009;
Ozturk et al., 2008; Parks and Edwards, 2005; Prats et al., 2000;
Sagiv and Semiat, 2004; Tu et al., 2011; Vinson et al., 2011).
The B/Cl of desalted water can reach 0.4 (Kloppmann et al.,
2008b) relative to 8$10"4 in seawater, a 500-fold enrichment.

Given that boron isotope fractionation depends on the
species distribution in which the heavy boron isotope 11B
tends to be enriched in boric acid, RO desalination can also
induce isotopic fractionation. Under low pH desalination,
where boric acid is the dominant species of boron, no isotope
fractionation is expected, and thus the boron isotope compo-
sition of the desalted water will be identical to that of the saline
source. This was demonstrated for both seawater (Kloppmann
et al., 2008b) and brackish groundwater (Vinson et al., 2011)
during RO desalination. In contrast, under high-pH desalina-
tion, where 11B-depleted borate ion is rejected by the RO mem-
brane, selective transport of boric acid species through the
membrane will induce isotopic fractionation, which will result
in 11B-enriched desalted water (Kloppmann et al., 2008b). The
Ashkelon RO desalination plant (Dreizin, 2006; Kronenberg,
2004; Lokiec and Kronenberg, 2003; Sauvet-Goichon, 2007)
includes four cascade desalination stages, operating both at
high- and low-pH conditions (Gorenflo et al., 2007), which
reduce boron concentrations of the desalted water below
0.4 mg l"1. At pH 9.5, where borate ion composes 95% of
the dissolved boron, the desalted water is highly enriched
in 11B (d11B¼58%) relative to seawater (39%; Kloppmann
et al., 2008b).

In addition to boron, the absorption of noncharged arsenic
by the RO membrane also depends on the prevalence of
charged As species in the saline water source. Arsenic speciation
in water depends on oxidation state and pH. Under reducing
conditions, arsenic occurs as arsenite (As(III)) in which the
uncharged H3AsO3

0 is the dominant species at pH below 9.
Under oxic conditions, arsenate (As(V)) species are stable,
particularly the monovalent species H2AsO4

" (pH<6.5) and
the divalent species HAsO4

2" (pH>6.5). Consequently, RO
rejection for the charged As(V) in oxygenated water is more
effective (George et al., 2006; Geucke et al., 2009; Moore et al.,
2008a, Oreskovich and Watson, 2003; Walker et al., 2008).
Desalination of reduced brackish to saline groundwater in
which arsenic occurs as the reduced species arsenite (As(III))
therefore requires an additional treatment system to remove
arsenic, as demonstrated in desalination of groundwater from
the coastal aquifer of North Carolina (Vinson et al., 2011).

The third process that shapes the composition of desalted
water is posttreatment of desalted water. Permeates after RO
desalination contain low dissolved constituents and thus low
buffering capacity that make the water very soft with low Ca2þ

and Mg2þ contents (Birnhack et al., 2011; Delion et al., 2004;
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Lahav and Birnhack, 2007). Such soft supply water could
trigger corrosion of pipes (Sarin et al., 2004), a concern for
older homes with lead-solder piping. In addition, several stud-
ies have shown an inverse relationship between magnesium
content in drinking water and the pathogenesis of cardio-
vascular diseases (Mason, 2011). Furthermore, some studies
have identified adverse effects on soils irrigated with desalted
water (Lahav and Birnhack, 2007; Yermiyahu et al., 2007).
Consequently, the Israeli Ministry of Health mandates
specific water-quality characteristics for desalinated water
before distribution in the drinking water system that include
alkalinity as CaCO3 >80 mg l"1, Ca2þ between 80 and
120 mg l"1, and pH<8.5 (Birnhack et al., 2011).

In order to increase the alkalinity, posttreatment of RO
desalted water could include (1) direct introduction of chemi-
cals (e.g., hydrated lime – Ca(OH)2, calcium salts); (2) blend-
ing with seawater or brackish groundwater; and (3) reaction
with a calcite or dolomite rock matrix that will result in disso-
lution of Ca2þ, Mg2þ (for dolomite), and HCO3

" into the
desalted water. In order to accelerate the carbonate dissolution,
either CO2 or H2SO4 are added, followed by pH adjustment
using NaOH base (Birnhack et al., 2011). These posttreatment
techniques will change the composition of the desalted
product. For example, in the Ashkelon desalination plant in
Israel, addition of H2SO4 results in high Ca2þ and SO4

2" con-
tents relative to the RO permeate water, whereas calcite disso-
lution by carbon dioxide, as in the Larnaca desalination plant in
Cyprus, resulted in moderate Ca2þ enrichment without any
change in the conspicuously low SO4/Cl ratio that characterizes
the RO chemical fractionation (Kloppmann et al., 2008b).
Nevertheless, the distinctive d18OH2O, d

2HH2O, B/Cl, and d11B
signatures associated with RO desalination are not affected
by posttreatment processes and can be distinguished from
natural water sources (Kloppmann et al., 2008b).

In addition to desalination of seawater and brackish ground-
water, wastewater is another potential source that can be reused
upon desalination. Since the dissolved inorganic constituents of
sewage effluents are not removed during first and secondary
sewage treatment procedures (Vengosh and Keren, 1996;
Vengosh et al., 1994), high levels of salinity in treated water is
one of the major limiting factors for using treated wastewater for
irrigation (Rebhun, 2004). Desalination of treated wastewater
could therefore provide an additional adequate water source
upon removal of salts, organic matter, and pharmaceuticals
(Deegan et al., 2011; Glueckstern and Priel, 1997; Glueckstern
et al., 2008; Harussi et al., 2001; Ozaki and Li, 2002; Priel et al.,
2006, 2009; Rebhun, 2004). Similar to RO desalination of sea-
water, the unique chemical and isotopic characteristics of waste-
water are retained and even reinforced during desalination. This
includes the stable isotope composition (d18OH2O and d2HH2O)
of treatedwastewater that is typically enriched relative to ground-
water (Vengosh et al., 1999a) and boron enrichment with a
distinctive d11B range of 0–10% (Kloppmann et al., 2008a;
Vengosh and Spivack, 2000; Vengosh et al., 1994, 1999a,b).
For example, low-pH desalination of wastewater from Flanders,
Belgium, showed desalted wastewater with high d18OH2O and
d2HH2O values and high boron with high B/Cl ratios and low
d11B values of%0% (Kloppmann et al., 2008a).

Finally, the formation of new water from desalination also
generates saline effluents that could become an undesirable

salinization source. Seawater RO desalination plant recovery
is typically limited to 40–65% of the volume of the inlet
saline water and consequently the TDS levels of brines from
seawater RO plants are usually in the range of 65000–
85000 mg l"1. The actual brine salinity will therefore be de-
termined by the ratio of the permeate flow rate to feed flow
rate (Voutchkov, 2011). For example, the RO desalination
plant in Larnaka, Cyprus, generates brines with TDS
of 74200 mg l"1 relative to Mediterranean seawater with
TDS of 41125 mg l"1, a concentration factor of 1.8 (data
from Kloppmann et al., 2008b). In contrast, desalination of
lower-salinity brackish groundwater or wastewater will allow
larger fractional recoveries of 75–90% of the inlet water,
which will result in larger concentration factors of 4–10
(Voutchkov, 2011). For example, the TDS of brines generated
from desalination of brackish groundwater in Nitzna (Negev),
Israel, was %40000 mg l"1, relative to 4630 mg l"1 in the
inlet water, a concentration factor of 8.6 (data from Klopp-
mann et al., 2008b). In addition to salts, brines from RO
desalination may contain acids, bases, phosphates, and or-
ganic polymers due to the use of scale inhibitors (Voutchkov,
2011). Most of the coastal RO desalination plants dispose of
their brines through ocean outfall (e.g., Ashkelon, Israel; Lar-
naka, Cyprus). RO brines are also disposed to the ocean via
discharge canals from power plants in which the cooling
water is blended with the RO brines, thus reducing the salin-
ity of the discharged water (Voutchkov, 2011). Yet, in non-
coastal areas, disposal of RO brines could become a limiting
factor due to the large potential salinization effects of the
brines. In areas where the brackish groundwater has high
levels of radioactivity, such as the Nubian Sandstone aquifers
of the Middle East (Vengosh et al., 2009), RO desalination
would reject the charged radium nuclides but the residual
brines would become enriched in radium (Rosenberg and
Ganor, 2009).

The chemical and isotopic compositions of RO brines re-
flect the geochemical fractionation that occurs during RO de-
salination (Kloppmann et al., 2008b), particularly for
constituents that are rejected or selected by the RO membrane.
While the ratios of the major elements and isotopic composi-
tions of stable oxygen and hydrogen in RO brines mimic the
compositions of the inlet saline waters, dissolved constituents
that are selectively transferred to RO permeates become de-
pleted in the residual brines. For example, the B/Cl ratio of
RO brines would drop to lower than the original saline water
sources. This was demonstrated in brine compositions from
the Eilat (Israel) desalination plant where brines in different
sections of the desalination plant had lower B/Cl ratios relative
to the saline inlet water (e.g., B/Cl¼6$10"4 in Sabkha C brine
relative to inlet seawater with B/Cl ratio¼8$10"4). The iso-
topic composition of boron in low-pH RO desalination brine
will not be modified and will mimic the isotopic composition
of the saline inlet water (Kloppmann et al., 2008b). Conse-
quently, brines originated from RO desalination of seawater
are expected to have low B/Cl ratios (<8$10"4) and marine
isotope ratio (d11B¼%39%), which differ from the composi-
tion of saltwater intrusion due to elemental boron depletion
and 11B enrichment (<8$10"4; d11B>39%; Figure 34) asso-
ciated with boron adsorption during seawater intrusion
(Vengosh et al., 1994).

366 Salinization and Saline Environments



Acknowledgments

The author dedicates this chapter to his mentors, professors
Yehushua Kolodny and Avraham Starinsky from the Hebrew
University of Jerusalem, Israel, who introduced him to the
world of geochemistry, and to his graduate students over the
years (Yohanan Artzi, Osnat Velder, Efrat Farber, Sharona
Henig, Dana Roded , Nitzan Pery, Hadas Raanan, David
Vinson, Laura Ruhl, Nathaniel Warner, Brittany Merola, Jennie
Harkness) for continuing to challenge him. He is also grateful
to Emily M. Klein from Duke University for a thorough and
inspiring review.

References

Abramovitz JN (1996) Imperiled waters, impoverished future: The decline of
freshwater ecosystems. Worldwatch Paper 128. Washington, DC: Worldwatch
Institute.

Agassi M, Tarchitzky J, Keren R, Chen Y, Goldstein D, and Fizik E (2003) Effects of
prolonged irrigation with treated municipal effluent on runoff rate. Journal of
Environmental Quality 32: 1053–1057.

Ai-Yaqubi A, Aliewi A, and Mimi Z (2007) Bridging the domestic water demand gap in
Gaza Strip-Palestine. Water International 32: 219–229.

Akouvi A, Dray M, Violette S, de Marsily G, and Zuppi GM (2008) The sedimentary
coastal basin of Togo: Example of a multilayered aquifer still influenced by a
palaeo-seawater intrusion. Hydrogeology Journal 16: 419–436.

Al-Bassam AM (1998) Determination of hydrochemical processes and classification of
hydrochemical facies for the Sakakah Aquifer, northeastern Saudi Arabia. Journal of
African Earth Sciences 27: 27–38.

Al-Khashman O (2009) Chemical evaluation of Ma’an sewage effluents and its reuse in
irrigation purposes. Water Resources Management 23: 1041–1053.

Al-Muhandis MH (1977) Pollution of river water in Iraq. International Association of
Hydrological Sciences 123: 467–470.

Al-Ruwaih FM (1995) Chemistry of groundwater in the Dammam Aquifer, Kuwait.
Hydrogeology Journal 3: 42–55.
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Böhlke JK and Horan M (2000) Strontium isotope geochemistry of groundwaters and
streams affected by agriculture, Locust Grove, MD. Applied Geochemistry
15: 599–609.
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11.10.1 Introduction

Air pollution by acids has been known as a problem for cen-
turies (Brimblecombe, 1992; Camuffo, 1992; Ducros, 1845;
Smith, 1872). Nevertheless, only in the mid-1900s did it be-
come clear that it was a problem for more than just industrially
developed areas and that precipitation quality could affect
aquatic resources (Gorham, 1955). The last three decades of
the twentieth century saw tremendous progress in the docu-
mentation of the chemistry of the atmosphere, precipitation,
and the systems impacted by atmospheric deposition. Acidifi-
cation in ecosystems results in chemical changes to soil, soil
solutions, and surface and groundwater, which progressively
increase from episodic through seasonal to chronic stages. The
most fundamental changes during chronic acidification are an
increase in exchangeable Hþ (hydrogen ion) or Al3þ (alumi-
num) in soils, an increase in Hþ activity (fficoncentration) and
Al3þ in water in contact with that soil, and a decrease
in alkalinity (ALK) in waters draining from the watershed.

As terrestrial systems and runoff acidify, terrestrial and aquatic
biota change.

Acidic surface waters occur in many parts of the world as a
consequence of natural processes and also from atmospheric
deposition of strong acids (e.g., Canada, Jeffries et al., 1986;
the United Kingdom, Evans and Monteith, 2001; Sweden,
Swedish Environmental Protection Board, 1986; Finland,
Forsius et al., 1990; Norway, Henriksen et al., 1988a; and the
United States, Brakke et al., 1988). The concern over acidifica-
tion in the temperate regions of the northern hemisphere has
been driven by the potential for acceleration of natural acidifi-
cation by pollution of the atmosphere with acidic or acidifying
compounds. Atmospheric pollution (Figure 1) has resulted in
an increased flux of acid to and through ecosystems. Depend-
ing on the ability of an ecosystem to neutralize the increased
flux of acidity, acidification can increase imperceptibly or ac-
celerate at rates that endanger ecosystem services and function.

Concerns about acid (or acidic) rain in its modern sense
were publicized by Svante Odén (a Swedish soil scientist) in
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Figure 1 (a) Concentration of SO4 in the United States for 1985 and 2009 (National Atmospheric Deposition Program) and (b) deposition of SO4 in
Europe for 1985 and 2008 (European Monitoring and Evaluation Programme (EMEP) with help from M. B. Posch).

Acid Rain – Acidification and Recovery 381



1968 (Cowling, 1982). Odén argued, initially in the Swedish
press, that long-term increases in the atmospheric deposition
of acid could lower the pH of surface waters, cause a decline in
fish stocks, deplete soils of nutrients, and accelerate damage to
materials. By the 1970s, acidification of surface waters was
reported to occur in many countries in Europe as well as
North America. The late twentieth century effort to understand
the impacts of acid rain was driven primarily by reports of
damaged or threatened freshwater fisheries and secondarily
by damaged forests. Perhaps the earliest linkage between acidic
surface water and damage to fish was made by Dahl (1921) in
southern Norway. There, spring runoff was sufficiently acidic
to kill trout. It was not until the 1970s that a strong link was
hypothesized between depressed pH, mobilization of Al3þ

from soil, and fish status (Schofield and Trojnar, 1980). The
relationship between acidification of soils and forest health
started with hypotheses in the 1960s and has slowly devel-
oped. Acid rain enhances the availability of some nutrients
(e.g., nitrogen (N)), and may either enhance (short term) or
diminish (long term) the availability of others (e.g., calcium
(Ca), magnesium (Mg), potassium (K), and phosphorus (P)).
Damage to anthropogenic structures (e.g., buildings, statues),
human health, and visibility also raises concern. The history of
these early developments was summarized by Cowling (1982).
Since the 1970s, sulfur (S) and N emissions to the atmosphere
have been reduced 50–85 and 0–30%, respectively, in North
America and Europe. The emission reductions have occurred as
a consequence of knowledge gained, implemented policies,
and economic factors. While recovery of water quality is un-
derway in some areas, problems of acidification persist, and
they are now complicated by effects of climate change
(Schindler, 1997).

11.10.2 What Is Acidification?

Acidity of waters is typically expressed by the pH (¼$log[Hþ])
as an intensity factor and by acid-neutralizing capacity (ANC),
or ALK, as a capacity factor. The latter is commonly expressed
in microequivalents (i.e., micromoles of charge) per liter
(meq l$1). Acidic water has a pH below 7.0. Acidic water is
commonly defined as having a pH below that of (distilled)
water in equilibrium with atmospheric carbon dioxide (CO2),
5.65. Whichever definition is adopted, the process of water
acidification involves a decrease in pH and ANC, with accom-
panying secondary chemical changes.

Early definitions of ALK took the following form (in
equivalents):

Carbonate alkalinity ¼ ðHCO3
$ þ CO3

2$ þOH$Þ $ ðHþÞ [1]

This carbonate ALK was determined by titration with acid to a
known pH end point. As the understanding of water chemistry
grew, it became clear that other ions played a role in ALK and a
more comprehensive definition of ALK was advanced:

Alkalinity ¼ ðHCO3
$ þ CO3

2$ þOH$ þ Ax$

þ other weak acid anionsÞ
$ðHþ þ ½M3þðOH$Þn(

3$nÞ
[2]

where Ax$¼ organic anions from dissociation of dissolved
organic acids and (M3þ(OH$)n)

3$n represents variously charged
(hydroxylated) species ofmetals, particularly Al3þ and Fe3þ or 2þ,
in solution. The ANC of a solution can be defined as charge
balance ANC (Hemond, 1990; Reuss and Johnson, 1986). In
equivalents,

X
ðþÞ ¼

X
ð$Þ [3]

ðCa2þ þMg2þ þNaþ þ Kþ þ ½M3þðOH$Þn(
3$n

þNH4
þ þHþÞ ¼ ðOH$ þ F$ þ Cl$ þNO3

$ þ SO4
2$

þ CO3
2$ þHCO3

$ þ Ax$ þ other weak acid anionsÞ
[4]

Rearranging we get,

ðCa2þ þMg2þ þNaþ þ Kþ þNH4
þÞ

$ ðSO4
2$ þNO3

$ þ Cl$ þ F$Þ ¼ ðOH$ þ CO4
2$

þHCO3
$ þ Ax$ þ other weak acid anionsÞ

$ ðHþ þ ½M3þðOH$Þn(
3$nÞ

[5]

The right-hand side of eqn [5] is the expanded definition of
ALK. Therefore,
X

ðStrong base cationsÞ $
X

ðStrong acid anionsÞ
¼ alkalinity ¼ acid neutralizing capacity

¼
X

ðWeak acid anionsÞ $
X

ðWeak acid cationsÞ [6]

or

ANC ¼ ALK ¼ ðSBCÞ $ ðSAAÞ ¼ ðWAAÞ $ ðWACÞ [7]

Thus, in equivalents,

ANC ¼ ðHCO3
$ þ CO3

2$ þOH$ þ Ax$Þ
$ ðHþ þ ½M3þðOHÞn(

3$nÞ
[8a]

or

ANC ¼ ðCa2þ þMg2þ þNaþ þ Kþ þNH4
þÞ

$ ðSO4
2$ þNO3

$ þ Cl$ þ F$Þ [8b]

Two ecosystem-level premises follow:

1. All elemental inorganic and biotic cycles are linked and
work together toward an equilibrium; if we independently
change some part of this system (e.g., Hþ), all cycles shift
toward a new equilibrium of the whole system.

2. Ion charge balance must prevail.

ANC is a summative term that indicates the state of acidifi-
cation of the water. A declining ANC, for whatever reason,
connotes ongoing acidification. According to eqn [8b], all pro-
cesses adding strong acid anions (SAA) to the system without
adding an equivalent amount of strong base cations (SBC) (e.g.,
acid rain, nitrification, mineral sulfide oxidation, S-org or S2$

oxidation), or removal of SBCwithout an equivalent amount of
SAA (e.g., biomass growth, SBC depletion from soils by ex-
change for Al3þ and Hþ), lead to acidification (lower ANC) of
the system. In contrast, processes removing SAA without equiv-
alent removal of SBC (denitrification, NO3 assimilation, SO4

reduction), or adding SBC without equivalent addition of SAA
(weathering, dust deposition, liming), increase ANC.
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The ANC or ALK (eqn [8a]) of solutions is commonly
measured by Gran titration. In this process, some Ax$ and
(M3þ(OH$)n)

3$n are titrated, contributing to the ANC. In
this chapter, we equate ALK with the term ANC. Concentra-
tions on the right side of eqn [2] vary with soil partial pressure
of CO2 (pCO2), but maintain electroneutrality in combination
with other dissolved species. The ANC defined by eqn [8b] is
commonly calculated as the residual of individual analyses of
water for SBC and SAA. The sum of errors in individual ana-
lyses, particularly if concentrations are high, can lead to sub-
stantial errors in the calculated ANC. Alternatively, in waters
with high concentrations of sea salt or dissolved organic car-
bon (DOC), the ANC can be calculated from the right side of
eqn [2] as (carbonate ALKþ the estimated contribution of
DOC to anions)$(estimated concentration of ionic M)
(Evans et al., 2001a; Köhler et al., 1999). Each mg of
DOC l$1 adds 3–6 meq l$1 to carbonate ALK. The discrepancy
between ANC and carbonate ALK, due to DOC and/or M
species for low-ANC waters, may exceed 50 meq l$1.

In this chapter, we focus on acidification processes affecting
surface waters that drain soils and bedrock for which chemical
weathering is slow. Bedrock lithologies and soils that contain
free carbonate minerals (e.g., calcite, CaCO3) and/or abundant
ferromagnesian silicate minerals (e.g., pyroxene, (Ca,Mg)SiO3)
release base cations at much higher rates (Sverdrup, 1990;
White and Brantley, 1995), rapidly consuming Hþ in the pro-
cess, and thus they are much less susceptible to acidification,
requiring considerably more time or stronger acid to deplete
base cations from the soil and bedrock.

11.10.3 Long-Term Acidification

11.10.3.1 Has Long-Term Acidification Occurred?

Prior to 1960, freshwater pH was infrequently measured and
colorimetric methods for pH measurements were commonly
inaccurate (Haines et al., 1983), particularly in waters with low
ionic strength. Thus, reconstruction of pH for lakes and
streams from the literature for even the mid-1950s is

problematic. However, dated lake sediment cores have been
analyzed for fossil diatom and chrysophyte assemblages. Sta-
tistical interpretation of the fossil assemblages enables infer-
ences about longer term trends in past lake environmental
conditions, especially pH (Battarbee et al., 1990; Charles and
Smol, 1988; Dixit et al., 1992), and also DOC, ALK, and
dissolved Al (Davis, 1987). Decreases in atmospheric deposi-
tion of acidic compounds since 1990 have coincided with in-
creases in measured lake water ANC and pH, as well as pH
inferred from fossil remains. The latter changes have been
observed directly, which affirms that the reconstructions of
earlier natural acidification were valid.

Reconstruction of the pH history of several northern hemi-
sphere lakes using fossil assemblages showed that the lakes
were alkaline shortly after deglaciation but had acidified mark-
edly by the early Holocene (the last 10000 years of earth
history) (Norton et al., 2011; Pražáková et al., 2006; Renberg,
1990; Ryan and Kahler, 1987; Whitehead et al., 1986).

Neutral to alkaline pH in soil and surface water shortly after
deglaciation was caused by weathering of an abundance of
finely divided ‘rock flour’ and highly soluble minerals such as
calcite (Engstrom et al., 2000) and apatite (Ca5(PO4)3(OH,F,
Cl)) (Boyle, 2007; Kopáček et al., 2007; Norton et al., 2011) to
produce positive ANC in watersheds. In Sweden, for example,
the initial decrease in diatom-inferred pH from as high as 8 to
as low as 6 after deglaciation was followed by a long-term
decrease from )6 to 5, caused by the development of vegeta-
tion and soils, terrestrial production of DOC, and release of
organic acids to some lakes (Renberg, 1990). The inferences
about organic acids are borne out by speciation studies of Al in
sediment cores (Kopáček et al., 2007; Norton et al., 2011).
These natural soil-forming processes acidified soil and surface
water over thousands of years in glaciated terrain before the
onset of modern acidic precipitation (‘acid rain’) (Figure 2).
Through time, weathering rates slowed as small particles were
weathered rapidly, soluble minerals were dissolved and de-
pleted in upper soil horizons, and incongruent weathering
reactions became diffusion controlled on larger grains. As a
result of declining weathering rate, natural acid inputs were
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Figure 2 Timescale of processes leading to surface water acidification.
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incompletely neutralized, and the pH of solutions draining
from the upper soil layers to surface waters declined. Coupled
biological and chemical evidence for long-term acidification
is rare. Engstrom et al. (2000) studied a chronosequence
(substituting space for time at one locality) of postglaciation
lakes in Alaska, USA, and demonstrated declining pH and ALK
with exposure time, with initial lake pHs near 8 and declining
pH over several hundred to several thousand years to as low as
5. Similar conclusions were reached for a 16 600 year post-
glacial record for Sargent Mountain Pond, Maine, USA
(Norton et al., 2011) and a somewhat shorter record from
Plešné Lake, Czech Republic (Kopáček et al., 2009).

For most streams and lakes in glaciated terrain, the pH
was rarely <5 until the post-1800 period. Exceptions include
lakes rich in organic acidity (high DOC). Diatom-inferred pH
values for soft water lakes in the Sierra Nevada Mountains
(California, USA) and the European Alps showed fluctuations
that were attributed to climate change during the nineteenth
century (Psenner and Schmidt, 1992; Whiting et al., 1989).
Cold periods were associated with lower pH values. During
warm periods, the pHwas higher due to increased evaporation,
longer water retention times, stronger lake stratification, and
enhanced assimilation of inorganic S and N. These temperature-
driven fluctuations of pH were disrupted by the onset of signif-
icant acidic deposition shortly before 1900. In acid-sensitive
systems, anthropogenic acidification has been much faster
than natural acidification, and the pH and ANC has decreased
below the natural prehistoric minima for many lakes, as inferred
from diatom and chrysophyte species.

11.10.3.2 What Controls Long-Term Acidification?

Prior to acid rain, the principal sources of acid input to water-
sheds were from elevated CO2 in soils (carbonic acid acidity)
and DOC from the metabolism of organic matter (eqns [9a]
and [9b]).

CO2 þH2O ¼ Hþ þHCO3
$ [9a]

HnðAÞ ¼ xHþ þHn$xA
ðx$Þ [9b]

Organic acidity is produced primarily in the organic-rich layer
of forested ecosystems (the ‘forest floor’) or fens and bogs. The
pH of soil solutions in organic-rich forest soils may be lower
than 4 because of the dissociation of organic acids, caused
largely by dissociation of carboxylic groups ($COOH). The
concentration of (Ax$) can be estimated from chemical ana-
lyses of the major base cations, acid anions, and ALK as an
‘anion deficit,’ measured by titration with acid, or calculated
from DOC concentrations in conjunction with models for
organic acidity (Driscoll et al., 1994; Hruška et al., 2001;
Köhler et al., 1999; Oliver et al., 1983). Complexation of Al
and Fe by organic ligands enhances the mobilization of these
metals, but at the same time reduces the toxicity of dissolved
Al. Much of the DOC acidity is lost to aerobic respiration as soil
solutions descend through the unsaturated mineral soil, pro-
ducing substantial amounts of CO2. Carbonic acid acidity is
produced throughout the soil column but typically reaches a
maximum below the forest floor. Aerobic respiration can in-
crease the soil CO2 pressure (pCO2) to as much as two orders

of magnitude higher than the atmospheric value to produce
pHs as low as 4.5.

Natural acidity is also contributed from emissions of acidic
or acidifying compounds from volcanoes (Camuffo, 1992;
Pyle et al., 1996), including compounds of S, N, chloride
(Cl), and NH3 (ammonia), from the ocean (e.g., methyl-
sulfonate) (Charlson et al., 1987), and from wetlands (e.g.,
H2S) (Gorham et al., 1987). Ecosystem conditions that have
sulfide weathering or mineralization rates sufficient to supply
H2SO4 in significant amounts over an extended period of time
are rare. Where this occurs, it is most commonly caused by land
disturbance associated with construction (e.g., Hindar and
Lydersen, 1994), mining or quarrying activities (i.e., acid
mine drainage), recent volcanism (Wood et al., 2006), or
recent deglaciation (Engstrom and Wright, 1984). Certain
changes in the hydrology of soils can mobilize substantial
quantities of acidic compounds. For example, runoff from
marine sediments in Finland, eustatically uplifted since de-
glaciation, has high concentrations of SO4 from the oxidation
of sulfide minerals (principally pyrite, FeS2) contained within
these postglacial marine sediments (Forsius et al., 1990). Run-
off from recently drained peatlands can contain high concen-
trations of SO4 derived from oxidation of sulfide minerals and
organically bound S, as well as elevated DOC. Studies of the
chemistry of wetlands (Bayley et al., 1988; Gorham et al.,
1985) show empirically and experimentally that SO4 from
atmospheric sources or added as a treatment is removed from
bog water by some combination of precipitation as sulfide
minerals, transformation into reduced organic S, or reduction
to H2S with emission to the atmosphere. Reduced organic S
can be reoxidized during lower groundwater levels and then
leached from the system as the water table rises (Dillon et al.,
1997). DOC from wetlands can contribute substantial acidity
to the runoff, particularly if water tables vary.

Neutralization of soil solution acidity from any source
(commonly incorrectly termed ‘acid buffering,’ which refers
only to the resistance to change) is typically caused by the
leaching of Ca from bedrock and soil. Magnesium is most
commonly the second most important cation released during
weathering. Rarely, there are watersheds with unusual silicate
bedrock (e.g., serpentinite (serpentine, Mg3Si2O5(OH)4)), or
unmetamorphosed ultramafic rocks (e.g., dunite (olivine,
Mg2SiO4)) that produce Mg-HCO3 surface waters (Krám
et al., 1997) where Mg exceeds Ca in runoff. Acidification is
greatest in regions where bedrock and soils are more chemi-
cally resistant to weathering, where soils and glacial deposits
are thin, rainfall is greater, temperature is higher, and produc-
tion of organic acids is higher. For example, much of Fennos-
candinavia, Scotland, Wales, the Adirondack Mountains of
New York, USA, and the Muskoka Region of Ontario and
eastern Nova Scotia, Canada, have recently acidified lake dis-
tricts as a consequence of atmospheric inputs of SO4 and NO3,
in combination with granitic or quartzite/shale bedrock and
relatively high concentrations of naturally occurring DOC.
Surface waters draining mafic, ultramafic, or calcareous bed-
rock are relatively unaffected by acidification because of the
high base cation weathering rates. Surface waters draining non-
calcareous sandstone, granite, and schist are more likely to be
impacted by acid rain (Kuylenstierna and Chadwick, 1989).
The highly soluble minerals calcite and apatite are commonly
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present in small amounts in many rock types. In postglacial
time, these two minerals likely controlled pH and Ca in runoff
for up to several thousand years before weathering rates
became dominated by slower weathering silicates such as
amphibole, biotite, and feldspars (Ca, Na, K, Al silicates)
(Boyle, 2007).

Although weathering plays an important role in the neu-
tralization of acid, rates at which base cations are released in
natural systems from weathering are not well known. Weath-
ering rates vary with bedrock and soil composition, concentra-
tion of organic ligands, temperature, soil moisture and pH,
precipitation amounts and pH, redox (reduction/oxidation)
conditions, and vegetation (see, e.g., Klaminder et al., 2011;
Sverdrup, 1990; White and Brantley, 1995). Chemical weath-
ering rates of aluminosilicate minerals increase at lower pH in
laboratory experiments.

Field-based experiments have yielded a better understand-
ing of the rate at which base cations can be supplied to offset
the input of strong mineral acids (Bain and Langan, 1995;
Swoboda-Colberg and Drever, 1993). For many elements,
chemical budgets for watersheds have been constructed by
the simplistic relationship:

Weathering rate ¼ stream solute output
$ atmospheric solute input [10]

Equation [10] ignores numerous quantitatively important pro-
cesses including changes in biomass (living and dead), changes
in exchangeable soil pools for cations and anions, contribu-
tions from dry deposition, and gaseous losses to the atmo-
sphere (e.g., for S and N). A more comprehensive equation
for a watershed element mass balance might be:

Weathering rate ¼ ½stream output þ gaseous efflux(
$ ½atmospheric input ðwetÞ þ atmospheric input ðdryÞ(
* Dbiomass storage* Dsecondary soil pools

ðe:g:; exchangeable; adsorbedÞ
[11]

Commonly, the weathering rate is calculated by adding and
subtracting many fluxes, each of which is difficult to assess
(Pačes, 1983; Velbel, 1985; White and Blum, 1995). No long-
term calibrated watershed studies measure all these variables
well and therefore the weathering rates determined from them
are only approximate. For example, Bormann and Likens
(1979) calculated that Ca weathering from 1963 to 1974 was
approximately 11.5 kg ha$1 year$1 at Hubbard Brook Experi-
mental Forest (HBEF), NewHampshire, USA, assuming that all
the excess Ca was from weathering of primary minerals. At
HBEF, surface waters have very low ALK and have likely been
acidified, and they are susceptible to episodic acidification.
On the basis of a more complete analysis, Bailey et al. (2003)
were not able to resolve the primary weathering from deple-
tion of exchangeable base cations from the soil. At an ecolog-
ically and geologically similar site at Bear Brook Watershed
in Maine (BBWM), USA, Ca weathering rates were calculated
on a similar basis. Assuming steady state for many of the
unknown variables, the estimated rates ranged from 11 to
15 kg ha$1 year$1 for 1988–1992 and 1.5 kg ha$1 year$1 for
1988–2000 in the reference watershed, respectively (Norton
et al., 1999; Watmough et al., 2005).

Numerous studies suggest that proportions of Ca derived
from the watershed compared to the Ca derived from atmo-
spheric inputs can be inferred by using Sr (strontium) isotope
data. The Sr isotope ratios (87Sr/86Sr) for the bedrock, atmo-
spheric input, and output are combined in a linear mixing
model to infer the ultimate sources of Ca (bedrock/soil com-
plex vs. atmosphere). The explicit assumption of this technique
is that Ca and Sr behave similarly during all biogeochemical
processes. This assumption has been challenged (Bullen et al.,
2002).

Several studies have suggested that acid deposition acceler-
ates weathering (e.g., Miller et al., 1993). However, Norton
et al. (1999) concluded on the basis of runoff chemistry at
BBWM that chemical weathering was not affected during a 20
year experimental acidification of an entire watershed (Navrátil
et al., 2010). There, Swoboda-Colberg and Drever (1993) acid-
ified in situ soil columns, after removal of the forest floor
(organic horizon). They stripped exchangeable cation pools
from the mineral soil with strong acid leaching until a steady-
state rate of leaching of cations occurred. This steady-state loss
was attributed to primary chemical weathering. The values
(kg ha$1 year$1) were 200–400 times higher than those
based on the whole watershed (eqn [11], simplified). Dahlgren
et al. (1990) used reconstructed soils from the same watershed
and determined that experimental acidification of the columns
with H2SO4 was accompanied by increased leaching of base
cations from the exchangeable pools and dissolution of Al
from a solid phase. Silica release was not enhanced by their
acidic treatments. Generally, silica is relatively unchanged
in nearly all field-scale acidification experiments with the
major exception of the wollastonite (CaSiO3) treatment at
HBEF (Cho et al., 2010), suggesting no substantial change
in congruent weathering rates. In summary, most field ex-
periments and watershed studies suggest that variations in
short-term base cation release to runoff are dominated by ion
exchange equilibria or ecosystem perturbations (e.g., ice
storms, wind damage, fire), not changes in weathering rates.
As exchangeable base cation supplies become depleted and pH
declines, mobilization of ionic Al becomes increasingly
important.

Laboratory experimental rates of weathering (typically
expressed as mol m$2 s$1) are generally 2–3 orders of magni-
tude higher than field rates. These differences are partly an
artifact of differing experimental methods, non-steady-state
processes (Holdren and Adams, 1982), differences in hydro-
logical conditions between the field and laboratory, distur-
bance effects, and effective mineral surface area in contact
with reacting water. The chemical weathering in soil can be
inhibited or virtually stopped in dry periods (Zilberbrand,
1999). Alternatively, as acidic soil solutions dry, the increasing
concentrations of solutes causes pH to decline and ionic
strength to increase, which should increase weathering rates
in a restricted volume of soil solution. Clearly, extrapolating
experimental weathering rates determined in the laboratory to
the field and regionalization of the results are problematic. The
balance between primary weathering sources of base cations
and desorption of base cations in contributing to runoff con-
centrations is difficult to determine. Thus, the resilience of soils
to acidification is still poorly understood. Unfortunately, accu-
rate weathering data are important to realistically calibrate
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some dynamic and static models of soil and water acidification
(e.g., PROFILE, Sverdrup and De Vries, 1994; Sverdrup and
Warfvinge, 1993).

Several types of evidence from soils have been used to
estimate long-term weathering rates. The historical approach
uses the reduction in base cation concentrations (Johansson
and Tarvainen, 1997) or labile minerals (e.g., biotite and horn-
blende; Frogner, 1990) in the soil profile with respect to chem-
ically unaltered C-horizon soil as an index of weathering. If the
age of the soil is known (e.g., post-Wisconsinan in North
America, Weichselian in northern Europe), this method pro-
vides long-term average weathering rates that are generally
greater than present day rates (Klaminder et al., 2011). Weath-
ering rate decreases with increasing soil age (Engstrom et al.,
2000) and may follow a power-law equation (Taylor and
Blum, 1995). Modern weathering rates could be <10% of the
rate immediately after deglaciation.

The base cation status of surface water is also controlled
partly by hydrology. Steeper topography generally has thinner
soils, shortening contact time between soil solutions and min-
eral soil, thereby decreasing the rate of chemical weathering
and ALK production. Seepage lakes, containing neither surface
inlets nor outlets, can recharge or receive discharge from the
local groundwater system. In the former case, the lake water
chemistry can be similar to atmospheric deposition, modified
by evaporation and in-lake processes. As groundwater flow
paths change so that more water flows through a seepage
lake, the ANC of the lake typically increases as a consequence
of the entering ground water having been in contact with
mineral soil. For all lakes, residence time of water is important
in determining evaporative changes in water composition
(Webster and Brezonik, 1995) and the extent to which the in-
lake processes alter the acid–base status of the water inputs (see
Section 11.10.5.6).

11.10.4 Short-Term and Episodic Acidification

Short-term (days to weeks) and episodic (hours to days) acid-
ification events (Figure 2) are caused by a variety of mecha-
nisms including pulsed inputs of water (high discharge from
snowmelt or rain) causing preferential dilution of base cations,
release of oxidized S and N from organic or inorganic pools
(Dillon et al., 1997), atmospheric input of marine aerosols
(the salt effect; Wright et al., 1988), and increased leaching of
DOC (Hruška et al., 2001). These mechanisms are controlled
by weather and climate change. Many aspects of episodic acid-
ification have been thoroughly reviewed by Wigington et al.
(1990).

Watersheds have five major lines of defense against short-
term and episodic acidification: (1) cation desorption, (2)
anion adsorption, (3) Al dissolution, (4) protonation of weak
acid anions, and (5) dehydroxylation of metal species.

1. Chemical weathering of silicate minerals in soils is a rela-
tively slow source of base cations, but the total long-term
neutralization capacity of soils is typically large. In contrast,
ion exchange reactions (cation and anion exchange) in soil
are relatively rapid, and tend to buffer Hþ, SO4

2$, base
cation, and ANC concentrations. The sum of the exchange

sites for cations (expressed in moles of charge per kg soil) is
termed the cation exchange capacity (CEC). The percentage
of the cation exchange sites occupied by the base cations
Ca, Mg, Na, and K is traditionally termed the base satura-
tion (BS). The rest of the cation exchange sites are occupied
primarily by Al and H. In concept, if desorption of base
cations exceeds the weathering rate release of those base
cations, BS of soil decreases, site occupancy by Al and H
increases, and soil acidification occurs; subsequently, more
of the charge balance in runoff is maintained by the export
of Hþ and Al3þ. The soil- and surface-water thus become
more susceptible to short-term and episodic acidification
(Wigington et al., 1996) that can last for hours to months.

2. In soils rich in Fe and Al secondary phases, excess SO4 from
the atmosphere can be reversibly adsorbed or desorbed,
thereby retarding acidification or recovery from acidifica-
tion, respectively (David et al., 1991a,b; Navrátil et al.,
2009). Well-drained forest soils, such as in southern Europe
or the central and southern United States, that were not
glaciated during the Wisconsinan, are commonly rich in
sesquihydroxides (Al and Fe hydroxides) that cause high
SO4 adsorption capacity (e.g., Cosby et al., 1986). However,
even young postglacial soils have an enhanced ability to
adsorb SO4 (Kahl et al., 1999).

Substantial decreases of atmospheric input of S in
Europe and North America in the last two decades
(Figure 1) have caused a general decline in surface water
SO4 (Evans et al., 2001b; Stoddard et al., 1998). Many soils
have switched from being a sink to a source of S (Driscoll
et al., 1998; Prechtel et al., 2001). Fluxes of SO4 in runoff
from watersheds with thin (e.g., alpine) soil and low SO4

adsorption capacity have decreased rapidly (Kopáček et al.,
2001a) in comparison to watersheds with deeply weathered
and thick soils (Alewell, 2001). Stable isotope (d34S) stud-
ies and budget calculations suggest that the pool of organic
S in forest floor and biological S turnover are important
contributors to SO4 export. Organic cycling of deposited
atmospherically derived S plays an equally important role
in polluted coniferous forests in the Czech Republic (and
probably elsewhere; Houle and Carignan, 1995) where over
80% of the total S content in soils is organically bound
(Novák et al., 2003). Sulfur isotope studies indicated that
up to 80% of sulfate in stream water in polluted areas of the
Czech Republic was organically cycled (Novák et al., 2000).

3. As the pH of soil water decreases below 5.5–5.0 and soil
cation exchange sites become depleted of base cations,
desorption of exchangeable Al and dissolution of solid Al
secondary phases become important because Al hydrolysis
increasingly dominates acid neutralization processes. For
example,

AlðOHÞ3 þ 3Hþ ¼ Al3þ þ 3H2O [12]

Commonly, studies of changing water quality do not dif-
ferentiate whether increased dissolved Al is from desorption
of Al from soils, or from dissolution of a solid Al phase.
Both processes have been demonstrated at some sites. In
very acidic forest soils, dissolution of Fe can also contribute
to acid neutralization (Borg, 1986; Matschullat et al., 1992;
Norton et al., 2004; Ulrich, 1983). Dissolution of Mn solid
secondary phases could be rarely important and occurs
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probably only during early acidification stages when Mn is
rapidly mobilized (Puhe and Ulrich, 2001).

4. Weak acid anions are loosely defined as anions from acids
whose dissociation constants are in the range of pHs exhib-
ited by surface waters ()4–11). Two important acid groups
are included. In the system CO2–H2O, there is an equilib-
rium among the various C-bearing species as a consequence
of CO2 dissolving in water

H2Oþ CO2 ¼ H2CO3 K ¼ 10$1:5 pK ¼ 1:5 [13]

H2CO3 ¼ Hþ þHCO3
$ K ¼ 10$6:5 pK ¼ 6:5 [14]

HCO3
$ ¼ Hþ þ CO3

2$ K ¼ 10$10:3 pK ¼ 10:3 [15]

For eqn [14], H2CO3 and HCO3
$ are present in equal

concentrations at pH¼6.5. Any process not involving dis-
solving or evasion of CO2 that tends to lower the pH will
result in production of H2CO3 at the expense of HCO3

$, a
process called protonation. Carbonate ALK (eqn [1]) is
reduced.

Dissolved organic acid typically consists of a mixture of
organic acids whose pKs (the negative log of the equilibrium
constant) may range from very small values (strong organic
acids) to as high as the bicarbonate–carbonic acid pK
(eqn [14]) (weak organic acids). Any weak organic anions
are also subject to protonation (Hruška et al., 2003; Oliver
et al., 1983), supplying additional acid neutralization capac-
ity to the soil water and surface water (eqn [2]).

5. Some dissolved metals, for example, Al, Fe, and Mn, are
speciated with differing amounts of hydroxyl, for example,
Al3þ, Al(OH)2þ, Al(OH)2

þ, Al(OH)3, and Al(OH)4
$. The

relative abundance of each species is a function of pH,
similar to organic acids and the CO2-bearing species.
Thus, a process that tends to acidify the water can be partly
neutralized by consumption of Hþ, which can be repre-
sented as, for example,

AlðOHÞ2þ þHþ ¼ Al3þ þH2O [16]

11.10.5 Drivers of Short-Term and Episodic
Acidification

Susceptibility to episodic acidification is increased because of
longer term acidification, driven by excess loading of SO4 and
NO3, higher ambient DOC, and aggrading biomass, all of
which chronically lower base cations, pH, and ANC.

11.10.5.1 High Discharge from Snowmelt and Rain

During snowmelt, acidic pollutants are preferentially eluted.
Consequently, acidic pulses are released and may enter streams
and lakes, particularly early in the snowmelt process, and these
solutions may have little contact with soils (Jeffries, 1990;
Johannessen and Henriksen, 1978). Base cation concentra-
tions become diluted concurrently with elevated concentra-
tions of SAA. The associated pH and ALK depressions can
have severe biological impacts on fish and other biota, partic-
ularly during their sensitive early life stages. This meltwater

may be close to 0 +C and thus typically does not mix down-
ward in lakes with warmer, more dense lake water if the lake is
covered with ice. The result is a shallow layer of relatively low
pH water directly beneath the ice. Acidic episodes kill fish long
before the system is chronically acidic; recovery from acidic
episodes is a key to biotic recovery. In circumneutral streams
and lakes, dilution of Ca is an important factor for fish mor-
tality (Tranter et al., 1994).

11.10.5.2 Pulsed Release of SO4 and NO3 from Soils

Episodic release of SO4 and/or NO3 from soils, unaccompa-
nied by equivalent base cations, may depress pH and ANC, on
a timescale of individual high discharge events, or seasonally.
Episodically elevated concentrations of SO4 in runoff may be
caused by prolonged drought, lowering of the groundwater
table, subsequent oxidation of S stored in organic matter, and
then leaching during higher discharge (Dillon et al., 1997).
Seasonal release of stored S is most strong from watersheds
with a high areal percentage of wetlands (Kerr et al., 2011).
Increases in DOCmay accompany the elevated SO4, enhancing
the depression of pH. Normal fluctuations of hydrology are
typically unaccompanied by substantial variation in stream
SO4 because of anion exchange equilibria in mineral soils
and stream sediment. The flux of NO3 is dominated more by
biological processes, being strongly diminished in many
streams during the vegetation growing season versus the dor-
mant season. Consequently, many watersheds have a strong
seasonal cyclicity for release of NO3 (Navrátil et al., 2010;
Stoddard, 1994). Superimposed on this seasonality is a short-
term release of NO3 caused by flushing of mineralized N (as
NO3) from shallow soils during periods of higher flow. It is
common for NO3 to vary more in runoff (on both a percentage
and absolute basis) than SO4 (Navrátil et al., 2010), apparently
because most soils have a low NO3 exchange capacity.

The elevated SAA fluxes from acidic soils during events are
usually associated with elevated terrestrial export of Hþ and
ionic Al forms, which are potentially toxic for water biota (e.g.,
Gensemer and Playle, 1999). Inorganic Al and DOC interac-
tions and the proportion of ionic and organically bound (non-
toxic) Al forms cause variability in fish mortality, as does
duration of exposure in an acidic episode (Baldigo and
Murdoch, 1997). Changing flow paths during hydrological
events (i.e., proportion of snowmelt or rainwater and soil
water in the total water input to lakes) are of overwhelming
importance in controlling the chemical character of episodes in
streams (Davies et al., 1992). For example, acid-sensitive fish
species were absent in streams of the northeastern United
States that had median pH<5.0–5.2 and inorganic Al>100–
200 mg l$1 during high flow (Baker et al., 1996).

11.10.5.3 Marine Aerosols

Deposition of marine salt aerosol causes episodic acidification
of runoff near the coast by alteration of cation exchange equi-
libria within strongly acidic soil. During the ‘sea-salt effect,’
marine aerosol Na and Mg displace primarily H, Al, and Ca
from soil exchange sites. The Na/Cl and Mg/Cl equivalent
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ratios in runoff can decline below ocean water values, 0.86 and
0.2, respectively, as Na andMg cations are adsorbed by the soil.
The pH of runoff can decline as much as 2 pH units during
these sea-salt episodes. The ANC of runoff is reduced while BS
and soil pH are increased very slightly. Wiklander (1975) was
one of the first to suggest acidification of leachate by the sea-
salt effect. The process has been demonstrated experimentally
at the laboratory scale (Skartveit, 1981) and at the watershed
scale (Wright et al., 1988). Individual high salt inputs can be
reflected in surface water chemistry for months to a few years
(Evans et al., 2001c; Godsey et al., 2010; Kirchner et al., 2000;
Norton and Kahl, 2000). The maximum effect from sea-salt
input occurs in thin acidic soils that have low BS and low CEC.
Most soils have relatively low Cl exchange capacity. Thus, Cl
behaves conservatively. The sites most responsive to sea-salt
inputs are those at an intermediate distance from the coast
where occasional major sea-salt inputs can generate large pro-
portional changes in Cl and other marine ions (Harriman
et al., 1995). Major regional events with pH depressions suffi-
cient to kill fish have been documented by Hindar et al.
(1994). These events can occur in areas even where acidifica-
tion from strong acids is absent. Salt-driven acidification epi-
sodes can be relatively common in acidic bogs although it has
not been well documented. Pugh et al. (1996) demonstrated a
salt acidification effect in an ombrotrophic/poor fen site. The
salt originated from road runoff, but the chemical changes in
runoff were otherwise analogous.

11.10.5.4 Organic Acidity

The most acidic stream flows in polluted regions commonly
have disproportionately higher concentrations of Hþ, NO3

$,
SO4

2$ and inorganic Al. In unpolluted regions, as in northern
Sweden (Hruška et al., 2001) or in North Shore rivers, Quebec,
Canada (Campbell et al., 1992), episodic acidification can be
primarily caused by dilution of base cations and increase in
organic anions during high discharge. In northern Quebec, for
example, ‘inorganic anion deficits’ increased from around 35
to 70–100 meq l$1, representing up to 20 mg DOC l$1 during
high flow at snowmelt, causing pH to decline from near 7 to
about 5 (Campbell et al., 1992). The episodic pH depression
associated with DOC operates independently of anthropo-
genic acidity and likely is responsible for substantial episodic
acidification. Fortunately, as DOC and Hþ increase, much of
the potentially toxic metals that are mobilized (especially Al)
becomes bound (complexed) with the DOC and is thus bio-
logically much less reactive. Since about 1980, depending on
location, atmospheric deposition of SO4 has declined as has
runoff SO4. Concurrently, DOC concentration has increased at
most localities, especially in watersheds with significant per-
centage of wetland (Monteith et al., 2007). The correlation
between declining SO4 and increasing DOC suggests a mech-
anistic linkage. Decreasing ionic strength and increasing soil
water pH have been suggested to cause increasing solubility of
DOC. Some of the increase in DOC concentration can be
attributable to climatic warming, causing increased minerali-
zation of organic matter. Altered hydrology, such as earlier
snowmelt, can also enhance DOC export from watersheds.
Elevated atmospheric deposition of N can also stimulate min-
eralization of organic matter. Acidity from increased DOC
partially offsets decreased SO4, inhibiting recovery from acid

rain (Arvola et al., 2010). An additional effect of increasing
DOC is the increased mobilization of Al and Fe (and other
metals) from soils, and subsequent impact on phosphorus (P)
cycling (see Section 11.10.6.2).

11.10.5.5 Dilution

It is common during periods of snowmelt or high rainfall to
have most runoff passing through shallow soils or even over-
land. As a consequence, soil cation exchange processes can be
largely by-passed. This causes dilution of base cations in the
runoff; however, SO4 in runoff is less diluted than elements
originating in the watershed because some SO4 exists in the
snow or rain that makes up the runoff. Consequently, SAA
decrease less than SBC, causing acidification. Such acidifica-
tion can also occur seasonally as a result of NO3 mobilization
(Laudon and Norton, 2010).

11.10.5.6 In-Lake Processes Affecting pH and ANC

In circumneutral lakes, the water ANC and pH are primarily
affected by CO2 assimilation (eqn [17]; left to right¼
production of organic matter) and dissimilation of organic
matter (reversed eqn [17]; CO2 production):

CO2 þH2O ¼ CH2OþO2 [17]

Changes in concentrations of dissolved CO2 affect concentra-
tions ofHCO3

$ andHþ (eqns [13] and [14]), and lakewater pH.
The pHmaxima occur in the epilimnion nearmidday due to the
highest photosynthetic activity and the largest depletion of CO2

concentrations. Dissimilation of settling organic matter in-
creases CO2 concentrations and decreases pH in deeper waters.
Consequently, pH is usually higher in the epilimnion than in the
hypolimnion of circumneutral lakes. An inverse pH–depth rela-
tionship (lower pH values in the surface layer than above the
bottom) is typical for strongly acidified lakes, with a depleted
carbonate buffering system. The reasons for this difference are
low pH and negligible carbonate system buffering in acidic
waters. Changes in Hþ concentrations associated with the CO2

assimilation and dissimilation are relatively small in acidic wa-
ters due to low dissociation of H2CO3 at pH<5 (eqn [14]). In
contrast, the effects of other in-lake processes generating or
consuming Hþ (such as ionic exchange across the sediment–
water interface, biotic reductionof SO4 andNO3, photochemical
and bacterial oxidation of organic acids, hydrolysis of
(M3þ(OH1$)n)

3$n, and dissociation or protonation of organic
acids) on water pH are more pronounced (and straightforward)
in acidic than in circumneutral lakes because the associated Hþ

fluxes are not buffered by the carbonate buffering system.
Laboratory and in situ experiments have demonstrated that

stream and lake sediments in contact with the water column
are effective ion exchangers for base cations (e.g., Cook et al.,
1986; Oliver and Kelso, 1983), anions (Navrátil et al., 2010;
Norton et al., 2000), and Al (Henriksen et al., 1988b; Tipping
and Hopwood, 1988). Because of the reversible cation-
exchange processes, pH depression can be buffered during
episodic acidification, as is recovery of ANC during de-
acidification (see Section 11.10.8). Exchange of Hþ for base
cations in sediment is commonly reported as a significant ANC
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source during the early stage of stream and lake water acidifi-
cation (e.g., Psenner, 1988; Schiff and Anderson, 1986).

Sulfate and NO3 are used as electron acceptors duringmicro-
bial dissimilation of organic matter in anoxic conditions that are
typical for sediments but alsomayoccur in the hypolimnion of a
productive lake. The biochemical reductions of SO4 andNO3 are
important Hþ consuming (ANC generating) processes:

2CH2Oþ SO4
2$ þ 2Hþ ¼ H2Sþ 2CO2 þ 2H2O [18]

5CH2Oþ 4NO3
$ þ 4Hþ ¼ 2N2 þ 7H2Oþ 5CO2 [19]

The rate of SO4 and NO3 reduction in sediments is nor-
mally governed by diffusion. Total amount of the reduced SO4

and NO3 thus increases with SO4 and NO3 concentrations in
lake water and water residence time (Kelly et al., 1987). As
acidification progresses and terrestrial exports of SO4 and NO3

to the lake increase, the contribution of SO4 and NO3 bio-
chemical reduction to the total in-lake ANC generation in-
creases, and typically becomes the dominant process (Cook
et al., 1986; Rudd et al., 1986; Schindler, 1986). However, net
storage of SO4 (as reduced S) in sediment is typically a small
percentage of excess SO4 in lake water (Norton et al., 1988).
Besides denitrification (eqn [19]), NO3 is assimilated during
photosynthesis by phytoplankton, consuming 1 mol of Hþ per
1 mol of NO3 consumed (eqn [20]). This process is an impor-
tant ANC source in productive lakes with either naturally high
(e.g., Plešné Lake; Kopáček et al., 2004) or artificially elevated
(e.g., Davison et al., 1995) P concentrations.

NO3
$ þ R $OHþHþ ¼ R $NH2 þ 2O2 [20]

DOC is not conservative in water. It can be metabolized,
condensed, photooxidized, or precipitated during acidification.
Sunlight can effectively reduce concentrations of allochthonous
recalcitrant organic matter, decrease its average molecular
weight, and produce numerous biologically available com-
pounds, like acetic, formic, citric, malonic, and oxalic acids
(Bertilsson and Tranvik, 2000; Kieber et al., 1989; Steinberg
and Kühnel, 1987). Both the total photochemical oxidation of
organic acid anions to inorganic carbon (mono- and dioxide)
and the microbial uptake of the produced low molecular weight
organic acids influence in-lake concentrations of Ax$ and Hþ.
This in-lake removal of allochthonous DOC was a significant
internal ANC-producing process in the acidified Adirondack,
New York, USA, and Bohemian Forest, Czech Republic, lakes
(Driscoll and Postek, 1996; Kopáček et al., 2003). DOC’s pro-
portion in the total in-lake ANC production has probably in-
creased during the recovery phase, as terrestrial export of SO4

decreased and thatofDOC increased (Monteith et al., 2007). The
photochemical cleavage of higher molecular weight DOC de-
creases water color and increases transparency. The altered light
regime in water (including UV permeability) has then further
consequences on chemistry, biota, and the thermal structure of
lakes (Schindler et al., 1996).

11.10.6 Effects of Acidification

11.10.6.1 Release of Al and other Elements

Acidification of surface waters to a pH of )5 or below causes
sharp increases in concentrations of dissolved Al (Driscoll and

Postek, 1996; Lawrence et al., 1987; Schecher and Driscoll,
1987) and trace metals (e.g., Be, Veselý et al., 2002a; Cd,
Alfaro-De la Torre and Tessier, 2002; Mn, Borg, 1986 (but see
Navrátil et al., 2007 for a different perspective); and Zn, Veselý
and Majer, 1996; Veselý et al., 1985; Figure 3). Increased
concentrations of dissolved inorganic Al during soil and
water acidification are the primary cause of fish mortality in
acidic waters (Baker et al., 1996). The controls on Al concen-
tration as pH declines include ion exchange, dissolution of
solid-phase Al (typically referred to as ‘gibbsite’¼Al(OH)3)
with variable solubility constants (Mulder and Stein, 1994),
and equilibrium with solid Al–organic complexes (Cronan
et al., 1986). Concurrently, the Al aqueous speciation changes
toward more of the uncomplexed free ion. Free Al3þ and Hþ

outcompete trace metal cations on soil exchange sites, the
concentrations of OH$ and HCO3

$ ligands are negligible,
and the relative importance of organocomplexes may decline
as pH declines. Potentially toxic substances such as Al3þ be-
come more biologically available. At BBWM, increases of Al in
a low pH and low DOC stream, caused by experimental acid-
ification of a watershed, were entirely inorganic Al and appar-
ently related to solubility of an unidentified Al phase (Postek
et al., 1996). Mechanisms regulating the release of Al from
amorphous inorganic and organic compounds in soil are un-
certain (LaZerte and Findeis, 1995; Mulder and Stein, 1994).
Laboratory experiments suggested a combination of kinetically
limited Al release from primary and secondary minerals and
organic compounds together with the complexation of Al with
DOC (Berggren and Mulder, 1995). During acid episodes, Al
can increase to more than 1 mg l$1 and such a concentration
can be chronically maintained in waters of heavy polluted
regions (Veselý et al., 1998b). The dissolution of Al is further
enhanced by formation of soluble complexes, especially with
fluoride and sulfate (Schecher and Driscoll, 1987). Mixing of
these acidic Al-rich waters with higher pH waters commonly
causes Al precipitation, also a problem for fish (Reinhardt
et al., 2004; Rosseland et al., 1992; Teien et al., 2006;
Weatherley et al., 1991). Rare earth elements (REE) and
beryllium (Be) behave similarly to Al in streams. They are
mobilized by DOC and by declining pH during acidic epi-
sodes (REE data from BBWM, Norton, unpublished; Tang
and Johannesson, 2003; Veselý et al., 2002b; Wood et al.,
2006).

Many pollutants other than S and N occur in modern
atmospheric deposition. The history of deposition of these
pollutants has been determined by chemical and isotopic an-
alyses of ice cores (e.g., Boutron et al., 1995), lake sediment
cores (e.g., Renberg et al., 2000), peat cores (e.g., Shotyk et al.,
1996), soils (Bindler et al., 1999), vegetation (Steinnes, 1995),
and direct measurements (e.g., NADP–NTN, 2009). Most
metals have enhanced mobility as a consequence of acidifica-
tion. Mercury (Hg) and lead (Pb) are relatively conservative in
watersheds, in large part because of fixation by particulate
organic matter or sorption to sesquihydroxide secondary
phases. Atmospheric deposition of Pb increased in eastern
and central North America and northern Europe by as much
as 50 times preindustrial values, peaking in the 1970s. It has
declined since then to generally<5% of peak values (Figure 4).
Biological impact of atmospherically deposited Pb, except in
grossly polluted regions, has not been demonstrated to be
significant. The deposition of Hg is strongly influenced by dry
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deposition of Hg to plant surfaces. Thus, Hg deposition was
low when Caribou Bog (Orono, Maine, USA) (Figure 4) was a
lake, high during the fen stage as the lake filled in, and then
low during the ombrotrophic stage, until the present era of
pollution. Similarly, at Sargent Mountain Pond (Maine, USA),
Hg deposition increased dramatically slightly before the Youn-
ger Dryas and afterward, as a consequence of the development
of forest vegetation. Modern deposition of Hg at both sites
reached unprecedented values as a consequence of anthropo-
genic emissions. Mercury has increased in atmospheric depo-
sition by more than 100% since the mid-1800s, peaking in the
1970s and declining since then (Figure 4).

Mercury becomes methylated under reducing conditions, en-
ters the aquatic food chain through phytoplankton, is magnified
as much as 106 -fold in the food chain, and reaches maximum
concentrations in piscovorous fish. The increase of SO4 in the
environment from acid rain could have stimulated methylation

of Hg because of enhanced biotic reduction of SO4 in wetlands,
groundwater, and lakes, thus increasing methyl-Hg in fish and
the humans who consume the fish (Morel et al., 1998). The
trend for the deposition of Cd from the atmosphere is generally
parallel to that of Hg for eastern Canada and the United States
(Alfaro-De la Torre and Tessier, 2002; Norton et al., 2007).
Additional information on trace elements and Hg is included
in Chapters 11.3 and 11.4, respectively, of this volume.

11.10.6.2 Nutrient Availability

The initial response to acid rain is an increase in the mobiliza-
tion and export of base cations and, commonly, SO4 and NO3

from the watershed. In general, soil acidification and associ-
ated leaching of Mg, Ca, and K, and elevated Al mobilization
are usually associated with less favorable nutritional status,
whereas N deposition tends to increase the fertility of naturally
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Figure 3 Relationship among median, upper, and lower quartiles of Al, As, Be, Cd, Cu, Mn, Pb, and Zn, and pH in Czech Republic brooks in the late
1980s. Values were calculated after sorting the water samples (n¼12988) into groups with 0.2 pH unit ranges. Volume-weighted average
concentrations in bulk precipitation (○) and throughfall (●) in 1991 samples from the Bohemian Forest are shown (modified from Veselý J and Majer V
(1996) The effect of pH and atmospheric deposition on concentrations of trace elements in acidified freshwaters: A statistical approach.Water, Air, and
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73: 183–192). The decline of Be, Cd, Mn, and Zn at very low pH is likely caused by acidification-related depletion of exchangeable trace metals from
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N-limited terrestrial ecosystems (Puhe and Ulrich, 2001). The
elevated N deposition thus may correspond to a period of
fertilization of plants in forests and in N-limited surface waters.
However, prolonged increased leaching of exchangeable base
cations and subsequent decline in exchangeable pools of base
cations in soils (Fernandez et al., 2003; Kirchner, 1992; Likens
et al., 1996) can have a long-term impact on terrestrial ecosys-
tem health. As the molar ratio (CaþMgþK)/Al in soil solution
declines during acidification, nutrient uptake by roots can be
impaired. Limited Ca or Mg uptake, associated with elevated Al
concentrations and low pH in the rooting zone, slows growth
and decreases the stress tolerance of trees (Cronan and Grigal,
1995), and adversely affects tree physiology (Šantrůčková
et al., 2007). Declining Ca in runoff, which may occur during
acidification or recovery, has been implicated in reduced fe-
cundity and survival of Ca-richDaphnia species (Jeziorski et al.,
2008). Similar effects might be expected in other organisms
that require higher Ca in water.

Although P is not commonly the subject of acid rain geo-
chemistry research, ecosystem alterations due to acidification

inevitably alter P dynamics in watersheds. Reinhardt et al.
(2004) demonstrated that the export of P in runoff from the
experimentally acidified catchment at BBWM had increased
nearly by a factor of 10, along with Al. SanClements et al.
(2010) reported that an important source of this P and Al
was in the B horizon of these forested Spodosols, a locus of
secondary Al and Fe accumulation and thus, significant P
adsorption capacity. They suggested that mobilization of Al
by the experimental acidification also resulted in P mobiliza-
tion, and that this effect was evident at both BBWM and a
similar experimental watershed acidification study at the Fer-
now Watershed in West Virginia, USA. Evidence also existed to
suggest that for the period of time of accelerated P mobiliza-
tion, which could be transient, P was more available to biota,
with biocycling of this P resulting in redistributions within the
ecosystem.

Minimally polluted forest ecosystems export mostly
organically bound N and NH4, instead of inorganic oxidized
N (NO3) (e.g., Hedin et al., 1995; Perakis and Hedin, 2002).
Increased atmospheric deposition of N can initially have a
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Figure 4 (a) Accumulation rate of Hg and Pb in Holocene time at Caribou Bog, Maine (modified from Roos-Barraclough F, Givelet N, Shotyk W, and
Norton SA (2006) Use of Br and Se in peat to reconstruct the natural and anthropogenic fluxes of atmospheric Hg: A ten-thousand year record from
Caribou Bog, Maine, USA. Environmental Science & Technology 40: 3188–3194). Note the differing influence of vegetation on the flux of Hg and Pb in
preindustrial time and the unprecedented high accumulation rates in the last 100 years. (b) Accumulation rate of Hg and Pb in early postglacial to ca. AD
2004 sediment of Sargent Mountain Pond, Maine, USA (Norton, unpublished). The bold dashed horizontal line is the approximate time of the Younger
Dryas, after which the landscape was fully forested. The recent sediment data (open symbols) are spliced to data from a long core.
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positive growth effect on N-limited ecosystems. Turnover of
mineralized N in the forest floor is generally an order of
magnitude higher than atmospheric input of inorganic N,
which creates only a small addition to a large N soil pool.
Nitrogen demands by biota must be satisfied first, and a certain
amount of N can be immobilized in forest organic matter,
before N saturation and chronic NO3 leaching occur (Aber
et al., 1989, 1998; Stoddard et al., 2001). Ecosystems vary
widely in their capacity to retain N inputs. Excess N is exported
mostly as NO3, increasing the concentration of SAA in water,
contributing to acidification. Nitrate leakage is greatest from
high-elevation, steep sites, and from mature forests with high
soil N stores and low soil C/N ratio (Fenn et al., 1998), and
lowest from watersheds containing extensive wetlands. Con-
centrations and seasonality of NO3 in stream water are used as
indices of N saturation (Stoddard, 1994). Mosello et al. (2000)
and Kopáček et al. (2001a) indicated that retention of N in
watersheds decreased with time under acidification stress. In
contrast, slightly elevated terrestrial N retention may be con-
nected to reduction of acidic deposition during the recovery
phase (Lorz et al., 2002; Veselý et al., 1998a, 2002a). Increased
concentration of NO3 in streams increases P demand and the
risk of P limitation in stream microbial communities, as dem-
onstrated at BBWM (Simon et al., 2010). This P limitation can
be exacerbated by the mobilization of Al from soils and sub-
sequent precipitation of Al(OH)3 in streams, increasing the
capacity for adsorption of dissolved P. Davison et al. (1995)
used whole-lake treatment with P to overcome acidification by
excess NO3.

Export of NO3 in surface waters is linked to soil microbial
activity and the soil C/N ratio (Yoh, 2001). Empirical data
showed that a C/N ratio of the forest floor<25 and throughfall
deposition above 9–10 kg N ha$1 year$1 were thresholds for
leaching NO3 in Europe (Dise and Wright, 1995; Gundersen
et al., 1998), with similar findings reported for North America
(Aber et al., 2003). In the European data, the slope of the
relationship between N input and NO3 leached was twice for
sites where C/N<25. Higher rates of NO3 leaching also oc-
curred at sites with pH<4.5 and high N input (MacDonald
et al., 2002). However, N leakage was about half that of depo-
sition at high-elevation alpine sites in the Rocky Mountains of
Colorado, USA (Williams et al., 1996). The export of NO3 from
N-saturated forests also reflects the soil’s potential for nitrifica-
tion and land-use history. Goodale and Aber (2001) reported
that although net N mineralization did not vary by land-use
history, nitrification rates doubled at old-growth sites com-
pared to younger hardwood forests disturbed by fire and har-
vesting about a century ago. Enhanced nitrification at old-
growth sites could have resulted from excess N accumulation
relative to C accumulation in soils. Carbon mineralization
rates and C/N ratios were comparable in spruce forest soils
for two neighboring watersheds in the Bohemian Forest, Czech
Republic, while potential net N mineralization and nitrifica-
tion differed by 50–70%; higher potentials were associated
with higher leaching of NO3 (Kopáček et al., 2002a). In
Europe, as SO4 deposition and runoff SO4 has declined, NO3

has become the major anion in some surface waters. Nitrate
thus dominates the acidification status of these systems, as well
as being the most important driver of episodic acidification
and Al mobility (Kopáček et al., 2009).

The productivity of temperate freshwaterlakes and streams
is generally limited by the availability of phosphorus, although
light limitation can be of primary importance in already P-
poor lakes (Karlsson et al., 2009). Phosphorus occurs in many
rocks, primarily in the mineral apatite, which has a relatively
high weathering rate. Consequently, older soil profiles are
depleted in apatite. Monazite ((REE)PO4) is common in
many rocks but the mineral is very insoluble. Much P is con-
centrated in organic-rich soils and is strongly recycled or se-
questered by adsorption in Al- and Fe-rich illuvial soil layers
(SanClements et al., 2009). Lakes predisposed to acidification
thus have low concentrations of base cations and P. Acidifica-
tion of catchments can result in a slightly increased export of
dissolved P from soils (Roy et al., 1999). Roy et al. (1999) and
Reinhardt et al. (2004) found that two contiguous acidifying
streams contained high concentrations of particulate acid-
soluble Al and Fe hydroxides and acid-soluble particulate P
during acidic episodes. Particulate P was 10–50 times higher
than dissolved P and highest in the lower pH stream. Ionic Al
species hydrolyze downstream or in lakes at higher pH, as
polymeric Al species are formed with large specific surfaces
and with strong affinity for PO4

3$. The P in acidified streams
and lakes (typically with a pH in the 5.5–6.5 range) can be
scavenged by these Al- or Fe-rich particles. If the Al hydroxide is
deposited as sediment, the flux of P into sediment can be
irreversible (Kopáček et al., 2001b), even during periods of
hypolimnetic anoxia when pH typically increases, Fe hydrox-
ide dissolves, and adsorbed P would normally be released to
the water column (Amirbahman et al., 2003; Einsele, 1936).
Thus, stream acidification can lead to downstream oligotrophi-
cation as suggested by Dickson (1978).

As DOC has increased during the decline of SO4 in runoff,
the mobilization of Al to lakes should have increased because
Al–DOC complexes, regardless of pH trend. Kopáček et al.
(2000, 2005) have demonstrated that precipitation of
Al(OH)3 in the water column of Plešné Lake, Czech Republic,
removes P from the lake P-cycle, thereby lowering biologically
available P. The source of the Al is partly from inorganic
mobilization because of acidification and dominantly from
complexation with soil DOC, followed by Al liberation due
to photooxidation of the complex in the lake water column. If
Al partially controls bioavailability of P, then there is likely a
linkage between P and Hg in fish. Higher dissolved P in a lake
enhances the food chain, thereby diluting the Hg concentra-
tion in algae and the subsequent food chain, including fish.
Conversely, if P is lowered in the water column, productivity is
reduced and Hg concentration will be higher in the food chain,
particularly fish. This concept of biodilution (Chen and Folt,
2005) is not fully understood but is a pressing problem.

11.10.7 Effects of a Changing Physical Climate on
Acidification

Global and regional climate models predict spatially variable
changes in temperature and precipitation. Consequently, tem-
perature, the timing of runoff maxima, and seasonality can all
be expected to change. These changes will alter concentrations
and fluxes of solutes and particulates, altering the acid–base
status of runoff. Year-to-year changes need to be distinguished
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from biologically driven seasonal cycles that control a number
of components in runoff to varying degrees, including NO3,
SO4, DOC, K, and Mg (see, e.g., Likens et al., 1994; Navrátil
et al., 2010). These changes are difficult to distinguish from
climate change effects occurring over decades to centuries
because of the complexity of potential ecosystems responses.
Increases in precipitation may not result in increasing discharge
if accompanied by higher temperature (Clair and Ehrman,
1996). As major atmospheric circulation patterns change, the
input ofmarine aerosols can also be substantially altered (Evans
et al., 2001c). Empirical evidence has emerged that tempera-
ture variability can partially control important abiotic reactions
involving Al (Lydersen et al., 1990; Veselý et al., 2003).

Wright et al. (2006, 2010) evaluated the relative sensitivity
of several possible climate-induced effects on the recovery of
soil and surface water from acidification. The results show that
several of the factors are of only minor importance (increase in
pCO2 in soil air and runoff), several are important at only a few
sites (sea salts at near-coastal sites), and several are important
at nearly all sites (increased concentrations of organic acids in
soil solution and runoff). In addition, changes in forest growth
and decomposition of soil organic matter are important at
forested sites and sites at risk of nitrogen saturation. Increased
temperature and adequate moisture would produce at least a
transient increase in the mineralization of organic matter, pro-
ducing an increased release of DOC and nutrients.

11.10.7.1 NO3

Current mean annual concentrations of NO3 in stream water
generally correlate with the magnitude of N atmospheric de-
position and the N saturation status of the terrestrial ecosystem
(Aber et al., 1989, 2003; Stoddard et al., 2001; Wright et al.,
2001). Nitrate concentrations of many watersheds are com-
monly highest during the spring snowmelt period and lowest
during summer base flow. This pattern implies that nitrifica-
tion occurs during winter months, with NO3 accumulating in
the soil until flushed by snowmelt, as well as NO3 stored in the
snowpack. However, peak spring and winter NO3 concentra-
tions vary markedly from year to year. Cyclic interannual var-
iations in these peak NO3 concentrations have been ascribed to
(1) summer drought due to oxidation of organic N in dried out
soils (Harriman et al., 2001; Reynolds et al., 1992; Ulrich,
1983); (2) cold dry winters (Mitchell et al., 1996), and also
warmer soils during mild winters (Kaste et al., 2008); and (3)
variable mean annual temperature (Murdoch et al., 1998).
Synchronous variation in NO3 concentrations among lakes
and a strong negative correlation with the winter North
Atlantic Oscillation (NAO) Index and mean winter temperature
occurred in the United Kingdom. Low NAO winters increased
NO3 in the UK monitored waters (Monteith et al., 2000).

Snow is an insulator against freezing of forest soils (Kaste
et al., 2008). Physical disruption during soil freezing can in-
crease fine root mortality and reduce plant N uptake, thereby
allowing soil NO3 levels to increase even with no increase in
net mineralization or nitrification (Groffman et al., 2001). The
annual mean soil temperature is correlated with mineraliza-
tion and can shift the C/N ratio of forest floor as much as 0.5
per 1 +C (Yoh, 2001). Thus, climate could become an increas-
ingly important factor governing soil C/N and regulating the

NO3 production due to a metabolic balance between C as a
source of energy and N as the commonly most limiting nutri-
ent. Soils with higher C/N ratios typically have lower nitrifica-
tion and decomposition rates, and almost always demonstrate
lower NO3 leaching losses.

Warming by 3–5 +C increased rates of mineralization of soil
organic matter and NO3 flux in runoff in the climate change
experiment (CLIMEX) in Norway (Wright, 1998). The ecosys-
tem switched from being a net sink to a net source of inorganic
N, probably due to acceleration of decomposition of soil or-
ganic matter induced by higher temperature. In contrast, arti-
ficially warmed soils in a coniferous forest in Maine, USA, had
lower rates of N cycling, and forest floor N concentration was a
better predictor of potential net N mineralization than was
total C or the C/N ratio (Fernandez et al., 2000), the results
of which were more a function of local factors such as soil
moisture availability. A meta-analysis of experimental soil
warming studies from around the world showed a strong pos-
itive relationship between increased warming and net N min-
eralization (Rustad et al., 2001), although treatment duration
among the 32 research sites was only in the range of 2–9 years,
and longer term responses remain unstudied. Generally, the
C/N ratio alone is a poor predictor of N leaching or retention.

11.10.7.2 SO4

In oligotrophic boreal lakes of Ontario, Canada, a drought in
the 1980s decreased the water table and lake levels, exposing
watershed soils and littoral sediments that contain reduced
S. During the drought, the length of the ice-free season, dura-
tion of stratification, depth of the photic zone, and light ex-
tinction increased while precipitation and then nutrient inputs
to the lakes decreased. Sulfur was reoxidized and mobilized to
the lakes during subsequent wet periods (Dillon et al., 1997;
Jeffries et al., 1995). Drought occurred in Ontario in years
following strong El Niño/ENSO events (Dillon et al., 1997),
another major circulation feature in addition to the NAO
(Jones et al., 2001). When the ENSO Index was strongly neg-
ative, the frequency of drought in the following summer was
high. If long-term changes in global or regional climate alter
the frequency or magnitude of El Niño/ENSO-related droughts
(Dai and Wigley, 2000) the recovery of acidified lakes will be
longer and more complex.

11.10.7.3 CO2

Carbon dioxide was the first atmospheric gas shown to be
increasing because of human activities and it is often impli-
cated in global warming. Small seasonal variation in atmo-
spheric CO2 concentrations reflect the net respiration/
photosynthesis of the northern hemisphere and possible forc-
ing by El Niño (Bacastow, 1976). The recent increase in atmo-
spheric CO2 of about 0.5% year$1, documented with direct
measurement since 1958 and indirectly by ice core analyses
(IPCC, 2007; Schneider, 1989), is largely from the burning of
fossil fuels, deforestation, and other alterations of land use.
This atmospheric CO2 increase has little direct impact on
freshwater acidification but could be indirectly linked through
climate change caused by greenhouse gas effects from the
increased atmospheric CO2. Wright (1998) experimentally
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increased ambient air CO2 by 100% in a miniwatershed in
Risdalsheia, southern Norway. This increase, in combination
with warming of soil by 3–5 +C, produced an increased con-
centration of NO3 in runoff. A more insidious development as
a consequence of increased atmospheric CO2 is acidification of
the oceans’ surface waters (Caldeira and Wickett, 2003; Sabine
et al., 2004). The increase of atmospheric CO2 by about 50%
over the last 100 years has resulted in a probable titration of
the bicarbonate–carbonate pH buffer system, with a lowering
of pH by about 0.1 unit. The full consequences of this acidifi-
cation are not known. An important consequence will be that
carbonate-depositing organisms will have to expend more en-
ergy during calcite precipitation. Earth has experienced much
higher atmospheric CO2 (and related higher temperature) but
the rate of change now is likely greater than at any time in
Earth’s history. The warming associated with additional green-
house gases will likely accelerate some biochemical processes
(mineralization of organic matter to produce DOC and CO2)
and provide negative feedback to others (such as the solubility
of CO2 in freshwater).

The increase of atmospheric CO2 could have imperceptibly
decreased the pH of precipitation, but the partial pressure of
CO2 (pCO2) in soils is far more important to the acid–base
status of surface water. Variation in forest soil pCO2 is influ-
enced by temperature and moisture in soils as well as release of
excess soil CO2 to the atmosphere. Warmer conditions increase
microbial and root respiration in the soil thereby increasing
soil pCO2 above the long-term average value and producing
short-term increases in runoff ANC, and vice versa. Norton
et al. (2001) found that intraseasonal variation in pCO2 caused
by variable snow pack thickness could induce variation in ANC
in runoff of 10–15 meq l$1. Such variability can exceed in-
creases in ANC caused by a 15–20 meq l$1 decline of SO4 in
runoff. Decline in soil pCO2, despite increased temperature
and possibly increased soil respiration, could result from
lower soil moisture content and greater efflux of soil CO2.
Strong seasonality of soil pCO2, while normal, likely induces
variation of 10–20 meq l$1in ALK. Variations of water pH
would depend on the soil pH.

11.10.7.4 Organic Acids

DOC consists of a complicated mixture of organic acids with
differing pK values (the pH at which half of the organic acid is
protonated). DOC species with low pKs contain ‘strong’ acid
anions, analogous to SO4 and NO3. Their contribution to the
acidification status can overwhelm that of SO4 and NO3 in
DOC-rich surface waters. Variable export of DOC from forests
is controlled by organic production and decomposition, sorp-
tion by soil, and flushing, all connected to local climate
(Kalbitz et al., 2000). For example, DOC discharged from sub-
watersheds in the Rhode River watershed, Maryland, USA,
varied eightfold (Correll et al., 2001). Temperature effects on
DOC concentrations were weak and fluxes were not correlated
with temperature in a Norway spruce forest in Germany
(Michalzik and Matzner, 1999). Drought in western Ontario,
Canada caused a decline in DOC export from watersheds, or
more removal from lake water columns because of the longer
water residence times (Schindler et al., 1996). In a whole
watershed acidification, Gjessing (1992) studied the response

of Lake Skjervatjern, western Norway, to additions of NH4NO3

and H2SO4, and cycles of drought. DOC concentrations de-
creased in the lake as a result of drought-related decreased
input of DOC from the watershed, and in-lake processes that
consumed DOC. It is not fully clear why DOC concentrations
have generally increased over the last two decades in European
and North American soft waters (Bouchard, 1997; Evans and
Monteith, 2001), but this increase seems to be most likely
related to increasing pH and decreasing ionic strength of soil
water due to reduced anthropogenic SO4 and Cl deposition
(Monteith et al., 2007). In addition, Anesio and Granéli
(2003) showed that DOC is more photoreactive in acidified
waters. Thus, with recovery underway as a consequence of
reduced SO4 deposition, photoreactivity may be decreasing,
resulting in an increase in DOC. Wright et al. (2010) reported
that artificially increased salt loading at Gårdsj!n watershed,
Sweden, caused a decline in DOC export, supporting the ionic
strength hypothesis. Evans et al. (2008a) examined results from
12 European andNorth American field N addition experiments
and found variable response in DOC export related to the
chemical form of N addition. They suggested that changes in
acidity, such as ANC forcing, might be the more important
factors governing DOC export although cause and effect
remained undefined. If the quality of the DOC remains con-
stant while the concentration increases, recovery of ANC in a
regime of decreasing atmospheric pollution (S and N) will be
retarded because of added organic anion acidity. Altered toxic-
ity to fish will depend on whether the increased DOC is satu-
rated with Al.

11.10.7.5 Evaporation/Hydrology

In many upper Midwest lakes of the United States, the wide-
spread decrease in lake SO4 observed farther east was prevented
during a 4 year drought that caused evaporative concentration
of the already acidic seepage lakes (Webster and Brezonik,
1995). Lower than normal precipitation reduced seepage lake
water levels and groundwater elevations. A decrease and even-
tual cessation of groundwater inflow, caused by the drought,
led to losses of ANC, Ca, and Mg in lakes. Groundwater-
dominated (seepage) lakes of Wisconsin, USA, responded to
drought, with no relationship between concentrations of solutes
in the lake and precipitation (Webster et al., 2000). Landscape
position, defined by the spatial position of a lake within a
hydrologic flow system, accounted for differences in chemical
response to drought (Webster et al., 1996). In the lakes of surface
water-dominated Ontario, Canada, chemical response of con-
servative solutes such as Ca or Cl in low-ANC lakes was nega-
tively related to precipitation amount. In regions with low
precipitation and/or high evapotranspiration, such as Finland
and central Czech Republic, increased precipitation would cause
a decrease of SAA in surface water, and a decline in base cation
leaching, which could be more than is caused by dilution be-
cause of cation resorption by soils.

11.10.7.6 Marine Aerosols

The sea-salt effect, which has until recently been considered
only as an episodic process, may also operate over decadal
periods in relation to the NAO Index. The NAO is derived
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from the atmospheric pressure difference between the Azore
Islands and Iceland. The NAO strongly affects winter tempera-
ture and precipitation in regions bordering the North Atlantic
(Hurrell, 1995; Jones et al., 2001). High winter NAO Index
values are associated with wet and warm, frontally dominated
winter weather in northwestern Europe. Such periods are co-
incident with more marine salt input, increasing Cl (Evans
et al., 2001c). Most importantly, the episodic input of the
base cations Naþ and Mg2þ may cause desorption of Hþ and
Al3þ, with potentially significant impact on biota (e.g., Hindar
et al., 1994).

11.10.7.7 Biological Feedbacks

Climate variability and atmospheric deposition alter vegeta-
tion and microbial activity. Elevated concentrations of
atmospheric CO2 can increase, at least for some period of
time, forest growth and nutrient uptake, as does increased
N deposition. Warming lengthens the growing season, in-
creases primary production (uptake) and decomposition,
thereby accelerating cycling of nutrients. Forested ecosystems
can respond to climate warming by increasing inorganic N
leaching caused by enhanced mineralization (Mol-Dijkstra
and Kros, 2001; Wright, 1998). Changes in vegetative com-
munity structure through stand development or human
disturbance can produce significant changes in dry deposition
of acidic compounds through canopy interception, evapo-
transpiration, hydrology, and base cation sequestration in
biomass. Simulations by the nutrient cycling model (NuCM)
at six US sites suggested that increasing temperature caused N
release from the forest floor. At N-saturated sites, N leaching
increased. At the N-limited sites, increased growth (uptake) oc-
curred (Johnson et al., 2000), limiting any increases in N loss.
These examples illustrate the complexity of ecosystem response
to multiple stressors, and the challenge of incorporating biolog-
ical mechanisms into models of acidification and recovery.

11.10.8 Acidification Trajectories through
Recent Time

Long-term natural acidification trajectories are reflected in
freshwater responses to base cation depletion in soils that
occurs as a result of pedogenesis in humid environments
coupled with an increasing production of DOC. Variations in
the acidification trajectory can be induced by variations in the
original mineralogy of the soil, hydrology, temperature, bio-
mass accumulation, and the concentrations of weak acids (car-
bonic and organic). With the onset of accelerated acidification
induced from atmospheric deposition of strong acid, the ex-
port of base cations (mainly Ca) should increase, either be-
cause of their desorption from the soil complex or because of
an increase of mineral weathering. Although variations in min-
eral weathering as a consequence of acidification were studied
intensively in the 1980s (see, e.g., Schnoor, 1990; Swoboda-
Colberg and Drever, 1993), experimental studies at both the
laboratory and watershed scale (e.g., Dahlgren et al., 1990;
Fernandez et al., 2003) indicate that increased export of base
cations is largely attributable to desorption on decadal
timescales or less.

Within a yearly cycle for watersheds that are nearly steady
state with respect to acid–base status, Ca and other base cations
in runoff commonly vary inversely with discharge (e.g.,
Feller and Kimmins, 1979). This relationship is caused primar-
ily by dilution of runoff with precipitation (Laudon and
Norton, 2010). Although base cation concentrations vary con-
siderably, their ratios commonly remain relatively constant
(Figure 5), indicating that short-term variability is controlled
by ion exchange equilibria among Al, H, Ca, Mg, K, and Na,
with Na and K playing only a minor role. Thus, samples with
lower concentration (Figure 5) are from high-flow events.
If acid loading is substantially increased to a system (cf. West
Bear, Figure 5), the exchangeable base cation soil pool resists
acidification by desorbing base cations (and adsorbing Hþ)
and the soils adsorb SO4. The trajectory of changes in the Ca
concentration in runoff during acidification related to anthro-
pogenic acidity should follow the path shown in Figure 6(a).
A reduction in acid loading reverses these processes. This con-
ceptual model divides the history of anthropogenic acidifica-
tion and recovery into seven stages:

Stage 1 corresponds to a ‘steady state’ where base cation
concentrations in runoff are relatively constant, averaged over
periods longer than an annual cycle. The rate of export of base
cations is equal to the rate of chemical weathering of minerals
containing these elements. BS of soils is also relatively con-
stant. The end of Stage 1 represents the onset of a step increase
in acid loading to an elevated constant value. Stage 2 corre-
sponds to the period of increasing export of base cations as a
consequence of the increased acid loading. Concurrently, the
ANC of the stream and BS of the soils decrease. As acidification
progresses and soil exchangeable base cations become de-
pleted, base cation concentrations in solution peak, and then
decline. Stage 3 is a period of decreasing stream base cation and
ANC concentrations, with increasing Hþ and Al in runoff, and
decreasing BS in the soils. Stage 4 is a new steady state where
runoff chemistry approximates Stage 1 steady-state values, and
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Figure 5 Weekly concentrations of Ca and Mg in East and West Bear
brooks, watersheds, Maine, USA, for 2008–2009, and for 1995 for West
Bear Brook (Norton, unpublished) showing strong ion exchange control
on the Mg/Ca ratios. The green point is the mean value for 1989 for both
watersheds (see Figure 7). Note (1) decrease of Ca and Mg in West Bear
from 1995 to 2008–2009, (2) preferential depletion of Mg, and (3)
decrease of Ca and Mg in East Bear.
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the rate of export equals the weathering rate. However, BS of
the soil is now lower and episodic acidification is easily in-
duced. Stage 5 starts when the excess acid loading from the
atmosphere stops. With continued weathering, part of the
supply of base cations is adsorbed onto the impoverished soil
exchange complex, lowering the runoff cation concentrations
to values below preacidification values. The concentration of
base cations decreases to a minimum value and then in Stage 6
it increases, as the BS and stream concentrations approach their
preacidification steady-state values. Stage 7 is the recovered
steady state, equivalent to Stage 1.

This scenario suggests that anthropogenic acidification, un-
like natural acidification, is largely reversible and the depleted
BS of soils may be restored, provided weathering and atmo-
spheric inputs of base cations are higher than their rate of
leaching. The oversimplified acidification trajectory is linked
with a timescale that is highly site specific and the details of the
processes will depend on many factors. Nonetheless, there is
strong evidence for such a scenario, including laboratory stud-
ies of soils (Dahlgren et al., 1990), ecosystem-level experi-
ments (Fernandez and Norton, 2010), and empirical data
(Jenkins et al., 2001). Regrettably, there are not sufficiently

long time series to document all stages of this process but
studies of watersheds not in steady state can be placed within
this evolutionary scheme. In watersheds with low exchange-
able base cation reservoirs, anthropogenic acidification can
deplete base cations rather quickly. In these watersheds, Al
(Neal et al., 1997; Veselý et al., 1998b) or Fe (e.g., Borg,
1986) are typically the dominant cations exported. The con-
ceptual models of Figure 6 are captured in the paired water-
shed experiment at BBWM, where one watershed (West Bear)
was treated with (NH4)2SO4 to accelerate acidification. Acidi-
fication of the West Bear watershed has been accelerated from
Stage 1 through Stages 2 and 3 in a decade (Fernandez and
Norton, 2010), responding at first with increasingly greater
leaching of Ca and Mg (Figure 7) for 7 years (equivalent to
Stage 2), followed by declining leaching of Ca and Mg as soil
BS declined (Stage 3). As base cations became depleted, Al
replaced base cations as the principal neutralizer of incoming
acid, and Fe started to mobilize as the more easily mobilized
forms of soil Al became depleted (Figure 6(b)). Meanwhile,
slower acidification of the untreated watershed (East Bear)
resulted in a continuous decline over 22 years of observation
during declining atmospheric deposition of SO4. Either East
Bear has entered Stage 5 (recovery) or is still in the late stages of
Stage 3.

11.10.9 Longitudinal Acidification

In general, soil water pH increases with depth below the forest
floor in well-drained forest soils because of decreasing soil
organic matter sources of DOC, metabolism of acidic DOC,
and increasingly weatherable minerals with depth. Conse-
quently, pH in headwater streams generally increases down-
stream (Driscoll et al., 1988) because (1) soils and flow paths
are typically shallow at higher elevation, (2) higher elevations
more commonly support coniferous forests whereas deciduous
vegetation is typically more common at lower elevation, (3)
larger watersheds typically have more heterogeneous geology,
with the possibility of higher ANC-producing bedrock/soil,
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(4) lower elevation terrain is typically underlain by bedrock
with higher ANC-producing chemistry, and (5) mountainous
areas typically receive larger quantities of pollutants relative to
lowlands due to orographic precipitation effects and intercep-
tion of cloud droplets with high concentrations of pollutants
(Grennfelt and Hultberg, 1986; Lovett, 1992). Thus, there is a
general pattern that watersheds are more acid sensitive at upper
elevations and acidify from the top down (Hauhs, 1989;
Matschullat et al., 1992; Norton, 1989).

Base cations removed from the upper part of a watershed
are generally lost from the system, mostly remaining in solu-
tion. Some of the base cations are temporarily stored in stream
sediment or in wetlands. The concentration of base cations
typically increases downstream. Mobilized ionic Al (domi-
nantly) (Roy et al., 1999), Fe, and Mn (Borg, 1986) move
downstream where they can be precipitated in higher pH re-
gions of streams (Veselý et al., 1985) or lakes (Kopáček et al.,
2001b), scavenging trace metals and P. These Al- and Fe-rich
precipitates represent translocated ANC. The acid neutralizing
capacity, represented by exchangeable base cations and Al- and
Fe-rich precipitates, must be stripped by progressive acidifica-
tion before an entire stream can become chronically acidic.

Flat topography and a cool, moist climate provide favorable
conditions for organic matter accumulation. Bogs and fens
along the surface water flow path may substantially alter
water chemistry, commonly adding DOC, and removing NO3

and SO4. All other chemical factors being equal, humic waters
(those rich in DOC) are more acidic. These waters, commonly
naturally acidic, are more common at low elevation on flat
terrain with relatively low precipitation, such as in Finland
(Kortelainen and Mannio, 1990). Streams that are recharged
primarily by springs have relatively stable chemistry (Lange
et al., 1995) and low DOC.

11.10.10 Some Areas with Recently or Potentially
Acidified Soft Waters

11.10.10.1 Eastern Canada

Much of eastern Canada is underlain by slowly weathering
rocks with few carbonate minerals. This area includes large
parts of Ontario, Quebec, Newfoundland, New Brunswick,
Labrador, and Nova Scotia. The regional climate ranges from
relatively dry, cool, and continental in western Ontario, the
site of the classic Experimental Lakes Area (ELA) (see, e.g.,
Schindler et al., 1990), to relatively wet cool maritime (see
Jeffries, 1997, for an overview). Sudbury, Ontario, once the
site of the world’s largest point source of SO2 emissions, has
been the focus of chemical and biological studies, first describ-
ing the trajectory of acidification and then recovery (Gunn,
1995), after the point source emissions were dramatically re-
duced. This west-to-east transect also corresponds to a strong
gradient of atmospheric deposition of SO4 and NO3, with the
highest pollution in eastern Ontario and western Quebec.
Consequently, the various lake districts have distinctly differ-
ent water qualities. The Ontario and Quebec lakes are domi-
nated by relatively low DOC drainage lakes whose modified
acid–base chemistry has been dominated by SO4 input. Nova
Scotian lakes and streams, on the other hand, are predisposed
to impact from atmospheric deposition because of their

relatively low Ca and high DOC. The time series of lake chem-
istries are long, high quality, and commonly of high spatial
and temporal resolution so that both the processes of acidifi-
cation and recovery can be studied, as well as the effects of
climate and marine aerosol gradients.

11.10.10.2 Eastern United States

The AdirondackMountain Region of New York was the first area
in the United States to be identified as under stress from acidic
deposition. It is close to the region of highest S andN deposition
for the United States (Figure 1), receives between 1 and 1.5 m of
precipitation, and is underlain by large areas of Ca-poor bedrock
and thin soils developed from till. In 1985, the US Environmen-
tal Protection Agency conducted a statistically designed national
survey to characterize terrane at risk from anthropogenic acidi-
fication (Brakke et al., 1988). They identified additional areas
outside New York that were receiving significant acid rain and
had bedrock and soils that placed them at risk of acidification.
Since then, there have been few comprehensive federally spon-
sored surveys of lake or stream chemistry. Fewer sites have been
studied more intensively (e.g., Stoddard et al., 1998). In the last
half of the 1990s, SO4 in deposition declined, but recovery of
ANC in acidified systems has been slow to nonexistent (Kahl
et al., 2004). At some localities, base cations are decreasing faster
than SAA (NO3 and SO4) in surface water (Warby et al., 2005,
2009), implying that either acidification from SAA is still con-
tinuing or other contemporary processes are occurring (Yanai
et al., 1999).

South of the glaciated region in the eastern United States
there are few natural lakes, but many streams draining old thin
soils developed on Ca-poor bedrock exist. Webb et al. (1989)
surveyed 344 trout streams draining the Blue Ridge Mountains
in Virginia and found many low-ALK streams with low Ca and
Mg. Sulfate concentrations, while the highest of all ions, were
maintained at less than one third of values in equilibrium with
atmospheric deposition because of soil sulfate retention. The
soils, dominantly Ultisols, strongly adsorbed SO4 and had not
yet equilibrated with the elevated concentrations in deposi-
tion, thus delaying acidification. The desorption of SO4 also
delays recovery as atmospheric deposition of SO4 declines.

Some of the longest time series of environmental measure-
ments of soils and soil solutions, precipitation quality, and
nutrient cycling for the United States come from the Walker
Branch Watershed, Tennessee and from the Coweeta Water-
shed, North Carolina. As for HBEF, much research there was
originally designed to evaluate the impact of forest practices
on soil fertility. A common characteristic of the older soils
is the relatively low concentration of Ca and Mg because of
long-term natural acidification. The accumulation of abundant
sesquihydroxide secondary phases in the soils results in ad-
sorption of excess SO4 from the atmosphere, even as base
cations are being depleted by acidic deposition (Johnson
et al., 1982, 1988).

11.10.10.3 British Isles

The United Kingdom Acid Waters Monitoring Network
(UKAWMN) was established in 1988 to assess the effect of
emission reduction on selected acid-sensitive sites in the
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United Kingdom (Evans and Monteith, 2001). Widespread
declines in nonmarine SO4 concentration did not occur be-
tween 1988 and the mid-1990s. Sulfate concentrations have
declined substantially since the mid-1990s (Ferrier et al., 2001;
Harriman et al., 2001). The most strikingly consistent observa-
tion from UKAWMN is the gradual regional increase in DOC,
which has slowed recovery. The increase in organic acidity has
been of a similar magnitude to the decrease in mineral acidity
(Evans and Monteith, 2001). There has also been a general
reduction in winter storms connected with the sea-salt effect
from the early 1990s with a reduction in Cl and a slight
reduction in acidity. Over the past 50 years, patterns of storm-
iness over the United Kingdom, connected with marine salt
input, have oscillated on an approximately 10 year cycle (Evans
et al., 2001c). Long-term studies at several research sites have
enabled detection and understanding of acidification-related
processes in addition to acidification from air pollution (e.g.,
Plynlimon Wales; Neal, 1997).

Aherne et al. (2002) reported, from a stratified pseudo-
random survey of 200 lakes in the Republic of Ireland, that
variations in lake chemistry were strongly influenced by ma-
rine aerosol deposition. The acidity for lakes with pH <6 was
dominated by organic acidity, followed by SO4 (primarily in
the east) and NO3.

11.10.10.4 Scandinavia

Acidification of freshwaters has been and remains a major
environmental problem for the three Nordic countries
(Finland, Norway, and Sweden) where freshwaters have low
ionic strength and low concentrations of nutrients. This is
mainly due to low bedrock weathering rates and thin soils
(Henriksen et al., 1998; Skjelkvåle et al., 2001b). From western
Norway to eastern Finland, there is a gradient from high
()3 m) to low ()0.5 m) precipitation and from mountainous
areas with thin and patchy soils to forested areas with relatively
thick, commonly organic, soils. Clearwater lakes and streams
with low base cation concentrations and low ANC dominate in
western Norway and brown, high DOC lakes and streams with
higher concentrations of solutes dominate in Finland (Mannio,
2001; Skjelkvåle et al., 2001a). For the northern half of Sweden,
changes in water chemistry can be largely attributed to variation
in climate (Fölster and Wilander, 2002). Surveys of 485 lakes in
Norway conducted in 1986 and again in 1995 reveal widespread
chemical recovery from acidification (Henriksen et al., 1998). At
first, most of the decrease in nonmarine SO4 was compensated
by adecrease inbase cations such thatANC remainedunchanged
(Stage 4 of the acidification trajectory; see Section 11.10.8). But
as SO4 continued to decrease, the concentrations of nonmarine
Ca and Mg stabilized and ANC increased (Skjelkvåle et al.,
1998). The cessation of further increases of NO3 in the 1990s
suggested that N saturation was a long-term process in Nordic
countries.ConcentrationsofDOCorTOC(total organic carbon)
have increased significantly in numerous Scandinavian lakes
during the last two decades (Monteith et al., 2007).

11.10.10.5 Continental Europe

Geology, weathering rates, and soil composition in much of
continental Europe provide better acid neutralizing ability

than in most of Scandinavia. Most of central Europe was not
glaciated during the Pleistocene. Consequently, soils are richer
in secondary Al and Fe phases, enabling them to adsorb more
of the excess SO4 from atmospheric deposition. Highly vari-
able bedrock type and thicker soils cause spatial heterogeneity
of susceptibility to acidification and chemical recovery of sur-
face water. Acidification of higher elevation watersheds, with
less accumulation of weathering products, was rapid and re-
covery quicker in sensitive areas of central Europe (Evans et al.,
2001b; Veselý et al., 2002a), accelerated by large decreases in
atmospheric deposition of not only SO4 but also both reduced
and oxidized nitrogen compounds. Streams draining water-
sheds on deeply weathered preglacial soils have no or only a
slight decrease in SO4 concentrations and no chemical recov-
ery, even with a substantial decline of acidic deposition
(Alewell, 2001; Alewell et al., 2001). Variable soils coupled
with regional variation in deposition produced isolated, se-
verely acidified regions at higher elevations of the Czech Re-
public (Veselý and Majer, 1996, 1998), Slovakia, and Poland
(Kopáček et al., 2002b). These sites have undergone regional
decline in NO3 concentrations (up to 60%) since the mid-
1980s (Veselý et al., 2002a). However, in northwestern Italy,
NO3 concentrations increased by about 25% from the 1970s to
the 1990s (Mosello et al., 2000). Sites in the central and
southern parts of the Netherlands have large NH3/NH4 depo-
sition with high potential for nitrification and acidification
(De Vries et al., 1995), although deposition has declined
since about 2000.

While impacts of acidification on fish status are the main
concern in Scandinavia and North America, damage to planted
coniferous forests at high-elevation sites in central Europe was
critical. For example, about 100000 ha of Picea abies died in the
Czech Republic in the 1970s and 1980s, andmore than 50% of
the forest suffered ‘irreversible’ damage (Moldan and Schnoor,
1992). Remarkably, emissions of S and inorganic N were re-
duced nearly 92 and 60%, respectively, between 1985 and
2008, and the forests are slowly returning to a healthy status
(Šantrůčková et al., 2007).

11.10.10.6 South America

Much of South America is relatively free of significant
air pollution. Nitrate concentrations in remote Chilean
and Argentinian streams are low. Dissolved organic nitrogen
is responsible for most of the high N losses, 0.2–
3.5 kg N ha$1 year$1, from these forests (Perakis and Hedin,
2002). In Amazonia there is strong internal recycling of N with
little export from undisturbed watersheds. The rain is slightly
acidic (pH 5.2) with inputs of 3.7–8.7 kg SO4-S ha

$1 year$1

and about 0.8 kg NO3-N ha$1 year$1 (Forti et al., 2001).
Abundant DOC depresses the pH of some larger tributary
streams of the Amazon (Williams, 1968). The MAGIC acidifi-
cation model (Modeling the Acidification of Groundwater In
Catchments, Cosby et al., 1985) has been used to assess the
effects of conversion of a tropical Amazonian rain forest wa-
tershed to pasture on water quality (Neal et al., 1992). The
modeling demonstrated the sensitivity of tropical rainforest
runoff to deforestation, even without climate changes
(Forsius et al., 1995).
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11.10.10.7 Eastern Asia

In contrast to North America and Europe, emissions of SO2,
NOx, NH3, and metals are rising markedly in many developing
countries. In East Asia (Japan, Korea, China, Mongolia, and
Taiwan), emissions of SO2, NOx, and NH3 are projected to
increase by about 46, 95, and 100%, respectively, by 2030
(Klimont et al., 2001). By 2020, Asian emissions of SO2,
NOx, and NH3 may equal or exceed the combined emissions
of Europe and North America (Galloway, 1995). By 2010,
emissions of CO2 by China exceeded those of the United
States. Annual mean concentrations of SO2 in air as high as
1300 ppb have occurred in industrial areas of Thailand
(Wangwongwatava, 2001). Fujian and Guizhou provinces in
south China received significantly acidic rain. Although total S
deposition in China is relatively high (Larssen et al., 1998),
alkaline dust and NH3 emissions neutralize much of the SO4

acidity of precipitation. Regional long-term data for surface
waters susceptible to acidification are sparse (Fu et al., 2007)
but growing. Osterberg et al. (2008) showed, through analysis
of ice cores from coastal southwestern Alaska (Mount Logan),
that trace metal deposition was low and relatively constant
until about 1980, when deposition of Pb, As, and Bi started
increasing dramatically. This is coincident with the emergence
of China as an important user of coal as it rapidly industrial-
ized. At the same time, deposition of these metals in eastern
North America and Europe has been rapidly declining.

Total deposition of S compounds over Japan was more than
twice the human emissions because of volcanic activity. The
emission of SO2 from Japan is <5% of the total emissions in
East Asia. As for China, there are few regional long-term datasets
to determine environmental impact from S and N emissions.

11.10.11 Experimental Acidification and
Deacidification of Low-ANC Systems

Numerous experiments have been conducted to understand the
chemical linkages between atmospheric deposition of acidic
compounds and acidification of soils, streams, and lakes. Exper-
iments have included additions of acid, exclusion of acids, and
the application of limestone (CaCO3) or other acid-neutralizing
compounds to add ANC directly to surface water or soils.
Many of the studies are discussed in Dise and Wright (1992),
Rasmussen et al. (1993), Jenkins et al. (1995), and Van Breemen
and Wright (2004). We highlight a few studies here.

11.10.11.1 Experimental Acidification of Lakes

Lake 223 in the ELA in northwestern Ontario, Canada, and
Little Rock Lake (LRL) in northern Wisconsin, USA, were pro-
gressively acidified by in-lake addition of H2SO4 from their
original pH values of 6.1–6.8 to 4.7–5.1 (Schindler et al.,
1990). Both lakes generated an important part of their ANC
internally by microbial reduction of SO4, and to a lesser extent
by reduction of NO3. ANC production increased in LRL as
approximately 50% of the H2SO4 added was neutralized by
microbial reduction in sediments. Acidification disrupted N
cycling. Nitrification was inhibited in Lake 223, whereas in
LRL, N fixation was greatly decreased at lower pH.

Lake 302S in the ELA was experimentally acidified from an
original pH of 6.0–6.7 to pH 4.5. The DOC drastically declined
from 7.2 to 1.4–1.6 mg l$1, comparable to clear arctic and
alpine lakes (Schindler et al., 1996). The increased clarity
allowed greater penetration of solar radiation, including UV.
The thermal structure of the water column was altered, impact-
ing circulation and nutrient regeneration. Results from both
Lake 223 and lakes near Sudbury, Canada, suggest a recovery of
lacustrine communities when acidification stress is reversed.
Fish reproduction resumed at pHs similar to those at which
reproduction ceased when the lake was being acidified.

Dystrophic (humic-rich) Lake Skjervatjern and its water-
shed, western Norway, were acidified with a combination of
H2SO4 and NH4NO3 as part of the humic experiment
(HUMEX) (Gjessing, 1992). The research studied the role of
humic substances during acidification of surface waters, and
the impacts of acidic deposition on chemical and biological
properties of humic water (Kortelainen et al., 1992). The wa-
tershed and lake were physically divided with a curtain for the
treatment. The DOC of Lake Skjervatjern was partly controlled
by variable water retention time in the lake basin. DOC de-
creased with increasing retention time. DOC and water color
decreased during acidification, followed by an increase likely
caused by fertilization of the watershed with N. Periods with
high precipitation and discharge coincided with increased con-
centration and quality of DOC (Gjessing et al., 1998).

These few experiments illustrate clearly that acidification of
surface waters causes a decline in DOC, and fairly quickly,
either through altered processes in the watershed or in the
lake. The reverse of this change was to be anticipated during
the recovery from decreased atmospheric loading of SO4, and
has been documented in many lakes in the northern hemi-
sphere (Monteith et al., 2007). The changes in base cation
dynamics are slower to respond, being buffered by soil, and
thus slower to recover.

11.10.11.2 Experimental Acidification of Wetlands

Bayley et al. (1988) added H2SO4 to a bog in western Ontario,
Canada, to evaluate the chemical and biological response of
wetlands to atmospheric inputs of SO4. Sulfate was substan-
tially retained in true bogs, or reduced to H2S and reemitted to
the atmosphere. The fate of SO4 is unclear because of very
strong intraannual variation in concentration due to oscillating
oxidation and reduction processes within bogs. The fate of
NO3 in true bogs seems quite unequivocal in that bogs always
have lower concentrations than are present in precipitation.
The N budget (net storage or reemission to the atmosphere) of
bogs has not been well studied. Both S and N can be stored in
reduced form as organic matter, released to the atmosphere as
gaseous compounds, leached to surface water as organically
bound S and N, or as the oxidized anion. It seems unlikely that
true bogs (with pHs near 4) can be significantly acidified by
any reasonable loading of acid from the atmosphere because of
the organic acid buffering (Gorham et al., 1987).

11.10.11.3 Experimental Acidification of Terrestrial
Ecosystems

At HBEF, New Hampshire, USA, Likens et al. (1977) pioneered
the paired watershed approach to biogeochemical experiments,
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which included many related to the impact of acidification. For
over 35 years, they have examined long- and short-term data for
precipitation chemistry, stream chemistry, cation supply from
various sources, variable forestry practices, and performed smal-
ler scale experiments with moisture, soil CO2, salt additions,
and Ca amendments to the forest floor. The long-term high-
resolution data derived from HBEF have provided important
insights into the variability of our chemical climate and have
demonstrated the necessity of long-term data to sort out impor-
tant long-term process from short-term variability (Cho et al.,
2010; Driscoll et al., 1989).

BBWM, USA, is a paired watershed ()10 ha each) study
with one forested watershed treated with (NH4)2SO4 and the
other serving as a reference (Fernandez and Norton, 2010;
Norton and Fernandez, 1999). The major changes in stream
chemistry for the 1989–2009 manipulation period include
decreased pH and ALK, and increased export of base cations,
SO4, NO3, Al, P, Fe, and Mn. DOC and silica remained essen-
tially constant, suggesting that acidification from )5.2 to 4.6
was largely controlled by increased nitrification of ammonium
plus resident organic N, increased SO4 flux, desorption of base
cations, and dissolution of secondary Al, Fe, and Mn phases
from the soil. Fernandez et al. (2003) showed that the excess
base cation export in runoff was matched by the loss of ex-
changeable base cations from soil in the experimentally acidi-
fied watershed over the first decade of treatments, in agreement
with MAGIC model predictions. Runoff SO4 has declined in
the treated watershed at BBWM as a consequence of increased
SO4 adsorption in the acidifying soils. This process was also
observed at HBEF (Nodvin et al., 1986) as a consequence of
transient increased nitrification (and soil water acidification)
due to tree harvesting. The effect of lower pH on SO4 adsorp-
tion has also been reproduced in laboratory experiments
(Navrátil et al., 2009).

Watersheds in the Fernow Experimental Forest, West
Virginia, USA, have also been artificially acidified with
(NH4)2SO4 since 1989 (Adams et al., 2006; Edwards et al.,
2002; Fernandez et al., 2010). They reported some parallel
results on the trajectory of response to experimental
acidification such as the increased export of Ca and especially
Mg (Al was not measured), but they had substantial SO4 reten-
tion in the older, unglaciated soils.

Risdalsheia, southern Norway (Wright et al., 1993) is in a
region substantially impacted by acidification during the
twentieth century. It has been the site for many paired water-
shed chemical manipulations. At Risdalsheia, a miniwa-
tershed, including the canopy, was covered by a transparent
roof to exclude ambient acid precipitation. ‘Clean’ reconsti-
tuted rain with natural concentrations of sea salts was applied
underneath the roof. Loadings of SO4, NO3, and NH4 were
experimentally reduced by about 80%; the remaining 20%
occurred as dry deposition of gases and particles. Later, the
same miniwatershed was subjected to 3–5 +C warming and
elevated CO2 (to 560 ppmv). The flux of N in runoff increased
by about 5–12 mmol m$2 year$1 (Wright, 1998), probably
due to increased mineralization and nitrification rates in the
soils because of higher temperature. The pH did not increase
substantially because of high concentrations of DOC that
buffered pH. Long-term simulations by the SMART2 (Simu-
lation Model for Acidification’s Regional Trends) model

(Mol-Dijkstra and Kros, 2001) predicted a long-term increase
of N in runoff.

Wright also conducted a series of experiments at Sogndal,
western Norway, a pollution-free site with more than one
meter of rain. Using the paired watershed design, H2SO4 and
a combination of H2SO4 and HNO3 were added to the terres-
trial part of several watersheds over a long period of time. The
acidification trajectory involved increased export of base cat-
ions and Al, and decreased ANC and pH (Frogner, 1990).
Episodic acidification due to atmospheric deposition of
marine aerosols was also demonstrated experimentally at
Sogndal. Diluted sea water ()600 mg Cl l$1) was added to a
miniwatershed, simulating a salty rain event. The runoff re-
sponse included depressed pH and ALK, and increased export
of Al, Ca, and Mg desorbed from the soil (Wright et al., 1988).

Gårdsj!n, Sweden, has been home to the famous roof
experiment (Andersson and Olsson, 1985; Hultberg and
Skeffington, 1998). The watershed complex included terrestrial
and aquatic experiments, with acid additions, terrestrial lim-
ing, acid exclusion experiments, 15N additions, and salt addi-
tions. Located in southwestern Sweden, the terrestrial and
aquatic system had been acidified by anthropogenic acidity
from the atmosphere. In a somewhat analogous experiment
to that at Risdalsheia, a roof was installed below the canopy of
a small watershed to catch all throughfall. The precipitation
plus chemicals leached from the canopy were reconstituted to
contain only the normal marine salts and then distributed below
the roof. This essentially was a step function reduction in acid
rain, to assess how ecosystems recover. A subwatershed was part
of a European network ofmanipulations where excess N (asNH4

or NO3), labeled with 15N, was added to systems (seeWright and
Rasmussen, 1998; Wright and von Breeman, 1995). This tracer
enabled scientists to track the ecosystem processing, sequestra-
tion, and release of N. The NITREX (NITRogen saturation EXper-
iments) (Dise and Wright, 1992) project involved chemical
manipulations with N and N isotopes in Norway, Sweden,
Wales, Switzerland, The Netherlands, and Denmark (Moldan
and Wright, 2011; Wright and Rasmussen, 1998).

11.10.11.4 Experimental Acidification of Streams

Chemical acidification experiments in streams have the advan-
tage of having a chemical and biological reference (upstream
of any chemical additions), easy sampling, and repeatability.
Understanding the role of sediments during episodic acidifica-
tion also yields information about the behavior of soils, from
which much of the sediment is derived. A classic experiment
for stream acidification was conducted by Hall et al. (1980) at
HBEF. They demonstrated the ability of stream sediments to
yield base cations and Al, thus resisting the depression of pH by
addition of HCl. While much of this acid neutralizing ability
was exhausted, stream sediment clearly played a role in ame-
liorating episodic acidification and recovery. Similar experi-
ments have been conducted in the United Kingdom (Tipping
and Hopwood, 1988), Norway (Henriksen et al., 1988b),
and Maine, USA (Goss and Norton, 2008; Norton et al.,
1992, 2000).

In summary, the studies indicate that stream sediments
(inorganic and organic) are a pool of reversibly exchangeable
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base cations, Al (probably precipitated plus exchangeable), P,
and other trace metals including Be, Cd, Fe, and Mn. Stream
sediment also has SO4 adsorption capacity, which contributes
to the delay and diminution of episodic acidification, and
delays recovery. The effectiveness of the sediment exchange
processes is proportional to grain size and organic matter
content. Stream water has the ability to buffer excursions of
pH if there is sufficient DOC and HCO3

$ weak acid acidity, as
demonstrated by Hruška et al. (1999).

11.10.12 Remediation of Acidity

11.10.12.1 Ca Additions

Treatment with limestone (CaCO3), or something chemically
similar that yields ALK during rapid dissolution, has been used
as a general antidote for acidification of terrestrial and aquatic
systems, first on an experimental basis and then as a long-term
management strategy under field conditions. There is no gen-
eral agreement on the usefulness of liming as a countermeasure
to anthropogenic acidification. Nonetheless, all countries with
significant acidification problems have studied this method of
remediation. Many studies are reviewed in Porcella et al.
(1989). Liming generates ANC but not in a way consistent
with the natural system and generally not at the same place
as natural processes. Thus, while pH may be restored to pre-
acidification values in soil or surface waters, the system chem-
istry may not resemble preacidification conditions and biota
may not recover along the trajectory they followed during
acidification.

For example, Dillon et al. (1979) followed the response of
several lakes in the vicinity of Sudbury, Ontario, Canada.
Wright (1985) conducted a three lake study at the Hovvatn
site in southern Norway. There, two lake basins were limed in
1981 by several methods, including dispersal on ice and along
the shore. A contiguous lake with similar initial chemistry
served as a reference lake. A major finding was the rapid loss
of ALK generated by the dissolution of CaCO3, due to flushing
of the lake with acidic water from the watershed. Similar find-
ings appear in most studies, although detailed response is
complicated by differing hydrology of individual lakes. It is
clear that direct addition of the CaCO3 to a lake has to be done
on a more or less continuing basis to avoid large excursions in
pH or a return to acidic conditions. The cost related to aerial
applications of lime is enormous, commonly on the order of
$200 (United States – 2005 equivalents) per ton. Nonetheless,
some nations have adopted liming as a strategy to protect or
restore surface water pH. For example, Sweden started expend-
ing substantial funds in a program that limes hundreds of lakes
per year, on a rotating basis (Henrikson and Brodin, 1992).
This program has continued to 2010. Since 1990, about half of
the Swedish subsidy for liming has been used in northern
Sweden where natural organic acids can be more important
than acid deposition in determining the acidity of surface
waters (Bishop, 1997; Laudon et al., 2001). Thus, liming pro-
grams need to distinguish naturally acidic surface waters from
those that have been acidified by excess SO4 and NO3 (Bishop
et al., 2008).

Other experiments have included liming low pH, high Al,
high DOC streams during episodic acidification, as in the West

River Sheet Harbor, Nova Scotia. The net effect was to raise pH,
ANC, and Ca but the accompanying precipitation of Al pre-
sented a serious stress for at least anadromous fish (Rosseland
et al., 1992; Teien et al., 2006). Liming directly on the land
(e.g., at Gårdsj!n, Sweden; Hultberg and Skeffington, 1998)
was also partially effective in restoring exchangeable Ca reser-
voirs in soil, but a considerable dose is necessary to improve
ANC in draining waters. Reacidification of limed lakes can
result in elevated trace metal concentrations as sediments de-
sorb metals and adsorption of metals in the water column
declines.

Acidified lakes near or above tree line commonly have
acidophilic vegetation in the watershed that can be severely
damaged by direct application of lime, for example, at
Tj!nnstrond, Norway (Traaen et al., 1997), even though
water quality (lower Al, higher ANC, pH, and Ca) was restored
for a decade, fish habitat became more hospitable, and ex-
changeable Ca was partially restored in the catchment soils.
Additionally, organic matter may be lost from soil as mineral-
ization increases due to higher pH.

At HBEF, wollastonite (CaSiO3), a relatively soluble silicate
mineral, was applied to an entire watershed (W-1, Peters et al.,
2004). The response was for runoff to have elevated Ca, pH, Si,
and ANC, and decreased inorganic Al, as the soils increased
exchangeable Ca concentrations (Cho et al., 2010). Soil pH
increased and exchangeable Al declined. As with application of
CaCO3 to watersheds, the effects persisted and can be expected
to persist for even longer than lime applications because of the
slower dissolution rate of the wollastonite.

11.10.12.2 Nutrient Additions to Eliminate Excess NO3

Forests have a large capacity to retain N and to increase growth
even after years of large anthropogenic input of N (Prescott
et al., 1995). Similarly, adding P can increase N uptake by trees
and significantly reduce NO3 concentrations in soil solution
(Stevens et al., 1993). Adding P as an N management strategy
would presumably lead to reduced export of NO3 in surface
water. Concurrently, it would lead to increased uptake of Ca
and Mg, thereby potentially increasing acidification. Adding P
to lakes (Davison et al., 1995) and streams (Hessen et al., 1997;
Simon et al., 2010) has been shown to reduce NO3 concentra-
tions, increase ANC, and increase the pH of the water
(eqn [20]). Modest P addition (<15 mg P l$1, still avoiding
eutrophication) instead of liming, thus may increase lake
water pH and reduce NO3 in a cost-effective way. However,
in lakes where Al is precipitating (see Section 11.10.5.2), the
addition of P can have a transitory effect because the P is
irreversibly scavenged from the water column. Increased leach-
ing of NO3 from watersheds could be producing P limitation
in streams and lakes.

11.10.12.3 Land Use

11.10.12.3.1 Deforestation
Understanding rates and processes of immobilization and
leaching of N from soil organic matter under different levels
of N deposition is crucial for assessment of future acidification.
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The tight internal N cycle is broken as summer soil tempera-
ture, moisture, stream discharge, and storm-peak discharge
increase, and when the vegetation is disturbed by harvesting,
forest decline, fire, wind-throw, insect defoliation, and canopy
damage by ice storms. Harvesting effects on stream chemistry
have been studied extensively in North America, notably at
Hubbard Brook (Bormann and Likens, 1979; Lawrence et al.,
1987) and the Catskill Mountains (McHale et al., 2007), and in
Wales (Reynolds et al., 1995). Deforestation in Wales resulted
in a 5–7 year long NO3 pulse in stream water related to in-
creased mineralization and nitrification in the soil, and to
more inorganic N available for leaching due to decreased bio-
logical uptake. The elevated NO3 export from deforested areas
is accompanied by elevated losses of base cations from soils
and high leaching of ionic Al (Huber et al., 2004; McHale et al.,
2007). Forest disturbances caused by harvesting, wind, or fire
over the past several centuries have long-term impacts on
forests’ vulnerability to N saturation and their future capacity
to store C and N (Goodale and Aber, 2001). Temporarily
enhanced production of NO3 and Hþ increases adsorption of
SO4 to soil (Gbondo-Tugbawa et al., 2002; Navrátil et al.,
2009), and Hþ can exchange for Al and Ca in the soil
(Henriksen and Kirkhusmo, 2000). The removal of biomass
by harvesting is a removal of base cations, contributing to
longer term base cation decreases in streams, thereby increas-
ing the susceptibility of the stream to other acidifying stresses.
Decreasing the canopy (by harvesting, defoliation, ice storm
damage, or change in species) causes a decrease in the flux of
pollutants to the forest floor because of decreased dry deposi-
tion (Hultberg and Grennfelt, 1992).

11.10.12.3.2 Afforestation
Aggrading forests contribute to surface water acidification in a
number of ways: (1) Water discharge decreases because of
enhanced evapotranspiration, causing evaporative concentra-
tion of pollutants, (2) hydrological pathways become modi-
fied (Waters and Jenkins, 1992), (3) coniferous afforestation
commonly results in increasing DOC, (4) dry deposition of
acidifying pollutants to a forest canopy increases as the canopy
develops and effective leaf area index increases, and (5) inputs
of pollutants in fog and rime ice (e.g., Ferrier et al., 1994) are
also increased with the development of a canopy. Total depo-
sition of S and other pollutants in throughfall in forests is
typically several times higher than in bulk deposition outside
the forest (Beier et al., 1993; Hansen et al., 1994; Rustad et al.,
1994), with the exception of nutrients like N that can be
biologically immobilized in the forest canopy. Episodic acidi-
fication caused by marine aerosols probably is enhanced in
degree and frequency in forested areas, particularly in polluted
areas (Jenkins et al., 1990).

The Plynlimon, Wales, studies of effects of conifer affores-
tation and deforestation have been carried out since shortly
after World War II (Neal, 1997). There, forest plots with varied
ages and their surface water discharge and chemistry have been
studied for decades to help define the role of forests in acidifi-
cation processes. Base cations and NH4 were sequestered in
biomass (Nilsson et al., 1982) with a concurrent release of Hþ.
The increase of storage of N and base cations in biomass de-
creases as the forest matures and consequently the acidifying

effect of an aggrading forest decreases as standing biomass and
dead biomass reach steady state. The time to steady state is
species specific (Emmett et al., 1993).

11.10.13 Chemical Modeling of Acidification of Soft
Water Systems

11.10.13.1 Steady-State Models

The response of the chemistry of soil, soil solutions, and surface
waters to acid deposition has been simulated using steady state
and dynamic models since the early 1980s. Models were devel-
oped to: (1) interpret the past, (2) guide future research, (3)
support policy decisions (Forsius et al., 1997; Henriksen and
Posch, 2001), and (4) aid in the explanation of observed eco-
system behavior (Gbondo-Tugbawa et al., 2002). Initial steady-
state models used empirical data, in either space or time, to
understand and predict regional lake chemistry (e.g., using
lake populations; Henriksen, 1980) and stream chemical behav-
ior (e.g., Christophersen and Neal, 1990). Kirchner (1992) de-
veloped a watershed-based static model for assessment of
acidification vulnerability, based on runoff chemistry. Empirical
models remain as powerful tools even as dynamic models have
grown in complexity, parallel to computer development.

‘Critical loads’ are a quantitative estimate of the exposure to
one or more pollutants below which significant harmful effects
on specified sensitive components of the environment do not
occur, according to present knowledge (Nilsson and Greenfelt,
1988). The exceedances of critical loads for impacts on soils and
surface waters have been the basis for negotiations of emission
reductions in Europe. The concept and usefulness of critical
loads has spread to Canada and, recently, to the United States.
The steady-state model for critical loads implies that only the
final results of a certain deposition level are considered. Time to
reach the final state is not considered. Critical loads of acidity for
surface waters assume that the input of acids to a watershed will
not exceed the weathering rate, less a stated amount of ANC
(0–50 meq l$1) in the long term. Early studies of critical loads
focused more on S. As S in atmospheric deposition declined, N
became a focus. The steady-state water chemistry (SSWC)model
(Henriksen et al., 1995) considered only the extant N leaching
level. The First-order Acidity Balance (FAB) model (Henriksen
and Posch, 2001) for lakes assumed the N immobilization rate
to be equal to the long-term annual amount of N that is used
for alteration of the C/N ratio in the soil, plus N lost to de-
nitrification and retained within the lake. This is the worst case
of NO3 leaching to surface waters. The FAB model, for example,
predicts that more of the Norwegian lakes (46% in comparison
to 37% by the SSWC model) could experience exceedances of
the critical loads for acidifying deposition in the future (Kaste
et al., 2002). Emission reductions negotiated in Gothenburg,
Sweden, in 1999 were expected to reduce the area of exceedance
of critical load for acidity from 93 million ha in Europe in 1990
to 15million in 2010 (UN-ECE, 1999). Empirical andmodeling
studies indicate that recovery is underway (Aherne et al., 2008;
Evans et al., 2008a,b).

Critical loads for pollutant metals (especially Cd, Hg, and
Pb) are being considered in Europe (Skjelkvåle and Ulstein,
2002), even as the deposition of these three metals are sharply
declining.
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11.10.13.2 Dynamic Models

The static models for critical loads for S and N neglect the time
component of acidification. Static models exclude long-term
processes that can be nonstationary, including acid neutraliza-
tion by soil adsorption of SO4, altered biochemistry of N
compounds, desorption of cations, and increasing DOC, all
in a constant physical climate. These processes can delay acid-
ification and recovery. The numerical models ILWAS (Inte-
grated Lake Water Acidification Study) (Gherini et al., 1985),
MAGIC (Cosby et al., 1985, 2001), SMART (De Vries et al.,
1989), SAFE (Soil Acidification in Forest Ecosystems)
(Warfvinge et al., 1993), PnET-BGC/CHESS (Krám et al.,
1999), AHM (Alpine Hydrochemical Model) (Meixner et al.,
2000), PROFILE (Sverdrup and Warfvinge, 1993), and NuCM
(Johnson et al., 2000) are based onmathematical formulations
of hydrological and biogeochemical processes in soil and wa-
ters. The models have been used for both forecasts and hind-
casts of water quality in watersheds using data on topography,
meteorology, soil chemistry, weathering rates, and acidic de-
position. The reliability of model prediction increases with the
length of observed data used for calibration. These dynamic
models, although varying in detail, are based on similar prin-
ciples: charge balance of ions in the soil solution and mass
balances of the elements considered. Thus they describe the
changes of the element pools over time.

The MAGIC and SMART models have been developed and
improved for regional scale application. These models have a
high degree of process aggregation to minimize data require-
ments for application at large scales or at multiple sites. The
opposite is true for models having relatively complex process
formulations, which are developed for application on a site
scale, for example, ILWAS. ILWAS is perhaps the most mecha-
nistic and synthetic model, providing detailed description of
watershed acidification.

MAGIC is likely the most widely applied model for soil and
surface water acidification and recovery studies. It is a process-
oriented model, lumping key soil processes at the watershed
scale over monthly or yearly time steps (Cosby et al., 1985).
MAGIC has a soil–soil solution equilibrium section in which
the chemical composition of soil solution is governed by SO4

adsorption, CO2 equilibria, cation exchange, and leaching of
Al. The mass balance section assumes the flux of major ions is
governed by atmospheric inputs, chemical weathering inputs,
net uptake in biomass, and loss to runoff. MAGIC version 7
incorporated the major controls on N fluxes through time
(Cosby et al., 2001). Nitrogen leaching to surface waters is
modeled as a function of total inorganic N deposition, plant
uptake of N, soil uptake or immobilization of N, and nitrifica-
tion of reduced N. The MAGIC 7 model assumes that the net
retention or release of incoming inorganic N in the soil is
determined by the C/N ratio of soil organic matter.

Modeling by MAGIC is fairly successful in predicting S and
cation dynamics (Figure 8) in freshwater, although stable S
isotope research indicates that biological S turnover (not mod-
eled) is an important process (Alewell, 2001; Gbondo-
Tugbawa et al., 2002; Novák et al., 2000). Similarly, N cycle
modeling is still evolving and further studies are needed to
verify N immobilization processes used under varying N and
S deposition scenarios. The size, kinetics, and uptake capacity

of soil are critical factors determining response to increased N
loading, and are influenced by land-use history (Goodale and
Aber, 2001; Magill et al., 1997).

The SMART model (De Vries et al., 1989) estimates long-
term chemical changes in soil and soil water in response to
changes in atmospheric deposition. The model structure is
based on the mobile anion concept, incorporating the charge
balance principle. SMART2 adds forest growth and biocycling
processes, which enable modeling soil N availability and forest
growth (Mol-Dijkstra and Kros, 2001). In SMART2, total nu-
trient uptake is described as a demand function, which consists
of maintenance uptake in leaves and net growth uptake in
stems. Immobilization of N is dependent on the soil C/N ratio.

The assumption employed in models is that equilibrium
chemistry is applicable in all relevant situations. This implies
that the reaction of soil pH and other parameters to a change in
input is virtually instantaneous and processes such as diffusion
are neglected. Long-term, large-scale acidification models are
difficult to calibrate and validate because of the paucity of
sufficient long-term (>50 years) observations.

11.10.14 Chemical Recovery from Anthropogenic
Acidification

The many spatial and temporal lake and stream surveys con-
ducted in many countries, plus experiments, have demon-
strated the linkages between emissions of acidic compounds
to the atmosphere and terrestrial and aquatic acidification.
Mandated and implemented reductions in air pollution in
North America and Europe have occurred since the 1970s.
The long-term experiment of ecosystem acidification from air
pollution is seeing a reduction of the dose in North America
and Europe, but not eastern Asia.

Long-term acidification related to soil depletion of soluble
ALK-producing minerals is irreversible without soil scarifica-
tion or substantial soil amendments that, as for liming lakes,
must be an ongoing process. Shorter term acidification due to
atmospheric deposition is largely reversible if the flux of mo-
bile acidic anions (primarily SO4 and NO3) can be reduced to
the point where chemical weathering and atmospheric inputs
can provide sufficient base cations to allow soils to recharge
their BS (Stages 5 and 6; Figure 6(a)). Recovery from acidifi-
cation caused by acidic deposition has been demonstrated in
whole ecosystem experiments (e.g., in Sweden by Hultberg and
Skeffington, 1998, and in Norway by Wright et al., 1993) and
probably occurred in some acid-sensitive central European
lakes impacted by local smelting in preindustrial times. More
generally, partial recovery of ANC has occurred in many areas
impacted by acid rain (Evans and Monteith, 2001; Evans et al.,
2001b; Wright et al., 2005). The general pattern of recovery
involves a reduction of SO4 (and in some localities, NO3) in
surface water that exceeds reductions in base cations associated
with recovery of soil BS and reduced atmospheric inputs of
base cations associated with emission control of particulates
(e.g., Hedin et al., 1994). ANC increases because of a decline of
SO4 relative to base cations in runoff. Repeated surveys in the
United Kingdom, Scandinavia, the Czech Republic and else-
where indicate recovery since 1990 in many, but not all, indi-
vidual lakes and streams (Jenkins et al., 2001; Figure 9). In the
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northeastern United States, recovery of ANC has accompanied
reduction of atmospheric SO4 while atmospheric NO3 has
remained relatively constant (Kahl et al., 2004; Stoddard
et al., 1998, 1999, 2001). Considerable recovery in sensitive
areas of central Europe includes not only reduction in SO4, but
also Al, NO3, and Cl concentrations (Veselý et al., 2002a).
The chemical path of lake recovery can follow a hysteresis
loop (Kopáček et al., 2002b), also suggested by the artificial
acidification and recovery of stream sediments (Figure 10(a)
and 10(b)). A simple linear recovery of pH, ANC, and elevated
Al from reduced SO4 and NO3 atmospheric deposition is un-
likely, due to concurrent variations in climate, including

variations in temperature, precipitation, marine aerosol input
(Section 11.10.7), and DOC production. For example, an
increase in temperature ()1.3 +C) over 17 years accelerated
the decrease of inorganic Al during recovery by about 13% in
strongly acidified lakes in the Czech Republic; temperature
increase was the second most important cause of Al reduction
after the SAA decrease (Veselý et al., 2003; Figure 11).

The increased export of P from acidifying watersheds ap-
pears to covary with decreasing pH and increasing export of Al.
Initially, as soils acidify, retention of P (as PO4

3$) would
increase as the adsorption capacity of the soil increases
(Navrátil et al., 2009). However, with continued decline in
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pH, leaching of P from soils can result from desorption of Al-
binding sites within the soil, or even dissolution of secondary
Al(OH)3. In either case, the loss is largely irreversible because
of earlier depletion of the primary source of P, apatite
(Ca5(PO4)3), from mineral soil.

The importance of these secondary effects on acid–base
status, metal concentration, and toxicity is still being studied.

As part of the RECOVER2010 project (Ferrier et al., 2003a),
the current state of acidification was simulated byMAGIC7 and
projected for many European and eastern Canadian water-
sheds (see special issue of Hydrology and Earth System Sciences;
Ferrier et al., 2003b). Sufficient time has not elapsed since
declining acid inputs to assess the accuracy of the model pre-
dictions (Majer et al., 2003), yet the general decline of SO4, and
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generally increasing pH and ANC are clear (Figure 8). The
major uncertainties with the model predictions are linked
with the poorly understood biochemistry of N. This collection
of studies was followed by a special issue ofHydrology and Earth
System Sciences (Dillon and Wright, 2008) where both individ-
ual ecosystems and collections of lakes were modeled empiri-
cally and with MAGIC7 to predict recovery from acidification
in a changing physical climate.

In general, systems that had been acidified most, recovered
ANC more quickly. However, many aquatic systems in North
America and Europe show little or no recovery, or even con-
tinue to acidify as base cations decline faster than the reduction
in SO4 plus NO3 (Warby et al., 2005, 2009; Figure 9). The
causes of continued acidification during reduced air pollution
are likely a complex interaction of many secondary processes
including changes in climate-driven hydrology and tempera-
ture (Forsius et al., 2010), biomass uptake, net respiration in
soils, N processing, regeneration of soil BS, and long-term
fluxes of marine aerosols. These secondary effects can mask
the recovery of systems from reduced S input for some time.
With increasing N saturation in many systems, episodic acidi-
fication could become more frequent for systems already dam-
aged by a history of base cation depletion (Kopáček et al.,
2009; Figure 12).
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and thousands of articles have been published on the topic
over the last 35 years. The literature we cite identifies many
individuals and organizations responsible for this progress.
Not everybody could be recognized, of course. One amazing
characteristic of the research effort has been the international
cooperation that evolved as a consequence of the people in-
volved and the realization that atmospheric pollution knows
no political borders. Its consequences could be understood
and remediation implemented only with international politi-
cal cooperation, driven by excellent science. That cooperation
is one of the important secondary results of the effort. We
thank the people who, early on, had the vision to identify the
ability of human activity to degrade our chemical climate
through atmospheric pollution and who stimulated so many
people to look, experiment, and understand. These people
include, but are not limited to, Svante Odén in Sweden,
David Schindler and Peter Dillon in Canada, Ellis Cowling
and Gene Likens in the United States, Arne Henriksen and
Richard Wright in Norway, and Bernard Ulrich in former
West Germany. They were pioneers and still are.

The first version of this chapter was cowritten with the late
Josef Veselý of the Czech Geological Survey. His interests and
skills ranged from the atomic level to catchments; his timescale
of interest ranged from minutes to millennia. His mastery of
biogeochemistry was an inspiration to many scientists. We
dedicate this revision to him.
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Forsius M, Kämäri J, Kortelainen P, Mannio J, Verta M, and Kinnunen K (1990)
Statistical lake survey in Finland: Regional estimates of lake acidification.
In: Kauppi P, Antitila P, and Kenttämies K (eds.) Acidification in Finland,
pp. 759–780. Berlin: Springer-Verlag.

Forsius MC, Neal C, and Jenkins A (1995) Modeling perspective of the deforestation
impact in stream water quality of small preserved forested areas in the Amazonian
rainforest. Water, Air, and Soil Pollution 79: 325–337.

Forsius M, Saloranta T, Arvola L, et al. (2010) Physical and chemical consequences of
artificially deepened thermocline in a small humic lake – A paired whole-lake
climate change experiment. Hydrology and Earth System Sciences 14: 2629–2642.

Forti MC, Carvalho A, Melfi AJ, and Montes CR (2001) Deposition patterns of SO4, NO3
and Hþ in the Brazilian territory. Water, Air, and Soil Pollution 130: 1121–1126.

Frogner T (1990) The effect of acid deposition on cation fluxes in artificially
acidified catchments in western Norway. Geochimica et Cosmochimica Acta
54: 769–780.

Fu B, Zhuang X, Jian G, Shi J, and Lu Y (2007) Environmental problems and challenges
in China. Environmental Science & Technology 41: 7597–7602.

Galloway JN (1995) Acid deposition: Perspectives in time and space. Water, Air, and
Soil Pollution 85: 15–24.

Galloway JN, Norton SA, and Church MR (1983) Freshwater acidification from
atmospheric deposition of sulfuric acid: A conceptual model. Environmental
Science & Technology 17: 541–545.

Gbondo-Tugbawa SS, Driscoll CT, Mitchell MJ, Aber JD, and Likens GE (2002)
A model to simulate the response of a northern hardwood forest ecosystem to
change in S deposition. Ecological Applications 12: 8–23.

Gensemer RW and Playle RC (1999) The bioavailability and toxicity of aluminum in
aquatic environments. Critical Reviews in Environmental Science & Technology
29: 315–450.

Gherini SA, Mok L, Hudson RJM, Davis GF, Chen CW, and Goldstein RA (1985) The
ILWAS model, formulation and application. Water, Air, and Soil Pollution
26: 425–459.

Gjessing ET (1992) The HUMEX Project: Experimental acidification of a catchment and
its humic lake. Environment International 18: 535–543.

Gjessing ET, Riise G, and Lydersen E (1998) Acid rain and natural organic matter
(NOM). Acta Hydrochimica et Hydrobiologica 26: 131–136.

Godsey SE, Kirchner JW, Palucis M, et al. (2010) Generality of fractal 1/f scaling in
catchment tracer time series, and its implications for catchment travel time
distribution. Hydrological Processes 24: 1660–1671.

Goodale CL and Aber JD (2001) The long-term effects of land-use history on nitrogen
cycling in northern hardwood forests. Ecological Applications 11: 253–267.

Gorham E (1955) On the acidity and salinity of rain. Geochimica et Cosmochimica Acta
7: 231–239.

Gorham E, Eisenriech SJ, Ford J, and Santelman MV (1985) The chemistry of bog
waters. In: Stumm W (ed.) Chemical Processes in Lakes, pp. 339–362. New York:
Wiley.

Gorham E, Janssens JA, Wheeler GA, and Glaser PH (1987) The natural and
anthropogenic acidification of peatlands. In: Hutchinson TC and Memma KM (eds.)
Effects of Atmospheric Pollutants on Forests, Wetlands, and Agricultural
Ecosystems, pp. 493–512. Berlin: Springer-Verlag.

Goss HV and Norton SA (2008) Contrasting chemical response to artificial acidification
of three acid-sensitive streams in Maine, USA. Science of the Total Environment
404: 245–252.

Grennfelt P and Hultberg H (1986) Effects of nitrogen deposition on the
acidification of terrestrial and aquatic ecosystems. Water, Air, and Soil Pollution
30: 945–963.

Groffman PM, Driscoll CT, Fahey TJ, Hardy JP, Fitzhugh RD, and Tierney GL (2001)
Effects of mild winter freezing on soil nitrogen and carbon dynamics in a northern
hardwood forest. Biogeochemistry 56: 191–213.

Gundersen P, Callesen I, and De Vries W (1998) Nitrate leaching in forest ecosystems is
related to forest floor C/N ratio. Environmental Pollution 102: 403–407.

Gunn JM (ed.) (1995) Restoration and Recovery of an Industrial Region. New York:
Springer-Verlag.

Haines TA, Akielaszek JJ, Norton SA, and Davis RB (1983) Errors in pH
measurement with colorimetric indicators in low alkalinity waters. Hydrobiologia
107: 57–61.

Hall R, Likens GE, Fiance SB, and Hendrey GR (1980) Experimental acidification of a
stream in the Hubbard Brook Experimental Forest, New Hampshire. Ecology
61: 976–989.

Hansen K, Draaijers GPJ, Ivens WPMF, Gundersen P, and Leeuwen NFM (1994)
Concentration variations in rain and throughfall collected sequentially during
individual rain events. Atmospheric Environment 28: 3195–3205.

Harriman R, Anderson H, and Miller JD (1995) The role of sea-salts in
enhancing and mitigating surface water acidity. Water, Air, and Soil Pollution
85: 553–558.

Harriman R, Watt AW, Christie AEG, et al. (2001) Interpretation of trends in acidic
deposition and surface water chemistry in Scotland during the past three decades.
Hydrology and Earth System Sciences 5: 407–420.

Hauhs M (1989) Lange Bramke: An ecosystem study of a forested catchment.
In: Adriano DC and Havas M (eds.) Acid Precipitation. Case Studies, vol. 1,
pp. 275–304. New York: Springer-Verlag.

Hedin LO, Armesto JJ, and Johnson AH (1995) Patterns of nutrient loss from
unpolluted, old-growth temperate forests: Evaluation of biogeochemical theory.
Ecology 76: 493–509.

Hedin LO, Granat L, Likens GE, et al. (1994) Steep declines in atmospheric base cations
in regions of Europe and North America. Nature 367: 351–354.

Hemond HF (1990) Acid neutralizing capacity, alkalinity, and acid–base status of natural
waters containing organic acids. Environmental Science & Technology
24: 1486–1489.

Acid Rain – Acidification and Recovery 409

http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0380
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0380
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0380
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0385
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0385
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0385
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0385
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0390
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0390
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0395
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0395
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0395
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0395
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0400
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0400
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0400
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0405
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0405
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0405
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0410
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0410
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0410
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0410
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0415
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0415
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0415
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0420
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0420
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0425
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0425
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0425
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0430
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0430
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0430
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0435
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0435
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0440
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0440
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0440
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0445
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0445
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0445
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0450
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0450
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0450
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0455
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0455
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0460
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0460
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0460
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf9020
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf9020
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf9020
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0465
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0465
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0470
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0470
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0470
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0475
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0475
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0475
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0475
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0480
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0480
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0480
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0485
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0485
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0485
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0490
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0490
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0490
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0490
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0495
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0495
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0495
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0500
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0500
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0505
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0505
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0510
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0510
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0510
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0515
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0515
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0515
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0520
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0520
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0520
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0525
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0525
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0525
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0530
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0530
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0535
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0535
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0540
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0540
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0540
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0545
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0545
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0550
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0550
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0555
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0555
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0555
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0560
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0560
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0560
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0560
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0565
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0565
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0565
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0570
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0570
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0570
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0575
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0575
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0575
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0580
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0580
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0585
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0585
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0590
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0590
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0590
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0595
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0595
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0595
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0600
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0600
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0600
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0605
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0605
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0605
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0610
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0610
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0610
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0615
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0615
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0615
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0620
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0620
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0620
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0625
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0625
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0630
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0630
http://refhub.elsevier.com/B978-0-08-095975-7.00910-4/rf0630


Henriksen A (1980) Acidification of freshwaters – A large scale titration. In: Drablos D
and Tollans A (eds.) Ecological Impact of Acid Precipitation, pp. 68–74. Oslo: SNSF
Project.

Henriksen A and Kirkhusmo LA (2000) Effects of clear-cutting of forest on the chemistry
of a shallow groundwater aquifer in southern Norway. Hydrology and Earth System
Sciences 4: 323–331.

Henriksen A, Lien L, Traaen TS, Sevalrud IS, and Brakke DF (1988) Lake acidification in
Norway – Present and predicted chemical status. Ambio 17: 259–266.

Henriksen A and Posch M (2001) Steady-state models for calculating critical loads of
acidity for surface waters. Water, Air, and Soil Pollution: Focus 1: 375–398.

Henriksen A, Posch M, Hultberg H, and Lien L (1995) Critical loads of acidity for
surface waters – Can the ANClimit be considered variable? Water, Air, and Soil
Pollution 85: 2419–2424.
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Kopáček J, Hejzlar J, Borovec J, Porcal P, and Kotorová I (2000) Phosphorus
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Abbreviations
PAN Peroxyacetyl nitrate (CH3CO3NO2)
PM10 Summed mass per unit volume of aerosols with

individual particle size below 10 mm
PM2.5 Summed mass per unit volume of aerosols with

individual particle size below 2.5 mm
RH A hydrocarbon in photochemical reactions

RO2 An organic radical consisting of a hydrocarbon
chain (R) terminating in O2

ROOH An organic peroxide, consisting of a hydrocarbon
chain (R) terminating in OOH

TSP Total suspended particulates
VOC Volatile organic compounds

Symbols
hn Representation of a photon in photolytic reactions,

where n represents frequency and h represents
Planck’s constant

NOx Nitrogen oxides, equal to the sum of nitric oxide
(NO) and nitrogen dioxide (NO2)

NOy Total reactive nitrogen, equal to the sum of all
nitrogen-containing species (weighted by the number

of nitrogen atoms), excluding ammonia (NH3) or
ammonium (NH4)

NOz Summed reaction products of NOx, equal to
NOy!NOx

Ox Odd oxygen, here used to represent the sum of ozone,
atomic oxygen, and nitrogen dioxide
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11.11.1 Introduction

The question of air quality in polluted regions represents one of
the issues of geochemistry with direct ties to human well-being.
Human health and well-being, along with the well-being of
plants, animals, and agricultural crops, is dependent on the
quality of the air we breathe. Since the start of the industrial
era, air quality has become a matter of major importance, espe-
cially in large cities or urbanized regions with heavy automobile
traffic and industrial activity.

Concern over air quality was found as far back as the 1600s.
Originally, polluted air in cities resulted from the burning of
wood or coal, largely as a source of heat. The Industrial
Revolution in England saw a great expansion in the use of
coal, both for industrial uses and for heating in rapidly growing
cities. London suffered from devastating pollution events dur-
ing the late 1800s and early 1900s, with thousands of excess
deaths attributed to air pollution (Brimblecombe, 1987).
Smaller events occurred at locations in continental Europe
and the United States with heavy coal use. These events were
caused by directly emitted pollutants (primary pollutants),
including sulfur dioxide (SO2), carbon monoxide (CO), and
particulates. They were especially acute in cities with northerly
locations during fall and winter when sunlight is at a mini-
mum. These original pollution events gave rise to the term
‘smog’ (a combination of smoke and fog), which aptly de-
scribed these early air pollution events. Events of this type
have become much less severe since the 1950s in western
Europe and the United States as natural gas replaced coal as
the primary source of home heating, as industrial smokestacks
were designed to emit at higher altitudes (where dispersion is
more rapid), and as industries were required to install pollu-
tion control equipment.

Beginning in the 1950s, a new type of pollution, photo-
chemical smog became a major concern. Photochemical smog
consists of ozone (O3) and other closely related species
(‘secondary pollutants’) that are produced photochemically
from directly emitted species, in a process that is driven by
sunlight and is accelerated by warm temperatures. This smog is
largely the result of gasoline-powered engines (especially auto-
mobiles), although coal-fired industry can also generate pho-
tochemical smog. The process of photochemical smog
formation was first identified by Haagen-Smit and Fox
(1954) in association with Los Angeles, a city whose geography
makes it uniquely susceptible to this type of smog formation.
Sulfate aerosols and organic particulates are often produced
concurrently with ozone, giving rise to a characteristic milky-
white haze associated with this type of air pollution.

Today, ozone and particulates are recognized as the air
pollutants that are most likely to adversely affect human
health. In the United States, most major metropolitan areas
have had periodic air pollution events with ozone in excess of
government health standards. Violations of local health stan-
dards also occur in major cities in Canada and in much of
Europe. Other cities around the world (especially Mexico City)
also experience very high ozone levels. In addition to urban-
scale events, elevated ozone occurs in region-wide events in the
eastern United States and in western Europe, with excess
ozone extending over areas of 1000 km or more. In recent

years, region-wide events have also occurred over the Mediter-
ranean, in northern China (possibly extending to Korea and
Japan), and possibly also in the Middle East (e.g., Guttikunda
et al., 2005; Lelieveld et al., 2002; Li et al., 2001; Mauzerall
et al., 2000). Ozone plumes with similar extent are found in
the tropics (especially in central Africa) at times of high bio-
mass burning (e.g., Chatfield et al., 1998; Jenkins et al., 1997).
In some cases, ozone associated with biomass burning has
been identified at distances up to 10000 km from sources
(Schultz et al., 1999).

Ozone also has significant impact on the global tropo-
sphere, and ozone chemistry is a major component of global
tropospheric chemistry. Global background ozone concentra-
tions are much lower than urban or regional concentrations
during pollution events, but there is evidence that the global
background has risen as a result of human activities (e.g., Volz
and Kley, 1988; Wang and Jacob, 1998). A rise in global
background ozone can make local pollution events everywhere
more acute and can also cause ecological damage in remote
locations that are otherwise unaffected by urban pollution.
Ozone at the global scale is also related to greenhouse warm-
ing, and the various particulates include some that contribute
to warming (soot or black carbon) and others that cause cool-
ing (sulfates). The complex relation between ozone,
particulates, and climate is only now being unraveled.

This chapter provides an overview of photochemical smog
at the urban and regional scale, focused primarily on ozone
and including a summary of information about particulates. It
includes the following topics: dynamics and extent of pollu-
tion events, health and ecological impacts, relation between
ozone and precursor emissions, including hydrocarbons and
nitrogen oxides (NOx); sources, composition, and fundamen-
tal properties of particulates; chemistry of ozone and related
species; methods of interpretation based on ambient measure-
ments; and the connection between air pollution events and
the chemistry of the global troposphere. Because there are
many similarities between the photochemistry of ozone during
pollution events and the chemistry of the troposphere in gen-
eral, this chapter will include some information about global
tropospheric chemistry and the links between urban-scale and
global-scale events. Additional treatment of the global tropo-
sphere is found in Volume 5 of Treatise on Geochemistry. The
chemistry of ozone formation discussed here is also related to
topics discussed in greater detail elsewhere in this volume: acid
rain and acidification (Chapter 11.10) and hydrocarbons
(Chapters 11.12 and 11.13).

11.11.2 General Description of Photochemical Smog

11.11.2.1 Primary and Secondary Pollutants

The term ‘primary pollutants’ refers to species whose main
source in the atmosphere is direct emissions or introduction
from outside (e.g., from soils). These species are contrasted
with secondary pollutants, whose main source is photochem-
ical production within the atmosphere.

The distinction between primary and secondary pollutants
is conceptually useful because primary and secondary species
usually show distinctly different patterns of diurnal and
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seasonal variations in polluted regions of the atmosphere. The
ambient concentrations of primary species are controlled
largely by proximity to emission sources and rates of disper-
sion. The highest concentrations of these species tend to occur
at nighttime or early morning and in winter in northerly
locations because atmospheric dispersion rates are slowest at
these times. By contrast, high concentrations of secondary
species such as ozone are often associated with atmospheric
conditions that favor photochemical production. The highest
concentrations of ozone usually occur during the afternoons
and in summer (in midlatitudes) or during the dry season (in
the tropics). The highest concentrations of ozone and other
secondary species also occur at locations significantly down-
wind of emission sources, rather than in immediate proximity
to precursor emissions. These diurnal and seasonal cycles are
discussed in detail in Section 11.11.4.

11.11.2.2 Ozone

Ozone occurs naturally in the troposphere, largely as a result of
downward mixing from the stratosphere. This downward mix-
ing includes both direct transport of ozone and transport of
NOx, which leads to photochemical formation of ozone in the
troposphere. Ozone mixing ratios in the stratosphere (from
approximately 20–60 km above ground level) are as high as
15 000 parts per billion (ppb). This is higher than ozone
concentrations at ground level, even in the most polluted re-
gions, by a factor of 100. Approximately 95% of the Earth’s
ozone is located in the stratosphere. Ozone in the troposphere
is much lower and generally decreases from the top of the
troposphere to ground level. The ozone that is transported
downward from the stratosphere is removed through photo-
chemical processes in the troposphere (which include both
production and removal of ozone, but with removal rates
exceeding production rates). Ozone is also removed through
dry deposition at the Earth’s surface. Removal of ozone in
the troposphere happens on a timescale of approximately
3 months. In the absence of human activities, ozone concen-
trations would vary from 200 ppb in the upper troposphere to
10–20 ppb at ground level.

11.11.2.2.1 Urban ozone
Ozone is formed in polluted urban areas from photochemical
reactions involving two classes of precursors: hydrocarbons
(or, more generally, volatile organic compounds or VOC)
and nitrogen oxides (NOx, consisting of nitric oxide (NO)
and nitrogen dioxide (NO2)). During a typical urban air pol-
lution event, peak O3 reaches a value of 120–180 ppb.

The first city to record ozone levels high enough to be of
public concern was Los Angeles. Beginning in the 1950s, Los
Angeles routinely recorded peak ozone in excess of 125 ppb, a
value that was later established as the health standard in the
United States. During the 1970s and 1980s, ozone in excess of
the health standard occurred as often as 180 days year!1 in the
Los Angeles metropolitan area. In the 1990s, Mexico City also
began to experience ozone levels comparable to Los Angeles
with ozone in excess of 125 ppb on approximately 180 days -
year!1 (e.g., see Sosa et al., 2000). Events with ozone in excess
of 200 ppb are quite rare and generally occur only in cities with

themost severe ozone problems. Ozone as high as 490 ppb has
been recorded in Los Angeles (NRC, 1991) and in Mexico City.
Stringent control measures have succeeded in lowering the
frequency and severity of air quality violations in Los Angeles
(beginning in the 1990s) and in Mexico City (after 2000), but
Los Angeles still records violations on approximately 25 days -
year!1. In both cities, the initial reduction in ozone was
achieved largely through controls on autoemissions.

Most other major cities in the United States and in Europe
also record events with ozone in excess of 125 ppb, but these
occur only a few times per year. Severe air pollution events
occur less frequently in these cities because the meteorological
conditions that favor rapid formation of ozone (high sunlight,
warm temperatures, and low rates of dispersion) occur less
frequently. Significant excess ozone is formed only when tem-
peratures are above 20 "C, and severe events are usually asso-
ciated with temperatures of 30 "C or higher. The major cities of
the northeastern United States and northern Europe have
ozone above 80 ppb on approximately 30–60 days year!1. At
other times, a combination of cool temperatures and/or clouds
would prevent ozone formation, regardless of the level of
precursor emissions. In humid tropical regions, ozone excu-
rsions are limited by the frequent occurrence of convective
clouds and rain, which has the effect of dispersing urban
pollutants as well as suppressing ozone formation due to lack
of sunlight. Thus, days with high ozone are generally limited to
summer (in the middle and high latitudes) and dry seasons (in
the tropics).

The most severe pollution events occur when a combina-
tion of light winds and suppressed vertical mixing prevent the
dispersion of pollutants from an urban center. The process of
ozone formation typically requires several hours and occurs
only at times of bright sunlight and warm temperatures. For
this reason, peak ozone values typically are found downwind
of major cities rather than in the urban center. During severe
events with light winds, high ozone concentrations are more
likely to occur closer to the city center.

11.11.2.2.2 Regional pollution events and long-distance
transport
Peak ozone in urban plumes is found most commonly 50–
100 km downwind of the city center. Once formed, ozone in
urban plumes has an effective lifetime of approximately 3 days.
For this reason, urban plumes with high ozone can travel for
great distances. Transport of ozone can be even longer in the
middle and upper troposphere, where the lifetime of ozone
extends to 3 months.

Although peak ozone most commonly occurs 50–100 km
downwind from urban centers, plumes with high ozone have
frequently been observed at distances of 300 km or more from
their source regions. Ozone in excess of 150 ppb has frequently
been observed on Cape Cod (Massachusetts), attributed to
emissions in the New York metropolitan area 400 km away.
Similar excess ozone has been observed along the shores of
Lake Michigan apparently due to emissions in the Chicago area
that have traveled 300 km across the lake. Ozone as high as
200 ppb has been observed in Acadia National Park, Maine,
attributed to transport from Boston (300 km away) and
New York (700 km away) (see Figure 1). The plume from the
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New York–Boston corridor has also been observed by aircraft
over the North Atlantic Ocean at a distance of several hundred
kilometers from the source region (Daum et al., 1996). In
Europe, plumes from cities in Spain have been predicted
to transport over the Mediterranean Sea, also at distances
several hundred kilometers from the source region (Millan
et al., 1997).

Well-defined plumes with excess ozone are also associated
with large coal-fired power plants in the United States. The
largest power plants can have rates of NOx emissions that are
comparable to the summed emission rate from a city as large as
Washington DC. Because these power plants have relatively
low emissions of CO or volatile organics, the rate of ozone
formation is slower, and peak ozone occurs further downwind
(100–200 km). Ozone as high as 140 ppb has been observed
in plumes from individual power plants (Gillani and Pleim,
1996; Miller et al., 1978; Ryerson et al., 1998, 2001; White
et al., 1983). These plumes have been observed by aircraft for
distances up to 12 h downwind from the plume sources. It is
more difficult to observe plumes at greater downwind
distances because well-defined plumes are usually dispersed
following overnight transport (Clarke and Ching, 1983).

In addition to transport in well-defined plumes, ozone in
excess of 80 ppb is found to extend over broad regions
(500#500 km or larger) during region-wide events. These
events are associated with stagnant high-pressure systems that
bring several consecutive days of high temperatures, sunlight,
and suppressed atmospheric mixing to a polluted area. Region-
wide events of this type have been frequently observed in the
eastern United States and less frequently in western Europe.
Elevated ozone during these events affects rural areas as well as
urban and suburban locations. These events are caused by the
combined effect of emissions from large and small cities,
industries, and power plants rather than emissions from a
single urban center, and can include ozone that has formed

and accumulated over a period of several days. Emissions from
cities within the affected region create plumes with additional
excess ozone added to (and subsequently contributing to) the
regional background. Region-wide pollution from multiple
sources may be responsible for extensive high ozone (above
80 ppb) observed in the Mediterranean and in eastern China
and possibly extending across the Sea of Japan to Korea and
Japan (Guttikunda et al., 2005; Lelieveld et al., 2002; Mauzerall
et al., 2000).

An event of this sort is illustrated in Figure 1. During this
event, ozone in excess of 90 ppb was observed at every surface
monitoring site (including both urban and rural sites) over an
area extending fromOhio to Virginia and Maine, approximately
1000#1000 km. Higher ozone (150–200 ppb) was found
throughout the cities of the northeast corridor (Washington,
Philadelphia, New York, and Boston). The plume of high
ozone in the northeast corridor extended to Maine. Locally
high ozone was also found near several other cities.

There has been considerable speculation that the rapid
worldwide growth of cities and industries will cause the scale
of these region-wide events to increase and to eventually in-
volve intercontinental transport. Ozone concentrations of
80 ppb have been observed at Sable Island, Nova Scotia, trans-
ported from source regions 2000 km distant in the United
States (e.g., Parrish et al., 1993). Layers of elevated ozone
aloft over the South Atlantic Ocean and over the western
Pacific have both been attributed to biomass burning in Africa
(Chatfield et al., 1998; Jenkins et al., 1997; Schultz et al.,
1999). Model calculations have estimated that emissions
from East Asia can cause a significant increase in background
ozone levels in the western United States (Cooper et al., 2010;
Horowitz and Jacob, 1999; Lelieveld and Dentener, 2000).
Measurements have identified possible transport from North
America in air over Europe (Stohl and Trickl, 1999). Long-
range transport of sulfate aerosols is also possible (Barth and
Church, 1999).

While such long-range transport of ozone is possible, it
might be viewed as part of the global tropospheric balance.

Signals for transport of ozone from East Asia to North
America and from North America to Europe have been
detected in measurements and predicted in models (Cooper
et al., 2010; Fiore et al., 2009). The contribution of interconti-
nental transport (including both direct transport of O3 and
transport of precursors) is typically 4–7 ppb (Fiore et al.,
2002b, 2009) and roughly 20% of the size of the contribution
from local/regional emissions. However, due to the huge spa-
tial extent of this transport (effectively encompassing the entire
northern hemisphere), the cumulative damage to human
health and agriculture from even a small increase in ozone
can be large. Global impacts on the continental scale include
transport on timescales of several months (based on the life-
time of ozone and some precursors in the free troposphere)
and are associated with dispersion throughout the northern
hemisphere (merging with general tropospheric chemistry) as
well as with specific transport events.

11.11.2.2.3 Ozone and the global troposphere
Surface ozone concentrations in the remote northern
hemisphere range from 20 to 40 ppb with a seasonal maxi-
mum inMay. Background ozone in the southern hemisphere is
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Figure 1 Peak ozone concentrations in the eastern United States during
a severe air pollution event (15 June 1988) based on surface
observations at 350 EPA monitoring sites. The shadings represent values
of 40–60 ppb (lightest shading) to 180–200 ppb (darkest shading) with
20 ppb intervals in between. First printed in Sillman (1993).
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significantly lower (20–25 ppb). These background ozone con-
centrations are both affected by global-scale photochemistry,
which includes both production and destruction of ozone. It is
believed that emissions resulting from human activities have
increased the global background ozone, especially in the
northern hemisphere (e.g., see Cooper et al., 2010; Fiore
et al., 2009; Lelieveld and Dentener, 2000; Wang and Jacob,
1998; and Volume 4 of this series).

Although the transport of ozone plumes from source re-
gions provides dramatic evidence of the global impact of
human activities, the chemical content of the global tropo-
sphere is more likely to be affected by photochemistry during
average conditions rather than by episodic transport events.
The rates of photochemical production and destruction of
ozone in the free troposphere (defined as the region extending
from the top of the planetary boundary layer, approximately
2–3 km above the ground, to the top of the troposphere) are
much larger in terms of total molecules produced than the rate
of production in polluted source regions. Production rates in
polluted regions are much higher on a per volume basis, but
the volume of the free troposphere is large enough so that
photochemical production there greatly exceeds the amount
of ozone molecules produced in source regions.

NOx, the critical precursor for ozone formation, typically
has daytime concentrations of 5–20 ppb in urban areas, 0.5–
1 ppb in polluted rural areas during region-wide events, and
10–100 parts per trillion (ppt) in the remote troposphere.
A NOx concentration of 1 ppb is associated with ozone forma-
tion at rates of 2–5 ppb per hour, which is fast enough to allow
ozone concentrations to increase to 90 ppb when air stagnates
in a polluted region for 2 days or more. Ozone production
rates as high as 100 ppb per hour have been observed in urban
locations (e.g., in the Texas Air Quality Study in Houston,
Kleinman et al., 2002). Production rates are much slower in
the free troposphere, and loss usually exceeds production.
However, NOx concentrations of 100 ppt, which are much
too small to allow the formation of episodic high ozone,
would still allow ozone to remain at a steady-state concentra-
tion of approximately 80 ppb. The current level of background
ozone in the lower troposphere (20–40 ppb) is closely related
to the photochemical steady state, achieved over several
months, based on concentrations of NOx and organics in the
remote troposphere.

There is an obvious close relation between smog events in
polluted regions and conditions in the global troposphere
because the global troposphere is strongly impacted by pol-
lutants that are emitted primarily in cities or polluted regions.
However, the relation between polluted regions and the
global troposphere can often be counterintuitive. In general,
the rate of ozone formation per NOx (‘ozone production
efficiency,’ discussed in more detail below) is higher when
NOx concentrations are lowest. Consequently, the global im-
pact of emissions is actually higher when there is rapid dis-
persion of pollutants from a polluted region. The exported
pollutants produce more total ozone (though with lower
peak concentration) when they undergo photochemical pro-
cessing in downwind rural areas or in the remote troposphere
rather than in a polluted region during a stagnation event.
Ozone precursors lead to ozone formation in the remote
troposphere even when local conditions (e.g., clouds and

low temperatures) prevent the formation of ozone in the
polluted source region.

11.11.2.2.4 Ozone precursors: NOx, CO, and volatile organics
Ozone in urban areas is produced from two major classes of
precursors: NOx, consisting of NO and NO2, and VOC. The
ozone formation process is also closely associated with the
hydroxyl radical (OH, see below for a complete description).
The process of ozone formation is initiated by the reaction of
organics (usually primary hydrocarbons) with OH. The subse-
quent reaction sequence involves NOx and results simulta-
neously in the production of ozone, oxidation of organics to
CO2, and oxidation of NOx to nitric acid (HNO3). In urban
areas, the ozone formation process is also accompanied by
the conversion of NOx to organic nitrates such as perox-
yacetyl nitrate (CH3CO3NO2, often abbreviated as PAN),
which has the effect of transporting NOx to the remote
troposphere.

In addition to their impact on ozone, NOx and VOC are
associated with various other pollutants which impact human
health and activities. NO2 causes impairment of lung functions
and generally has the same level of toxicity as ozone, although
ambient concentrations are usually much lower. NO2 is pro-
duced in the atmosphere by chemical conversion from directly
emitted NO, although some NO2 is also emitted directly into
the atmosphere. NO2 is usually grouped together with NO as
NOx because conversion from NO to NO2 is rapid (with time-
scales of 5 min or less), and because the ambient mixing ratios
of NO2 show a pattern of behavior that resembles primary
rather than secondary pollutants. HNO3 contributes to acid
rain and contributes to the formation of particulates (see
Section 11.11.2.3). Both primary and secondary VOC include
species that are directly toxic (see Chapters 11.12 and 11.13),
and secondary organics produced from directly emitted VOC
are major components of particulates. CO is also a toxic gas,
although ambient concentrations are rarely high enough to
raise health concerns.

In the remote troposphere, the ozone formation process is
initiated primarily by the oxidation of CO and methane (CH4)
rather than volatile organics. CO and CH4 are both long-lived
species (2 month lifetime for CO, 9–14 years for CH4) and are
widely distributed in the remote troposphere. They have less
direct impact on urban photochemistry because most of the
CO emitted in urban areas is exported to the remote tropo-
sphere. However, the effect of CH4 in particular has been
identified as a major influence on ambient ozone because in-
creases in CH4 lead to increases in ozone worldwide and thus
contribute indirectly to urban and regional pollution events
(Fiore et al., 2002a; West et al., 2006).

Shorter lived volatile organics (with lifetimes ranging from
1 h to 3 days) are more important in terms of urban photo-
chemistry because they undergo reactions rapidly enough to
contribute to ozone formation during local air pollution
events. Alkenes, aromatics, and oxygenated organic species
such as formaldehyde (HCHO) are especially important in
terms of urban photochemistry because they initiate reaction
sequences that generate additional OH radicals (which catalyze
further ozone production) in addition to producing ozone
directly. This is discussed further in Chapter 11.12 of this
volume.
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The relative impact of NOx and VOC on ozone formation
during pollution events represents a major source of uncer-
tainty. The chemistry of ozone formation is highly nonlinear,
so that the exact relation between ozone and precursor emis-
sions depends on the photochemical state of the system. Under
some conditions, ozone is found to increase with increasing
NOx emissions and to remain virtually unaffected by changes
in VOC. For other conditions, ozone increases rapidly with
increased emission of VOC and decreases with increasing NOx.
This split into NOx-sensitive and NOx-saturated (or VOC-
sensitive) photochemical regimes is a central feature of ozone
chemistry and a major source of uncertainty in terms of pollu-
tion control policy.

An analogous split between NOx-sensitive and NOx-
saturated chemistry occurs in the remote troposphere, but the
implications are somewhat different. Increased CO, CH4, and
VOC always contribute to increased ozone in the remote
troposphere, even under NOx-sensitive conditions (Jaegle
et al., 1998, 2001), whereas ozone in polluted regions with
NOx-sensitive chemistry is largely insensitive to CO and VOC.

NOx emissions in polluted regions originate from two
major sources: gasoline- and diesel-powered vehicles (primar-
ily automobiles) and coal-fired power plants. Volatile organics
are also generated largely by gasoline- and diesel-powered
vehicles and by a variety of miscellaneous sources, all involving
petroleum fuel or petroleum products. Coal-fired industry
does not generate significant amounts of organics.

Although the question of NOx versus VOC sensitivity and the
related policy issue of NOx versus VOC controls is complex and
uncertain, there are a few concepts and trends that are useful for
gaining a good general understanding. NOx-sensitive conditions
occur when there is excess VOC and a high ratio of VOC to NOx,
while VOC-sensitive conditions occur when there is excess
NOx and low VOC/NOx. The ratio of summed VOC to NOx,
weighted by the reactivity rate of each individual VOC, provides
a good indicator for NOx- versus VOC-sensitive chemistry.

Among freshly emitted pollutants, the initial rate of ozone
formation is often controlled by the amount and chemical
composition of VOC. For this reason, ozone formation in
urban centers is often (but not always) controlled by VOC. As
air moves downwind, ozone formation is increasingly con-
trolled by NOx rather than VOC (Milford et al., 1989). Ozone
in far downwind and rural locations is often (but not always)
controlled by upwind NOx emissions (Roselle and Schere,
1995). Rural areas also tend to have NOx-sensitive conditions
due to the impact of biogenic VOC (see next section). How-
ever, this description represents a general trend only and is not
universally valid. NOx-sensitive conditions can occur even in
large urban centers, and VOC-sensitive conditions can occur
even in aged plumes. For a more complete discussion, see
NARSTO (2000) and Sillman (1999).

11.11.2.2.5 Impact of biogenics
In addition to anthropogenic sources, there are significant
biogenic sources of organics. Isoprene (C5H8) is emitted by a
variety of deciduous trees (especially oaks), and these emis-
sions have a significant impact on ozone formation. Terpenes
(e.g., a-pinene and C10H10) are emitted primarily by conifers
and are precursors of particulates (see Section 11.11.2.3).
Emission of biogenic VOC often equals or exceeds the rate of

emission of anthropogenic VOC at the regional scale, and even
within urban areas, biogenic VOC can account for a significant
percentage of total VOC reactivity. Biogenic VOC are especially
important because they have a relatively short lifetime (1 h or
less) and consequently contribute to local ozone formation
during pollution events.

The major significance of biogenic VOC with regard to
ozone lies in their implications for the effectiveness of control
strategies and their impact on ozone–NOx–VOC chemistry.
The presence of biogenic VOC in polluted regions effectively
increases the ratio of VOC to NOx, especially when ratios are
weighted by the rate of reactivity. Consequently, regions with
biogenic VOC are more likely to have ozone formation that is
sensitive to NOx rather than VOC (Chameides et al., 1988;
Pierce et al., 1998; Simpson, 1995).

Biogenic emissions also influence chemistry in the free
troposphere. On a global scale, the emission of biogenic VOC
greatly exceeds anthropogenic emissions. The global impact of
biogenics is somewhat limited due to their short atmospheric
lifetime, so that high concentrations are limited to source re-
gions. By contrast, the longer lived CO and CH4 are ubiquitous
in the troposphere.

Biogenic sources of NOx are generally too small to contrib-
ute significantly to pollution events. Biogenic emissions repre-
sent approximately 5% of the total NOx emissions in the
United States (compared to 50% of the total VOC) (Williams
et al., 1992). Biogenic NOx emissions can be important in
intensively farmed regions, where soil emission of NOx is
enhanced by heavy use of fertilizer.

11.11.2.3 Particulates

Particulates, or aerosols, have wide-ranging impacts on both
human activities and environmental quality. (Technically, the
term ‘aerosol’ refers to a mixture of solid and liquid particles
suspended in a gaseous medium, whereas the term ‘suspended
particulates’ refers to the suspended particles themselves. In
practice, the terms ‘aerosols’ and ‘particulates’ are often used
interchangeably.) First, aerosols have been identified as one of
the major health hazards, affecting the respiratory system, asso-
ciated with air pollution (along with ozone). Second, because
degradation of visibility in polluted air is due almost entirely to
aerosols (Seinfeld and Pandis, 1998), particulates are the most
noticeable aspect of air pollution. Third, removal of acidic aero-
sols from the atmosphere, through deposition on soils and
water surfaces or through rainout, can cause ecological damage.
Acid rain (Chapter 11.10) is the best-known example of this
type of damage. Fourth, sulfate aerosols affect the global climate
directly (by enhancing atmospheric reflectivity) and indirectly
(by affecting the growth and reflectivity of clouds). This is
believed to have a significant cooling effect on the atmosphere,
although there is large uncertainty for assessing the impact of
human activities on climate (Forster et al., 2007). Other aerosols
(e.g., black carbon) rapidly absorb solar radiation and can pos-
sibly increase global warming (Chung and Seinfeld, 2002;
Jacobson, 2002; Ramanathan and Carmichael, 2008).

Aerosols are associated with major uncertainties in climate
predictions and in estimations of the impact of human activi-
ties on climate. These uncertainties are largely due to indirect
effects on climate. Aerosols affect climate through direct effect
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on incoming and outgoing solar radiation, which can be cal-
culated with relatively little uncertainty. However, aerosols also
affect the optical properties of clouds (first indirect effect) and
cloud lifetimes, extent, and precipitation rates (second indirect
effect). These effects account for much of the uncertainty in
current predictions for future climate (Forster et al., 2007).
A major current concern is that policies to reduce concentra-
tions of atmospheric sulfate would lead to increased global
warming, especially if emissions of black carbon (which tend
to exacerbate warming trends) increase.

As was the case with ozone, aerosols also occur naturally in
the atmosphere. Aerosols play an important role in the
atmosphere’s hydrologic cycle. Formation of cloud droplets
occurs on hygroscopic aerosols, and nucleation of ice also
needs a particle to initiate ice formation. Precipitation, which
is enhanced by the presence of large aerosols or ice, strongly
depends on these ice and cloud condensation nuclei. Most
(though not all) of the damaging effects are due to anthropo-
genic rather than naturally occurring aerosols.

Aerosols are composed of a large variety of species, from
both natural and anthropogenic materials. Naturally occurring
aerosols include sea salt, mineral dust, pollens and spores,
organic aerosols derived from biogenic VOC, and sulfate aero-
sols derived from reduced sulfur gases. Anthropogenic aerosols
consist of soot (also known as black carbon), sulfate derived
from SO2 emitted from coal burning, organics derived from
anthropogenic VOC, and fly ash. Biomass burning (either
naturally occurring or anthropogenic) also creates aerosols.
Aerosols include both primary species and species produced
by photochemical reactions.

Aerosols are generally divided into two groups, fine parti-
cles (with size below 2.5 mm) and larger coarse particles, be-
cause of their distinct impacts on human activities and
environmental quality.

The fine and coarse particles differ from each other in terms
of their origin, chemical composition, and their atmospheric
effects. Coarse particles are usually the result of mechanical
wear on preexisting solid substances: mineral dust (i.e., soil
particles), sea salt, solid organic matter from plants, flakes from
automobile tires and from buildings, etc. By contrast, fine
particles are largely the result of chemistry – either combustion
chemistry in fires, smokestacks and internal combustion en-
gines or photochemistry in the atmosphere, cloud droplets,
and water aerosols. Chemical and photochemical production
followed by condensation (in combustion processes) or nucle-
ation (in the atmosphere) result in the formation of solid
particles of very small size (0.005–0.1 mm), a size range that
is referred to as the nuclei mode. After formation, these parti-
cles lead to formation of larger particle sizes (0.1–1 mm)
through the process of coagulation or through deposition of
chemically formed particulate material on existing nuclei.
These accumulation mode particles are the major cause of
health and visibility effects associated with particulates. The
process of coagulation does not lead to significant amounts of
particles with size greater than 2.5 mm, so that the fine particles
(nuclei and accumulation mode) have distinctly different
sources than the coarse particles.

Observed distributions of particle sizes (Figure 2) often show
two separate peaks in particlemass, at 0.1–1 mmand at 3–20 mm,
reflecting the different origin of coarse and fine particles.

Apart from their origin, there are other important differ-
ences between coarse and fine particulates. Fine particulates are
usually acidic in nature and rapidly dissolve in water (and in
some cases, are formed through aqueous chemistry in cloud
droplets or water aerosols). Coarse particulates are usually
nonacidic and hydrophobic. Coarse particulates are removed
from the atmosphere through gravitational settling, on time-
scales of 1 day or less depending on the size of the individual
particles. Fine particulates are too small to be removed by
gravitational settling. They are removed either by rainout (wet
deposition) or by direct deposition to ground surfaces (dry
deposition). The dry deposition rate for fine particulates is
typically 0.1 cm s!1 (Seinfeld and Pandis, 1998) and allows
these particulates to remain in an atmospheric boundary layer
of typical depth for 10 days or more. Removal by wet deposi-
tion is often more rapid (2–5 days, Rasch et al., 2000), al-
though this depends on local climatology. The slow removal
rate allows the concentration of fine particulates to build up
during multiday pollution events. Fine particulates are often
transported for distances of 300 km or more in the atmo-
sphere, more readily than coarse particulates (although coarse
mineral dust from desert regions can be transported on conti-
nental scales, e.g., Prospero, 1999). Fine particulates have a
much larger impact on atmospheric visibility than coarse par-
ticulates. Most importantly, adverse health impacts are associ-
ated primarily with fine particulates (see Section 11.11.2.4).

The major sources of fine particles in the ambient atmo-
sphere are: sulfates, which are produced photochemically from
SO2; organics, which are produced chemically from both an-
thropogenic and biogenic VOC; black carbon (soot), which is
emitted directly from anthropogenic industry and transporta-
tion; and nitrates, which are formed from NOx. Sulfates and
organic compounds are typically the largest components of
fine particulates in urban and industrialized regions. Sulfate
aerosols have been historically the largest aerosol component,
especially in regions with coal-fired industry. They are currently
the dominant aerosol in the eastern and midwestern United
States, although their concentrations may be significantly re-
duced in the future by planned reductions of sulfur emissions.
Nitrates form aerosols in combination with ammonia (NH3),
usually from agricultural sources. The resulting ammonium
nitrate aerosol (NH4NO3) is often a significant component of
particulates in locations that include both intensive agriculture
and urban NOx sources in close proximity (e.g., Los Angeles
and Milan). Organic particulates from biomass burning
(largely in the tropics) also contribute significantly to the
total amount of particulates at the global scale. Trace metals
(iron, lead, zinc, mercury, etc.) are also present in small quan-
tities as aerosol components. These contribute little to the total
particulate mass but are often of concern because they may be
individually toxic (see Chapter 11.3).

Particulate concentrations in the atmosphere are frequently
expressed in terms of total suspended particulates (TSP, as
mass per unit volume) or as the summed mass of particulates
with individual size below a given diameter (typically, PM2.5

for particulates smaller than 2.5 mm or PM10 for particulates
smaller than 10 mm). In urban centers in the United States and
Europe, typical particulate concentrations are 15–30 mg m!3

for PM2.5, 30–50 mg m!3 for PM10, and 50–100 mg m!3 for
TSP, with peak concentrations approximately three times
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higher (e.g., Baltensberger et al., 2002; Blanchard et al., 2002;
Jacobson, 1997; Seinfeld and Pandis, 1998). Rural and remote
PM10 concentrations are typically below 10 mg m!3. Several
rapidly growing megacities in industrializing regions (Delhi,
Bombay, Cairo, Mexico City, and Bangkok) have TSP in excess
of 400 mg m!3 (Mage et al., 1996). Particulate concentrations
as high as 5000 mg m!3 (TSP) have been observed during
historically severe episodes, for example, in the Ruhr valley,
Germany, in 1966, and in London in1952 (Anderson, 1999;
Brimblecombe, 1987). Particulate concentrations (as TSP,
PM10, and PM2.5) are most frequently measured, but often,
the chemical composition of particulates is equally important,
in terms of atmospheric analysis and environmental impacts.

The distribution of aerosols (shown in Figure 2 per unit
mass) can also be expressed in terms of the total number of
particles, which places greater emphasis on the smaller parti-
cles and provides information about the nuclei mode and the
process of accumulation. Aerosol concentrations are some-
times expressed in terms of aerosol surface area, which is
closely related to visibility impacts.

The role of chemistry in producing sulfate particulates is
especially noteworthy. Sulfates are emitted directly from coal-
fired industries, but most atmospheric sulfates are produced
photochemically from SO2 (also emitted from coal-fired in-
dustries). Sulfates are produced in two ways: by gas-phase
oxidation (a process which is often linked to ozone
formation), and by aqueous-phase reactions. The aqueous

reactions can proceed on timescales of a few minutes or less
in cloud droplets, so that atmospheric sulfur is rapidly con-
verted to sulfates in the presence of clouds. This cloud-formed
sulfate is often removed from the atmosphere by rain (see
Chapter 11.10) or dispersed vertically by dynamics associated
with clouds. Sulfates can also be produced in hygroscopic or
wetted aerosolswhich are present in the atmosphere at times of
high relative humidity, and in fog. Dangerously high levels of
sulfates were generated during the classic London fogs of the
early 1900s, which combined stagnant meteorology, fog, and
high sulfur concentrations (Brimblecombe, 1987).

Ozone air pollution events generally have lower concentra-
tions of sulfates than the winter fog events because the dynam-
ics that lead to ozone production usually has much more rapid
vertical dilution than the fog events. However, ozone events
can lead to significant enhancement of sulfates, especially at
the regional scale. The same photochemical processes that lead
to ozone formation also cause rapid photochemical conver-
sion of SO2 to sulfates. Conversion of SO2 to sulfates during air
pollution events occurs at a timescale of 1–2 days. This allows
for significant accumulation of sulfates during regional air
pollution events.

11.11.2.4 Environmental and Health Impacts

The impact of ozone, acid aerosols, and other related pollut-
ants on human health has been the subject of intense scrutiny
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(Dockery et al., 1993; Hoening, 2000; Holgate et al., 1999;
Lippman, 2000; Lippman and Schlesinger, 2000; Wilson and
Spengler, 1996). There is evidence that current ambient levels
of both ozone and acid aerosols have significant health im-
pacts. In addition, ozone has been linked with both damage to
agricultural crops (Mauzerall and Wang, 2001) and forests
(US Congress, 1989). Particulates are responsible for most of
the visibility degradation associated with air pollution
(Seinfeld and Pandis, 1998).

The most direct and striking evidence for health effects from
air pollution is found in particulates. A series of studies in the
United States have shown that mortality rates correlate with
exposure to particulates (Dockery et al., 1993; Lippman and
Schlesinger, 2000). These studies found that high exposure to
particulates were correlated with increased mortality from respi-
ratory or cardiopulmonary diseases, but not with increased
death rates from other causes. The increase in mortality rates
was significant (10–26%), and the associated premature deaths
were believed to represent a 2–3 year shortening of life spans.
The associated range of particulate concentrations was 30–
80 mg m!3 for TSP and 10–30 mg m!3 for fine particulates
(PM2.5), approximately half of which consisted of sulfates. The
studies were able to statistically rule out alternate causes of
increased mortality, including incidence of smoking, presence
of air-borne allergens, temperature, humidity, or the presence of
other air pollutants. Increased mortality was specifically associ-
ated with fine particulates rather than coarse particulates and
was linked with both sulfate and nonsulfate fine particulates.
There have also been numerous episodic events in United States
and in Europe (including the well-known London fogs) in
which elevated particulates, SO2, and other primary pollutants,
have been correlated with excess deaths and admissions to
hospitals (Anderson, 1999; Brimblecombe, 1987). Although
particulates have been correlated with excess mortality, the
physiological cause of damage from particulates is less clear. It
is also uncertain whether the impact of particulates is to their
chemical composition or only to the particulate size.

Ambient ozone has not been clearly linked to excess
mortality possibly because it is difficult to statistically sep-
arate ambient ozone from other possible causative factors.
Ambient ozone is strongly correlated to temperature (see
Section 11.11.4), so that excess deaths associated with ozone
are hard to separate from deaths associated with heat. How-
ever, ambient levels of ozone have been linked to impairment
of respiratory functions both in laboratory studies and in stud-
ies of individuals under ambient conditions. A 10–20% reduc-
tion in forced expiratory volume was found to result from
exposure to ozone mixing ratios of 80–100 ppb for 6 h or for
exposure to 180–200 ppb for 2 h. Studies with laboratory an-
imals suggest that this type of impairment can lead to perma-
nent lung damage. Studies have also identified increased
inflammation of the lungs, coughing, and other asthmatic
symptoms following exposure to ambient ozone as low as
80 ppb (Brauer and Brook, 1997). Autopsies on auto accident
victims in Los Angeles also showed evidence of long-term lung
damage. See Lippman and Schlesinger (2000) and Lippman
(2000) for a complete summary. More recent studies have
suggested that health effects occur for ozone as low as
60 ppb, and that effects are worse for periods of persistent
high ozone (Bell et al., 2004).

Based on the above evidence, the United States Environmen-
tal Protection Agency (EPA) proposed in 1997 to strengthen and
change the format of National Ambient Air Quality Standards
for both particulates and ozone. The previous standards (dating
from 1979) were a 1 h maximum mixing ratio of 125 ppb for
O3 and an annual average concentration of 75 mg m!3 (PM10)
for particulates. The proposed new standard for O3 would be an
8 h average mixing ratio of 85 ppb. The change to a standard
based on 8 h averages rather than single-hour peak concentra-
tions was based on the studies described above that showed
damage resulting from prolonged exposure. The proposed
health standard for particulates would be based on PM2.5 rather
than PM10, because PM2.5 reflects the concentration of fine
particulates more closely than PM10 (Wilson and Suh, 1997;
see Figure 2) and would be 15 mg m!3 for annual average
concentrations and 50 mg m!3 for 24 h average peak concentra-
tions. Implementation of the new standards was delayed by
court challenges and the change of administration in the United
States in 2000, but was implemented in 2004. In 2008, EPA
lowered the health standard for O3 to 75 ppb (8 h average).

Acute health effects have also been identified as a result of
exposure to NO2 and CO, but these effects were found only for
exposure to NO2 above 250 ppb and CO above 10000 ppb,
amounts that were 10 times higher than ambient concentra-
tions (Bascomb et al., 1996; Holgate et al., 1999). These species
are primarily of concern as possible indoor air pollutants be-
cause ambient mixing ratios are often significantly higher in-
doors (Jones, 1999).

Visibility degradation associated with air pollution is al-
most entirely due to fine particulates, although coarse particu-
lates and a few gaseous species (e.g., NO2) may also contribute
(Seinfeld and Pandis, 1998). Visibility degradation associated
with fine particulates occurs through the process of Mie scat-
tering, which is most efficient for particulate sizes close to the
wavelength of visible light (0.4–0.7 mm).

Damage to agricultural crops from air pollution is primarily
associatedwith ozone, while ecological damage is associatedwith
both ozone and deposition of acid particulates (Chapter 11.10).
Ozone enters plants through the plant stomata and can interfere
with various cell functions. Many plants respond to elevated
ozone by closing the stomata, which limits internal damage
but slows growth rates. Negative impacts include reduced rate
of plant photosynthesis, increased senescence, and reduced rates
of reproduction. These impacts can result from ozone as low as
60–80 ppb, a level frequently surpassed in rural and agricultural
areas subject to regional air pollution events. Reductions in crop
yields have been found for ozone as low as 40 ppb, especially for
soybeans which are especially vulnerable to ozone damage
(Mauzerall and Wang, 2001; Wang and Mauzerall, 2004). It
has been estimated that crop damage from ozone in the United
States causes monetary losses of $1–2 billion per year (US
Congress, 1989). Similar monetary losses have been estimated
for China, and forecasts suggest that a 20% reduction of crop
yields due to ozone could occur in China by 2020 (Aunon et al.,
2000). Global losses are estimated at $11–18 billion, including a
4–15% reduction in the wheat crop. For a review of agricultural
impacts, see Mauzerall and Wang (2001) and Wang and
Mauzerall (2004).

Ozone and particulates both have a range of possible im-
pacts on climate. Ozone itself is a greenhouse gas, and the
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anthropogenic increase in O3 between 1900 and 2000 is esti-
mated to have caused an increase in temperature of 0.2 "C in
the nontropical northern hemisphere (Shindell et al., 2006).
The amount of warming attributed to O3 is roughly 20% as
much as is contributed by CO2, and consequences are perhaps
less dangerous because O3 does not persist and accumulate in
the atmosphere as does CO2. The effect of the major ozone
precursors, NOx and VOC, are more complicated because these
species also influence atmospheric reactivity in general. It has
been estimated that NOx emissions have a small net cooling
effect on the atmosphere, despite their contribution to ozone
formation, due to their role in increasing the atmospheric OH
radical and decreasing atmospheric CH4 (Wild et al., 2001). CH4

itself is both a direct greenhouse gas and an ozone precursor.
The two main particulates, sulfates and black carbon, have

large but opposite effects on climate. Anthropogenic sulfates
are believed to have a significant cooling impact (also approx-
imately 20% compared to the current impact of increased
CO2), while black carbon is expected to have a large warming
impact. This has led to concerns that control measures that
focus on sulfates and omit black carbon may exacerbate cli-
mate change. Evaluation of aerosol impacts is complicated
because they affect cloud radiative properties, cloud extent
and lifetime, snow albedo, and melting rates, all of which
influence climate (indirect effects) in addition to their direct
effect on radiation (Forster et al., 2007; Ramanathan and
Carmichael, 2008).

11.11.2.5 Long-Term Trends in Ozone and Particulates

Attempts to identify changes in air pollutant concentrations
over time have been the subject of great interest, both as a basis
for evaluating the effectiveness of existing controls and as a way
of identifying the sources of possible problems for the future.
Evaluating trends for ozone is difficult because day-to-day and
seasonal variations in ozone depend largely on meteorology.
This is especially true in the northern United States and western
Europe, where annual changes in ozone depend on the fre-
quency of occurrence of hot, dry conditions that promote
ozone formation. In addition, ozone concentrations are of
interest in terms of extreme events rather than climatic aver-
ages. Trends in the occurrence of these extreme events are
difficult to evaluate in a way that is statistically robust. Trends
in primary pollutants are easier to evaluate because these pol-
lutant concentrations are less dependent on meteorology.

For many years, it appeared that efforts to lower the fre-
quency and severity of air pollution events in the United States
had little or no effect. Fiore et al. (1998) evaluated 10 year
trends in ozone in the United States by statistically filtering out
changes in meteorology. They found a statistically significant
downward trend in southern California and in New York, but
not elsewhere. The downward trend was somewhat more pro-
nounced when trends were evaluated based on more extreme
events. Estimates for changes in NOx in the United States
during the 1990s suggest either a modest (10–15%) reduction
(Fenger, 1999) or no reduction (Bowen and Valiela, 2001;
Butler et al., 2001). Significant downward trends were found
for SO2 (Fenger 1999). Kuebler et al. (2001) reported a signif-
icant decrease in precursor emissions in Switzerland but little
change in O3, possibly due to transport from elsewhere in

Europe or to an increase in global background O3. A significant
decrease in ozone was found only in Los Angeles, where the
number of days with ozone exceeding the original United
States air quality standard (125 ppb) decreased from 180 days -
year!1 in the 1970s and 1980s to 25–45 days year!1.

By contrast, a significant reduction in O3 during pollution
events appeared throughout the United States during the early
2000s. The reduction in O3 can be seenmost clearly in plots for
diurnal peak O3 versus temperature. These plots show that O3

in polluted regions increases with temperature, which increases
the speed of photochemical production from local sources.
Observations showed that the rate of increase of O3 with
temperature decreased by approximately 30% during the
2000s, suggesting a similar 30% decrease in ozone photochem-
ical production. Similarly, exceedences of the original United
States air quality standard (125 ppb peak hourly value) oc-
curred much less frequently in the 2000s than previously. The
improvement in air quality was attributed largely to reductions
in NOx emissions from coal-fired power plants (Bloomer et al.,
2009; Frost et al., 2006), which were proposed by the US EPA
in 1999 and implemented in 2005. The US standard for air
quality was also made more strict in the 2000s, changing from
125 ppb (hourly) to an 8 h average of 85 ppb (2002) and then
to an 8 h average of 75 ppb (2009), as recognition of the
adverse health impacts became more widespread. Currently,
there are still widespread exceedences of the air quality stan-
dard even though there have been significant improvements in
air quality.

As mentioned above, there have been sharp reductions in
both sulfate particulates and soot since the 1950s, largely due
to the conversion from coal to natural gas as the primary source
of home heating (Fenger, 1999).

Concentrations of both ozone and particulates have in-
creased over the past 20 years in many parts of the developing
world, including cities in Asia and Latin America (e.g.,
Guttikunda et al., 2005; Lelieveld et al., 2002; Mage et al.,
1996; Mauzerall et al., 2000). It is possible that continued
growth will lead to increases in global background concentra-
tions in the future (e.g., Lelieveld and Dentener, 2000,). Some
observations suggested that ozone concentrations over the
Pacific Ocean increased during the early 2000s as a result of
the growth of industrial activity in East Asia (Parrish et al.,
2004). As mentioned above, emissions from Europe and the
United States are also known to affect the chemistry of the
troposphere on a global scale and lead to increased O3

throughout the northern hemisphere.

11.11.3 Photochemistry of Ozone and Particulates

11.11.3.1 Ozone

The central concepts of ozone photochemistry are as follows:
the split into NOx-sensitive and NOx-saturated photochemical
production regimes, the role of the OH radical, and the con-
cept of ozone production efficiency per NOx.

11.11.3.1.1 Ozone formation
The ozone formation process is almost always initiated by a
reaction involving a primary hydrocarbon (abbreviated here as
RH), other organic or CO with the OH radical. The reaction
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with OH removes a hydrogen atom from the hydrocarbon
chain, which then acquires O2 from the atmosphere to form
a radical with the form RO2. (For example, methane (CH4)
reacts with OH to form the RO2 radical CH3O2, propane
(C3H8) reacts to form C3H7O2, etc.) The equivalent reaction
for CO forms HO2, a radical with many chemical similarities to
the various RO2 radicals.

RHþOH!!!!!!!!!!!
O2½ &

RO2 þH2O [1]

COþOH!!!!!!!!!!!
O2½ &

HO2 þ CO2 [2]

This is followed by reactions of RO2 and HO2 with NO, result-
ing in the conversion from NO to NO2:

RO2 þNO!!!!!!!!!!!
O2½ &

R
0
CHOþHO2 þNO2 [3]

HO2 þNO! OHþNO2 [4]

Here, R0CHO represents intermediate organic species, typically
including aldehydes and ketones. Photolysis of NO2 results in
the formation of atomic oxygen (O), which reacts with atmo-
spheric O2 to form ozone:

NO2 þ hn! NOþO [5]

The conversion of NO to NO2 is the characteristic step that
leads to ozone formation, and the rate of conversion of NO to
NO2 is often used to represent the ozone formation rate. The
process does not remove either OH or NO from the atmo-
sphere, so that the OH and NO may initiate additional
ozone-forming reactions.

For NOx>0.5 ppb (typical of urban and polluted rural sites
in the eastern United States and Europe), reactions [3] and [4]
represent the dominant reaction pathways for HO2 and RO2

radicals. In this case, the rate of ozone formation is controlled
largely by the rate of the initial reaction with hydrocarbons or
CO (reactions [1] and [2]). Analogous reaction sequences lead
to the formation of various other gas-phase components of
photochemical smog (e.g., formaldehyde, HCHO, and PAN)
and to the formation of organic aerosols.

11.11.3.1.2 Odd hydrogen radicals
The rate of ozone production is critically dependent on the
availability of odd hydrogen radicals (defined by Kleinman
(1986) as the sum of OH, HO2, and RO2) and in particular
by the OH radical. The OH radical is important because
reaction sequences that lead to either the production or re-
moval of many tropospheric pollutants are also initiated by
reactions involving OH. In particular, the ozone production
sequence is initiated by the reaction of OH with CO
(reaction [1]) and hydrocarbons (reaction [2]). The split into
NOx-sensitive and VOC-sensitive regimes, discussed below, is
also closely associated with sources and sinks of radicals.

Odd hydrogen radicals are produced by photolysis of
ozone, formaldehyde, and other intermediate organics:

O3 þ hn!!!!!!!!!!!
H2O½ &

2OHþO2 [6]

HCHOþ hn!!!!!!!!!!!2O2
2HO2 þ CO [7]

They are removed by reactions that produce peroxides and
HNO3:

HO2 þHO2 ! H2O2 þO2 [8]

RO2 þHO2 ! ROOHþO2 [9]

OHþNO2 ! HNO3 [10]

Formation of PAN is also a significant sink for odd hydro-
gen. Removal of OH occurs on timescales of 1 s or less, and
removal of odd hydrogen radicals as a group usually occurs on
timescales of 5 min or less.

The supply of radicals is dependent on photolytic reactions,
so that most significant gas-phase chemistry only occurs during
the daytime. The supply of radicals is also linked to the avail-
ability of water vapor (H2O) through reaction [6]. Both the
photochemical production and loss of pollutants are slower in
winter, due to lack of sunlight and lower H2O. Photochemical
loss rates are also slower in the upper troposphere, where
temperatures are lower and mixing ratios of H2O are much
smaller.

The role of NOx as a sink for odd hydrogen radicals (pri-
marily through reaction [10]) is especially noteworthy. When
ambient NOx mixing ratios are large, reaction [10] drives the
radical mixing ratios to very low levels, with the result that
photochemical production and loss rates are much slower.
Under such NOx-saturated conditions, rates of production of
ozone and other secondary species and rates of photochemical
removal of pollutants are significantly slowed.

11.11.3.1.3 O3, NO, and NO2

Rapid interconversion among the species O3, NO, and NO2

occurs through the reactions

NOþO3 ! NO2 þO2 [11]

and

NO2 þ hn! NOþO [5]

followed by the reaction of atomic oxygen with O2 to form O3.
Taken together, reactions [1] and [2] produce no net change in
ozone. Each of these reactions occurs rapidly, on a timescale of
200 s or less. Typically, the two major components of NOx

(NO and NO2) adjust to establish a near steady state between
reactions [1] and [2]. However, these reactions can lead to a
significant decrease in ozone concentrations in the vicinity of
large NOx sources. More than 90% of NOx emissions consist of
NO rather than NO2, so that the process of approaching a
steady state among reactions [5] and [11] (which usually has
NO2 mixing ratios equal to or greater than those of NO) in-
volves conversion of O3 to NO2. This process (sometimes
referred to as NOx titration) is important mainly in plumes
extending from large point sources. NOx mixing ratios in these
plumes can be 100 ppb or higher, and O3 is often depressed to
very low levels. These plumes typically lead to a net increase in
ozone, but only following dispersion and travel downwind
(e.g., Gillani and Pleim, 1996; Ryerson et al., 1998, 2001).
The process of NOx titration also can lead to very low O3 in
urban centers at night, when the reverse reaction [5] is zero.
Ambient O3 is usually low at night (<30 ppb) due to removal
through deposition in the shallow nocturnal boundary layer.
Nighttime NOx emissions followed by reaction [11] often drive
these concentrations to 1 ppb or lower.
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The process of NOx titration has little impact on O3 during
conditions that favor photochemical production because pro-
duction rates (via reactions [1]–[5]) greatly exceed losses asso-
ciated with NOx titration.

Analyses of ozone chemistry often use the concept of odd
oxygen, Ox¼O3þOþNO2 (Logan et al., 1981), as a way to
separate the process of NOx titration from the processes of
ozone formation and removal that occur on longer timescales.
Odd oxygen is unaffected by reactions [5] and [11] and re-
mains constant in situations dominated by NOx titration, such
as the early states of a power plant plume. Production of odd
oxygen occurs only through NOx–VOC–CO chemistry, and
loss of odd oxygen occurs through conversion of NO2 to PAN
and HNO3 or through slower ozone loss reactions (e.g.,
reaction [6]), rather than through the more rapid back-and-
forth reactions [1] and [2]. The chemical lifetime of odd oxy-
gen relative to these losses is typically 2–3 days in the lower
troposphere. (The lifetime of odd oxygen in the middle and
upper troposphere is much longer (1 month or more) because
the rate of removal via reaction [6] (O3þhn!2OH) depends
on the availability of H2O. Typically, H2O mixing ratios in the
middle and upper troposphere are lower than at ground level
by a factor of 10 or more.) This lifetime is often more useful for
describing atmospheric processes associated with ozone than
the chemical lifetime of ozone relative to reaction [11].

The ambient ratio NO2/NO is controlled by a combination
of the interconversion reactions [11] and [5] and the ozone-
producing reactions [3] and [4]. Because the ozone-producing
reactions involve conversion of NO to NO2 and affect the ratio
NO2/NO, measured values of this ratio can be used (especially
in the remote troposphere) to identify the process of ozone
formation. When the ratio NO2/NO is higher than it would be
if determined solely by reactions [5] and [11], it provides
evidence for ozone formation (e.g., Ridley et al., 1992).
Reactions [3]–[5] and [11] can be combined to derive the
summed concentration of HO2 and RO2 radicals from mea-
sured O3, NO, NO2, and solar radiation (e.g., Duderstadt et al.,
1998, see also Trainer et al. (2000) for complete citations).

11.11.3.1.4 O3– NOx–VOC sensitivity and OH
The split into NOx-sensitive and NOx-saturated regimes is often
illustrated by an isopleth plot, which shows O3 as a function of
its two main precursors, NOx and VOC. As shown in Figure 3,
the rate of ozone production is a nonlinear function of the NOx

and VOC concentrations. When VOC/NOx ratios are high, the
rate of ozone production increases with increasing NOx. Even-
tually, the ozone production rate reaches a local maximum and
subsequently decreases as NOx concentrations are increased
further. This local maximum (the ‘ridge line’) defines the split
into NOx-sensitive and NOx-saturated regimes. At high VOC/
NOx ratios, the rate of ozone production increases with in-
creasing NOx and is largely insensitive to VOC. At low VOC/
NOx ratios (above the ‘ridge line’ in Figure 3), the rate of ozone
production increases with increasing VOC and decreases
with increasing NOx. This split into NOx-sensitive and NOx-
saturated regimes has immediate implications for the design of
effective control policies for ozone. Ozone in a NOx-sensitive
region can be reduced only by reducing NOx. Ozone in a VOC-
sensitive region can be reduced either by reducing VOC or by
reducing NOx to extremely low levels.

Isopleth plots such as Figure 3 are commonly used to show
ozone concentrations as a function of NOx and VOC emission
rates. Representations of ozone concentrations versus emission
rates are always critically dependent on assumptions about
rates of vertical mixing and the time allowed for photochemi-
cal production of ozone. The format shown here, relating
ozone production rates to NOx and VOC, is also sensitive to
various assumptions (O3 and water vapor concentrations, solar
radiation, and the specific composition of VOC) but shows less
variation than O3 concentrations.

The split into NOx-sensitive and NOx-saturated regimes is
closely related to the cycle of odd hydrogen radicals, which
controls the rate of photochemical production of ozone. The
NOx-saturated regime occurs when the formation of HNO3 via
reaction [10] represents the dominant sink for odd hydrogen,
while the NOx-sensitive regime occurs when the peroxide-
forming reactions [8] and [9] represent the dominant sinks
(Kleinman, 1991; Sillman et al., 1990). When HNO3 domi-
nates, then the ambient level of OH decreases with increasing
NOx and is largely unaffected (or increases slightly) with in-
creasing VOC. The rate of ozone formation is determined by
the rate of the reaction of hydrocarbons and CO with OH
(reactions [1] and [2]) and consequently increases with in-
creasing VOC and decreases with increasing NOx. This is the
VOC-sensitive regime. When peroxides represent the dominant
sink for odd hydrogen, then the sum HO2þRO2 is relatively
insensitive to changes in NOx or VOC. The rate of ozone
formation, approximately equal to the rate of reactions [5]
and [6], increases with increasing NOx and is largely unaffected
by VOC. This is the NOx-sensitive regime. These patterns can be
seen in Figures 4 and 5, which show OH and HO2þRO2 as a
function of NOx and VOC for conditions corresponding to the
isopleths in Figure 3. The ‘ridge line’ in Figure 3 that separates
NOx-sensitive and VOC-sensitive chemistry corresponds to
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Figure 3 Isopleths giving net rate of ozone production (ppb per hour,
daytime average, and solid line) as a function of VOC (ppbC) and NOx

(ppb). Reproduced from Sillman S (1999) The relation between ozone,
NOx and hydrocarbons in urban and polluted rural environments.
Atmospheric Environment 33(12): 1821–1845.
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high OH, while HO2þRO2 is highest in the region corre-
sponding to NOx-sensitive chemistry. OH is lowest for condi-
tions with either very high NOx (due to removal of OH through
formation of HNO3, reaction [10]) or very low NOx (due to the
slow rate of conversion fromHO2 to OH through reaction [4]).

This somewhat mechanistic description can be summarized
in broadly conceptual terms as follows: when the source of odd

hydrogen radicals (equal to reactions [6] and [7]) exceeds the
source of NOx (related to reaction [10]), then chemistry fol-
lows a NOx-sensitive pattern. When the source of NOx ap-
proaches or exceeds the source of radicals, then chemistry
shows a NOx-saturated pattern and O3, OH, and the rate of
photochemistry in general decrease with further increases in
NOx (Kleinman, 1991, 1994).

The split into NOx-sensitive and NOx-saturated regimes
affects formation rates of many other secondary species, in-
cluding gas-phase species and particulates. There are significant
variations for individual species: organics such as PAN and
organic particulates show greater sensitivity to VOC, while
nitrate formation shows greater sensitivity to NOx and almost
never decreases with increasing NOx. However, many of the
features of the ozone–NOx–VOC sensitivity shown in Figure 3
also appear for these other species.

11.11.3.1.5 Ozone formation in the remote troposphere
In the remote troposphere, an analogous process of ozone
formation occurs. The reaction sequence leading to ozone
formation is initiated primarily by CO and CH4 rather than
by the volatile organics. The reactions [2] and [4] above
(COþOH!HO2, HO2þNO!NO2, etc.) in particular lead
to ozone formation throughout the troposphere. Rates of
ozone formation are much lower than in polluted regions,
but total production greatly exceeds production in polluted
regions. The distinguishing factor of remote chemistry is that
there is a competing reaction sequence that results in the
removal of O3. Removal of O3 occurs through the reaction

HO2 þO3 ! OHþ 2O2 [12]

This reaction competeswith the ozone formation reaction [4]
in the remote troposphere when NOx is low (<50 ppt) and can
lead to a steady-state concentration of ozone in the remote
troposphere determined by the NOx concentration. The addi-
tion of CH4 and other organics to the remote troposphere in-
creases O3 because the resulting RO2 radicals contribute to
ozone formation (via reaction [3]) but do not contribute to
the removal of O3.

Jaegle et al. (1998, 2001) have described an analogous split
between NOx-sensitive and NOx-saturated photochemical re-
gimes in the remote troposphere. However, most analyses
show that ozone in the remote troposphere would increase in
response to increases in either NOx, CO, CH4, or various VOC.
Ozone at the global scale is also affected by complex coupling
between these species and OH (e.g., Wild and Prather, 2000)
and shows very different sensitivity to precursors than in pol-
luted regions.

11.11.3.1.6 Ozone production efficiency
The concept of ozone production efficiency per NOx was de-
veloped by Liu et al. (1987), Lin et al. (1988), and Trainer et al.
(1993) as a method for evaluating ozone production, espe-
cially in the global troposphere. Ozone production efficiency
represents the ratio of net production of ozone to removal of
NOx (¼P(O3þNO2)/L(NOx)). Liu et al. (1987) and Lin et al.
(1988) found that production efficiencies are highest at low
NOx concentrations, even when VOC is assumed to increase
with increasing NOx. Lin et al. also found that production
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Figure 4 Isopleths showing the concentration of OH (ppt) as a function
of VOC (ppbC) and NOx (ppb) for mean summer daytime meteorology
and clear skies, based on 0-d calculations shown in Milford et al. (1994)
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efficiencies increase with VOC. In theory, ozone production
efficiencies are given by the ratio between reactions [1]þ [2]
and [10], that is, by the ratio of the sum of reactivity-weighted
VOC and CO to NOx, although they are also influenced by the
rate of formation of organic nitrates. An updated analysis
(Figure 6) showed the same pattern but with lower values
than initially reported by Liu et al. (1987) and Lin et al.
(1988). Ozone production efficiencies in polluted regions are
likely to be even lower than shown in Figure 6 because these
calculations typically do not include removal of ozone (even
though removal of NOx is directly linked to removal of ozone
through the reaction sequence [11] followed by reaction [10]),
and also do not count net formation of PAN or nighttime
formation of HNO3 in the sum of NOx losses. Various studies
(e.g., Nunnermacker et al., 1995; Ryerson et al., 1998, 2001;
Sillman et al., 1998; Trainer et al., 2000) estimated an ozone
production efficiency of three to five during pollution events.

11.11.3.2 Chemistry of Aerosols

Formation of aerosols in the gas phase is often initiated by the
reaction of precursors with the OH radical, and is therefore
sensitive to many of the same factors (sunlight, NOx, and
VOC) that affect ozone formation. This is especially true for
secondary organic aerosols. Formation of organic aerosols is
often initiated by the reactions between VOC and OH (equiv-
alent to reaction [1]) followed by reaction with NO (equivalent
to reaction [2]) to produce secondary organics. These second-
ary organics often also react with OH, leading to additional
reaction sequences analogous to reactions [1] and [2].

Secondary organics are also formed from reactions between
VOC and O3. These processes are closely linked with the
ozone formation process and have the same complex depen-
dence on OH, NOx, and VOC as ozone does. They differ from
the ozone formation process in that the secondary organics are
associated only with specific organic precursors, whereas virtu-
ally all reactive organics can initiate reaction sequences that
lead to ozone formation.

Formation of organic aerosols from photochemically pro-
duced VOC occurs when the mixing ratios of individual VOC
exceeds the saturation mixing ratio (usually expressed in terms
of vapor pressure). Organic aerosols can also be formed by
condensation and formation of a solution with preexisting
particles, a process that can occur at vapor pressures below
the saturation mixing ratio. Generally, only organics with
seven or more carbon atoms lead to the formation of particu-
lates, and yields tend to be higher for species with higher
carbon number. The most common secondary organics are
alkyl dicarboxylic acids with the form HOOC(CH2)nCOOH,
for n¼1–8. There has been much recent speculation about
the sources of organic aerosols in the atmosphere, which in-
clude both direct emissions and secondary formation, from
both anthropogenic and biogenic sources (e.g., Donahue
et al., 2009; Dzepina et al., 2009; Fu et al., 2009; Heald
et al., 2008).

Production of sulfate and nitrate aerosols is also initiated by
gas-phase reactions involving OH. Nitrate aerosols are pro-
duced from NOx through reaction [10] followed by the
combination of HNO3 with atmospheric NH3 to produce am-
monium nitrate aerosol (NH4NO3). Production of nitrates can
also occur at night through a reaction on aerosol surfaces:

NO2 þNO3 ! N2O5 [13]

N2O5 þH2O!!!!!!!!!!!aerosol
2HNO3 [14]

where NO3 is produced by the nighttime gas-phase reaction of
NO2 with O3. The resulting HNO3 again forms an aerosol by
combining with NH3. This reaction sequence is significant only
at night because during the daytime NO3 rapidly photolyzes.
The nighttime reaction produces significant amounts of HNO3

and has a significant impact on both urban smog chemistry
and global tropospheric chemistry (Dentener and Crutzen,
1993), although the reaction of NO2 with OH [11] is the
largest source of HNO3 in the atmosphere. The rate of nitrate
formation shows a complex dependence on NOx and VOC, in
a manner similar to O3 (Meng et al., 1997).

The amount of nitrate aerosol is controlled partly by the
production of HNO3 (via reactions [11]–[13]) and partly by
the availability of NH3 to form ammonium nitrate. Ammo-
nium nitrate aerosol forms in equilibrium with gas-phase NH3

and HNO3:

NH3 gð Þ þHNO3 gð Þ$ NH4NO3 sð Þ [15]

The availability of NH3 in the atmosphere is affected by the
amount other acid aerosols, such as sulfates, which also form
compounds with NH3. As a result, formation of nitrate aerosol
can show complex dependence on emission rates of NH3 and
SO2 as well as on NOx and VOC (Pandis, 2003).

Production of sulfates occurs through the gas-phase reac-
tion of SO2 with OH. Sulfates are also produced in the aqueous
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Figure 6 Ozone production efficiency, expressed as the rate of
production of odd oxygen (O3þNO2) divided by the loss of NOx, from
steady-state calculations. The calculations assume: (1) CO and CH4 only
(solid line), (2) anthropogenic VOC with VOC/NOx¼10 (dashed line),
(3) anthropogenic VOC with VOC/NOx¼20 (short dashed line), (4) CH,
CH4, and 1 ppb isoprene (circles), and (5) anthropogenic VOC/NOx¼10
and 1 ppb isoprene (asterisks). Reproduced from Sillman S (1999) The
relation between ozone, NOx and hydrocarbons in urban and polluted
rural environments. Atmospheric Environment 33(12): 1821–1845,
based on similar unpublished analyses by Greg Frost (NOAA Aeronomy lab).
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phase, in both cloud droplets and liquid water aerosols. The
aqueous reaction sequences that lead to formation of sulfates
are initiated by the reaction of dissolved SO2 (in the forms of
H2SO3, HSO3

!, or SO3
2!) with one of three species: aqueous

hydrogen peroxide (H2O2), O3, or OH. Trace metals can also
catalyze the formation of sulfates. Aqueous hydrogen peroxide
and O3 are both formed by dissolution of gas-phase species,
and their abundance is determined by gas-phase photochem-
istry (reaction [9] for production of hydrogen peroxide). The
rate of sulfate formation during episodes may be limited by
the availability of these oxidants, especially during winter in
the midlatitudes. The seasonal cycle of SO2 is affected by
seasonally varying emission rates, abundance of clouds, and
meteorological dispersion, in addition to the availability of
oxidants (e.g., Rasch et al., 2000).

Once formed, sulfates readily combine with atmospheric
NH3 to form ammonium sulfate ((NH4)2SO4) or ammonium
bisulfate (NH4HSO4). Formation of these species can be a
significant sink of atmospheric NH3. As mentioned above,
the interaction between sulfates, nitrates, and NH3 is a cause
of nonlinearity in aerosol source–receptor relationships.

Trace metals also undergo complex chemical transforma-
tions in the aqueous phase, including reactions that form
sulfates. These metals enter the aqueous phase through dis-
solved particulates. Trace metals are especially important for
the chemical transformation of mercury. These reactions are
the source of considerable uncertainty at present, due in part to
large variation in trace metal composition of particulates.

11.11.3.3 Ozone–Aerosol Interactions

Heterogeneous reactions on aerosol surfaces can affect gas-
phase photochemistry, including both urban smog chemistry
and the chemistry of the global troposphere (e.g., Jacob, 2000).
Several types of possible interactions have been identified.
Photolysis rates can be significantly lower during pollution
events with high particulate concentrations, and the reduced
photolysis rates can slow the rate of formation of ozone and
other secondary reaction products (Dickerson et al., 1997).
Significant conversion of NOx to HNO3 occurs in nighttime
reactions on aerosol surfaces (Dentener and Crutzen, 1993).
This reaction can affect the formation of both ozone (by re-
moving NOx) and aerosol nitrate during pollution events. It
also can represent a significant sink for NOx in the global
troposphere. Heterogeneous conversion of NO2 to HONO,
leading to formation of OH radicals, may also impact ozone
formation rates in large cities.

Formation of ammonium nitrate aerosol also affects the
global troposphere by transporting NOx from polluted regions
to remote locations (Horowitz et al., 1998). Gas-phase organic
nitrates such as PAN, formed in polluted regions and exported
to the remote troposphere, are often a significant source of
NOx in remote locations. Because ammonium nitrate is rela-
tively long-lived (with a lifetime of days to weeks, similar to
other fine particulates), it can also transport NOx to the remote
troposphere.

As discussed above, the formation of ozone and aerosols in
polluted regions is frequently coupled because they involve
many of the same precursors and have closely related precursor
sensitivity (Meng et al., 1997).

11.11.4 Meteorological Aspects of Photochemical
Smog

Meteorology affects the development of photochemical smog
in two ways: through dynamics (especially vertical mixing) and
through temperature.

11.11.4.1 Dynamics

Dynamics has a direct effect on smog formation because it
affects the rate of dilution of emitted pollutants and dispersion
out of the polluted region. During stagnant conditions, pol-
luted air is exported from an urban area very slowly and may
remain within a polluted region (or recirculate through the
region) for several days. The most important aspect of dynam-
ics is vertical mixing.

Vertical mixing over land follows a diurnal cycle that is
strongly influenced by sunlight. At nighttime, the land surface
cools, producing a stable atmospheric structure near the sur-
face (with cooler air below) that suppresses vertical mixing.
Under these conditions, vertical mixing near the surface is
driven solely by friction between the surface and the synoptic
wind and is opposed by the thermally stable vertical structure.
During the night and early morning, pollutants emitted near
the surface are often mixed only to a height of 100 m. Elevated
emissions from smokestacks (which often rise to an altitude of
500–1000 m due to the heat content of the emitted species)
remain in a narrow atmospheric layer aloft and are not
mixed to the surface. During the daytime, solar radiation
warms the surface, and this heat causes convective mixing of
the atmosphere. On sunny afternoons, this convective
mixing typically reaches a height of 2000 m. This mixing has
the effect of diluting primary emissions, but it also causes
elevated plumes from smokestacks to mix down to the
surface. It also causes pollutants that were formed in the con-
vective mixed layer on the previous day to mix down to the
surface.

The region of the atmosphere that is in direct contact with
the surface (on a timescale of 1 h or less) is commonly referred
to as the boundary layer or mixed layer. Technically, the
boundary layer refers to the region of the atmosphere that is
dynamically influenced by the surface (through friction or
convection driven by surface heating). Less formally, the
boundary layer is used to represent the layer of high pollutant
concentrations in source regions. The top of the boundary layer
in urban areas is characterized by a sudden decrease in pollut-
ant concentrations and usually by changes in other atmo-
spheric features (water vapor content, thermal structure, and
wind speeds).

Concentrations of primary pollutants show a diurnal cycle
that is a direct result of the pattern of vertical mixing in the
atmosphere. Concentrations of NOx, CO and SO2, and ele-
mental carbon particulates are typically higher at night than
at midday, even though emission rates are approximately three
times higher during the day. Peak concentrations of primary
pollutants usually occur during early and midmorning when
emission rates are high and rates of vertical mixing are still
relatively low. Pollutant concentrations decrease during the
day as convective mixing increases and reach the diurnal min-
imum from noon to 6 p.m. (see Figure 7).
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Ozone and other secondary pollutants show a very different
diurnal pattern. Because ozone is only produced photochemi-
cally during the day, it typically reaches a diurnal maximum
during the afternoon. Ozone is removed near the surface at
night, both through surface deposition and through nighttime
reactions with primary pollutants, and consequently reaches its
minimum at night. Nighttime ozone concentrations are typically
lower in urban centers than in the surrounding rural area because
primary pollutants react to remove ozone in the nighttime sur-
face layer. During large-scale pollution episodes, ozone may
decrease to very low values at ground level at night, but high
ozone concentrations remain in a layer (typically 200–2000 m

above the surface). Ozone concentrations increase rapidly during
themorning as convective mixing begins, and ozone from above
the ground is mixed down to the surface. Subsequently, ozone
concentrations continue to increase as photochemistry results in
additional ozone formation. A similar diurnal pattern is shown
by HNO3, PAN, and many other secondary pollutants. Other
secondary species such as sulfate particulates and many second-
ary hydrocarbons are not removed from the atmosphere at night.
These species show much smaller diurnal variations than either
O3 or the primary species (see Figure 7).

Due to the contrasting diurnal patterns of primary and
secondary pollutants, ozone and other secondary pollutants
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appear to anticorrelate with their precursor species (NOx and
VOC) if measured concentrations are plotted for a full diurnal
cycle. Peak ozone occurs during and after the time of maxi-
mum sunlight, which is also the time of maximum vertical
dilution. Concentrations of primary pollutants reach their di-
urnal minimum at this time.

Severe pollution episodes that involve primary pollutants
are associated with meteorology that suppresses vertical mixing
during the daytime. This is most common in winter in north-
erly locations (when solar radiation is minimal) and is often
accompanied by fog near the surface. These conditions do not
produce high levels of ozone and other secondary pollutants
because low temperatures and lack of sunlight prevents ozone
formation. The warm temperatures and high sunlight that lead
to rapid ozone formation also tend to cause a relatively deep
convective mixed layer. Severe ozone events are often associ-
ated with persistent high-pressure systems and subsidence in-
versions, which limit vertical dispersion and prevent the
formation of clouds (which would vent the polluted boundary
layer). However, the height of the daytime mixed layer is
usually 1500–2000 m even during these events.

The city of Los Angeles is uniquely vulnerable to ozone
because dynamics in Los Angeles can cause air to be trapped
in a relatively shallow layer even at times of warm temperatures
and high solar radiation. This occurs when relatively cool
marine air is trapped in the Los Angeles basin under much
warmer air from the inland desert. Convective mixing heights
during these events are often just 500 m.

11.11.4.2 Ozone and Temperature

As stated above, ozone in polluted regions shows a strong
dependence on temperature. This dependence on temperature
is important as a basis for understanding variations in ozone
concentrations from year to year or between cities. As shown in
Figure 8, elevated ozone is always associated with tempera-
tures in excess of 20 "C and often with temperatures above
30 "C. In the eastern United States and Europe, year-to-year
variations in ozone concentrations are often the result of var-
iations in temperature and cloud cover, rather than in changes
in emission of pollutants.

The reason for the dependence on temperature is due
largely to the chemistry of ozone formation. Cardellino and
Chameides (1990) and Sillman and Samson (1995) found
that the temperature dependence was associated with the
temperature-dependent decomposition rate of PAN. PAN be-
comes longer lived at lower temperatures, and formation of
PAN results in the removal of NOx, hydrocarbons, and odd
hydrogen radicals (described below), all of which suppress
ozone formation. PAN, also a component of photochemical
smog, tends to reach maximum values at intermediate temper-
atures (5–10 "C). Jacob et al. (1993) proposed that ozone
correlates with temperature partly because the meteorological
conditions that favor ozone formation (high solar radiation
and light winds) tend to be associated with warm tempera-
tures. In addition, the emission rate of biogenic hydrocarbons
(a major ozone precursor, discussed above) increases sharply
with increasing temperature.

The dependence of ozone on temperature is an example of
a phenomenon that only affects ozone in polluted regions and
does not have a similar impact on the global troposphere.
Warm temperatures and stagnant conditions lead to ozone
formation in polluted regions, which is subsequently exported
to the free troposphere. In the absence of these conditions,
ozone precursors are exported to the free troposphere, and
they eventually lead to ozone formation at a slightly higher
rate (Sillman and Samson, 1995). PAN formed in polluted
regions eventually decomposes in the free troposphere produc-
ing NOx and leading to ozone formation.

As was described above, changes in ozone due to reductions
in pollutant emissions can only be identified from statistics
over a multiyear period, long enough to identify a statistically
robust signal beyond year-to-year variations in meteorological
conditions (R) (e.g., Fiore et al., 1998). A signal for change in
response to emissions can also be obtained from the correla-
tion between ozone and temperature. As described above, the
rate of increase of O3 with temperature has declined by ap-
proximately 30% for the time period 2003–2007 compared to
1987–2002 for all regions of the United States (Bloomer et al.,
2009), reflecting lower precursor emissions (primarily NOx)
and lower formation rates during pollution events.

11.11.5 New Directions: Evaluation Based on
Ambient Measurements

Some of the most important results have involved the use of
high-quality field measurements as a basis for deriving infor-
mation about photochemical smog.

Since the original analysis of smog formation by Haagen-
Smit and Fox (1954), analysis of photochemical smog has relied
mainly on two methods: calculations with photochemical
models to identify the chemical relation between ozone and
its precursors; and experiments involving smog chambers that
duplicate the smog formation process in a laboratory setting.
Since 1954, the model calculations have expanded from zero-
dimensional models (representing only photochemical trans-
formations) to three-dimensional chemical transport models
with sophisticated treatment of emissions and horizontal and
vertical transports. The photochemical transformations associ-
ated with urban smog involve thousands of individual species
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Figure 8 Diurnal peak O3 (ppb) versus maximum surface temperature
observed in the New York–New Jersey–Connecticut metropolitan area for
1 April through 30 September 1988. Reproduced from Sillman S and
Samson PJ (1995) The impact of temperature on oxidant formation in
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Research 100: 11497–11508. With permission from John Wiley & Sons.
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(mostly VOC), which cannot be conveniently included in
model calculations. Instead,models use condensed photochem-
ical mechanisms that approximate the chemistry of the thou-
sands of individual VOC by a smaller number of either lumped
species (which represent the composite of several individual
species) or surrogate species (which use the chemistry of selected
individual species to represent a group of related species). Con-
densedmechanisms are also necessary because the reaction rates
and products have not been measured for all individual VOC
species and are often inferred by analogy with species for which
experimental data are available. The accuracy of condensed
mechanisms is tested by comparing results of these mechanisms
to smog chamber experiments (e.g., Dodge, 2000; Stockwell
et al., 1997; Zaveri and Peters, 1999).

Models for photochemical smog formation are still subject
to various uncertainties. Estimates for emission rates represent
the largest uncertainty. In 1995, it was discovered that biogenic
VOC emissions in the United States had been underestimated
by a factor of four (Geron et al., 1994). This discovery led to a
major change in model predictions for the impact of NOx and
VOC on ozone formation in the eastern United States (Pierce
et al., 1998, see also Chameides et al., 1988) and led to greater
emphasis on control of NOx emission sources. Results from the
Texas Air Quality Study in 2000 also suggest that emissions of
anthropogenic VOC from industrial sources are much larger
than represented in emission inventories (Daum et al., 2004).
The accuracy of emission inventories effectively limits our
ability to understand the process of smog formation.

Representation of meteorology during smog events has
been greatly improved by the development of mesoscale me-
teorological models with sophisticated assimilation of ambient
data (Seaman, 2000). Uncertainties related to dynamics are
likely to remain because the smog events are usually associated
with light and variable wind speeds. These stagnant conditions
strain the ability to accurately estimate rates of dispersion of air
pollutants through either measurements or dynamical models.

The accuracy of photochemical mechanisms is an additional
source of uncertainty. Known uncertainties in photochemical
reaction rates and stoichiometries cause an uncertainty of 20%
in calculated ozone formation rates (Gao et al., 1996).

Perhaps, the biggest challenge is the need to evaluate model
predictions and assumptions based on ambient measurements.
Initially, research results and regulations involving photochem-
ical smog were based largely on model simulations, which were
evaluated based only on their ability to reproduce the observed
ozone concentration during specific smog events (NARSTO,
2000; NRC, 1991). This evaluation is problematic because
model calculations can yield reasonably correct ozone in com-
parison with measurements even when individual assumptions
(e.g., about emission rates) are incorrect. In particular, compar-
ison with ambient ozone provides no basis for evaluating the
accuracy of model predictions for the response of ozone to
changes in emission rates of NOx and VOC. It frequently hap-
pens that different model scenarios for the same event would
give opposite predictions for the impact of NOx versus VOC
controls, without showing a difference in predicted ozone
concentrations (Reynolds et al., 1996; Sillman et al., 1995).

Over the past 15 years, there has been a major expansion in
the range of ambient measurements of species related to smog
formation, especially in polluted rural environments. These

measurements have included primary NOx and VOC, a range
of long-lived secondary reaction products and direct measure-
ment of the OH and HO2 radicals that control the photochem-
istry of smog formation. These measurements should permit a
more extensive evaluation of the current understanding of the
smog formation process and either validate or correct current
assumptions. Critical issues that can be addressed by existing
field measurements include the following: the accuracy of
emission inventories, accuracy of predictions for the impact
of NOx versus VOC on ozone formation, rates of ozone forma-
tion per NOx, and the general accuracy of ozone chemistry.

One approach based on ambient measurements is the cor-
relation between ozone and the sum of total reactive nitrogen
(NOy, defined as the sum of NOx, HNO3, aqueous NO3

!,
organic nitrates, etc., but not including NH3) and the correla-
tion between ozone and the sum of NOx reaction products
(NOz, defined as NOy–NOx). Trainer et al. (1993) used these
correlations to estimate the ozone production efficiency per
NOx. The ozone production efficiency is related to the ob-
served slope between ozone and NOz, although the actual
ozone production efficiency is lower than the observed slope
due to the more rapid removal of NOz (Chin et al., 1994;
Sillman et al., 1998). The correlation between O3 and NOz,
along with other similar correlations involving ozone, reactive
nitrogen, and hydrogen peroxide, is also related to the split
between NOx-sensitive and NOx-saturated photochemistry.
Ozone production efficiency per NOx in models is consistently
higher for NOx-sensitive conditions than for NOx-saturated
conditions, so that ratios such as O3/NOz are expected to be
higher for NOx-sensitive locations relative to NOx-saturated
locations (Sillman, 1995; Sillman and He, 2002).

Measured correlations between O3, NOy, and NOz

(Figure 9) illustrate the distinctly different chemistry and me-
teorology for different types of environments: polluted rural
sites in the eastern United States, the moderately polluted cities
of Nashville (United States) and Paris, and the extreme case of
Los Angeles. Nashville, Paris, and the polluted rural sites all
have features that are typical of the majority of polluted events
and locations. All are continental sites and (in contrast to Los
Angeles) do not have unusual mesoscale meteorology. Ele-
vated ozone occurs during events characterized by warm tem-
peratures and sunshine and is formed in a well-mixed daytime
convective layer extending to 1500–2000 m or higher. Chem-
istry is active, and by the afternoon, most of the directly emit-
ted NOx has been converted to PAN, HNO3, and other reaction
products. The sum NOy is dominated by these reaction prod-
ucts rather than by primary NOx. The ozone mixing ratio in-
creases with increasing NOy, and the O3–NOy slope is
surprisingly similar at all three locations. By contrast, Los
Angeles has much higher mixing ratios of NOy, NOx, and
other primary pollutants. The density of emissions in Los
Angeles is not significantly higher than in Paris or other large
cities, but in Los Angeles, the daytime convective mixed layer is
frequently capped by an inversion and extends only to 500 m
or lower. The high NOx suppresses photochemical activity, and
most reactive nitrogen remains in the form of NOx. In contrast
to the other sites, O3 and NOy are poorly correlated. Measure-
ments also show that O3 in Los Angeles is strongly correlated
with the sum of NOx reaction products (NOz) because the
same photochemical processes that lead to formation of O3
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also lead to the conversion of NOx to reaction products.
However, the O3–NOz slope is significantly lower for Los
Angeles than for the other sites. The low O3–NOz slope is
evidence that photochemistry in Los Angeles differs signifi-
cantly from photochemistry elsewhere (probably reflecting
strongly NOx-saturated conditions in Los Angeles).

Similar measured correlations have identified distinctly dif-
ferent photochemical conditions (probably reflecting strongly
NOx-saturated conditions) in plumes from power plants (e.g.,
Gillani and Pleim, 1996; Ryerson et al., 1998, 2001) and at
rural sites in the United States during autumn (Hirsch et al.,
1996; Jacob et al., 1995).

Correlations among related primary species are useful as a
basis for evaluating emission inventories (McKeen et al., 1996;
Parrish et al., 1998; Trainer et al., 2000). Because the emission
sources of individual VOC and NOx are often collocated (even
when the specific sources differ), these species show a strong
correlation in the ambient atmosphere (see Figure 10). Iso-
prene is an obvious exception because its source is biogenic
and not collocated with anthropogenic sources.

Several methods have been developed for inferring O3–
NOx–VOC sensitivity from measured NOx and VOC. Early

efforts used the ratio of ambient VOC to NOx during the
morning in an urban center to infer conditions at downwind
locations in the afternoon, but this approach had many prob-
lems: it failed to account for biogenic emissions, did not rec-
ognize the different impacts of fast-reacting and slow-reacting
organics, and did not address the regional-scale nature of
pollution events. Due to the complexities of transport, it is
difficult to relate ambient ozone or ozone sensitivity to VOC
or NOx directly. However, it is possible to relate the instanta-
neous rate of production of O3 to ambient VOC and NOx.
Kleinman et al. (2005) have developed simple expressions for
determining the sensitivity of instantaneous production of
ozone to VOC and NOx as a function of ambient NOx, sun-
light, and reactivity-weighted VOC.

Based on existing model capabilities and field measure-
ments, it should be possible to evaluate and modify current
models for ozone photochemistry with the following goals: (1)
show individual VOC mixing ratios and VOC reactivity (de-
fined as the sum of individual primary VOC weighted by their
respective rate constants with OH) that is consistent with am-
bient measurements and with inferences from measured
VOC–VOC and VOC–NOy correlations; (2) show reasonable
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Figure 9 Measured correlations between (a) O3 and NOy, and (b) O3 and (NOy!NOx) (also known as NOz), all in ppb. Measurements are shown from
field campaigns in Nashville (pink dashes), Paris (blue diamonds), Los Angeles (X’s), and from four rural sites in the eastern United States (green
circles). From measurements reported by Sillman et al. (2003) and Trainer et al. (1993).
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agreement with measured isoprene and HCHO, if available;
and (3) show reasonable agreement with measured correlation
between ozone and reactive nitrogen species and/or sums. The
first two goals would have the effect of evaluating the accuracy
of emission inventories while the third goal would evaluate the
accuracy of photochemical production rates. Model applica-
tions that met these criteria would be very likely to predict the
relation between ozone and precursor emissions correctly.
Conversely, major errors in photochemistry or in emission
inventories would be quickly apparent in this type of analysis.
Analyses of these species should also facilitate the identifica-
tion of long-term trends in both ozone and its precursors.

The relation between ambient levels and precursor emissions
is somewhat easier to identify for particulates than for ozone
because the chemical composition of individual particulates
provides evidence for their origin: sulfate particulates are asso-
ciated to SO2 emissions; organic particulates with specific VOC,
and so on. A variety of statistical methods have been used to
identify source types for particulates based on chemical compo-
sition, especially in terms of trace metal components (e.g.,
Henry, 1992; Seinfeld and Pandis, 1998). This type of analysis
requires sophisticated measurement of the chemical composi-
tion of individual particulates, rather than the more common
measurement of summed concentrations. Statistical methods
have also been used to gain information about ozone and
ozone precursors (e.g., Buhr et al., 1995; Stehr et al., 2000).

The source and composition of organic aerosols are still a
major area of uncertainty. The composition of organic particu-
lates consists of hundreds of individual compounds, and much
of their chemical content has not been identified. The relative

amounts of primary versus secondary organics contained in
these aerosols, and the relative contribution of anthropogenic
versus biogenic emissions and of different anthropogenic emis-
sion sources are all uncertain. In addition, the formation of
secondary organics, sulfate and nitrate aerosols are all affected
by nonlinear photochemical processes, which lead to uncertainty
concerning source–receptor relationships. It is possible, for ex-
ample, that reduction of sulfur emissions can free up NH3 and
lead to higher concentrations of nitrate aerosols, thus counter-
acting the benefits of reduced sulfates (Ansari and Pandis, 1998).

The most challenging research area pertaining to photo-
chemical smog is the attempt to measure or infer concentra-
tions of primary radical species (OH, HO2, and/or HO2þRO2)
and compare these measurements with calculations based on
current photochemical mechanisms. Measured or inferred rad-
ical species also would allow the instantaneous rate of ozone
production to be calculated and compared to expected values.
Summed HO2þRO2 can be inferred indirectly through mea-
surements of NO, NO2, O3, and the photolysis rate of NO2 as
described above (Cantrell et al., 1993; see Trainer et al., 2000
for complete references). The most recent analyses have com-
bined measured OH and/or HO2 with NO and NO2 as a test
for consistency (Shirley et al., 2006; Thornton et al., 2002).
Results of these attempts have been somewhat ambiguous.
Measured OH can be compared with expected values by per-
forming a constrained steady-state calculation in which OH is
calculated based on measured concentrations of long-lived
species. This is possible only if a complete set of measured
VOC is available, since OH concentrations depend on the
removal rate through OH–VOC reactions. Many evaluations
have found discrepancies betweenmeasured andmodel OH by
up to a factor of two (Carslaw et al., 1999; Eisele et al., 1996;
Frost et al., 1999; George et al., 1999; McKeen et al., 1997;
Poppe et al., 1994; Tan et al., 2001; Volz-Thomas and
Kolahgar, 2000). In some cases where measured OH was
lower than model values, it appeared likely that OH was re-
moved by additional unmeasured VOC (McKeen et al., 1997).
However, the accuracy of OH and HOx in models has not been
adequately demonstrated. Thornton et al. (2002) also reported
apparent inconsistencies between measured radical concentra-
tions and broader ozone photochemistry.
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11.12.1 Introduction

11.12.1.1 Scope of the Problem

Petroleum hydrocarbons (hydrocarbons that result from pe-
troleum products such as oil, gasoline, or diesel fuel) are
among the most commonly occurring and widely distributed
contaminants in the environment. Volatile hydrocarbons are
the lighter fraction of petroleum hydrocarbons and, together
with fuel oxygenates, are most often released from crude oil
and liquid petroleum products produced from crude oil. The
demand for crude oil stems from the world’s ever-growing
energy need. From 1970 to 2007, world primary energy pro-
ductionmore than doubled, with fossil fuels (crude oil, natural
gas, and coal) accounting for approximately 86% of all energy
produced globally in 2007 (Figure 1; Energy Information
Administration, 2010a). World crude oil production was 73
million barrels (bbl) day!1 (1.16"1010 l day!1) in 2007
(Energy Information Administration, 2010a). With a global
consumption of 86 million bbl day!1 (1.37"1010 l day!1)
in 2007 (Energy Information Administration, 2010a), the

world’s dependence on oil as an energy source is clearly a
leading contributor to global warming and worsening air
and water quality.

Petroleum products are present in Earth’s subsurface as
solids, liquids, or gases. This chapter presents a summary of
the environmental problems and issues related to the use of
liquid petroleum, or oil. The focus is on the sources of volatile
hydrocarbons and fuel oxygenates and the geochemical behav-
ior of these compounds when they are released into the envi-
ronment. Methyl tert-butyl ether (MTBE) use in gasoline as an
octane booster began in the 1970s to replace lead additives. It
became the most widely used fuel oxygenate in the United
States, and in 1999, the US Environmental Protection Agency
(USEPA) included it in its Contaminant Candidate List because
of its widespread occurrence in groundwater. In 2000 they
initiated efforts to eliminate or limit the use of MTBE as a fuel
additive (US Environmental Protection Agency, 2000) and since
2007, MTBE has not been used in the United States and ethanol
has emerged as its primary replacement. Although oxygenates
include compounds other than MTBE and ethanol (EtOH),
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most of the information presented here focuses on these
oxygenates because of their historical and emerging widespread
use in gasoline (Figure 2). The environmental impact of high-
er molecular weight hydrocarbons that also originate from
petroleum products is described in Chapter 11.13.

Crude oil occurs within the Earth and is a complex mixture
of natural compounds composed largely of hydrocarbons con-
taining only hydrogen and carbon atoms. The minor elements
of sulfur, nitrogen, and oxygen constitute less than 3% of most
petroleum (Hunt, 1996). Releases to the environment occur
during the production, transport, processing, storage, use, and
disposal of these hydrocarbons. The petroleum industry clas-
sifies oil naturally occurring in a liquid phase as either

conventional oil or nonconventional oil. Conventional oil
can be explored and produced by conventional primary and
secondary recovery techniques, whereas nonconventional oil,
such as heavy oils, tar sands, and synthetic oils, is more difficult
to extract from the host rock and requires specialized methods
(Tissot and Welte, 1984). The history of liquid petroleum
usage dates back centuries. Marco Polo described its use as a
fuel for lamps in 1291 (Testa and Winegardner, 2000). In the
mid-nineteenth century, Native Americans used crude oil
skimmed from creeks and rivers as a medicinal ointment
(Energy Information Administration, 1999). Commercial pro-
duction in the United States began in 1859 with kerosene
production for use in lamps. At the turn of the century, the
emphasis shifted to gasoline with the invention of the auto-
mobile, and in the 1930s and 1940s, a substantial market for
heating oil developed.

In 2007, 86% of the world’s energy came from fossil fuels,
with oil consumption alone supplying #33% of that energy
(Energy Information Administration, 2010a). Oil, with its high
BTU (British thermal unit) density and ease of transport, is the
most valuable fuel in the world today, and the world demand
for crude oil is ever increasing. The International Energy Outlook
2010 reference case predicts world marketed energy consump-
tion to grow by 49% from 2007 to 2035, with liquid fossil fuels
continuing to provide a large percentage to the energy mix
(Energy Information Administration, 2010b). As demand in-
creases and known oil reserves (Table 1) are depleted, more
emphasis will be placed on new discoveries and improved
recovery technologies. Sources such as tar sands and oil shales
are likely to become more important, bringing environmental
problems inherent to the production, transport, and proces-
sing of these resources to new sectors of the environment.

Reserves of crude oil, the raw material used to make petro-
leum products, are not evenly distributed around the world
(Table 1). Statistics regarding the production levels of the
major oil-producing nations in the world are published by
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the US Department of Energy’s (DOE) Energy Information
Administration (EIA) (Energy Information Administration,
2010a). Nations in the Organization of Petroleum Exporting
Countries (OPEC) produce about 43% of the world’s total of
nearly 73 million bbl day!1 (bpd) (1.16"1010 l day!1). In
2007, the top three oil producers were Russia at 9.4 million
bpd (1.50"109 l day!1), Saudia Arabia at 8.7 million bpd
(1.39"109 l day!1), and the United States at 5.1 million bpd
(8.04"108 l day!1). Oil and gas are being produced in virtu-
ally all geographic areas intersecting a wide range of ecological
habitats including tropical rain forests, Middle Eastern deserts,
Arctic regions, and deep offshore marine environments.

The petroleum industry has two main components: explo-
ration/recovery and refinement/delivery. Crude oil is delivered
to refineries and refined products are delivered to consumers
through a large transportation network that includes tankers,
barges, pipelines, and railroads. This transportation network
links suppliers and producers across the world. Above-ground
tanks, below-ground tanks and caverns, and offshore facilities
store petroleum at various stages in this distribution system.
The largest underground storage facilities in the United States
are part of the US Strategic Petroleum Reserve maintained by

the US Government for times of supply shortage (Energy In-
formation Administration, 1999). The global and complex
nature of this industry means that every environmental com-
partment (air, land, water, biota) and all nations are affected
by petroleum spills and waste products.

Petroleum products can be released into the environment at
all stages of petroleum use, from exploration, production,
transportation, storage, use, and disposal (Figure 3). Concen-
trated releases of compounds are known as point sources. An
example of a point source petroleum release during production
is the Deepwater Horizon blowout of 2010 in the Gulf of
Mexico, which is estimated to have leaked 7.0"105 m3 of oil
(7.0"108 l) (Crone and Tolstoy, 2010). Another well-known
case of petroleum contamination is the huge oil spill in the
Santa Barbara Channel in 1969 due to the blowout of a Union
Oil Co. of California development well that leaked more than
50000 bbl (7.9"106 l) of oil into the channel. The Exxon
Valdez tanker spill, which released 258000 bbl (4.1"107 l),
is an example of a major point source release associated with
transportation; the spilled oil spread 750 km from the original
spill site and impacted 1750 km of shoreline (Bence et al.,
1996; Wolfe et al., 1994). Highly publicized contamination
of coastal waters by petroleum spills, such as the Santa Barbara
spill, is credited with being the catalyst that thrust the modern
environmental movement to the forefront of American con-
science and politics in the early 1970s (Williams, 1991). In
addition to these large offshore spills, widespread smaller re-
leases to the environment, such as gasoline leaking from un-
derground storage tanks (USTs) and pipelines, introduce
hydrocarbon and fuel oxygenate compounds into the air,
water, and solids of the subsurface.

The more volatile components of oil partition preferentially
into the atmosphere and hydrosphere, and, to a lesser extent,
the geosphere (e.g., sorption onto sediments) and biosphere
(i.e., bioaccumulation), whereas the higher molecular weight
fraction of oil is less soluble and less volatile and impacts

Table 1 Proved oil reserves (January, 2009)

Region Crude oil reserves (billion barrels)

North America 207.7
Central & South America 122.7
Europe 13.7
Eurasia 98.9
Middle East 746.0
Africa 117.1
Asia & Oceania 34.0
Total 1340.0

Source: Energy Information Administration (2010a)
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the biosphere and geosphere more directly, as described
by Abrajano et al. (Chapter 11.13). Usage causes compounds
from petroleum products to separate and enter the environ-
ment. For example, incomplete fuel combustion in an automo-
bile engine or a home-heating furnace results in the release of
compounds to the atmosphere where they can be widely dis-
persed. Compounds in the exhaust gas of a motor boat partition
in river or lake water, allowing for mixing and transport in the
water body. These examples are illustrative of chronic low level
and widespread release of compounds referred to as nonpoint
sources.

Nonpoint sources can cause compounds to be dispersed
throughout the hydrosphere, which can complicate efforts to
evaluate the effect of point source spills. Current sampling and
analytical techniques allow for the detection of volatile organic
compounds (VOCs) at low concentrations – on the order of
0.1 mg l!1 and less. As a result, VOCs have been detected
frequently in ambient shallow groundwater in urban areas
across the United States in studies conducted as part of the
US Geological Survey (USGS) National Water-Quality Assess-
ment (NAWQA) program (Moran et al., 2005; Rowe et al.,
2007; Squillace et al., 1996, 1999). The importance of VOCs
at low concentrations in ambient water is unclear. If these low
concentrations are the result of plumes emanating from point
sources, then concentrations could possibly increase with
time. If the source were diffuse (nonpoint), as in the case of
atmospheric sources, then changes in VOC concentrations in
groundwater over time would be constrained by atmospheric
concentrations.

Widely distributed and frequent point source spills can be
considered nonpoint sources when the scale of concern is large
in space or time. For example, the USEPA estimates that 200
million gallons of used oil is improperly disposed of each year
(http://www.epa.gov/osw/conserve/materials/usedoil/oil.htm#
facts). This large quantity of improperly disposed motor
oil could be a regional source of benzene, toluene, ethylben-
zene, and xylenes (BTEX) and MTBE as used motor oil contains
BTEX on the order of 500–2000 mg l!1 (Baker et al., 2002;
Chen et al., 1994) and MTBE on the order of 100 mg l!1. In a
survey of 946 domestic wells designed to assess ambient
groundwater quality in Maine, MTBE was detected in 15.8%
percent of the wells, mostly at concentrations of less than
0.1 mg l!1 (State of Maine Bureau of Health, 1998). Small and
widely distributed spills of fuel-related products not necessarily
associated with leaking storage tanks were identified as likely
sources.

11.12.1.2 Petroleum Chemical Composition

Petroleum in its natural form is of limited use. Therefore,
further processing, or refining, is needed to create the wide
array of petroleum products in use today (Energy Information
Administration, 1999). The refining process results in products
from the original crude oil with different hydrocarbon compo-
sitions. In industrialized societies, the most notable products
are motor gasoline and distillate fuels such as home-heating
fuel (Figure 4). The United States leads the world in the gen-
eration of refined petroleum products, with gasoline account-
ing for just under half of the entire product.

A refinery converts crude oil into useful products by multi-
step processes that may include distillation, extraction, cata-
lytic or thermal cracking, and finally hydrotreating to remove
unwanted compounds. The chemical components of the crude
oil are separated by their different physical and chemical prop-
erties, thus creating products that have different compositions.
The kinds of refined products generated from crude oil and
their boiling point range are illustrated in Figure 5 (National
Research Council, 1985). For example, gasoline is one of
the lightest fractions and contains the lighter hydrocarbons
(C4–C8 range, where n in Cn refers to the number of carbon
atoms in the hydrocarbon chain), whereas bunker fuel (fuel for
ships that may be a mixture of two or more of the distillate cuts
shown in Figure 5 or a residual oil from a distillation run;
National Research Council, 1985) has a higher boiling point
andmostly contains the heavier components (>C14). Thus, the
release of these refined products into the environment affects
environmental compartments such as soils, the atmosphere, or
freshwater bodies in different ways.

11.12.1.2.1 Crude oil
Crude oil within the Earth is of biological origin, formed when
the remains of once-living organisms were buried and sub-
jected to heat and pressure over millions of years. The compo-
sition of the petroleum formed in a given geologic deposit
depends chiefly on the nature of the original organic material
and the basin’s thermal history (Tissot and Welte, 1984). Pe-
troleum hydrocarbons are a complex mixture of over 1000
compounds with different physical and chemical properties.
The fate of these compounds in the environment is dependent
on their chemical structure.

The main groups of compounds in crude oils are saturated
hydrocarbons (such as normal and branched alkanes and
cycloalkanes that contain no double bonds), aromatic hydro-
carbons, resins and asphaltenes (higher molecular weight poly-
cyclic compounds containing nitrogen, sulfur, and oxygen
(NSO)), and organometallic compounds (Tissot and Welte,
1984). Unsaturated hydrocarbons (nonaromatic hydrocar-
bons containing one or more double or triple bonds), such
as olefins, are essentially absent. Most producible crude oils
contain, on average, from 30 to 35% each of n- and isoalkanes,
cycloalkanes, and aromatics (Table 2), although there can be a
large variation in the actual composition for individual crudes.
The most abundant hydrocarbons in crude oil are in the light
fraction ($C15). For example, in most crude oils, the abun-
dance of n-alkanes decreases beyond n-decane. In the aromatic
fraction, benzene, toluene, and other low molecular weight
alkylbenzenes are abundant (Tissot and Welte, 1984). Because
of the process by which oil is made, no two oils have exactly
the same history, and, therefore, no two crude oils have the
same chemical composition.

Among the classes of compounds in crude oil, the al-
kanes, cycloalkanes, and aromatic fractions contain com-
pounds that are volatile, and they are described in more
detail in this chapter. The NSO compounds, resins and asphal-
tenes, and organometallic compounds are nonvolatile and, in
general, are less mobile in the environment. Discussion of
these compounds is beyond the scope of this chapter. Exam-
ples of some of the volatile hydrocarbons present in crude oil

442 Volatile Hydrocarbons and Fuel Oxygenates

http://www.epa.gov/osw/conserve/materials/usedoil/oil.htm#facts
http://www.epa.gov/osw/conserve/materials/usedoil/oil.htm#facts


for the major compound classes are shown in Figure 6.
Benzene, toluene, xylenes, ethylbenzene, isopropylbenzene,
naphthalene, and methyl- and dimethylnaphthalenes are
among the most important volatile aromatic hydrocarbons
because they are widely used and, once released into the

environment, their mobility and toxicity make them a signifi-
cant environmental threat (Merian and Zander, 1982). The
occurrence of these compounds in the environment is almost
exclusively anthropogenic, with the exception of natural hy-
drocarbon seeps.

Kerosene
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Space heating
Cooking
Tractor fuel
(0.4%)

Distillate fuel
Home heating oil
Diesel fuel
Refinery fuel
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(22.5%)

Special naphthas
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Space heating, cooking
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Waxes
Used for:
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Miscellaneous products
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Cutting oils
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road oil
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(3.2%)
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Lubricating oils
Greases
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Household oils
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(1.2%)
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Figure 4 Petroleum products and uses. Reproduced from Energy Information Administration (1999). Petroleum: An Energy Profile 1999. DOE/EIA-
0545(99), pp. 1–79. Washington, DC: Department of Energy.
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11.12.1.2.2 Fuels
Fuel products account for almost 90% of all the petroleum
used in the United States. The leading fuel produced in the
world is gasoline (Energy Information Administration, 1999).
Because of its widespread use and the fact that it is composed
of that fraction of crude oil with lower boiling points, gasoline
is the single largest source of volatile hydrocarbons to the
environment (Table 3). Motor gasoline comes in various
blends with properties that affect engine performance. All
motor gasolines are made of the relatively volatile components
of crude oil.

Other fuels include distillate fuel oil (diesel fuel and heating
oil), jet fuel, residual fuel oil, kerosene, aviation gasoline, and
petroleum coke (Figure 4). In the petroleum refining process,
heat distillation is used first to separate different hydrocarbon
components. The lighter products are liquefied petroleum
gases and gasoline, whereas the heavier products include
heavy gas oils. Liquefied petroleum gases include ethane, eth-
ylene, propane, propylene, n-butane, butylenes, and isobu-
tane. Jet fuels are kerosene-based fuels that fall into the
lighter distillate range of refinery output (Figure 5).

11.12.1.2.3 Fuel oxygenates
In the United States, passage of the 1990 Clean Air Act Amend-
ments (CAAA) led to the development of Federal programs
that required that oxygen-containing compounds be blended
in gasoline to reduce carbon monoxide emissions. Examples of
compounds used as oxygenates are MTBE, EtOH, ethyl tert-
butyl ether (ETBE), tert-amyl methyl ether (TAME), and diiso-
propyl ether (DIPE) (Zogorski et al., 1997).

MTBE (chemical formula C5H12O) was the most common
gasoline oxygenate before 2004 (Figure 2). MTBE use began in
the 1970s as an octane booster to replace lead additives
(Hogue, 2000), and, at that time, it was used in concentrations
of 2–7% by volume in gasoline (Gullick and LeChevallier,
2000). As mandated by CAAA, gasoline used in metropolitan
areas where carbon monoxide standards are not attained must
contain not less than 2.7% oxygen by weight. By volume, this
requirement corresponds to 14.8 and 7.3% for MTBE and
EtOH, respectively. Gasoline oxygenated to this extent contains
approximately 110 g of MTBE l!1. As a result of its adoption as
the primary oxygenate to satisfy the needs of the CAAA, MTBE
increased in rank of use among organic chemicals produced
from 39th in 1970 to 4th in 1998 (Thompson et al., 2000). The
predominant use of MTBE as an oxygenate was because it was
inexpensive to produce and had favorable blending character-
istics with gasoline (Gullick and LeChevallier, 2000).

The USEPA established a drinking water health advisory of
20–40 mg l!1 MTBE in December 1997 (US Environmental
Protection Agency, 1987).

In a sampling study of 1208 domestic wells in the United
States, MTBE was the most frequently detected fuel oxygenate
and the eighth most commonly detected VOC (Rowe et al.,
2007). Perhaps the most publicized case of MTBE contamina-
tion of groundwater is the one involving public water supply
wells in Santa Monica, California. In August 1995, the city of
Santa Monica discovered MTBE in wells used for drinking
water supply through routine analytical testing of well water.
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Table 2 Average composition of hydrocarbons in normal producible
crude oils (% by weight of hydrocarbon)

Compound group Percentage

n-þ isoalkanes 33.3
Cycloalkanes 31.9
Aromatics 34.5
Saturated:aromatics 2.8
Alkanes:saturates 0.49

Source: Modified from Tissot BP and Welte DH (1984) Petroleum Formation and

Occurrence. Berlin: Springer Verlag.

Total of 517 samples.
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In 1996, levels of MTBE at the city’s Charnock Wellfield rose to
more than 600 mg l!1 and, by 13 June 1996, all the five supply
wells at the city’s Charnock Wellfield were shut down because
of persistent and increasing concentrations of MTBE contami-
nation (US Environmental Protection Agency, 2000). The
USEPA included MTBE on the Contaminant Candidate List in
1999 and, in 2000, initiated efforts to eliminate or limit the use
of MTBE as a fuel additive (US Environmental Protection
Agency, 2000). Since 2007, MTBE has not been used in the
United States and ethanol has emerged as the primary replace-
ment for MTBE in reformulated gasoline (Figure 2).

Due to the widespread occurrence of MTBE in groundwater,
policymakers have recognized the need to consider the impact
of fuel oxygenates on the environment (Powers et al., 2001).
An assessment of the health and environmental impacts of the
use of ethanol as a fuel oxygenate was conducted for the State
of California by Lawrence Livermore National Laboratories
and the University of California (California Environmental
Policy Council, 1999). Ethanol can be released during produc-
tion, storage, blending, distribution, and use (Rice et al.,
1999). Due to the hygroscopic properties of ethanol-blended
gasoline, ethanol and gasoline are received separately at gaso-
line distribution terminals and then are mixed as they are
pumped into the tanker truck for delivery (McDowell et al.,
2003; Rice et al., 1999). This can result in large spills of dena-
tured ethanol that can lead to significantly higher ethanol
concentrations in the subsurface than an ethanol-blended gas-
oline spill would cause (McDowell et al., 2003). For example,
the 1999 ethanol release of 72 m3 (19000 gallon) at Pacific
Northwest Terminal resulted in ethanol concentrations as high
as 18000 mg l!1, which has been the subject of several studies
(Beller et al., 2001; Buscheck et al., 2001; McDowell et al.,
2003). Several laboratory, field, and modeling experiments
assessing the fate of ethanol and, importantly, its impact on
BTEX compounds, have occurred in the last decade (e.g., Chen
et al., 2008b; Da Silva and Alvarez, 2002; Deeb et al., 2002;

Lahvis, 2003b; Lovanh et al., 2002; Mackay et al., 2006) and
are discussed further in Section 11.12.4.2.3.

11.12.1.2.4 Solvents, lubricants, and petrochemical
feedstocks
The nonfuel use of petroleum is small comparedwith its fuel use.
Nonfuel uses include solvents such as those used in paints,
lacquers and printing inks, lubricating oils and greases, waxes
used in candy making, packaging, and candles, petroleum jelly,
asphalt, petroleum coke, and petrochemical feedstocks. Lubri-
cating oils are complex mixtures containing linear and branched
paraffins, cyclic alkanes, and aromatic hydrocarbons (>C15 with
boiling points between 300 and 600 &C) (Vazquez-Duhalt,
1989). As with all petroleum products, the exact nature of the
chemical composition varies with the starting crude-oil compo-
sition and the refinery process. In general, lubricating oils are 73–
80% aliphatic hydrocarbons, 11–15%monoaromatic hydrocar-
bons, and 4–8% polyaromatic and polar compounds. Motor oil
can accumulate additional compounds, such asMTBE andBTEX,
as it circulates through the engine (Chen et al., 1994).

Petrochemical feedstocks are used for the manufacture of
chemicals, synthetic rubber, and a variety of plastics, and form
the basis of synthetic fibers and drugs. Petrochemical feed-
stocks include solvents such as ethylene, propylene, butylenes,
benzene, toluene, and xylenes. Large amounts of solvents are
used in the chemical industry as reaction media, as a base for
paints and thinners, and as propellants for sprays. The VOCs
emitted as a result of solvent use are composed of a larger
variety of species than those released from the use of fossil
fuels (Friedrich and Obermeier, 1999). Depending on the
product, the emissions of hydrocarbons during solvent use
vary appreciably. The highest emissions of pure hydrocarbons
come from adhesives, which release vapors containing typi-
cally about 20% by weight of pure toluene. With the exception
of solvents, most products in this category largely contain
the nonvolatile fraction of petroleum and therefore do not
represent significant sources of volatile hydrocarbons to the
environment.

11.12.1.3 Ecological Concerns and Human Exposure
Pathways

The human exposure routes from hydrocarbons in the envi-
ronment include inhalation, ingestion, and dermal absorp-
tion. The pathways of exposure can include direct contact
with the hydrocarbon phase itself, inhalation of hydrocarbon
vapors in indoor or outdoor air, and ingestion of contami-
nated food or water (Figure 7). Among children, ingestion of
contaminated soils also is a potential concern (Calabrese et al.,
1991). Ingestion of unintentional hydrocarbon contamination
of food is rare and direct contact with hydrocarbons typically is
limited to workers in the petroleum industry. Therefore, it does
not appear to be a major risk for the general population
(Daugherty, 1991).

Exposure to indoor hydrocarbon vapors can occur as a
consequence of changes of land use from commercial or indus-
trial to residential. Residual hydrocarbons in soils or ground-
water may result in a chronic vapor exposure pathway. Analysis

Table 3 Estimated composition of VOC emissions from gasoline
evaporation at ambient air temperature

Percentage

Alkanes
Propane 1.0
n-Butane 17.0
Isobutane 7.0
n-Pentane 8.0
Isopentane 28.0
Hexane 20.0
Other alkanes>C6 5.0
Alkenes
Butene 3.0
Pentene 5.0
Other alkenes>C5 3.0
Aromatic hydrocarbons
Benzene 1.0
Toluene 1.5
Xylene 0.5

Source: Friedrich R and Obermeier A (1999) Anthropogenic emissions of volatile

organic compounds. In: Hewitt CN (ed.) Reactive Hydrocarbons in the Atmosphere, pp.

1–39. San Diego, CA: Academic Press.
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of risk associated with exposure to hydrocarbons is typically
undertaken in a multistep approach known as risk assessment.
A thorough discussion of the use of risk assessment at contam-
inated sites is provided in Chapter 11.1. Assessing risks posed
by hydrocarbon spills or wastes is complex and involves esti-
mates of chemical concentrations at each potential exposure
point, identification of the potential populations that may be
exposed, and assessment of exposure pathways, intake rates,
and the toxicity of the chemicals of concern.

Determining a safe level of exposure to petroleum hydro-
carbons is a difficult process because petroleum is a complex
mixture of thousands of compounds with varying degrees of
toxicity to human health and the environment (Miller et al.,
2000). No toxicity data are available for the vast majority of
these compounds. Evaluation of the potential impact of petro-
leum released into the environment is complicated further by
the fact that the composition of the released hydrocarbons
changes over time because of natural degradation processes.
One approach to assess the potential health effects of hydro-
carbon exposure is to first use the entire complex mixture in a
battery of short- and long-term toxicological tests to determine
the combined toxicity of the complex mixture. Unfortunately,
these data are not available for most petroleum products.
Toxicity data on whole mixtures of petroleum products
are only available for gasoline, jet fuel, and mineral oil. No
whole mixture toxicity data are available for crude petroleum
or drilling fluids or cuttings (Miller et al., 2000). A major
shortcoming with the whole mixture approach is that once in
the environment, the parent product separates into fractions
based on differences in individual environmental transport

characteristics (Miller et al., 2000). Because of these differences
in transport characteristics, the mixture to which a receptor is
exposed will vary in space and time. Thus, toxicity data on the
original product will not necessarily reflect the toxicity of the
product once it is released into the environment.

Specific toxicity data are available for only about 95 indi-
vidual hydrocarbons of the over 1000 components of petro-
leum, and only 25 have sufficient toxicological data to develop
exposure criteria (Miller et al., 2000). One approach to esti-
mating exposure effects for a complex petroleum mixture is to
base the estimates on the 25 compounds for which toxicity
data exist. Individual toxicity data are largely available for
the more toxic compounds and, thus, this approach may be
overly conservative for more complex mixtures of petroleum,
although the importance of simultaneous exposure to the mul-
tiple components of petroleum is largely unknown. Toxicolog-
ical studies generally divide petroleum into fractions based on
structure (such as aromatic or aliphatic) and molecular weight.
Compounds greater than C38 are not considered bioavailable
by dermal or oral routes (Miller et al., 2000). Indicator com-
pounds are used to represent the toxicity of each fraction and
different cleanup criteria are developed for each petroleum
fraction. Most evaluations of the health effects of contamina-
tion consider single-point sources and there is little under-
standing of the effect of multiple points of exposure over
time. Assessment of cumulative exposure risks is especially
important for nonpoint sources of contamination that may
result in longer term exposure.

Of most concern among the volatile fuel hydrocarbons
from a human health perspective is benzene, a known
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carcinogen. Alkenes and alkylbenzenes are considered more
toxic than alkanes (Oestermark and Petersson, 1993). All
alkenes are potentially genotoxic because of metabolic forma-
tion of epoxides (Oestermark and Petersson, 1993). Of partic-
ular concern are ethene and 1,3-butadiene. Although alkanes
are generally considered less toxic than alkenes or alkylben-
zenes, hexane is a known neurotoxin (Perbellini et al., 1980).
Calabrese and Kenyon (1991) report on the toxicological
assessment of numerous volatile hydrocarbons including
benzene, toluene, ethylbenzene, xylenes, and n-hexane.

11.12.2 The Petroleum Industry

11.12.2.1 Petroleum Exploration, Production, and Processing

During petroleum exploration and production operations, hy-
drocarbons can be released to the environment by spillage
of the crude oil itself or by the release or disposal of waste
generated during the exploration and production process. The
main categories in the petroleum refining process include sep-
aration (e.g., distillation), conversion (e.g., thermal cracking,
alkylation), treatment (e.g., hydrosulfurization), and blending
(Friedrich and Obermeier, 1999). Many of these processes
release volatile hydrocarbons directly to the atmosphere with
additional releases to the atmosphere and geosphere occurring
because of leaks from equipment and spills.

The techniques needed to remove or extract crude oil from
the Earth vary depending on the type of rock the oil is found
in (such as sandstone or limestone) and its porosity and per-
meability. Oil is typically removed from the subsurface by
onshore and offshore wells drilled into petroleum-bearing
formations. The petroleum underground is usually under
great pressure and will, therefore, flow into the lower pressure
environment created by the open well. With high enough
pressure, the oil will flow up through the well. Many wells,
however, especially those that have been in production a long
time (tens of years), require artificial lift methods, or pumping,
because pressure within the reservoir is insufficient to lift the
oil to the surface. When oil no longer flows sufficiently using
these methods, secondary and tertiary, or enhanced recovery,
methods are used. These methods may use water, gases, or
other chemicals to flush the oil out of the rock, or use heat to
thin the oil and increase its flow rate. These methods produce
not only crude oil but also water or other chemical wastes that
contain hydrocarbons.

In terms of volume and toxicity, drilling fluids and drill
cuttings are among the most significant waste streams from
exploration and development activities in the oil and gas in-
dustry (US Environmental Protection Agency, 1987). The com-
position of drilling fluids is complex and varies depending
upon the specific down-hole conditions such as the geology
of the formation. A major part of the undiscovered oil and
natural gas resources outside the Middle East lie in offshore
areas (US Geological Survey, 2000). In 1999, over 150 coun-
tries had some type of drilling or production operations off-
shore (Jones et al., 2000). Cuttings, the geological core
materials brought to the surface by the drilling fluids, primarily
are formation rock along with drilling fluids that adhere to
their surface. Cuttings are typically disposed of by either dis-
charge to the sea, hauled to shore for disposal, or injection

back into the formation (Jones et al., 2000). The volume of
cuttings generated can be 4–5 times more than the borehole
volume because of excessive caving of formations into the
borehole.

Produced water is the aqueous phase separated from recov-
ered hydrocarbons produced during oil well production, and
injection water used to maintain pressure in the reservoir. Over
the life of an oil field, the volumes and composition of
produced water vary greatly. Produced water discharges are
continuous and represent the largest volume waste stream in
production operations (Stephenson, 1992). The quantity dis-
charged at any particular treatment facility depends on the
number of wells handled by that facility. The discharge rates
range from less than 500 bbl day!1 (7.9"104 l day!1; most of
the platforms in the Gulf of Mexico) to over 600000 bbl day!1

(9.5"107 l day!1; three production-processing platforms in
the South Java Sea).

Drilling fluids can be water-based fluids (WBFs), oil-based
fluids (OBFs), and synthetic-based fluids (SBFs). An OBF has
diesel, mineral oil, or some other oil as its continuous fluid
phase. Although wells drilled with OBF technology produce
less waste volumes than those drilled with WBFs, they contain
priority pollutants and have far greater toxicity. In many cases
offshore, this waste is barged to shore for land disposal or
recycled because of restrictions on offshore discharge. Despite
their unique and valuable properties, the use of OBF is declin-
ing because of the added cost of barging waste fluids to shore
and the development of more attractive alternatives such as
SBFs (Jones et al., 2000).

Drilling and production discharges to the marine environ-
ment present different environmental concerns than those in
onshore areas. Discharge of OBF cuttings poses the most severe
environmental impact on the seafloor of the three fluid types.
On the seafloor, OBF cuttings can increase oil in the sediments
and decrease biological abundance and diversity of immobile
bottom-dwelling organisms (Hartley and Watson, 1993). The
overall effect of anOBF cuttings discharge is, in part, determined
by the concentration of the oil remaining on the cuttings and its
toxicity. In zones severely affected byOBF cuttings discharge, the
rate of recovery depends upon the energy level of the environ-
ment and the seafloor ecology. At many North Sea drilling sites,
cuttings are found in large piles 100–150 ft (30–46 m) high and
200 ft (61 m) across on the seafloor (Jones et al., 2000). Studies
on the impact of oil wet cutting discharges in the oceans have
been conducted for several decades. Benthic studies around
offshore platforms using oil-based drilling muds have shown
that the greatest disturbances are near the platform. Davies et al.
(1984, 1989) found that within 500 m of the platform, hydro-
carbon levels reached 101–105 times the background levels.
Addy et al. (1984) discovered that the effects of drilling dis-
charges were most severe with diesel-based muds followed by
mineral oils, and the lowest effects were with water-based muds.
Hydrocarbon inputs into the world’s oceans have been the
subject of various National Research Council (NRC) reports
focusing on the sources, fate, and effects of these hydrocarbons
(National Research Council, 1985, 2003).

The above discussion focuses on petroleum releases associ-
ated with the wastes typical of offshore operations. Larger re-
leases of crude oil can occur due to accidents. A high profile,
newsworthy, offshore petroleum release is the 2010 Deepwater
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Horizon blowout in the Gulf of Mexico, which is thought to be
the largest accidental marine oil spill in the history of the petro-
leum industry. Following an accident on board the Deepwater
Horizon rig on 20 April 2010, an estimated 7.0"105 m3 of oil
(Crone and Tolstoy, 2010) was released before the flow was
capped on 15 July 2010, resulting in the presence of a continu-
ous plume of petroleum hydrocarbons more than 35 km in
length at approximately 1100 m depth for several months
(Camilli et al., 2010). The disaster has already resulted in several
studies assessing the fate of the dispersed oil, in particular the
responseof nativemicroorganisms to the hydrocarbons (Camilli
et al., 2010; Hazen et al., 2010; Valentine et al., 2010).

A substantial number of investigations of the surface water
and groundwater impacts of onshore produced-water releases
have been conducted in the United States since the 1960s.
Much of the focus has centered on the effect of the high
concentrations of salts in oil field brines on soil fertility and
erosion, vegetation health, and groundwater quality. It is esti-
mated that there are nearly 683 square miles (1769 km2) of
brine-impacted soil in the state of Texas alone (McFarland
et al., 1987). Evaluating the effect of nearly 3.5 million oil
and gas wells drilled in the conterminous United States since
the early 1800s is complicated in that there is no systematic
collection of information at the state or national scale describ-
ing past produced-water releases either with regard to location
or volumes of water released. Evaluation of aquifer or water-
shed susceptibility to this source is being investigated by the
USGS using geographic information system (GIS) techniques
(Otton and Mercier, 2000). The USGS (Breit et al., 2000)
reviewed data from 77650 archived records of water samples,
and developed a database with internal consistency that may
be useful for assessing the general patterns related to the chem-
ical compositions of formation waters from different geologic
settings (http://energy.cr.usgs.gov/prov/prodwat/). This data-
base provides useful information on inorganic chemical spe-
cies present in the oil field brines, but no such effort has yet
been undertaken to compile a comprehensive database of the
dissolved hydrocarbon concentrations in these waters, so the
potential cumulative effect of this source on the environment is
largely unknown. In addition, the USGS is conducting
the Osage–Skiatook Petroleum Environmental Research
Project to study the transport, fate, natural attenuation, and
impacts produced by water contaminants at two study sites
in Oklahoma (http://energy.cr.usgs.gov/health_environment/
produced_waters/osage_more.html). A better understanding of
the extent and fate of produced-water releases is necessary to
ensure that appropriate remediation strategies are developed.

Other sources of pollution during oil exploration and pro-
duction are evaporative losses of hydrocarbons, estimated
at 45–68 million ton year!1 (Merian and Zander, 1982) and
the catastrophic release of crude oil because of accidents
such as well-site explosions. Evaporative losses during produc-
tion of crude oil largely result in the release of n-alkanes up to
C8 (octane) into the atmosphere (Friedrich and Obermeier,
1999). During petroleum processing, the major sources of
VOC emissions to the atmosphere are vacuum distillation
(0.05 kg of VOC emissions m!3 of refinery feed), catalytic
cracking (0.25–0.6 kg of VOC m!3 of feed), coking (0.04 kg
of VOC m!3 of feed), chemical sweetening, and asphalt blow-
ing (27 kg of VOC per ton of asphalt).

11.12.2.2 Petroleum Transportation and Storage

Transportation of crude oil and petroleum products occurs
predominantly by tanker, pipeline, railway tank cars, and
tank trucks, whereas storage occurs largely in surface or under-
ground tanks and in underground caverns. The distribution
and storage of crude oil and refined products result in releases
of significant amounts of hydrocarbons to the atmosphere,
surface waters, soils, and groundwater. Groundwater contam-
ination by crude oil, and other petroleum-based liquids, is a
particularly widespread problem. An estimated average of 83
crude oil spills occurred per year during 1994–1996 in the
United States, each spilling about 50000 bbl (7.9"106 l) of
crude oil (Delin et al., 1998). The USEPA estimates that there
are approximately 607000 active USTs (at approximately
221000 sites), which are regulated by the UST technical regu-
lations (as of March, 2010, http://www.epa.gov/oust/pubs/
ustfacts.pdf). As of September, 2010, the USEPA confirmed
gasoline release from 494997 USTs, of which 93 123 still
require cleanup (http://www.epa.gov/oust/pubs/ustfacts.pdf).
Leaking underground storage tanks (LUSTs) pose a significant
threat to groundwater quality in the United States (http://
www.epa.gov/oust/aboutust.htm) and have resulted in a sig-
nificant impact on environmental health and safety.

Atmospheric emissions of volatile hydrocarbons from this
sector of the petroleum industry have been summarized by
Friedrich and Obermeier (1999). Gasoline, because it contains
components with a high volatility, is the most important
source of VOCs to the atmosphere during petroleum handling
and storage. VOCs released into the atmosphere can undergo
photochemical reactions with nitrous oxides in the atmo-
sphere, producing ground-level ozone, or photochemical
smog, as described in more detail in Chapter 11.11. The esti-
mated composition of VOC emissions because of evaporation
of gasoline is given in Table 3.

Seaports handle large amounts of petroleum products and
have facilities on site to store these products. At the Port of
Los Angeles alone, for example, there are approximately 500
above-ground storage tanks with a capacity to hold 500 million
gallons (1.9"109 l) of product (Rice, 1991). Although the last-
ing effects of oil spills on the open seas may be less than the
effect of the many subsurface leaks and spills of petroleum
products or the atmospheric pollution caused by the use of
petroleum products, oil spills on the open seas create a major
public policy impact because they spread rapidly and provide
powerful visual images. According to Williams (1991) and
Wolfe et al. (1994), after being relatively quiet in the 1980s,
the American environmental movement was revitalized by
the massive and well-publicized oil spill from the Exxon
Valdez oil tanker. The publicized images of environmental dev-
astation had a galvanizing effect on the causes of environmental
organizations.

Pipelines usually are used to transport crude oil from the
exploration and discovery site to the refinery location, as well as
to transport petroleum products to end users. Crude oil travels
through pipelines under pressure at speeds up to 6 miles
per hour. Pipeline breaches can result in explosive releases of
crude oil or petroleum products. One of the better studied on-
land hydrocarbon spills occurred near Bemidji, Minnesota, in
1979, when the land surface and shallow subsurface were
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contaminated following a crude oil pipeline burst that spilled
approximately 1.7"106 l (about 10700 bbl) of crude oil onto
a glacial outwash deposit (Baedecker et al., 1993; Delin et al.,
1998; Eganhouse et al., 1993; Essaid et al., 2011). Crude oil
sprayed on the land surface covering an area estimated at
7500 m2 (Delin et al., 1998) and percolated through the un-
saturated zone to the water table near the rupture site. Some of
the sprayed oil also flowed over the surface toward a small
wetland. Groundwater contamination by aromatic hydrocar-
bons resulted from this spill, as well as contamination of the
sediments and unsaturated zone soil gas.

Among the approximately 600000 USTs that are subject to
Federal regulation, releases have been confirmed at 494997 of
the sites (http://www.epa.gov/oust/pubs/ustfacts.pdf). It has
been estimated that about 95% of USTs store petroleum fuels
(Lund, 1995) and that gasoline usage represents approximately
80% of the volume of motor fuel consumption (Zogorski et al.,
1997). The UST problem, therefore, is largely one of gasoline
released to the subsurface. MTBE is much more water-soluble
(50000 mg l!1) than the BTEX compounds (ranging in solu-
bility from 1780 for benzene to 152 mg l!1 for ethylbenzene)
and was present in oxygenated gasoline in larger amounts than
the BTEX compounds. Therefore, when oxygenated gasoline
containing MTBE spilled, MTBE was the principal compound
in groundwater on a mass basis, which, coupled with its high
solubility and low biodegradability (relative to volatile
hydrocarbons), led to it posing the greatest threat for ground-
water contamination from leaking USTs (Shih et al., 2004). As
the use of ethanol as a fuel oxygenate increases, it is possible
that BTEX compounds will become the greatest problem from
UST leaks in the future (Chen et al., 2008b). Ethanol itself is
not anticipated to reach high concentrations as it is rapidly
consumed by native bacterial populations found in the envi-
ronment (Dakhel et al., 2003; Suflita and Mormile, 1993;
Zhang et al., 2006). The impact of petroleum and MTBE re-
leases in the subsurface on groundwater quality and restora-
tion of contaminated aquifers have been the subject of
numerous books and reviews (e.g., Alvarez and Illman, 2006;
Farhadian et al., 2008; Rosell et al., 2006; Shih et al., 2004;
Vandecasteele, 2008).

11.12.2.3 Petroleum Usage

Worldwide petroleum consumption rose from about 21million
bpd (3.4"109 l day!1) in 1960 to about 86 million bpd
(1.4"1010 l day!1) in 2008. The United States is the largest
consumer and accounts for approximately 23% of this con-
sumption, consuming 19.5 million bpd (3.1"109 l day!1) in
2008 (Energy Information Administration, 2010a). The equiv-
alent of approximately 8.5 million bpd (1.4"109 l day!1) is
consumed as gasoline in the United States by the transporta-
tion sector annually, which resulted in a peak usage of approx-
imately 13 million gallons day!1 (4.9"107 l day!1) of MTBE
in 1999 (Energy Information Administration, 2000).

Petroleum usage has impacted water and air quality. Urban
runoff as a source of petroleum to the marine environment has
been well documented (Eganhouse and Kaplan, 1981; Latimer
et al., 1990). It is estimated that anthropogenic hydrocarbon

emissions to the atmosphere total 103 Tg of carbon year!1, of
which 21% is associated with transportation activities (Kansal,
2009). In urban atmospheres, the composition of volatile
aromatic hydrocarbons has been found by numerous investi-
gators to be similar to that of gasoline, indicating gasoline as a
source (Merian and Zander, 1982). A study of 39 US cities
reported that median concentrations of BTEX in air were
12.6 ppb benzene, 33.8 ppb toluene, 5.9 ppb ethylbenzene,
18.1 ppb m- and p-xylene, and 7.2 ppb o-xylene (Seila et al.,
1989). Worldwide, the estimated contribution to the atmo-
sphere from evaporation of motor fuels alone is roughly
100000 ton benzene, 50000 ton toluene, and 15000 ton
higher aromatics per year (Merian and Zander, 1982). Incom-
plete combustion of fossil fuels also can lead to the emission
of hydrocarbons and other gases into the atmosphere. Emis-
sions from internal combustion engines include significant
amounts of alkanes such as methane, butane, and isobutane;
alkenes such as ethene, propene, and isobutene; and aro-
matics such as benzene, toluene, xylenes, and ethylbenzene
(Friedrich and Obermeier, 1999). In the transportation sector,
two-stroke engines, such as in mopeds, release the highest
amounts of VOCs to the atmosphere, whereas gasoline engines
equipped with three-way catalysts have the lowest emissions
of VOCs.

Moran et al. (2005) reviewed the occurrence and distribu-
tion of MTBE and gasoline hydrocarbons in samples of
groundwater collected by the USGS’s NAWQA program and
found that the probability of detecting MTBE was only weakly
related to the density of leaking USTs. This suggests that more
research is needed to understand the sources and transport of
MTBE to groundwater (Moran et al., 2005; State of Maine
Bureau of Health, 1998). Scavenging and deposition of atmo-
spheric VOCs (Goldstein and Galbally, 2007) can also be a
nonpoint source of contamination to groundwater resources
(Pankow et al., 1997). For example, during peak MTBE usage,
concentrations of MTBE in the atmosphere above urban
areas were sufficiently high to cause its detection in ground-
water at concentrations of 0.1 mg l!1 or less (Baehr et al.,
1999). In their study of Southern New Jersey groundwater
quality, USGS researchers (Baehr et al., 1999; Stackelberg
et al., 1997) compared atmospheric concentration data of
MTBE and other VOCs over a 2 year period. Among the
VOCs most frequently detected in groundwater (trichloro-
methane (chloroform), MTBE, 1,1,1-trichloroethane (TCA),
and tetrachloroethane (PCE)), atmospheric concentrations
of MTBE alone were sufficiently high to cause detection in
water samples. It was concluded that the presence of VOCs
(other than MTBE) resulted from nonatmospheric sources,
whereas the atmospheric source of MTBE potentially could
cause detection at the 0.1 mg l!1 concentration, provided
MTBE was not degraded in the unsaturated zone (Baehr
et al., 2001). Atmospheric concentrations of MTBE are being
monitored and will decrease with its elimination from gaso-
line (CEPA Air Resources Board, 1999). Coincidentally, atmo-
spheric emissions of ethanol are expected to increase as it is
added to reformulated gasoline. The substitution of ethanol
for MTBE is not expected to have a significant impact on air
quality and VOC emission estimates (CEPA Air Resources
Board, 1999).
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11.12.2.4 Disposal of Petroleum Wastes

Fuels and heating oils are intended to be consumed during
usage with little or no waste produced aside from gases
released into the atmosphere. One exception is used motor
oil that is disposed of in landfills or down storm drains and
can be a source of groundwater contamination. Bjerg et al.
(Chapter 11.16) evaluate the landfill as a source of volatile
hydrocarbons to groundwater and present the concentrations
typically found in leachate-impacted aquifers. Used motor oil
(as discussed in Section 11.12.1.1), which contains BTEX and
MTBE from interaction with gasoline during use, also presents
a major environmental problem from improper disposal,
partly because it is so widely used and handled. Almost 60%
of the motor oil used in the United States is utilized by vehicle
owners changing their own oil and the USEPA estimates that
over 200million gallons of used oil are improperly disposed of
each year in the United States (http://www.epa.gov/wastes/
conserve/materials/usedoil/oil.htm#facts).

11.12.3 Environmental Transport Processes

The presence of petroleum compounds through the environ-
ment is initiated by product usage and the partitioning of
compounds from the initial product to multiple phases in the
environment. Exposure pathways are then established because
the compounds are transported within the bulk fluid phases of
the atmosphere and hydrosphere or as solid phases in the case
of suspended sediment or biota. Phase partitioning of petro-
leum and fuel oxygenates and the physical transport processes
that affect them are discussed in Sections 11.12.3.1 and
11.12.3.2, respectively.

11.12.3.1 Phase Partitioning

The phases relevant to the transfer of compounds from petro-
leum product sources and the processes by which these
transfers occur are listed in Table 4. The product phase usually
is an organic liquid; however, compressed gases and waste
slurries are examples of gaseous and aqueous phase sources,

respectively. When the product is released, the primary factor
governing the rate of mass transfer of product constituents to
the environment is the concentration of the constituents at
phase interfaces. Models of chemical equilibrium are used to
estimate these concentrations. For example, if the product is
liquid and immiscible in water, then the equilibrium concen-
trations at the product and aqueous phase interface (product–
aqueous phase equilibrium), by the process of solubilization
(Table 4), is expressed as:

Ck ¼ gkwkCsol [1]

where Ck is the aqueous phase concentration of the kth con-
stituent, Csol is the solubility of the constituent (g cm!3), gk is
the activity coefficient, and wk is the mole fraction of the
compound in the product (organic liquid) phase. The index k
identifies the constituent in a product consisting of N com-
pounds (k¼1, 2, 3, . . ., N). If the product consists of a nearly
pure compound (e.g., reagent grade benzene), then gkwk!1.
Eqn [1] is used to determine equilibrium between free product
(the nonaqueous phase petroleum) and dilute aqueous phases
in terms of pure compound properties (solubility) adjusted for
the composition of the product (mole fraction). The activity
coefficient reflects the effect of phase composition on the
equilibrium relation (nonideal behavior). If gk(1, then
eqn [1] reduces to Raoult’s law, which states idealized behavior
in both phases. Raoult’s law provides a working approximation
for predicting the level of water contamination. Solubilities
and other properties for select compounds are listed in Table 5.
The list provides a comparison between the different classes of
compounds. More comprehensive lists of properties are pro-
vided in the cited references. The Chemical Abstracts Service
(CAS) number reported is useful when using online databases
(e.g., Syracuse Research Corporation, Web site: http://srcinc.
com/what-we-do/environment.aspx). The temperature depen-
dence of solubility is generally neglected at Earth’s surface and
near-surface temperatures.

The cosolvent effect is the term commonly used to identify
nonideal behavior involving aqueous/immiscible phase equi-
librium. The effect can result in higher aqueous concentrations
(gk>1) than those predicted by Raoult’s law. For traditional
fuels and other petroleum products discussed here, the cosol-
vent effect is negligible because the total concentration in the
aqueous phase is on the order of 100 mg l!1 (about 0.01%

Table 4 Pathways relevant to the phase transfer of compounds from petroleum product sources to environmental compartments by partition
processes

Transfer from Examples Transfer to Process

Free product Gasoline, jet fuel, diesel fuel, crude oil, heating oil, motor oil, lubricants Water Solubilization
Air Volatilization
Solid phases Sorption

Water Ocean, estuary, river, lake, precipitation, unsaturated-zone moisture, groundwater Air Volatilization
Solid phases Sorption

Air Atmosphere, unsaturated-zone gas Water Dissolution
Solid phases Sorption

Solid phases Atmospheric particles, soil organic matter, suspended sediment, aquifer solids, biota Water Desorption
Air Volatilization
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Table 5 Solubilities and other properties of select petroleum hydrocarbons and fuel oxygenates

Formula CAS
number

Molecular
weight, wk

(g mol!1)

Specific volume,
vk at 25 &C
(cm3 g!1)

Solubility, Csol
at 25 &C
(mg l!1)

Vapor
pressure p at
25 &C (atm)

Henry Hk

at 25 &C
Octanol/
water
log10 KOW

Aromatic hydrocarbons (Mackay et al., 1992a,b, 1993)
Benzene C6H6 71-43-

2
78.1 1.14 1780 0.125 0.225 2.13

Methylbenzene
(toluene)

C7H8 108-
88-3

92.1 1.15 515 0.038 0.274 2.69

1,4-Dimethylbenzene
(p-xylene)

C8H10 106-
42-3

106.2 1.16 185 0.012 0.271 3.18

1,2-Dimethylbenzene
(o-xylene)

C8H10 95-47-
6

106.2 1.14 175 0.012 0.286 3.15

1,3-Dimethylbenzene
(m-xylene)

C8H10 108-
38-3

106.2 1.13 159 0.011 0.296 3.20

Ethylbenzene C8H10 100-
41-4

106.2 1.15 152 0.013 0.358 3.13

Isopropylbenzene C9H12 98-82-
8

120.2 1.16 61 0.006 0.485 3.63

1,2,4-Trimethylbenzene C9H12 95-63-
6

120.2 1.14 57 0.003 0.230 3.60

n-Propylbenzene C9H12 103-
65-1

120.2 1.16 52 0.004 0.420 3.69

n-Butylbenzene C10H14 104-
51-8

134.2 1.16 15 0.001 0.494 4.26

Alkanes
n-Butane C4H10 106-

97-8
58.1 1.73 61.4 2.398 92.8 –

n-Pentane C5H12 109-
66-0

72.2 1.6 38.5 0.675 51.7 3.45

n-Hexane C6H14 110-
54-3

86.3 1.52 9.5 0.199 74.0 4.11

n-Heptane C7H16 142-
82-5

100.2 1.46 3 0.060 82.3 5.00

n-Octane C8H18 111-
65-9

114.2 1.42 0.7 0.018 118.5 5.15

Alkenes
1-Butene C4H8 106-

98-9
56.1 1.68 222 0.293 3.0 –

1-Pentene C5H10 109-
67-1

70.1 1.56 148 0.839 16.2 2.2

1-Hexene C6H12 592-
41-6

84.2 1.49 50 0.245 16.8 3.39

2-Heptene C7H14 592-
77-8

98.2 1.43 15 0.064 17.0 –

1-Octene C8H16 111-
66-0

112.2 1.4 2.7 0.023 38.9 4.57

Cycloalkanes
Cyclopentane C5H10 287-

92-3
70.1 1.34 156 0.418 7.7 –

Cyclohexane C6H12 110-
82-7

84.2 1.29 55 0.125 7.8 2.86

Methylcyclohexane C7H14 108-
87-2

98.2 1.3 14 0.061 17.5 –

Propylcyclopentane C8H16 2040-
96-2

112.2 1.3 2 0.016 37.1 –

Ethers (oxygenate additives) (Zogorski et al., 1997)
Methyl tert-butyl ether
(MTBE)

C5H12O 1634-
04-4

88.2 1.34 50000 0.329 0.024 1.20

Ethyl tert-butyl ether
(ETBE)

C6H14O 637-
92-3

102.2 1.37 26000 0.200 0.032 1.74

(Continued)
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hydrocarbons). This mixture is dilute enough so that the hy-
drocarbon solutes do not appreciably interact. Activity coeffi-
cients can be calculated using the Universal Functional Activity
Coefficient (UNIFAC) method (Fredenslund et al., 1975). The
high concentrations of fuel oxygenates like MTBE and ethanol
in groundwater at spill sites have raised the question as to
whether or not they could increase aqueous concentrations of
the BTEX group via the cosolvent effect (Chen et al., 2008a;
Powers et al., 2001; Zogorski et al., 1997). It has been shown
that the cosolvency effect arises only when the cosolvent is
present in water at 1% (10000 mg l!1) or higher (Pinal et al.,
1990, 1991). These concentrations are much higher than typ-
ically would be encountered in the environment. For example,
gasoline that contains 15% MTBE by volume, when equili-
brated with water, results in no more than 7500 mg l!1 (ap-
proximately 0.75%) of MTBE in water (Barker et al., 1991). No
cosolvency effect for BTEX was noted for gasolines containing
any of the following compounds and volume percentages:
15% MTBE, 10% EtOH, 10% TAME, and 10% isopropyl alco-
hol by volume (Barker et al., 1991; Poulsen et al., 1992). In
experiments with MeOH, no cosolvency effect was noted until
the MeOH concentrations in water exceeded 8% by volume, at
which point aqueous BTEX concentrations increased in pro-
portion to increasing methanol content of the aqueous phase
(Barker et al., 1991; Poulsen et al., 1992).

When ethanol is used in a gasoline as an oxygenate, its
volume tends to be $10% (McDowell et al., 2003). Gasoline
with ethanol added at 10% or less is referred to as gasohol
(McDowell et al., 2003). While this concentration will not
result in cosolvency effects, questions have been raised about
the effects that higher ethanol concentrations, such as the 85%
ethanol in E85 fuel, may have on BTEX compounds. Chen
et al. (2008a) suggest that ethanol concentrations high enough
to increase the solubility of BTEX are likely to occur only at the
interface between nonaqueous-phase liquid (NAPL) and
groundwater, but note that the cosolvent effect of E85 could
be significant. In addition, denatured ethanol can be spilled
during blending of gasoline and ethanol (McDowell et al.,
2003; Rice et al., 1999) and can come into contact with existing
BTEX contamination (McDowell et al., 2003). Studies at the
Pacific Northwest Terminal, where 72 m3 of ethanol was re-
leased into an existing hydrocarbon plume, indicate that etha-
nol reduced the surface and interfacial tension and resulted in a
significant change in the size, shape, and saturation of the
existing gasoline pool (McDowell et al., 2003).

Crude oil and its derived products are mixtures of many
types of compounds. Although knowledge of the exact com-
position of a product is needed to make equilibrium calcula-
tions, this information generally is unavailable because
product quality is based on engineering specifications like
octane number and not on a specific composition. Further-
more, many compounds of interest are present in products in
small quantities: therefore, estimates for wk can be off by mul-
tiples, resulting in inaccurate equilibrium concentration pre-
diction. Approximations to wk, however, can be made given
some knowledge of product composition for the purpose of
estimating the magnitude of equilibrium concentrations. The
mole fraction is defined in terms of concentration in the prod-
uct phase as:

wk ¼
Ik=wk

XN

j¼1

Ij=wj

! "
definition of mole fraction [2]

where wk is the mole fraction, Ik is the concentration of the
compound in the product phase (in g cm!3, for example,
grams of benzene per cubic centimeter of crude oil), and wk is
the molecular weight (g mol!1). The volumetric fraction is
defined as:

wvk ¼
Ik=vk
XN

j¼1

Ij=vj

definition of volumetric fraction [3]

where vk (Table 5) is the specific volume of a compound
(cm3 g!1) in the mixture that can be approximated by the
reciprocal of the compound’s density. The mass fraction is
defined as:

wmk ¼ Ik
XN

j¼1

Ij

¼ Ik
r

definition of mass fraction [4]

where r ¼
XN

j¼1

Ij is the density of the product.

To meet requirements that wintertime fuel contain 2.7%
oxygen by weight, MTBE was added to gasoline so that the final
product consisted of 14.7% MTBE by volume (wkv¼0.147).
MTBE and the other compounds in gasoline have similar spe-
cific volumes; therefore, wkv(wkm. Finally, the molecular weight
of MTBE is on the order of the average molecular weight of
gasoline compounds; therefore, wk(wk

m(wk
v. A constituent

Table 5 (Continued)

Formula CAS
number

Molecular
weight, wk

(g mol!1)

Specific volume,
vk at 25 &C
(cm3 g!1)

Solubility, Csol
at 25 &C
(mg l!1)

Vapor
pressure p at
25 &C (atm)

Henry Hk

at 25 &C
Octanol/
water
log10 KOW

tert-Amyl methyl ether
(TAME)

C6H14O 994-
05-8

102.2 1.3 20000 0.090 0.019 –

Diisopropyl ether
(DIPE)

C6H14O 108-
20-3

102.2 1.35 9000 0.197 0.092 1.52

Ethanol (Deeb et al.,
2003; Lahvis 2003b)

C2H6O 64-17-
5

46.07 0.787 miscible 0.078 0.00024 !0.31

The Henry coefficient is obtained from the solubility and vapor pressure data from this table as follows: Hk¼ (wkp/RT )/Csol. Other values are provided in Table 6
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breakdown for a gasoline oxygenated with MTBE (Lahvis,
2003a) is given in Table 6. The compositional breakdown
shows the similarity between the definitions of volume, mass,
and mole fraction. The gasoline, on a mass basis, consists of
about 15.5%MTBE, 32% aromatics, and 39% alkanes; however,
MTBE is the primary contaminant in the aqueous phase on a
mass basis (7945 mg l!1) followed by the aromatic constituents
(94.6 mg l!1). Although alkanes constitute the majority of mass
in the gasoline, their contribution to water contamination
(11.4 mg l!1) is relatively minor compared to other gasoline
compounds. The contribution of alkenes and cycloalkanes (7.7
and 1.3 mg l!1, respectively) to water contamination is also
relatively minor. If MTBE were not blended into the gasoline,
then the total hydrocarbon solubility would be approximately
15% greater: 1.15(94.6þ11.4þ7.7þ1.3)¼132.3 mg l!1.

Equilibrium between product and gaseous phases (product–
gaseous phase equilibrium) is expressed in an analogous way to
the product and aqueous phase equilibrium as:

Gk ¼ gkwkGvap product-gaseous phase equilibrium [5]

where Gk is the concentration of the compound in the gaseous
phase (g l!1), Gvap is the concentration in the gaseous phase in
equilibrium with the pure compound, and, as for the aqueous–
product phase equilibrium, gk and wk are the activity coefficient
and mole fraction in the product phase, respectively. Again,
this is a form of Raoult’s law, and generally it is assumed that

gk¼1 (ideal behavior for equilibrium involving gaseous
phase). Gaseous phase data often are reported in terms of
partial pressure. The ideal gas law is used to convert to concen-
tration units as:

Gvap ¼ ok

RT
p Ideal Gas Law [6]

where p is the partial pressure of the pure compound in atmo-
spheres, T is temperature in degrees Kelvin, and R is the gas
constant, R¼82.05783 cm3 atm mol!1K!1. Values for p at
25 &C are provided in Table 5.

The temperature dependence of p is modeled by the
Clausius–Clapeyron equation as:

1

p

dp

dT
¼ DH

RT2
Clausius!Clapeyron equation [7]

where DH is the latent heat of vaporization or change in
enthalpy associated with the phase change (cm3 atm mol!1).
Integration of eqn [7] yields:

ln p=p0ð Þ ¼ A! B=T vapor pressure as function

of temperature
[8]

where A¼DH/RT0, B¼DH/R, and p0 is the value for p at
temperature T0. If DH is given in units of calorie mol!1 and

Table 6 Composition of a gasoline oxygenated with MTBE and associated equilibrium concentrations in water

Compound Formula Molecular weight
wk (g mol!1)

Volumetric
fraction, wk

v
Mass
fraction, wk

m
Mole
fraction, wk

Solubility, Csol (mg l!1)
(from Table 5)

Concentration
Ck¼wkCsol (mg l!1)

MTBE C5H12O 88.1 0.15 0.1544 0.1589 50000 7945
Aromatics
Benzene C6H6 78.1 0.0136 0.0165 0.0192 1780 34.2
Toluene C7H8 92.1 0.0699 0.0834 0.0822 515 42.3
Xylenes C8H10 106.2 0.0912 0.0963 0.0823 175 14.4
C9 C9H12 120.2 0.063 0.0751 0.0567 57 3.2
C10 C10H14 134.2 0.0306 0.0364 0.0246 15 0.4
C11 C11H16 148.2 0.0134 0.016 0.0098 10.5 0.1
C12 C12H18 162.3 0.0007 0.0008 0.0005 5 0
Subtotal – 0.28 0.32 0.28 – 94.6
Alkanes
C4 C4H10 58.1 0.053 0.0442 0.069 61.4 4.2
C5 C5H12 72.2 0.137 0.1184 0.1488 40 6
C6 C6H14 86.2 0.114 0.1045 0.11 9.5 1
C7 C7H16 100.2 0.0687 0.0646 0.0585 3 0.2
C8 C8H18 114.2 0.0617 0.0597 0.0474 0.5 0
Subtotal – 0.43 0.39 0.43 – 11.4
Alkenes
C4 C4H8 56.1 0.0011 0.0009 0.0015 222 0.3
C5 C5H10 70.1 0.0333 0.0295 0.0382 148 5.7
C6 C6H12 84.2 0.029 0.0269 0.029 50 1.5
C7 C7H14 98.2 0.0135 0.0132 0.0122 15 0.2
C8 C8H16 112.2 0.0017 0.0017 0.0014 2.7 0
Subtotal – 0.08 0.07 0.08 – 7.7
Cycloalkanes
C5 C5H10 70.1 0.002 0.002 0.0027 160 0.4
C6 C6H12 84.2 0.0109 0.0117 0.0127 55 0.7
C7 C7H14 98.2 0.0137 0.0146 0.0135 14 0.2
C8 C8H16 112.2 0.0092 0.01 0.0081 2 0
Subtotal – 0.04 0.04 0.04 – 1.3
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temperature in &C, then A¼(0.5035)DH/(T0þ273.15) and B¼
(0.5035)DH because 1 calorie mol!1¼41.32 cm3 atm mol!1.
This equation results from the following: 1 atm¼101325 Pa,
1 Pa¼1 kg m!1 s!2, 1 J¼1 kg m2 s!2, 1 calorie¼4.187 J, and
R¼82.05783 cm3 atm mol!1 K!1. The calculation of the tem-
perature dependence of vapor pressure for select compounds is
presented in Table 7. For example, the concentration of benzene
in air at a filling station would be approximately four times
higher on a warm day (35 &C) compared to a cold day (5 &C).

Equilibrium between aqueous and gaseous phases is mod-
eled according to Henry’s law as:

Gk ¼ HkCk Henry0s Law [9]

where Hk is the Henry’s law coefficient (dimensionless) for the
compound. Because both the aqueous and gaseous phases are
assumed to be dilute with respect to the organic compounds,
there is no activity coefficient or nonideal behavior associated
with this interface. The temperature dependence of Hk is cal-
culated in the same way as vapor pressure, referred to as the
van’t Hoff equation:

d ln Hkð Þ
dT

¼
DHHenry

RT2
Henry0s coefficient as function

of temperature
[10]

where DHHenry is the change in enthalpy associated with the
aqueous/gaseous phase transfer (in cm3atm mol!1). Integra-
tion of eqn [10] yields:

ln Hk=Hk0ð Þ ¼ A! B=T [11]

where A¼DHHenry/RT0, B¼DHHenry/R, andHk0 is the value for

Hk at temperature T0. If DHHenry is given in units of calorie

mol!1 and temperature in &C, then A¼(0.5035)DHHenry/

(T0þ273.15) and B¼(0.5035)DHHenry. The temperature de-

pendence for MTBE and select aromatics is given in Table 8.

The parameter values were selected from references cited in the

review by Rathbun (1998). Henry’s law coefficients at 25 &C for

other compounds are provided in Table 5.
The temperature dependence of Hk for MTBE can result in

appreciable changes in MTBE concentration in precipitation.
For example, given the same gaseous concentrations in the
atmosphere, the concentration of MTBE at equilibrium in

Table 7 Vapor pressure of petroleum compounds as a function of temperature

Compound DHa (cal mol!1) p(T) in atm

5 &C 15 &C 25 &Cb 35 &C

Aromatic hydrocarbons
Benzene 8079.8 0.047 0.078 0.125 0.195
Methylbenzene (toluene) 9078.1 0.012 0.022 0.038 0.062
1,4-Dimethylbenzene (p-xylene) 10126.6 0.003 0.006 0.012 0.020
1,2-Dimethylbenzene (o-xylene) 10372.6 0.003 0.006 0.012 0.020
1,3-Dimethylbenzene (m-xylene) 10186.3 0.003 0.006 0.011 0.019
Ethylbenzene 10088.4 0.004 0.007 0.013 0.022
Isopropylbenzene 10778.6 0.002 0.003 0.006 0.011
1,2,4-Trimethylbenzene 11447.3 0.001 0.001 0.003 0.005
n-Propylbenzene 11038.9 0.001 0.002 0.004 0.008
n-Butylbenzene 12266.5 0.000 0.001 0.001 0.003
Alkanes
n-Butane 5020.3 1.304 1.787 2.398 3.158
n-Pentane 6312.4 0.314 0.466 0.675 0.954
n-Hexane 7537.6 0.080 0.128 0.199 0.301
n-Heptane 8734.2 0.021 0.036 0.060 0.097
n-Octane 9909.2 0.005 0.010 0.018 0.031
Alkenes
1-Butene 4829.2 0.163 0.221 0.293 0.382
1-Pentene 6083.1 0.401 0.587 0.839 1.171
1-Hexene 7310.7 0.101 0.159 0.245 0.365
2-Heptene 8672.1 0.022 0.038 0.064 0.102
1-Octene 9634.6 0.007 0.013 0.023 0.039
Cycloalkanes
Cyclopentane 6811.6 0.183 0.281 0.418 0.608
Cyclohexane 7883.9 0.048 0.079 0.125 0.193
Methyl-cyclohexane 8445.2 0.022 0.037 0.061 0.097
Propyl-cyclopentane 9811.3 0.005 0.009 0.016 0.028
Ethers (oxygenate additives)
Methyl tert-butyl ether (MTBE) 7122.0 0.139 0.217 0.329 0.486
Ethanol 10131.9 0.023 0.043 0.078 0.135

ln(p/p0)¼A!B/(Tþ273.15), where A¼ [(0.5035)DH]/(T0þ273.15) and B¼ (0.5035)DH.
aValues from Lide (2002) and Mayer and Svoboda (1985)
bValues for T0¼25 &C from Table 5
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rain at 10 &C compared to that at 30 &C is approximately six
times greater. Therefore, MTBE detection would be expected to
be higher in precipitation and runoff during cooler months
(Baehr et al., 1999). Similar to MTBE, ethanol will partition
strongly into the aqueous phase. Ethanol is miscible in water
and has a low Henry’s constant (Hk) of 0.00024 (Lahvis,
2003b).

Sorption involves mass transfer of VOCs to a solid phase
such as particulates in the atmosphere, bed sediments of a
stream or lake, or the solid matrix of subsurface porous
media. Solid surfaces attract water electrostatically except for
cases involving extremely dry sediment, in which case an aque-
ous phase surrounding the solid surfaces is involved in the
process. Sorption, therefore, has been defined as any accumu-
lation of a dissolved organic compound by solid particles
(Voice and Weber, 1983). Sorption of VOCs is conceptually
different than partitioning into the bulk fluid phases of the
environment because the composition of the solid must be
taken into consideration to obtain an equilibrium relation.
The natural organic content of sediment is fundamental to
sorption because VOCs are hydrophobic. Sediments in lake
beds rich in natural organic matter, such as humin or humic
acid, would hold more VOCs than a sand largely devoid of
natural organic matter.

Sorption of VOCs involves the processes of adsorption and
partitioning. Partitioning is the incorporation of the VOC into
the natural organic matter associated with the solid and is
analogous to the dissolution of an organic compound into
an organic solvent. Adsorption is the formation of a chemical
or physical bond between the VOC and the mineral surface of a
solid particle (Rathbun, 1998). The equilibrium relation be-
tween aqueous and solid phase concentrations then is
expressed as

S ¼ focKoc þ 1! focð ÞKm½ ,C [12]

where S is the mass of the VOC sorbed per unit mass of solid
(g kg!1), C is the concentration in the aqueous phase (g l!1),
foc is the weight fraction of organic carbon in the solid (dimen-
sionless), Koc is the normalized sorption coefficient because of
organic matter partitioning (l kg!1 of organic carbon), and Km

is the sorption coefficient because of mineral adsorption
(l kg!1 of mineral sediment). Karickhoff (1984) presented
guidelines for estimating the relative contribution of adsorp-
tion and partitioning. For small (<C10) nonpolar organics,
which describes essentially all of the compounds listed in
Table 5 (except for ether oxygenates), adsorption is important
compared to partitioning only if foc<0.02. The threshold for
ethers such as MTBE, which are in the category of neutral
organics with polar functional groups, is foc<0.04. Rathbun
(1998) provides a review of Koc values for aromatic hydrocar-
bons and various sediments.

The octanol–water partition coefficient Kow for an organic
compound is the ratio of the compound concentration in
octanol saturated with water to that in water saturated with
octanol. This property of the VOC can be used to estimate Koc

as it is directly related to the tendency of a compound to
partition in natural organic matter from aqueous solution
(Karickhoff, 1981). The octanol–water partition coefficient
also provides a measure of the propensity of a compound to
bioaccumulate (Rathbun, 1998) in fatty tissue of aquatic biota.
Values of Kow are provided in Table 5.

Eqn [12] is referred to as a linear isotherm. Linearity as-
sumes that sorption sites on the solid surfaces are unlimited;
therefore, the model only may be applicable for lower concen-
trations. An alternative formulation is

S ¼ KfC
1=n [13]

where Kf and n are constants of the Freundlich-type isotherm
(Voice and Weber, 1983). Values for n usually range from 0.7
to 1.1 (Lyman et al., 1990).

A good example of how physical properties affect the parti-
tioning of hydrocarbons released into the environment can be
gleaned from the results obtained at the Bemidji, Minnesota,
crude oil spill research site. Although the alkane fraction of the
hydrocarbons largely remained in the oil phase following the
spill, the lighter, more volatile, aliphatic fractions were found
in the unsaturated zone (<C5, Chaplin et al., 2002). The
aromatic hydrocarbons from C6 to C10, which are soluble in
water and have lower Henry’s Law constants, were transported
downgradient in groundwater, further than other organic

Table 8 Henry’s coefficient of MTBE, ethanol and monoaromatic hydrocarbons as a function of temperature

Compound DHHenry

(cal mol!1)
DHk0 at T0¼25 &C
dimensionless

Hk

T¼0 &C T¼10 &C T¼20 &C T¼30 &C

MTBE (Robbins et al., 1993) 15334.6 0.026 0.002 0.007 0.017 0.04
Ethanol (Snider and Dawson,
1985)

13108.2 2.15"10!4 2.84"10!5 6.66"10!5 1.47"10!4 3.10"10!4

Aromatics (Dewulf et al., 1995)
Benzene 7720 0.195 0.059 0.098 0.156 0.242
Toluene 8574 0.227 0.06 0.105 0.177 0.288
1,4-Dimethylbenzene (p-xylene) 9755.7 0.244 0.054 0.102 0.184 0.32
1,2-Dimethylbenzene (o-xylene) 9676.3 0.173 0.039 0.073 0.131 0.226
1,3-Dimethylbenzene
(m-xylene)

8570 0.247 0.066 0.115 0.193 0.314

Ethylbenzene 10113.2 0.274 0.057 0.111 0.205 0.363

ln(Hk/Hk0)¼A!B/T, where A¼ [(0.5035)DHHenry]/(T0þ273.15) and B¼ (0.5035)DHHenry.
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compounds (Baedecker and Eganhouse, 1991; Eganhouse
et al., 1993). The major hydrocarbon types found downgradi-
ent from the oil were volatile aromatic hydrocarbons in
groundwater and nonvolatile alkanes in sediment. Over a time
period of decades, the n-alkanes in the oil and sediment were
gradually depleted (Bekins et al., 2005). The higher molecular
weight hydrocarbons, predominantly normal alkanes in the
C11–C33 range and the isoprenoid hydrocarbons, pristane and
phytane, have low water solubilities and occurred in ground-
water only near the oil source. In a study conducted in 1995,
16 years after the spill, Furlong et al. (1997) found that the n-
alkanes were largely absent from the groundwater at the
Bemidji site, even close to the oil, whereas polycyclic aromatic
hydrocarbons (PAHs) persisted in the water downgradient
from the oil. A review in Wisconsin of closed leaking under-
ground storage tank sites that rely on natural attenuation to
remove contaminant mass, showed that at eight out of ten
sites monitored, naphthalene was observed at more down-
gradient monitoring wells than was benzene (Evanson et al.,
2009), presumably due to its long-term persistence in the
source phase. Additional information about the fate of low-
solubility PAHs in the environment is provided by Abrajano
et al. (Chapter 11.13).

11.12.3.2 Physical Transport

While phase partitioning describes howmolecular constituents
of petroleum products interact at interfaces, such as between a
liquid petroleum and aqueous phase, once transferred to an
environmental compartment, the compounds can undergo
physical mixing processes, and chemical and biologically me-
diated transformations. The phase transfers described earlier
can be viewed as the beginning of the overall process of trans-
port through the atmosphere, hydrosphere, geosphere, or bio-
sphere. Methods of predicting transport are discipline-specific,
and dependent on the scale of investigation, and the part of the
environment (e.g., atmosphere, ocean, streams, groundwater)
that is most affected. Mathematical models of transport quan-
tify the movement, dilution, and chemical and biochemical
attenuation of contaminants through the relevant environ-
mental compartments. The bases of transport models rely on
conservation principles (conservation of mass, momentum,
and energy) that are represented as a series of equations such
as those described in Domenico and Schwartz (1998).

Although a detailed discussion of physical transport pro-
cesses is beyond the scope of this chapter, it is important to
note that quantification of the bulk movement of air in the
atmosphere or water in the hydrosphere can provide a quali-
tative interpretation of chemical transport. A simplistic exam-
ple is that stagnant air masses induce conditions favorable for
smog formation because chemicals can increase in concentra-
tion over an urban area. Therefore, basic weather predictions
can be used to anticipate air quality. In general, models of fluid
movement define the flow field in which contaminants can be
transported via advection. For example, delineation of the area
over which water recharging a surficial aquifer eventually
will travel to the public supply well (well contributing area,
Figure 8) was achieved with a groundwater flow model simu-
lation. In aggregate, land use and associated contamination

within the contributing area caused low-level detection of
MTBE and other compounds in samples taken from the well.
The accumulation of point sources within the contributing
area can be interpreted as an urban nonpoint source. Estimated
travel times of groundwater from point of recharge to the well
can be calculated from a groundwater flow model simulation
and are useful in determining the effect of land use throughout
the contributing area (Kauffman et al., 2001).

Accumulation of point sources from land use of petroleum
products also can affect surface waters. For example, urban
riverine inputs of volatile hydrocarbons to the marine environ-
ment have been studied in the coastal waters of Spain by
Gomez-Belinchon et al. (1991). Volatile petroleum hydrocar-
bon inputs from two rivers were found to account for a mass
flux of 47 and 96 ton year!1 of alkylbenzenes and 38 and
66 ton year!1 of n-alkanes each. Although this was a significant
mass flux, the concentrations of alkylbenzenes and n-alkanes
in this coastal area originating from marine traffic actually
outnumbered the contribution from the rivers.

11.12.4 Transformation Processes

Chemical and biological transformation processes, in addition
to the physical transport processes, control the ultimate fate of
hydrocarbons released into the environment. The transforma-
tion reactions differ depending on the environmental compart-
ment within which the hydrocarbons reside and vary with
chemical structure. When hydrocarbons are released to the
atmosphere or surface waters, photochemical oxidation, an
abiotic process, can occur. In soils and ground- and surface
waters that are biologically mediated, degradation of hydrocar-
bons is the most important transformation process. In the
absence of light, chemical degradation reactions at earth-
surface temperature and pressure are relatively unimportant
compared to biologically mediated degradation reactions.

Public-supply well
Simulated contributing area for
public-supply well

0 100 ft
300 m0

Figure 8 Simulated contributing area to a shallow and moderate-depth
monitoring and public-supply well. Reproduced from Kauffman LJ, Baehr
AL, Ayers MA, and Stackelberg PE (2001) Effects of land use and travel
time on the distribution of nitrate in the Kirkwood-Cohansey Aquifer
system in southern New Jersey. US Geological Survey Water-Resources
Investigation Report 01-4117. Denver, CO: US Geological Survey.
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11.12.4.1 Abiotic Transformation

Approximately 25% of the average oil spill on the open ocean
evaporates and, in the gaseous state, hydrocarbons are readily
photooxidized (National Research Council, 1985). The dis-
solved fraction of petroleum also is subject to photooxidation.
Mill et al. (1980) documented the photooxidation of isopro-
pylbenzene in the presence of humic substances. A review
of the photochemical oxidation of petroleum in water re-
ported that oxidation of alkanes and alkylbenzenes, such as
sec-butylbenzene and tert-butylbenzene, has been observed in
photooxidation studies and the products produced have in-
cluded acids, carbonyl compounds, alcohols, peroxides, and
ethers (Payne and Phillips, 1985). Photooxidation in the
atmosphere of volatile aromatic hydrocarbons (benzene, tolu-
ene, and xylenes) has been studied in the presence of catalysts,
such as nitrous oxide and carbon monoxide, as reviewed by
Merian and Zander (1982). The products formed from these
reactions include nitro-substituted phenols and aldehydes. A
review of gas-phase reactions in the troposphere for alkanes,
alkenes, alkynes, oxygenates, and aromatic hydrocarbons is
presented by Atkinson (1990).

The largest sink for alkanes in the atmosphere is reactionwith
OH and NO3 radicals. The formation of photochemical smog
is described in detail in Chapter 11.11. Monoaromatic hydro-
carbons react only slowly with O3 and NO3 radicals in the
troposphere. The only important atmospheric processes for
monoaromatic hydrocarbons, and naphthalene and dinaphtha-
lenes are reactions with OH radicals (Atkinson, 1990). The
products of these reactions include aldehydes, cresols, and, in
the presence of NO, benzylnitrates. Methane can be an impor-
tant contributor to ozone formation, especially in the remote
troposphere, as described in Chapter 11.11.

Photooxidation has been reported at crude oil spills. It re-
sults in depletion of n-alkanes below nC15 and alkylaromatics
such as C1- and C2-substituted naphthalenes relative to unox-
idized oil (Payne and Phillips, 1985). In terms of a material
balance, photooxidation has been found to be a minor process
(National Research Council, 1985) but it does result in changes
in the residual oil composition and can affect the subsequent
behavior of an oil spill on the open ocean (Payne and Phillips,
1985). Autooxidation reactions of hydrocarbons in the absence
of light have not been well studied.

11.12.4.2 Biotic Transformation

While chemical oxidation processes may occur largely in the
atmosphere, and on land surface or open waters where sun-
light is a catalyst, biologically mediated processes dominate in
soils and groundwater. The more water-soluble components of
crude oil and petroleum products discussed in Section
11.12.1.2 of this chapter, benzene and the lower molecular
weight alkylbenzenes, are the hydrocarbons most frequently
reported in groundwater downgradient from spills and leaks.
These hydrocarbons are biologically reactive and their fate in
the subsurface is controlled by microbiological as well as phys-
ical and chemical processes.

It has been known for nearly a century that certain micro-
organisms are able to degrade petroleum hydrocarbons and
use them as a sole source of carbon and energy for growth. The

early studies of bacterial degradation of hydrocarbons are sum-
marized by Gibson and Subramanian (1984), while reviews of
the microbial metabolism of hydrocarbons were presented by
Davis (1967), Atlas (1984), Chapelle (1993), Rosenberg and
Ron (1996), and Heider et al. (1998). There are four types of
microbial metabolism that release energy: photometabolism;
fermentation; aerobic respiration; and anaerobic respiration
(Reineke, 2001). Fermentation does not require oxygen or
other electron acceptors such as NO3

!, or Fe(III)s, and depends
on the capability of microorganisms to use part of the organic
molecule as an electron acceptor. The respiration of organic
material, on the other hand, does require an electron acceptor
and proceeds as a series of coupled oxidation and reduction
steps. In almost all shallow subsurface environments, petro-
leum hydrocarbons can serve as electron donors in microbial
metabolism (Wiedemeier et al., 1999). The oxidation of hy-
drocarbons results in the release of electrons that are trans-
ferred to oxygen, or, in the case of anoxic environments,
alternate electron acceptors such as sulfate. Respiration reac-
tions release more energy for cell growth than fermentation
reactions, and as such, respiration reactions have been studied
much more extensively. Aerobic and anaerobic respiration re-
actions are described in more detail in the following sections
for aromatic and aliphatic hydrocarbons as well as for fuel
oxygenates.

There are several factors that have been shown to affect
the biodegradability of petroleum hydrocarbons, including
hydrocarbon structure (i.e., aliphatic or aromatic), degree
of branching and saturation, and chain length (Baker and
Herson, 1994). In comparison to hydrocarbons, less is
known about the biodegradability of MTBE and other fuel
oxygenates. Early studies suggested that MTBE was difficult
to biodegrade (Yeh and Novak, 1994, 1995) because of the
resistance to microbial attack of the tertiary carbons (Suflita
and Mormile, 1993) or the presence of the very stable and
chemically unreactive ether linkage (Salanitro et al., 1994).
It has been argued that these early studies documenting
apparent MTBE recalcitrance were correct at the time as
MTBE had only recently been introduced into the subsurface
and microbial communities had not developed the enzymes
or appropriate microbial populations necessary to degrade
MTBE (Mackay and Einarson, 2006). However, in recent
years, biodegradation of MTBE has been documented in nu-
merous laboratory microcosm studies under both aerobic
and anaerobic conditions (see reviews by Babé et al., 2007;
Fayolle et al., 2001; Schmidt et al., 2004) and at contaminated
field sites (Kolhatkar et al., 2002; Kuder et al., 2005; Schirmer
et al., 1999; Zwank et al., 2005).

With the shift from MTBE to ethanol in oxygenated gaso-
line, laboratory and field studies have been conducted to an-
ticipate the impacts that ethanol releases will have on
groundwater quality. In addition to the direct effects of ethanol
on the petroleum it is released with, concerns have been raised
over the potential for ethanol to come into contact with pre-
existing contamination (Mackay et al., 2007). It is possible that
high-concentration ethanol releases onto a preexisting hydro-
carbon NAPL may exacerbate groundwater impacts, by dissol-
ving and mobilizing BTEX compounds (Stafford et al., 2009).
In addition, laboratory studies indicate that the presence of
ethanol decreases the biodegradation rate of BTEX (Lovanh
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et al., 2002), likely due to competition for electron acceptors
(Chen et al., 2008b). Studies evaluating the impact of
ethanol on groundwater quality are further discussed in
Section 11.12.4.2.3.

11.12.4.2.1 Aerobic processes
Oxygen is the preferred electron acceptor by microorganisms
because of the high-energy yield of these processes. Aerobic
degradation of hydrocarbons can occur when indigenous
populations of bacteria capable of aerobic degradation of hy-
drocarbons are supplied with molecular oxygen and nutrients
required for cell growth. The aerobic pathway of hydroc-
arbon degradation has been studied extensively in petroleum-
contaminated soils. The capability to degrade hydrocarbons
in aerobic environments is present in a wide variety of bac-
teria and fungi that contain the genetic capability of incor-
porating molecular oxygen into the hydrocarbon structure
(Gibson and Subramanian, 1984; Rosenberg and Ron, 1996),
thus creating the widespread potential for hydrocarbon
oxidation wherever oxygen and nutrients are available. In
fact, studies involving complex mixtures of hydrocarbons,
such as gasoline, have demonstrated that microorganisms
can degrade most of the hydrocarbons present in gasoline
(Jamison et al., 1975).

The biodegradation of aromatic hydrocarbons under aero-
bic conditions was reviewed by Gibson and Subramanian
(1984), Smith (1994), Rosenberg and Ron (1996), and
Bosma et al. (2001). Both prokaryotic and eukaryotic micro-
organisms have the enzymatic potential to oxidize aromatic
hydrocarbons (Rosenberg and Ron, 1996). Bacteria and fungi
degrade aromatic hydrocarbons in different ways, however.
Bacteria are able to utilize the compounds as a sole source of
carbon and energy whereas fungi appear to cometabolize aro-
matic hydrocarbons to hydroxylated products (Reineke, 2001).
The first step in fungal metabolism is the formation of an
epoxide (Reineke, 2001), whereas bacteria initiate the oxida-
tion of unsubstituted aromatic compounds by incorporating

both atoms of molecular oxygen into the aromatic ring to form
a cis-dihydrodiol, as reviewed by Gibson and Subramanian
(1984). Further oxidation of the cis-dihydrodiol leads to
catechol formation (Figure 9). The aromatic ring is then
cleaved by the ortho- or meta-cleavage pathways, ultimately
producing low molecular weight compounds such as pyruvate
and acetaldehyde, which can be further oxidized via the Krebs
cycle (e.g., Baker and Herson, 1994). In the case of toluene, for
example, the presence of an alkyl substituent group on the
benzene ring presents microorganisms with an additional site
of attack, and oxidation of this side chain results in the forma-
tion of benzylalcohols, benzaldehydes, and alkylbenzoic acids
(Figure 9).

The oxidation of straight chain alkanes proceeds, in general,
by oxidation of the terminal methyl group (Figure 10) to form
intermediates including the corresponding alcohols, alde-
hydes, or carboxylic acids (Bouwer and Zehnder, 1993). In
the presence of oxygen, a class of enzymes called oxygenases
mediates this reaction. Fatty acids derived from alkanes are
then oxidized further to acetate and propionate by b-oxidation
(Rosenberg and Ron, 1996). Unsaturated hydrocarbons, such
as alkenes and alkynes, are degraded by similar mechanisms
(Bouwer and Zehnder, 1993). The most degradable n-alkanes
are the C10–C18 compounds while longer chain alkanes are less
biodegradable because their lower aqueous solubilities limit
uptake by microorganisms (Bosma et al., 2001). Although
n-alkanes are the predominant hydrocarbons by volume in
many petroleum products, such as crude oils, those with
chain lengths>C15 also are typically less mobile in subsurface
and aquatic environments, again because of their relatively low
solubilities (Eganhouse et al., 1993).

Aerobic degradation reactions require available moisture,
nitrogen, and phosphorus in addition to molecular oxygen
(Rosenberg and Ron, 1996). In oil spills in aquatic environ-
ments, where oxygen and moisture are plentiful, the limitation
to biodegradation, therefore, tends to be nutrient availability.
A review of the basic requirements for aerobic biodegradation
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Figure 9 Aerobic toluene degradation pathway by (a) aromatic ring attack by dioxygenation and (b) side chain attack by stepwise oxidation. Modified
from Smith MR (1990) The biodegradation of aromatic hydrocarbons by bacteria. Biodegradation 1: 191–206.
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and the quantification of this process at sites contaminated
with hydrocarbons is presented by Rifai (1997).

The degradation processes and rates of transformation of
fuel oxygenates, such as MTBE, and potential metabolites
of degradation are less understood. Although early studies
indicated that MTBE was resistant to microbial attack, more
recent laboratory studies have shown that MTBE can biode-
grade under oxygen-rich conditions (Babé et al., 2007; Deeb
et al., 2000; Fayolle et al., 2001; Schmidt et al., 2004). Mixed

and pure bacterial cultures have been used in the study of
MTBE biodegradation under carefully controlled conditions.
One of the first studies of a bacterial culture capable of MTBE
biodegradation was of a microbial consortium enriched from
activated sludge (Salanitro et al., 1994). In this study, MTBE
was utilized as a primary growth substrate with the production
of tert-butyl alcohol (TBA) as a transient intermediate, al-
though growth rates were slow. At MTBE concentrations
above 5 mg l!1, removal rates decreased. Studies with related
cultures showed that MTBE was biodegraded at concentrations
as high as 80 mg l!1 in laboratory microcosm experiments in
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Figure 10 Alkane degradation under aerobic conditions, showing
incorporation of oxygen from molecular oxygen into the aliphatic
compound, producing a fatty acid. Fatty acids are oxidized further by
b-oxidation. [H] indicates reducing equivalents that are either required or
formed in the reaction step. Modified from Bouwer EJ and Zehnder A
(1993) Bioremediation of organic compounds-putting microbial
metabolism to work. Bioremediation 11: 360–367.
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Biodegradation 11: 171-186.
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which these cultures were added to soils and groundwater
(Salanitro et al., 1999).

The pathway of MTBE aerobic degradation involves cleav-
age of the ether bond of MTBE yielding TBA and formaldehyde
as shown in Figure 11 (Deeb et al., 2000). This first involves
the initial attack by a monooxygenase enzyme (Fayolle et al.,
2001; Smith et al., 2003b) and the formation of the hemiacetal
intermediate tert-butoxymethanol through the addition of
singlet oxygen to the methyl group. This intermediate is then
either oxidized by an alcohol dehydrogenase enzyme to tert-
butyl formate (TBF) and then rapidly hydrolyzed to TBA by
esterase (Hardison et al., 1997; Smith et al., 2003b), or it un-
dergoes direct dismutation to form TBA directly (Smith et al.,
2003a; Steffan et al., 1997). To date, none of the monooxy-
genases enabling growth on MTBE have been isolated or ge-
netically sequenced (Lopes Ferreira et al., 2006). The proposed
tert-butoxymethanol intermediate formed by the oxidation of
the methyl group has not been measured. The evidence sup-
porting the initial oxidation of the methyl group is therefore
primarily based upon the presence of TBF during aerobic bio-
degradation of MTBE by some microorganisms or the ability of
microorganisms to grow on TBF as a substrate. Recent studies
suggest that not all aerobic MTBE-degrading strains may pro-
duce TBA by these initial reactions; some may, instead, directly
cleave the ether bond (Bastida et al., 2010; McKelvie et al.,
2009; Rosell et al., 2007). As such, additional isotopic, enzy-
matic, and microbial investigations are necessary to elucidate
the mechanism by which individual strains biodegrade MTBE.

Although research on the biodegradation of MTBE under
natural conditions is limited, the potential for significant in
situ aerobic transformation of MTBE in surface water was
demonstrated by Bradley et al. (2001), who identified MTBE-
degrading capabilities in microorganisms indigenous to
stream and lake bed sediments at 11 different sites. MTBE

biodegradation under aerobic conditions in aquifers contami-
nated with petroleum products has been demonstrated at the
Canadian Forces Base (CFB) Borden (Schirmer and Barker,
1998; Schirmer et al., 1999), although at slow rates, much
slower than typically observed for BTEX compounds. Field
experiments involving diffusive addition of oxygen into an
aquifer with an existing MTBE plume (Vandenberg Air Force
Base (VAFB), California) demonstrated that native aerobic
MTBE-degrading microorganisms were stimulated to degrade
MTBE (Wilson et al., 2002).

11.12.4.2.2 Anaerobic processes
Anoxic conditions frequently develop in subsurface environ-
ments affected by high concentrations of dissolved hydrocar-
bons because of rapid aerobic biodegradation rates and the
limited supply of oxygen. In the absence of oxygen, the oxi-
dized forms of other inorganic species, and some organic
species, such as humic substances, are used by microorganisms
as electron acceptors. Because of the prevalence of petroleum
product leaks and spills in oxygen-restricted subsurface envi-
ronments, these reactions are the most often studied hydrocar-
bon degradation reactions. Anaerobic degradation reactions
are described in more detail in Chapter 11.16 for another
common contaminant, landfill leachate that likewise occurs
in oxygen-restricted environments (Christensen et al., 2000).
In many studies, the nonconservative behavior of dissolved
aromatic hydrocarbons from anoxic groundwater has been
attributed to anaerobic degradation reactions (e.g., Barker
and Wilson, 1997; Barker et al., 1986; Cozzarelli et al.,
1990, 1999; Eganhouse et al., 1996; Reinhard et al., 1984;
Schwarzenbach et al., 1983; Wilson et al., 1990).

The most commonly available electron acceptors in subsur-
face environments include both solid and dissolved phase

Table 9 Theoretical stoichiometry and energetics of mineralization of aromatic and aliphatic hydrocarbons under a range of redox conditions

Chemical equation Change in free energy DG0

Denitrification
C6H5(CH3)þ7.2NO3

!þ0.2Hþ!7HCO3
!þ3.6N2þ0.6H2O !493.6 kJ mol!1 NO3

!

C6H14þ7.6NO3
!þ1.6Hþ!6HCO3

!þ3.8N2þ4.8H2O !492.8 kJ mol!1 NO3
!

C8H18þ10NO3
!þ2Hþ!8HCO3

!þ5N2þ6H2O !493.1 kJ mol!1 NO3
!

Nitrate ammonification (example of toluene)
C6H5(CH3)þ4.5NO3

!þ2Hþþ7.5H2O!7HCO3
!þ4.5NH4

þ !493.1 kJ mol!1 NO3
!

Iron(III) reduction (selected examples)
C6H5(CH3)þ36Fe(OH)3þ29HCO3

!þ29Hþ!36FeCO3þ87H2O !39.1 kJ mol!1 Fe
C6H5(CH3)þ36a -FeO(OH)þ29HCO3

!þ29Hþ!36FeCO3þ51H2O !12.3 kJ mol!1 Fe
Sulfate reduction
C6H5(CH3)þ4.5SO4

2!þ2Hþþ3H2O!7HCO3
!þ4.5H2S !45.6 kJ mol!1 SO4

2!

C6H14þ4.75SO4
2!þ3.5Hþ!6HCO3

!þ4.75H2SþH2O !44.2 kJ mol!1 SO4
2!

C8H18þ6.25SO4
2!þ4.5Hþ!8HCO3

!þ6.25H2SþH2O !44.6 kJ mol!1 SO4
2!

Methanogenesis (selected example)
C6H5(CH3)þ7.5H2O!2.5HCO3

!þ4.5CH4þ2.5Hþ !28.5 kJ mol!1 CH4

Source: Modified from Spormann AM and Widdel F (2000) Metabolism of alkylbenzenes, alkanes, and other hydrocarbons in anaerobic bacteria. Biodegradation 11: 85–105.

Notes on compounds: Free energy formation (DGf
0, in kJ mol!1) of hydrocarbons used in the presented equations: C6H5(CH3), toluene (lq): þ114.2; C6H14, hexane (lq): !3.8;

C8H18, octane (lq): þ6.41

Free energy formation (DGf
0, in kJ mol!1) of iron oxides used in the presented equations: Fe(OH)3, ferric hydroxide (amorphous),!699; a-FeO(OH), goethite (crystalline): !488.6

For adequate comparison of the free energetics of the indicated reactions, DG0 ’ values have to be related to the same number of electrons transferred. Hence, the values for
denitrification and iron(III) reduction must be multiplied by 1.6 and 8, respectively, resulting in free energy changes per 8 mol electrons (i.e., per 1.6 mol NO3

! and 8 mol Fe,

respectively).
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species. Bjerg et al. (Chapter 11.16, Table 4) review these
processes in landfill-impacted aquifers and provide quantita-
tive values for the oxidative capacity of two aquifers. As shown
in Table 9, the reactions involving mineralization of aromatic
and aliphatic hydrocarbons under a range of redox conditions
are exergonic, and, therefore, considered useful to microorgan-
isms. The biggest factor in determining the energy produced
for the reaction is the type of available electron acceptor,
not the type of hydrocarbon (i.e., aliphatic vs. aromatic). Re-
actions proceed based largely on the free-energy yield, which is
greatest for the denitrification pathway and least for the metha-
nogenic pathway (Stumm and Morgan, 1996). In aquifers,
as geochemical conditions change, a sequence of reactions
occurs, reflecting the ecological succession of progressively
less efficient modes of metabolism. The energy yields for
common oxidation–reduction reactions were reviewed by
Wiedemeier et al. (1999) and Spormann and Widdel (2000).

Thus, natural attenuation studies of hydrocarbons often
focus on the availability of electron acceptors (e.g., Barker
and Wilson, 1997; Cozzarelli et al., 1995; Gieg et al., 1999;
McGuire et al., 2002; Skubal et al., 2001). Numerous studies
have focused on the availability of electron acceptors in both
the sediment (e.g., Baedecker et al., 1993; Bekins et al., 2001a;
Chapelle et al., 2002; Cozzarelli et al., 2001a; Heron and
Christensen, 1994, 1995) and the aqueous phase (e.g., Ball
and Reinhard, 1996; Cozzarelli et al., 1999) as a key control
of the fate of hydrocarbons in subsurface environments. In
most sediment, Fe(III)s, as iron oxides, is abundant and readily
reduced by microorganisms. Although less abundant, manga-
nese oxides (Mn(IV)s) are easily reducible by microorganisms.
Anaerobic bacteria have been isolated that can use other metals
also as electron acceptors, such as the oxyanions of arsenate or
selenate (Stolz and Oremland, 1999) and uranium (Abdelouas
et al., 2000; Francis et al., 1994; Lovley and Anderson, 2000;
Lovley and Phillips, 1992; Lovley et al., 1991; Tebo and
Obraztsova, 1998). Anaerobic microbial oxidation of toluene
coupled to humus respiration was demonstrated by the use of
enriched anaerobic sediments from the Amsterdam petroleum
harbor and the Rhine River (Cervantes et al., 2001); the humic
acids were utilized as terminal electron acceptors. In most
aquifers, nitrate and sulfate are supplied during groundwater
recharge by precipitation. In coastal areas, mixing with seawa-
ter and contamination of groundwater with fertilizers can
significantly increase the concentrations of these constituents.
A number of studies have demonstrated a heterogeneous
distribution of hydraulic conductivity within a given sedimen-
tary deposit (e.g., Barber et al., 1992; Bekins et al., 2001a;
Cozzarelli et al., 1999; Davis et al., 1993; Hess et al., 1992;
Robin et al., 1991) that may control the introduction of these
electron acceptors to the contaminated zone. In situ microor-
ganisms are poised to take advantage of these changes in
electron acceptor availability, and the dominant microbial
degradation reactions shift as a result of these changes. These
shifting reactions result in the development of redox zones, as
determined by geochemical and microbial signatures that are
variable in space and time. These concepts are illustrated in
Chapter 11.16, Figure 3, and are not reproduced here.

Among the hydrocarbons, the volatile aromatic hydrocar-
bons, exemplified by the BTEX compounds, have been the

most studied in terms of their anaerobic biodegradation po-
tential. This is because of their toxicity, and much greater water
solubility and anaerobic degradability relative to the aliphatic,
alicyclic, and polycyclic hydrocarbons. Many approaches have
been used to study the fate of hydrocarbons under anoxic
conditions including field studies, microcosm experiments
using sediments and water from contaminated sites, and
mixed-culture and pure-culture laboratory studies. The first
evidence of anaerobic degradation of monoaromatic hydrocar-
bons in the environment was observed in methanogenic mi-
crocosm experiments with petroleum-contaminated sediments
by Ward et al. (1980). Shortly thereafter, Schwarzenbach et al.
(1983) and Reinhard et al. (1984) reported the selective re-
moval of alkylbenzenes in anoxic zones of contaminated
groundwater, providing evidence for the anaerobic degrada-
tion of these compounds by aquifer microorganisms. There
were numerous studies in the 1980s focusing on anaerobic
degradation of aromatic hydrocarbons, including studies by
Vogel and Grbić-Galić (1986), who used an anaerobic metha-
nogenic consortium derived from sewage sludge to verify that
oxidation of these substrates occurred in the absence of molec-
ular oxygen. In addition, Wilson et al. (1986) reported the
degradation of benzene and alkylbenzenes in methanogenic
microcosms derived from a landfill leachate-contaminated aqui-
fer. Both of these laboratory studies, involving mixed cultures of
bacteria, highlighted the importance of microorganisms in the
degradation of alkylbenzenes under methanogenic conditions.
At the same time, evidence that these processes might
be important in determining the fate of alkylbenzene in the
environment was reported by Eganhouse et al. (1987), who
documented the apparent in situ microbial degradation of
selected alkylbenzenes in the iron-reducing and methanogenic
zones of an aquifer contaminated with crude oil near Bemidji,
Minnesota.

Many subsequent laboratory biodegradation studies, con-
ducted using soils or sediment from contaminated sites, have
confirmed the transformation of benzene and alkylbenzenes
under nitrate-reducing (Hutchins et al., 1991; Kuhn et al.,
1988; Major et al., 1988; Zeyer et al., 1986), iron-reducing
(Baedecker et al., 1993; Lovley et al., 1989), and sulfate-
reducing (Beller et al., 1992a; Edwards et al., 1992; Haag et al.,
1991) conditions. Pure-culture studies of nitrate-reducing
(e.g., Dolfing et al., 1990; Evans et al., 1991), iron-reducing
(e.g., Lovley and Lonergan, 1990), and sulfate-reducing (e.g.,
Beller et al., 1996; Rabus et al., 1993) bacteria have provided
insight into the biochemical mechanisms involved in the anaer-
obic degradation of alkylbenzenes, and have identified specific
microorganisms that can use these compounds as sole carbon
sources. Spormann and Widdel (2000) provide a summary of
the pure-culture studies of alkylbenzene metabolism.

While anaerobic alkylbenzene degradation had been well
documented by the early 1990s, conclusive evidence for the
anaerobic degradation of benzene remained controversial until
the mid-1990s (Krumholz et al., 1996), and only more recently
has it been well documented (Kazumi et al., 1997; Lovley,
2000). Microbial degradation of benzene has been noted in
slurries constructed with sediments from various geographical
locations, ranging in composition from aquifer sands to fine-
grained estuarine muds, under methanogenic, sulfate-reducing,
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and iron-reducing conditions (Kazumi et al., 1997), demon-
strating the likely widespread occurrence of this process in
the environment. Anaerobic degradation of benzene under
nitrate-reducing conditions has been demonstrated in both
enrichment cultures (Burland and Edwards, 1999) and
pure cultures (Coates et al., 2001). The shortage of, and the
difficulty associated with maintaining, benzene-degrading
pure cultures has limited the understanding of benzene an-
aerobic biodegradation pathways. As summarized by Mancini
et al. (2008), proposed benzene reaction mechanisms in-
clude, but are not limited to, hydroxylation of benzene to
phenol by a hydroxyl free radical, hydroxylation of benzene
to phenol by one electron transfer, and methylation of ben-
zene to toluene. Benzoate and phenol frequently have been
detected as intermediates of anaerobic benzene degradation
in methanogenic, sulfate-reducing, and iron-reducing enrich-
ment cultures, while phenol and toluene have been detected
as intermediates during nitrate-reducing conditions (Botton
and Parsons, 2007; Caldwell and Suflita, 2000; Chakraborty
and Coates, 2005; Grbić-Galić and Vogel, 1987; Kunapuli
et al., 2007; Ulrich et al., 2005).

The microbial metabolism of aromatic hydrocarbons has
been reviewed extensively in the last decade (Cao et al., 2009;
Chakraborty and Coates, 2004; Farhadian et al., 2008; Foght,
2008; Phelps and Young, 2001; Spormann and Widdel, 2000)
and examination of these reviews reveals that our understand-
ing of the biodegradation pathways is constantly changing.
Although a detailed discussion of the specific metabolic path-
ways is beyond the scope of this chapter, it is important to
briefly discuss the types of transformations and intermediate
products that result. The metabolic intermediates of anaerobic
microbial oxidation of petroleum hydrocarbons include aro-
matic, aliphatic, and alicyclic organic acids, phenols, and alde-
hydes (e.g., Beller et al., 1992b; Cozzarelli et al., 1990, 1994;
Grbić-Galić and Vogel, 1987; Heider et al., 1998; Kuhn et al.,
1988; Wilkes et al., 2000). Benzoic acid has been reported in
laboratory studies of anaerobic toluene and benzene degrada-
tion by both mixed cultures (e.g., Grbić-Galić and Vogel, 1987)
and pure cultures (for a review of these studies, see Beller,
2000). m-Toluic acid has been identified as an intermediate
by pure cultures of m-xylene-degrading denitrifying bacteria
(Seyfried et al., 1994), while cometabolism of o- and p-xylenes
by toluene-degrading cultures has been found to result in the
accumulation of o- and p-toluic acids (e.g., Beller et al., 1996;
Rabus and Widdel, 1995).

Although a pathway involving the oxidation of the methyl
substituent group of alkylbenzenes has been proposed in stud-
ies of the anaerobic degradation of toluene under nitrate-
reducing (Kuhn et al., 1988), iron-reducing (Lovley and
Lonergan, 1990), sulfate-reducing (Haag et al., 1991), and
methanogenic (Grbić-Galić and Vogel, 1987) conditions, the
mechanism of biochemical activation of alkylbenzenes has
been elusive. Toluene and xylene oxidation by fumarate addi-
tion has been documented and this mechanism results in the
production of a new group of organic acid intermediates,
benzylsuccinic acids, first identified by Evans et al. (1992)
and Beller et al. (1992b). These investigators reported the
accumulation of benzylsuccinic acid and benzylfumaric acid
(later shown to be E-phenylitaconate; Beller, 2000) in pure

cultures of toluene-degrading nitrate reducers and in enrich-
ment cultures of toluene- and o-xylene-degrading sulfate re-
ducers, respectively. This pathway produces benzylsuccinates
or methylbenzylsuccinates (Beller and Spormann, 1997a, b;
Biegert et al., 1996; Evans et al., 1992) by a novel mechanism
in which the methyl group of the parent hydrocarbon is added
to the double bond of fumarate to form benzylsuccinic acid
(Figure 12). Benzylsuccinic acid appears to be the first inter-
mediate produced during anaerobic toluene metabolism by
pure cultures of nitrate-, iron-, and sulfate-reducing bacteria
and in mixed cultures of methanogens (these studies are
reviewed by Beller, 2000, 2002) with subsequent formation
of benzoic acid. The enzyme responsible for catalyzing this step
of the reaction is benzylsuccinate synthase (BSS) and the iden-
tification of bacteria harboring genes for BSS provides a new
tool for quantifying hydrocarbon-degrading bacteria in envi-
ronmental samples (Beller et al., 2002). Additional evidence
indicates that this same mechanism may extend to other alkyl-
benzenes. Wilkes et al. (2000) reported the selective removal of
alkylbenzenes from crude oil by sulfate-reducing enrichment
culture with the production of methylbenzylsuccinates and
alkylbenzoic acids. In laboratory incubations under sulfate-re-
ducing and methanogenic conditions, sediment-
associatedmicroorganisms froma gas condensate-contaminated
aquifer anaerobically biodegraded toluene, ethylbenzene,
xylene, and toluic acid isomers to their corresponding benzyl-
succinic acid derivatives with stoichiometric amounts of sulfate
consumed or methane produced (Elshahed et al., 2001). The
benzylsuccinates were biodegraded further to toluates, phtha-
lates, and benzoate. Some of the metabolites were also detected
in groundwater samples from an aquifer where alkylbenzene
concentrations had decreased over time, suggesting that anaer-
obic microbial metabolism of these contaminants also oc-
curred in situ.

Although oxidized aromatic compounds clearly are impor-
tant metabolites in the anaerobic degradation of aromatic
hydrocarbons, the conditions under which these intermediates
accumulate in the environment are poorly understood.
Although benzylsuccinic acid has been documented as a met-
abolic intermediate of toluene degradation under diverse
electron-accepting conditions, the extracellular yield of this
metabolite under methanogenic conditions can be low
(Beller and Edwards, 2000) and it is sometimes not detected
in subsurface environments where toluene is actively degrad-
ing under anaerobic conditions (Beller, 2002). Other investi-
gators have found that the degradation of aromatic
hydrocarbons, such as toluene, can occur in enrichment cul-
tures without the accumulation of any extracellular intermedi-
ates under both denitrifying and iron-reducing conditions
(Baedecker et al., 1993; Kuhn et al., 1988; Lovley and Lonergan,
1990; Lovley et al., 1989), whereas transient formation of in-
termediates of toluene degradation, including p-cresol,
o-cresol, and benzoic acid, occurred under methanogenic con-
ditions (Grbić-Galić and Vogel, 1987). In the in situ environ-
ment, as well as in laboratory experiments containing mixed
microbial communities, the intermediates themselves are sub-
ject to degradation. In subsurface environments contaminated
with petroleum products, the availability of electron acceptors
has been shown to be an important control on the apparent
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rates of microbial degradation of aromatic compounds in situ
and the accumulation of metabolic intermediates, such as
trimethylbenzoates (Cozzarelli et al., 1994). Identification of
the metabolites of biodegradation can thus be used as indica-
tors of the degradation of hydrocarbons in petroleum-
contaminated environments (see Section 11.12.5.3).

Because of its abundance in anoxic aquatic environments
and its importance as a greenhouse gas, methane transforma-
tion by anaerobic oxidation has been the subject of numerous
studies. The processes involved in, and the rates associated
with, anaerobic methane oxidation in the environment have
been the subject of several reviews (Caldwell et al., 2008;
Knittel and Boetius, 2009; Spormann and Widdel, 2000). In
marine systems, sulfate reduction has been shown to be an
important part of the methane oxidation process (Boetius
et al., 2000; Orphan et al., 2002). More recently, direct, anaer-
obic oxidation of methane coupled to denitrification has been
demonstrated in microbial consortia isolated from anoxic
freshwater sediments (Ettwig et al., 2010; Raghoebarsing
et al., 2006). Landfills, however, and not hydrocarbon contam-
inations per se, are the main source of anthropogenic methane
emissions in the United States and, therefore, methane
degradation processes are not discussed further in this
chapter (see Chapter 11.16 for a discussion of methane gener-
ation from landfills).

Among the low molecular weight n-alkanes, hexane and
octane have been the most frequently studied by microbiolo-
gists in their attempt to elucidate the metabolic pathways of
aliphatic hydrocarbon biodegradation. Evidence for the utili-
zation of n-alkanes by anaerobic bacteria was first indicated in
the 1940s by Novelli and ZoBell (1944) and Rosenfeld (1947).
Depletion of long-chain n-alkanes (C15–C34) from diesel fuel
and crude oil under sulfate-reducing conditions has been
reported by Coates et al. (1997) and Caldwell et al. (1998).
Degradationofn-alkanes has alsobeen reported forn-hexadecane
(Bregnard et al., 1996; Rabus et al., 2001) and n-hexane under
nitrate-reducing conditions (Bregnard et al., 1996; Rabus et al.,
2001) and for n-hexadecane under methanogenic conditions
(Anderson and Lovley, 2000). Microbial anaerobic degradation
of alkanes has been the subject of several reviews (Grossi et al.,
2008; Rojo, 2009; Spormann and Widdel, 2000; Wentzel et al.,
2007). Several nitrate-reducing and sulfate-reducing bacterial
strains capable of degrading n-alkanes have been isolated as
summarized by Spormann and Widdel (2000) and Grossi
et al. (2008). Despite this, knowledge on the processes involved
with anaerobic degradation of n-alkanes, in particular the long
chains, is still limited and warrants further study (Grossi
et al., 2008; Wentzel et al., 2007). The two known mechanisms
of anaerobic n-alkane degradation are fumarate addition
(Rabus et al., 2001) and carboxylation (So and Young, 1999).
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Figure 12 Proposed pathways of anaerobic degradation of toluene, ethylbenzene, and o-xylene by the fumarate addition pathway. Modified from
Elshahed MS, Gieg LM, McInerney MJ, and Suflita JM (2001) Signature metabolites attesting to the in situ attenuation of alkylbenzenes in anaerobic
environments. Environmental Science & Technology 35(4): 682–689.
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Both pathways can occur simultaneously and have been also
observed as initial reactions during anaerobic degradation of
some aromatic hydrocarbons (Grossi et al., 2008). Anaerobic
bacterial alkane degradation is a slow process and it is common
for individual strains to degrade only a narrow range ofn-alkanes
(Wentzel et al., 2007 and references therein).

The anaerobic degradation of alicyclic hydrocarbons has
been documented by Rios-Hernandez et al. (2003), who
investigated the metabolism of ethylcyclopentane (ECP) by
sulfate-reducing enrichment cultures obtained from a gas con-
densate-contaminated aquifer. During biodegradation of ECP,
intermediates produced included ethylcyclopentylsuccinic
acids, ethylcylcopentylpropionic acid, ethylcyclopentylcar-
boxylic acid, and ethylsuccinic acid. Based on the identification
of these intermediates, Rios-Hernandez et al. (2003) proposed
that alicyclic hydrocarbons such as ECP can be activated an-
aerobically under sulfate-reducing conditions by addition to
the double bond of fumarate to form the first intermediates,
the benzylsuccinate derivatives. This result suggests that
the anaerobic metabolites of alicyclic hydrocarbons could
be used as indicators of their anaerobic degradation in situ,
an approach that has been used in the study of alkanes
and aromatic hydrocarbon degradation (Rios-Hernandez
et al., 2003).

Although a few recent studies indicate that anaerobic deg-
radation of MTBE can occur (e.g., Kolhatkar et al., 2002; Kuder
et al., 2005; Zwank et al., 2005), other studies have demon-
strated MTBE to be relatively recalcitrant in anaerobic aquifers
(e.g., Bradley et al., 1999; Suflita and Mormile, 1993). In part
due to the lack of pure cultures, little is known about the
microbial metabolism of this compound under anoxic condi-
tions. One of the first indications of anaerobic MTBE transfor-
mation came when Yeh and Novak (1994) found that MTBE
could be degraded in microcosms constructed of clay soils and
incubated under methanogenic conditions. Mormile et al.
(1994) studied aquifer material collected from the Ohio River
that had been impacted by oil storage and barge-loading facil-
ities. MTBE degradation was associated with the appearance of
TBA. In a subsequent study with aquifer material that had been
contaminated with gasoline, Landmeyer et al. (1998) docu-
mented slow but measurable rates of MTBE biodegradation,
although only about 3% of the added MTBE was degraded.
Follow-up studies by Finneran and Lovley (2001) demon-
strated that MTBE degradation rates increased after an adapta-
tion period when Fe(III) and humic substances were added to
sediments from this same site. In addition, Finneran and
Lovley (2001) demonstrated the complete degradation of
MTBE with the simultaneous production of CH4 in bottom
sediment from the Potomac River. Bacteria in the aquatic
sediments also degraded TBA under anaerobic conditions. An
EPA study (Wilson et al., 2000) provides perhaps the best
evidence that degradation of MTBE occurs in the subsurface
under methanogenic conditions. In this investigation, removal
of MTBE in microcosms constructed with sediment from the
former Fuel Farm Site at the US Coast Guard Support Center in
Elizabeth City, North Carolina, occurred in both the presence
and absence of BTEX.

O’Reilly et al. (2001) first proposed that anaerobic biodeg-
radation of MTBE may proceed via an enzyme-catalyzed hydro-
lysis reaction consistent with an SN1 or SN2 nucleophilic

substitution mechanism. Since that time, several studies have
provided evidence supporting anaerobic biodegradation of
MTBE via an SN2 nucleophilic substitution reactionmechanism,
involving direct breakage of the ether bond to form TBA (Kuder
et al., 2005; Zwank et al., 2005). Biodegradation of the MTBE
metabolite TBA has been demonstrated in microcosm studies
under oxic, nitrate-reducing, sulfate-reducing, manganese-re-
ducing (Bradley et al., 2002), and iron-reducing (Finneran and
Lovley, 2001) conditions but not methanogenic conditions
(Schmidt et al., 2004). The biodegradation pathway of TBA
under anaerobic conditions has yet to be elucidated. Continued
assessment of the fate of TBA at contaminated field sites is
important as there is still little evidence supporting TBA in situ
biodegradation under anaerobic conditions and it is unclear if
TBA is more than just a dead-end product in methanogenic
aquifers (Schmidt et al., 2004).

11.12.4.2.3 Fuel hydrocarbon and oxygenate mixtures
Researchers have shown considerable interest in the effects of
MTBE, and more recently, of ethanol on other organic com-
pounds, such as those in gasoline. As a result of the historical
widespread use of MTBE in gasoline, BTEX and MTBE are often
found as cocontaminants in the subsurface. Aerobic biodegra-
dation studies have generally suggested that BTEX biodegrada-
tion rates are not inhibited by the presence of MTBE (Deeb
et al., 2001), but rather that MTBE degradation tends to be
inhibited by the presence of more readily biodegradable com-
pounds (Deeb et al., 2000, 2001). For example, laboratory
studies by Deeb and Alvarez-Cohen (2000) demonstrated no
effect on aerobic BTEX biodegradation rates in a toluene-
enriched mixed culture from a gasoline-contaminated aquifer
that contained 2–100 mg l!1 MTBE. In contrast, several labo-
ratory studies have demonstrated that the addition of BTEX
compounds significantly decreases MTBE biodegradation rates
(Deeb et al., 2001; Raynal and Pruden, 2008). In studies by
Schirmer et al. (1999), MTBE aerobic biodegradation only
occurred in the absence of BTEX in laboratory columns con-
taining aquifer material from four different field sites. While
most aerobic studies, including those discussed earlier, have
demonstrated that BTEX impedes MTBE biodegradation, there
are exceptions. For example, McMahon (1995) found that
MTBE decreased toluene degradation rates by 10% and ben-
zene degradation by up to five times compared to controls
containing no MTBE, suggesting that in some cases MTBE can
impede BTEX biodegradation. Overall, the above-mentioned
studies highlight the need to consider substrate interaction
effects when evaluating the metabolic capabilities of microor-
ganisms. There has been comparatively much less study of
MTBE and BTEX substrate interactions during anaerobic bio-
degradation compared to aerobic biodegradation. However,
the persistence of MTBE relative to BTEX at anaerobic contam-
inated field sites suggests that the presence of MTBE does not
hinder BTEX biodegradation, but rather that MTBE will be
degraded only when more readily degradable substrates have
been depleted.

Ethanol can be degraded by both aerobic and anaerobic
processes (Powers et al., 2001). A field study by Zhang et al.
(2006) released ethanol into a sand and gravel aquifer
and monitored its fate. Ethanol was readily degraded with a
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first-order biodegradation rate constant of 0.32 day!1, which
completely depleted the 6 mg l!1 of dissolved oxygen in the
groundwater. Ethanol degradation processes were attributed as
follows: 0.2% via deoxygenation, 8.3% via denitrification,
4.5% via sulfate reduction, and 77% via fermentation,
methanogenesis, and cell growth (Zhang et al., 2006). Suflita
and Mormile (1993) also demonstrated that ethanol was the
most readily anaerobically biodegradable compound in a lab-
oratory study of 21 fuel oxygenates with a biodegradation rate
of 17.9-0.6 ppm Cday!1.While the biodegradation of ethanol
bymicroorganisms iswell documented, the effect of the presence
of ethanol togetherwith hydrocarbons in the environment is less
well studied.When ethanol is releasedwith gasoline, the ethanol
itself is rapidly degraded (Dakhel et al., 2003; Lahvis, 2003b;
Mackay et al., 2006). At the concentrations of ethanol expected
near the source of gasohol-contaminated sites, the preferential
consumption of electron acceptors for ethanol degradation
would likely contribute to longer BTEX plumes and a greater
risk of exposure (Chen et al., 2008b; Da Silva and Alvarez,
2002). Church et al. (2000) demonstrated the effects of ethanol
on benzene plume lengths. They concluded that in cases with
low dissolved oxygen concentrations (2 mg l!1), benzene plume
lengths increased over 100%when ethanol was added compared
to the benzene plume length simulated with gasoline only (con-
taining no fuel oxygenates).

While numerous studies have demonstrated the potential
for plume lengthening due to the coexistence of ethanol with
BTEX, few studies have been done in anaerobic systems. Mi-
crocosm studies by Corseuil et al. (1998) showed that rapid
degradation of ethanol under aerobic conditions can quickly
produce anoxic conditions, which can lead to the persistence
of benzene, which is the most recalcitrant of the BTEX com-
pounds. Interestingly, toluene biodegradation was either en-
hanced or impeded depending on the anaerobic electron
acceptor condition that prevailed, suggesting that in some
cases, ethanol may have promoted the growth of toluene-
degrading microorganisms. Similarly, microcosm studies by
Ruiz-Aguilar et al. (2002) demonstrated that ethanol was often
degraded before BTEX compounds and had a variable effect on
BTEX degradation depending on the electron-accepting condi-
tions and aquifer material source.

More recently, Mackay et al. (2006) conducted a controlled
ethanol release field study at VAFB to assess the impact of
ethanol on MTBE and BTEX anaerobic biodegradation (Beller
et al., 2008; Feris et al., 2008; Mackay et al., 2006, 2007;
McKelvie et al., 2007a). Two continuous side-by-side field re-
leases were conducted within a preexisting MTBE plume to
form two lanes. The first involved the continuous injection
of site groundwater amended with benzene, toluene, and
o-xylene (BToX) (‘No ethanol lane’), while the other involved
the continuous injection of site groundwater amended with
BToX and ethanol (‘With ethanol lane’). Initially, the BToX
plumes in both lanes were the same length, but after an initial
acclimation period, the plume in the ‘No ethanol lane’
retracted significantly, whereas the plume in the ‘With ethanol
lane’ did not retract as quickly or as far. The preferential con-
sumption of sulfate by ethanol was suggested to have led to the
slower rates of BTEX biodegradation. Follow-up studies using
quantitative polymerase chain reaction (qPCR) demonstrated
that the presence of ethanol altered microbial community

structure and function, which in turn lowered the aquifer
redox state and led to a reduction in biodegradation rates of
BToX (Feris et al., 2008). Hence, overall, the results suggest that
ethanol may reduce biodegradation rates of aromatic fuel
components in the subsurface (Beller et al., 2008; Feris et al.,
2008, Mackay et al., 2006).

Interestingly, the same effect was not seen for the existing
MTBE contamination. Substantial MTBE biodegradation did
not occur in the ‘No ethanol lane’ but rather in the ‘With
ethanol lane’ (Mackay et al., 2007; McKelvie et al., 2007a).
This suggests that the ethanol release somehow stimulated
MTBE biotransformation to TBA by creating a strongly aceto-
genic/methanogenic zone and/or providing the required nutri-
ents and electron donors to establish an active microbial
community (Mackay et al., 2007). During the ethanol release
experiment, concentrations of TBA increased to a maximum of
1200 mg l!1 in the ‘With ethanol lane’ due to biodegradation of
MTBE. Results suggest that the TBA produced did not undergo
substantial, if any, biodegradation during the study timeframe
(Mackay et al., 2007; McKelvie et al., 2007a). The physiological
mechanism behind the stimulation of MTBE biodegradation
by ethanol at VAFB has not yet been elucidated. Wilson et al.
(2005a) outlined three possible biochemical processes under
which MTBE may be biodegrading in the subsurface: (1)
chemolithotrophic methanogenesis (biodegradation by
methanogens); (2) MTBE carboxylation (biodegradation by
acetogenic bacteria); and (3) MTBE direct hydrogenation
(MTBE as an alternate electron acceptor). All these processes
require molecular hydrogen (Wilson et al., 2005a). Ethanol
itself was degraded very rapidly in the subsurface at VAFB and
resulted in the production of acetate, butyrate, and propionate
(Mackay et al., 2006). In addition, ethanol fermentation likely
also occurred, resulting in the production of molecular hydro-
gen, which may have stimulated MTBE biodegradation. The
apparent persistence of TBA shown in the VAFB study also
highlights the need for additional studies of TBA in contami-
nated aquifers to determine whether TBA is a dead-end product
in anaerobic groundwater systems, particularly under metha-
nogenic conditions, as has been suggested (Bradley et al., 2002;
Schmidt et al., 2004). Further study into the effects of ethanol
on BTEX and MTBE biodegradation is warranted as the use
of ethanol-based fuels continues to rise. In particular, the effect
of microbial community and terminal electron acceptor pro-
cesses on substrate interaction effects requires further assess-
ment for accurate prediction of the fate of gasoline constituent
mixtures.

11.12.5 Environmental Restoration

11.12.5.1 Natural Attenuation Processes

Natural attenuation relies on subsurface processes such as
dilution, dispersion, sorption, volatilization, and biodegrada-
tion to effectively reduce contaminant toxicity, mobility, or
volume to levels that are below drinking water guidelines
(Wiedemeier et al., 1995). Natural attenuation of petroleum
hydrocarbons in the environment has been the focus of many
studies over the past decade and has become widely applied as
a remedial option (National Research Council (US) Commit-
tee on Intrinsic Remediation, 2000). Recognition of the broad
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scope of the problem of groundwater contamination and the
high cost of monitoring engineered groundwater clean-up sys-
tems has contributed to the skyrocketing interest in monitored
natural attenuation as a remediation strategy (Bekins et al.,
2001b). The conditions under which natural attenuation is
likely to be an effective means of aquifer restoration were
discussed by Barker and Wilson (1997) for BTEX compounds
and by Chapelle (1999) for petroleum hydrocarbons. The
theory, mechanisms, and applications of natural attenuation
for fuels, including numerous case studies, were presented by
Wiedemeier et al. (1999) and, therefore, do not require reiter-
ation here. However, limits on the applicability of natural
attenuation and some of the problems faced when attempting
to document natural attenuation warrant discussion.

Heterogeneities in physical and chemical properties of
aquifer sediments can constrain the possibilities for hydrologic
transport and biogeochemical reactions and complicate the
study of the fate of petroleum contaminants in situ. The po-
tential difficulties in monitoring contaminant migration in
heterogeneous systems were first illustrated by Patrick and
Barker (1985) in a natural-gradient tracer test involving addi-
tion of dissolved benzene, toluene, and xylenes in groundwa-
ter. In the unconfined shallow glaciofluvial sand aquifer, the
vertical scale of heterogeneity was on the order of 0.01 m, and
hydraulic conductivity contrasts of up to an order of magni-
tude were demonstrated among sediment layers. Resulting
retardation of hydrocarbons along individual layers and
concentration-depth profiles at individual locations appeared
erratic. In a study of a coastal plain aquifer, the rates of bio-
degradation of toluene and benzene were observed to vary as a
function of sediment type due to different levels of microbial
activity (Aelion, 1996). Natural attenuation of petroleum hy-
drocarbon in a heterogeneous aquifer in Denmark showed that
strong seasonal variations in the flow field affected the avail-
ability of electron acceptors and the shape and extent of the
hydrocarbon plume (Mossing et al., 2001).

Because of the complexities of the subsurface environment,
documenting the natural attenuation of hydrocarbons requires
multiple lines of evidence (National Research Council (US)
Committee on Intrinsic Remediation, 2000; Wiedemeier et al.,
1995) and a multiscale approach. It has been demonstrated
that closely spaced sampling is required to identify microbio-
logical processes in contaminated aquifers (Bekins et al., 1999;
Smith et al., 1991). In fact, detailed studies of microbial pro-
cesses may require a microscale approach to account for the
microbe–mineral interactions that have been documented by

Bennett et al. (2000). Coupling the study of microbiological
and hydrogeologic processes is a particular challenge because
the scales used in these investigations usually are quite differ-
ent. This difference has resulted in limited knowledge of the
interaction between hydrological and microbiological features
of subsurface environments (Haack and Bekins, 2000).

Scientists conducting research as part of the USGS Toxic
Substances Hydrology Program (for more information, see
http://toxics.usgs.gov) have been characterizing chemical het-
erogeneity in an effort to better understand the natural atten-
uation of hydrocarbons in surficial aquifers. In one example of
this approach, the scale of biogeochemical reactions was inves-
tigated in a physically and chemically heterogeneous surficial
coastal plain aquifer contaminated by a gasoline spill
(Cozzarelli et al., 1995, 1999). Hydrocarbons were degraded
by microbially mediated reactions that varied over short verti-
cal distances (tens of centimeters) and time (months)
(Figure 13). Anaerobic processes, iron reduction and sulfate
reduction, dominated within a low-permeability clay unit pre-
sent between 4 and 4.5 m bls (below land surface), whereas in
the more permeable sandy layers (less than 4 m bls), nitrate
reduction and aerobic degradation occurred. Mixing with oxy-
genated recharge water resulted in increased degradation of
hydrocarbons near the water table (at 3.26 m bls, Figure 13),
whereas mixing with less contaminated groundwater limited
the spread of hydrocarbons at the base of the plume. Assess-
ment of aquifer heterogeneities and groundwater contamina-
tion was possible because of sampling at the submeter scale, a
finer resolution than is attempted in many remedial investiga-
tions of contaminated aquifers. The information obtained in
this type of study is essential to the development of models
capable of simulating the fate of hydrocarbons at the scale of a
contaminated site.

Steep gradients in the concentrations of organic and inor-
ganic carbon, and the reactants and products associated with
hydrocarbon degradation have also been observed by investi-
gators at a site contaminated with crude oil at Bemidji,
Minnesota (Bekins et al., 2001a; Cozzarelli et al., 2001b). The
decade-long study of the hydrocarbon plume documented that
the extent of contaminant migration and compound-specific
behavior has changed as redox reactions, most notably iron
reduction, have evolved over time. Previous work at the
Bemidji site documented the loss of benzene and alkylben-
zenes in groundwater downgradient from the crude oil source
(Baedecker et al., 1993; Cozzarelli et al., 1990; Eganhouse
et al., 1993, 1996) and established that microorganisms
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degrade these compounds in the anoxic aquifer (Baedecker
et al., 1993; Cozzarelli et al., 1994; Lovley et al., 1989).
Zones of maximum hydrocarbon contamination at this site
were found within the anoxic plume and were on the order
of only 1–2 m in thickness (Bekins et al., 2001a; Cozzarelli
et al., 2001a). Within the narrow anoxic zones, anaerobic
degradation reactions resulted in significant loss of hydrocar-
bons as groundwater moved downgradient. Over time, on the
order of years, concentration changes at a small scale, deter-
mined from analysis of pore-water samples drained from aqui-
fer cores, indicated that the hydrocarbon plume was growing
slowly as sediment iron oxides were depleted. Depletion of the
unstable Fe(III) oxides near the subsurface crude oil source
caused the zone of maximum concentrations of BTEX to spread
within the anoxic plume (Cozzarelli et al., 2001a). Microbial
data from the same profiles through the anaerobic portion of
the contaminated aquifer (Figure 14) clearly show areas where
the microbial populations have progressed from iron-reducers
to methanogens (Bekins et al., 2001a). In monitoring the
remediation of hydrocarbon-contaminated groundwater by
natural attenuation, these investigators found that subtle con-
centration changes in observation well data from the anoxic
zone were diagnostic of depletion of the intrinsic electron-
accepting capacity of the aquifer and may allow early predic-
tion of growth of a hydrocarbon plume.

The presence of cold-adapted, hydrocarbon-degrading mi-
croorganisms has been documented in Antarctic (Aislabie
et al., 2000) and Arctic (Braddock andMcCarthy, 1996; Eriksson
et al., 2001; Lindstrom et al., 1999; Mohn and Stewart, 2000)
soils, suggesting that there is potential for biodegradation to
play a role in the remediation of the considerable petroleum
hydrocarbon contamination that exists in these environments
(Blanchette et al., 2004; Margesin and Schinner, 1999; Tumeo
and Giunn, 1997). However, bioremediation in cold tempera-
ture environments may be hindered by low degradation
rates (Eriksson et al., 2001) and can be difficult to identify and
quantify often because of subtle changes in contaminant con-
centrations and electron acceptor concentration (Richmond
et al., 2001). Microcosm studies can be very lengthy and can

often take hundreds of days and may not definitively indicate
that the process is actually occurring in situ. For example, des-
pite demonstration of petroleum biodegradation potentials
for Arctic samples in the laboratory approaching those seen
in temperate regions, several groups have suggested that
these potentials are unlikely to be achieved in situ where bio-
degradation is limited by the short annual thaw season
(Braddock and McCarthy, 1996; Eriksson et al., 2001). In a
study of a petroleum-contaminated subarctic aquifer beneath
an oil refinery in Alaska, McKelvie et al. (2005) were able to
demonstrate not only the biodegradation of toluene and xylene
but also the likely persistence of benzene, highlighting the need
to consider biodegradation on a compound-specific basis.
Ulrich et al. (2010) reviewed 46 field studies of BTEX attenua-
tion from sites with groundwater typically less than 15 &C and
showed that biodegradation rates of individual BTEX com-
pounds decrease by approximately 50% for a 10 &C decrease in
temperature. Given that oil exploration and production in polar
regions are likely to increase in the future, a better
understanding of natural attenuation processes in these envi-
ronments is important. The potential for bioremediation
of petroleum hydrocarbons in groundwater under cold
climate conditions is further reviewed by Stempvoort and
Biggar (2008).

The natural attenuation potential of many compounds is
not yet well understood (National Research Council (US)
Committee on Intrinsic Remediation, 2000). Although natural
attenuation of the aromatic hydrocarbon components of gas-
oline has been well established, less is known about the effi-
cacy of natural attenuation of MTBE. Studies at the Borden
aquifer (Ontario, Canada) indicated that MTBE had a retarda-
tion factor of approximately 1 and, as such, traveled at the
average velocity of the groundwater (Hubbard et al., 1994).
This is because, unlike BTEX compounds, sorption and vola-
tilization are not major attenuation processes for MTBE
(Hubbard et al., 1994; Shaffer and Uchrin, 1997; Squillace
et al., 1996). Due to its high aqueous solubility (Squillace
et al., 1996), once dissolved into groundwater, MTBE can easily
migrate through the vadose zone (Dernbach, 2000), and large
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MTBE plumes extending for kilometers have been documented
at some contaminated sites (Johnson et al., 2000). A study by
Wilson et al. (2000), conducted at the former Fuel Farm Site at
the US Coast Guard Support Center at Elizabeth City, North
Carolina, demonstrated MTBE removal in a methanogenic
aquifer in which BTEX compounds undergo extensive anaero-
bic oxidation. The apparent attenuation of MTBE in the anoxic
plume (average first-order attenuation rate of MTBE in the
groundwater was calculated at 2.7 year!1; Wilson et al.,
2000) was consistent with the biodegradation rates measured
in laboratory experiments.

11.12.5.2 Engineered or Enhanced Remediation

Engineered remediation of hydrocarbon-contaminated envi-
ronments focuses on the destruction, dilution, or physical
removal of the hydrocarbons to reduce their concentrations
to levels that are environmentally acceptable. There are in situ
technologies, involving treatment of the contaminants in
place, as well as ex situ technologies, which involve physical
removal of the contaminated material to another location. The
environmental compartment within which the hydrocarbons
reside largely dictates the remediation approach. Sometimes
the approach involves the complete or partial transfer of the
contaminant from one environmental compartment to another,
thereby transferring the risk. For example, in the treatment of
contaminated soil, one approach is aeration, which increases
the inhalation exposure risk of workers and nearby residents
(National Research Council, 1993). Remedial technologies cur-
rently used in the restoration of petroleum-contaminated aqui-
fers were reviewed by Testa and Winegardner (2000). The
restoration of contaminated aquifers requires that several objec-
tives be accomplished, including both contaminant plume and
source containment, and plume and source removal. Different
technological approaches are often used to address each of these
objectives and may include combinations of physical, chemical,
and biological processes.

In beach sediments or in the terrestrial environment, where
physical removal of the contaminant is difficult and expensive
and ex situ cleanup technologies have appreciable limitations
(National Research Council, 1993), a common cleanup ap-
proach is enhanced bioremediation. Enhanced bioremediation
is an intensive area of research and numerous books have been
written on this topic (Baker and Herson, 1994; Crawford and
Crawford, 1996; Riser-Roberts, 1992). Enhanced bioremedia-
tion focuses on aiding the destruction of contaminants by
microorganisms by providing electron acceptors, donors, nu-
trients, or microorganisms to the environmental system. The
presence of hydrocarbons in the environment usually brings
about a selective enrichment of indigenous hydrocarbon-
degrading microorganisms in situ and, thus, seeding a contam-
inated site with microorganisms usually is not necessary
(Rosenberg and Ron, 1996). Addition of nutrients or electron
acceptors, however, is a common approach, and has been
effective in increasing biodegradation of hydrocarbons follow-
ing surface water petroleum spills. As discussed in Section
11.12.4.2.1, in aquatic environments, microbial requirements
for oxygen and moisture are not limiting, but available nutri-
ents, such as nitrogen and phosphorus, usually are limi-
ting (Rosenberg and Ron, 1996). For example, commercial

nitrogen- and phosphorus-containing fertilizers that have an af-
finity for hydrocarbons have been used to treat oil-contaminated
shorelines.

Following the Exxon Valdez oil tanker spill, about 100 miles
(161 km) of shoreline were treated with fertilizers in the largest
marine bioremediation project ever undertaken. Despite nu-
merous studies of the remediation project, no conclusive evi-
dence for the long-term impact of fertilizer treatment on the
removal of oil from the beaches was obtained (Rosenberg and
Ron, 1996). More success has been achieved using time-release
fertilizers to treat oil-contaminated sand. Rosenberg et al.
(1992) demonstrated significant biodegradation of hydrocar-
bons at Zvulon Beach in Israel that was heavily contaminated
with heavy crude oil, after addition of controlled-release, poly-
meric, hydrophobic fertilizer (because bacteria that can hydro-
lyze this fertilizer are rare, bacteria were added in this case).

The physicochemical characteristics of MTBE, including rel-
atively high aqueous solubility and low Henry’s constant, are
such that removal by traditional treatment technologies, such
as pump-and-treat, is difficult. For example, a common biore-
mediation approach in the unsaturated subsurface is known as
‘bioventing,’ which involves the forced air movement of oxy-
gen through the petroleum-contaminated soil (Hinchee,
1995). The presence of MTBE in addition to petroleum hydro-
carbon compounds complicates the use of these techniques
because the volatility and aerobic biodegradation potential of
MTBE and BTEX, for example, are different and the effects
of their co-occurrence are largely unknown. The presence of
MTBE in many cases of petroleum product releases to the
environment has, therefore, appreciably changed the restora-
tion options. Because of the slow rate of anaerobic degradation
of MTBE, enhancement of aerobic degradation by enhanced
oxygenation of an aquifer has been the focus of in situ biore-
mediation approaches (Salanitro et al., 2000; Wilson et al.,
2002).

11.12.5.3 Innovative Tools to Assess Remediation

New analytical tools and approaches are being used to docu-
ment the biodegradation of contaminants in situ as summa-
rized in recent reviews by Bombach et al. (2010b) and Kuder
and Philp (2008). These include the use of compound-specific
stable isotope ratios (e.g., Dempster et al., 1997; Wilkes et al.,
2000), identification of metabolism products (e.g., Beller,
2000), comprehensive two-dimensional gas chromatography
(e.g., Gaines et al., 1999), and molecular techniques to identify
microbial diversity and function (e.g., Kleikemper et al., 2002).
Because disappearance of parent compounds is not always
attributable to destructive attenuation mechanisms, the pres-
ence of oxidized metabolites of hydrocarbons is sometimes
used as conclusive evidence of in situ microbial transforma-
tion. Beller (2000) reviews the use of metabolic indicators for
detecting anaerobic degradation of alkylbenzenes; examples of
these metabolites are shown in Figure 15. The metabolites of
alkylbenzenes most frequently reported in aquifers contami-
nated with petroleum products are benzoic and alkylbenzoic
acids. These compounds were first identified in a petroleum-
contaminated aquifer by Cozzarelli et al. (1990), who found
methyl-, dimethyl-, and trimethylbenzoic acids in anoxic
groundwater downgradient from a crude oil spill in Bemidji,
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Minnesota, where microbial degradation of alkylbenzenes was
occurring. Among others who have observed these compounds
in association with hydrocarbon contamination are Fang and
Barcelona (1999), who identified dimethyl- and trimethylben-
zoic acids in an anoxic aquifer contaminated with JP-4 jet fuel
at Wurtsmith Air Force Base, Oscoda, Michigan.

Beller et al. (1995) first proposed the use of benzylsuccinic
acid and its methylated analogs as useful indicators of anaero-
bic toluene and xylene degradation in a controlled-release
experiment at Seal Beach (California). During the 2 month
injection experiment, toluene, o-xylene, and m-xylene were
depleted in the groundwater and the benzylsuccinate and E-
phenylitaconate homologs corresponding to each of these hy-
drocarbons appeared in the groundwater. Concentration trends
provided conclusive evidence that these metabolites were pro-
duced during anaerobic metabolism of the precursor hydrocar-
bons. Similar alkylbenzene transformation products were
detected in a fuel-contaminated aquifer in Fallon (Nevada)
(Beller, 2000). In a highly reduced gas condensate-contaminated
aquifer, Elshahedet al. (2001) foundbenzylsuccinic acid analogs
of ethylbenzene, o-, m-, and p-xylene metabolism in sulfate-
reducing zones of the aquifer. Anaerobic metabolism of alkanes
in situ also has been indicated by the presence of alkylsuccinates
in six aquifers contaminated with petroleum products (Gieg and
Suflita, 2002). Thewidespreadoccurrence of thesemetabolites at
sites with both low and high hydrocarbon concentrations sug-
gests that anaerobic degradation reactions are common in sub-
surface environments and that detection ofmetabolitesmay be a
useful indicator of this process. Parisi et al. (2009) measured
contaminant metabolite profiles in groundwater from a former
refinery site to evaluate in situ microbial hydrocarbon metab-
olism. They compared a contaminant-free background aquifer
to areas of the same aquifer impacted by hydrocarbon spills.
A variety of metabolites indicative of hydrocarbon degradation
were found in locations of the hydrocarbon contamination
but not in the background well. The identified metabolites
were indicative of degradation of several alkylbenzenes, naph-
thalenes, PAHs, alkanes, and potentially alicyclic hydrocar-
bons. Importantly, there was good agreement between field
metabolic profiling and laboratory incubations with regard to

which compounds were actively degrading and which were
recalcitrant.

Numerous studies over the past two decades have estab-
lished that hydrocarbon-degrading microorganisms are ubiq-
uitous in soils, aquatic sediments, and aquifers. However, one
aspect of documenting natural attenuation of hydrocarbons is
demonstrating that the microbial populations necessary to
carry out the specific transformations, outlined in Section
11.12.4.2, are active. This activity presents a practical con-
straint for many studies of natural attenuation because of the
difficulty in accurately defining microbial activity in environ-
mental samples (Bekins et al., 2002). Culture-based and mo-
lecular analyses of microbial populations in subsurface
contaminant plumes have revealed important adaptation of
microbial populations to plume environmental conditions
(Haack and Bekins, 2000). The results of studies at the Bemidji
crude oil site demonstrate that the subsurface geochemical and
hydrological conditions affect subsurface microbial commu-
nity structure appreciably (Bekins et al., 2001a, 2002).

Microbial population dynamics in petroleum-contaminated
environments are sometimes characterized based on the anal-
ysis of lipids, such as phospholipid ester-linked fatty acids
(PLFAs). These techniques can provide information on a vari-
ety of microbial characteristics and on overall community
composition (Green and Scow, 2000). For example, Fang and
Barcelona (1998) examined microbial biomass and commu-
nity structure in a glaciofluvial aquifer located at Wurtsmith Air
Force Base, Michigan, which had been contaminated with JP-4
fuel hydrocarbons released after the crash of a tanker aircraft.
The fatty acids identified in the aquifer sediment ranged from
C12 to C20, including saturated, monounsaturated, branched,
and cyclopropyl fatty acids, while the polyunsaturated fatty
acids were virtually absent. The results of the PLFA analysis
indicated considerable microbial heterogeneity of bacteria in
the subsurface. The hydrocarbon-contaminated anaerobic
zones had higher microbial biomass and metabolically more
diverse microbial communities than those in aerobic zones.
More recently, stable isotope probing has been used to track
the incorporation of 13C from labeled BTEX, MTBE, and
TBA into PLFA, DNA, and RNA to evaluate biodegradation
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potential and to identify and isolate petroleum hydrocarbon-
biodegrading microorganisms (Bombach et al., 2010a; Busch-
Harris et al., 2008; Herrmann et al., 2010; Kasai et al., 2006;
Kunapuli et al., 2007).

Nucleic acid approaches, which involve the extraction of
microbial DNA and RNA from environmental samples, have
been applied to the study of natural attenuation of petroleum
products in the last decade. With these techniques, the specific
genes that are responsible for hydrocarbon-degrading capabil-
ities in bacteria can be measured. These tools are especially
useful for studying microbial diversity at impacted sites
(Madsen, 2000). Various applications of these techniques in
petroleum-contaminated environments are reviewed by Haack
and Bekins (2000). For example, Stapleton and Sayler (1999)
monitored changes in the molecular microbial ecology at the
Natural Attenuation Test Site at Columbus Air Force Base,
Mississippi by identifying hydrocarbon-degrading genes in
situ. Exposure of indigenous microorganisms to BTEX
and naphthalene was evaluated using an array of gene probes
targeting common genotypes associated with the aerobic
biodegradation of these compounds. Each of the targeted
genotypes showed appreciable responses to hydrocarbon
exposure and, combined with increased aerobic degradation
potentials of the added hydrocarbons, provided conclusive
evidence that an aerobic contaminant-degrading community
successfully developed within the plume. The Natural Attenu-
ation Study at Columbus AFB represents a successful appli-
cation of molecular techniques in linking adaptations
of indigenous microorganisms to hydrocarbon exposure.
Currently, however, the number of known genes responsible
for hydrocarbon degradation is small and broader application
of this technology may enable the identification of the nucleic
acid sequences of additional degradative genes (Haack and
Bekins, 2000).

Carbon and hydrogen compound-specific isotope analysis
(CSIA) has emerged as a useful tool for assessing the contribu-
tion of biodegradation versus nondegradative processes to
natural attenuation in contaminated aquifers (Ahad et al.,
2000; Harrington et al., 1999; Hunkeler et al., 2001a; Kelley
et al., 1997; Mancini et al., 2002, 2003; Stehmeier et al., 1999).
Chemical bonds formed by the light isotopes (e.g., 1H–12C) are
generally weaker than bonds containing heavier isotopes (e.g.,
1H–13C or 2H–12C). During petroleum hydrocarbon biodegra-
dation, molecules containing light isotopes will therefore react
at a slightly faster rate than those containing heavier isotopes,
resulting in the progressive isotopic enrichment of the heavier
isotope in the remaining compound. While biodegradation of
BTEX and MTBE can involve substantial isotopic fractionation,
particularly under anaerobic conditions, nondegradative atten-
uation processes such as dissolution, vaporization, and sorp-
tion result in carbon isotopic fractionation that is typically less
than the analytical uncertainty of CSIA (Dempster et al., 1997;
Harrington et al., 1999; Huang et al., 1999; Schuth et al., 2003;
Slater et al., 1999, 2001). Similarly, nondegradative attenua-
tion processes result in hydrogen isotopic fractionation typi-
cally less than the analytical uncertainty of CSIA (Schuth et al.,
2003; Ward et al., 2000), except when more than 95% of the
compound is sorbed (Schuth et al., 2003) or volatilized (Wang
and Huang, 2003); however, such extreme removal processes
are expected only during remediation efforts using absorbent

materials or air sparging. While applications of stable isotope
analysis to assess the fate of environmental contaminants is
discussed in more detail elsewhere (e.g., Elsner et al., 2005;
Hunkeler et al., 2008), discussion of its relevance to petroleum
hydrocarbons and MTBE is summarized here.

CSIA has been used to verify the occurrence of in situ bio-
degradation of aromatic hydrocarbons (e.g., Griebler et al.,
2004; Mancini et al., 2002; Richnow et al., 2003; Steinbach
et al., 2004) and MTBE (e.g., Kolhatkar et al., 2002; Kuder
et al., 2005; Zwank et al., 2005) at contaminated field sites.
While early studies mainly focused on identifying the occur-
rence of in situ biodegradation through isotopic enrichment in
13C or 2H in downgradient wells relative to the source zone,
more recently CSIA has been used to provide estimates of
biodegradation rates in the subsurface (Fischer et al., 2006;
McKelvie et al., 2007a; Morrill et al., 2005). In a multitracer
test, a mixture of ring-deuterated and fully deuterated toluene
and bromide (as a conservative tracer) were injected into the
subsurface (Fischer et al., 2006). As the mass of toluene and
bromide injected were known, the biodegradation rates were
calculated by comparing the mass and isotopic composition
of toluene released to the mass and isotopic composition of
toluene crossing two control planes. There was good agreement
between toluene biodegradation rates calculated using isotopic
values and biodegradation rates calculated using changes in
toluene concentration relative to bromide across the control
planes (Fischer et al., 2006). Similarly, McKelvie et al. (2007a)
found that MTBE first-order biodegradation rates calculated
using measured isotopic values at VAFB were in good agree-
ment with the rate constants calculated using contaminant
mass discharge (Mackay et al., 2006). The good agreement
found in MTBE biodegradation rates using carbon isotopic
values and mass discharge methods suggests that CSIA can
provide reliable biodegradation rate estimates if well density
at a site is not sufficient to permit a mass discharge-based
approach. The USEPA recently issued two manuals outlining
how stable isotopic fractionation can be used to calculate the
extent of biodegradation and biodegradation rates of organic
contaminants, including MTBE and BTEX, in groundwater
(Hunkeler et al., 2008; Wilson et al., 2005b), attesting to the
growing acceptance of this technique as a biodegradation mon-
itoring strategy.

In addition, CSIA can be used to identify biodegradation
pathways (Elsner et al., 2005 and references therein). Labora-
tory studies measuring isotopic fractionation of MTBE (Gray
et al., 2002; Hunkeler et al., 2001b; Kolhatkar et al., 2002;
Kuder et al., 2005; McKelvie et al., 2009; Rosell et al., 2007;
Zwank et al., 2005) and BTEX (Hunkeler et al., 2001a; Mancini
et al., 2003, 2006, 2008; Meckenstock et al., 1999; Morasch
et al., 2001, 2002, 2004) have provided insights into the initial
enzymatic reactions involved in MTBE biodegradation. New
techniques that yield site-specific isotopic values have the po-
tential to yield additional insights into the fate of petroleum
hydrocarbons and MTBE (Gauchotte et al., 2009; McKelvie
et al., 2010). Such measurements have the potential to
yield information about the origin of compounds (natural
versus synthetically produced), their metabolic degradation
pathways, and their parent compounds. For example, the use
of quantitative site-specific 2H nuclear magnetic resonance
spectroscopy directly quantified the 2H/1H isotopic ratios of
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the methoxy and tertiary butyl groups of MTBE and demon-
strated that their isotopic ratios were reflective of their produc-
tion from methanol and isobutene, respectively (McKelvie
et al., 2010).

An increasing trend in the literature is the incorporation of
a combination of several microbial and molecular-based
methods to give a complete picture of biodegradation potential
and occurrence at contaminated field sites (Abe et al., 2009;
Beller et al., 2008; McKelvie et al., 2005, 2007b; Parisi et al.,
2009; Weiss and Cozzarelli, 2008). Carbon and hydrogen
isotopic fractionation during biodegradation of both BTEX
and MTBE has been shown to follow an exponential relation-
ship (Rayleigh model), and where the fractionation factor is
small, significant biodegradation must occur before the ob-
served isotopic fractionation is greater than the analytical un-
certainty. Therefore, stable isotopic analysis alone may not be
able to detect early onset of biodegradation and other lines of
evidence are also important. For example, it is beneficial to use
both CSIA and analysis of the unique metabolic intermediates
when assessing bioremediation as a remedial option at con-
taminated sites, as analysis of metabolites may provide the
earliest evidence of biodegradation, while stable carbon and
hydrogen isotopes may continue to provide support for bio-
degradation in less contaminated wells where metabolites may
be below detection limits (Beller et al., 2008; McKelvie et al.,
2005). In addition, while microbial methods such as polymer-
ase chain reaction (PCR) may indicate the presence of a
petroleum-biodegrading microorganism, it is not unequivocal
evidence that the process is occurring in situ and other molec-
ular techniques such as CSIA and measurement of metabolic
intermediates can be implemented to estimate the extent of
petroleum biodegradation.

11.12.6 Challenges

The use of petroleum products is integral to the functioning of
industrialized societies. Increased worldwide energy consump-
tion results as economies expand to meet the instinctive need to
improve living standards. Increased energy demand translates
directly to increased use and release of petroleum products be-
cause use of alternative energy sources (e.g., nuclear, wind, hy-
droelectric, and solar power) remains a secondary strategy. Our
global reliance on oil has resulted in the expansion of drilling
and production activities to offshore marine environments and
to polar regions. The release of petroleum compounds to the
environment results in human and ecological exposure. Knowl-
edge of the fate of the compounds throughout the environment,
their distribution in the hydrosphere, biosphere, and geoshpere
at a scale relevant to human consumption, and the toxicological
consequences associated with chronic exposure to mixtures of
petroleum and other compounds (e.g., pesticides) has not ad-
vanced to the point where environmental costs associated with
product usage can be measured.

Much research has focused on the transport of BTEX con-
taminants in groundwater that results from releases fromUSTs.
An evolving consensus within the research community is that
natural attenuation from microbial breakdown and volatiliza-
tion limits the movement of BTEX in ground and surface

waters. This consensus has been supported by results of the
USGS in its assessment of ambient shallow groundwater
throughout urban areas, as BTEX compounds are not detected
frequently. Although it has been established that detailed field
investigations are essential for a thorough evaluation of natural
attenuation, allowing the documentation of the biogeochem-
ical processes responsible for contaminant destruction (Bekins
et al., 2001b; National Research Council (US) Committee on
Intrinsic Remediation, 2000), few of these studies have been
undertaken. New tools are needed to allow the study of the fate
of petroleum hydrocarbons and fuel oxygenates in diverse
environments. Long-term detailed monitoring programs are
essential to develop conceptual models of natural attenuation
and studies need to allow the recognition that our understand-
ing of microbial transformation pathways is constantly
changing.

Field investigations of spatial and temporal variability of
biogeochemical processes and resulting changes in groundwa-
ter and aquifer composition provide insights into how natu-
rally occurring microorganisms degrade hydrocarbons in
contaminated aquifers such as those underlying the Galloway
and Bemidji sites. It is clear that understanding the environ-
mental conditions that favor biodegradation depends on our
ability to measure these processes at an appropriate scale. This
knowledge forms the basis for applying either intrinsic or
engineered in situ bioremediation as a groundwater cleanup
strategy. Yet, long-term studies of the natural degradation of
contaminants in the field are rare and studies of the impact of
changes in important factors, such as the source term, are
lacking. In addition, the fate of hydrocarbons in geologically
heterogeneous systems is largely unknown and determining
the appropriate spatial scale at which to sample in heteroge-
neous systems presents a major challenge to geochemists
and microbiologists and will differ from site to site. New
analytical tools will aid in the verification and quantification
of contaminant fate processes in the environment. However,
there is a need for an integrated approach to assess the contri-
bution of biodegradation to natural attenuation that draws on
multiple lines of evidence including stable isotope fraction-
ation, analysis of metabolic intermediates and direct microbial
evidence. Furthermore, understanding the environmental
conditions that favor and limit intrinsic bioremediation will
depend largely on the ability to characterize and quantify
chemical and microbiological heterogeneity at a scale appro-
priate to the reactions being measured. This is particularly
important in ecosystems such as the polar regions, where
petroleum degradation processes are slow and hence difficult
to quantify using decreases in contaminant concentrations
alone.

MTBE usage in gasoline increased dramatically in the 1990s
in response to programs in the United States (CAAA) and
Europe to improve air quality. This resulted in the widespread
occurrence of MTBE in the environment. MTBE degrades more
slowly and is less volatile than BTEX. As a result, MTBE has
been observed by many investigators to migrate farther in
aquifers than BTEX at gasoline spill sites. Further, MTBE and
its daughter product TBA are frequently detected in ambient
groundwater. Additional studies are necessary to elucidate the
mechanisms of MTBE and TBA transport and transformation
to fully be able to predict their long-term fate in the
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environment. The implication of the detection of MTBE at low
concentrations in ambient groundwater is unclear. If the low
concentrations of VOCs and MTBE found in regional water-
quality studies (multistate) are the result of evolving plumes
emanating from USTs, then concentrations could possibly in-
crease with time. If the source were the atmosphere, changes in
VOC concentrations in groundwater over time would be con-
strained by atmospheric concentrations and would therefore
be expected to decrease with the elimination of MTBE from
gasoline.

While MTBE usage has resulted in improved air quality in
urban areas, it has challenged the UST spill natural attenuation
paradigm because of its widespread occurrence. The classic
environmental problem of improving atmosphere quality in
exchange for degradation of the hydrosphere, or vice versa, has
been demonstrated. The potential impact on water quality of
other fuel oxygenates remains largely untested. The environ-
mental implications associated with a shift from MTBE to
ethanol as an oxygenate in fuels requires further study, as the
release of ethanol to the environment is likely to dramatically
rise in the future and its potential impact on BTEX and MTBE
is not fully understood. Biodegradation by indigenous micro-
organisms is now recognized as the major attenuation
mechanism for BTEX compounds in both oxic and anoxic
groundwater environments. Ethanol is readily biodegraded in
the environment compared to MTBE. However, the introduc-
tion of ethanol into the environment may rapidly decrease
nutrients and electron acceptors needed for BTEX biodegrada-
tion, thereby inadvertently elongating petroleum plumes and
increasing the likelihood of encountering groundwater recep-
tors (Da Silva and Alvarez, 2002; Mackay et al., 2006). Im-
proved understanding of BTEX and ethanol biodegradation
and natural attenuation in the subsurface is necessary to fully
predict the consequences of an increased reliance on ethanol-
oxygenated gasoline and on high ethanol-content fuels such as
E85. As the frequency of ethanol releases to the environment
has the potential to dramatically increase, it is important that
scientists and regulators are well prepared to deal with the
implications.
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11.13.1 Introduction

Geochemistry is ultimately the study of sources, movement,
and fate of chemicals in the geosphere at various spatial and
temporal scales. Environmental organic geochemistry focuses
such studies on organic compounds of toxicological and
ecological concern (e.g., Schwarzenbach et al., 1993, 1998;
Eganhouse, 1997). This field emphasizes not only those com-
pounds with potential toxicological properties, but also the
geological systems accessible to the biological receptors of
those hazards. Hence, the examples presented in this chapter
focus on hydrocarbons with known health and ecological con-
cern in accessible shallow, primarily aquatic, environments.

Modern society depends on oil for energy and a variety of
other daily needs, with present mineral oil consumption
throughout the 1990s exceeding 3!109 t year"1 (NRC,
2002). In the USA, e.g., #40% of energy consumed and 97%
of transportation fuels are derived from oil. In the process of
extraction, refinement, transport, use, and waste production, a
small but environmentally significant fraction of raw oil mate-
rials, processed products, and waste are released inadvertently
or purposefully into the environment. Because their presence
and concentration in the shallow environments are often the
result of human activities, these organic materials are generally
referred to as ‘environmental contaminants.’ Although such
reference connotes some form of toxicological or ecological
hazard, specific health or ecological effects of many organic

‘environmental contaminants’ remain to be demonstrated.
Some are, in fact, likely innocuous at the levels that they are
found in many systems, and simply adds to the milieu of
biogenic organic compounds that naturally cycle through the
shallow environment. Indeed, virtually all compounds in
crude oil and processed petroleum products have been intro-
duced naturally to the shallow environments as oil and gas
seepage for millions of years (NRC, 2002). Even high molecu-
lar weight (HMW) polyaromatic compounds were introduced
to shallow environments through forest fires and natural cok-
ing of crude oil (Ballentine et al., 1996; O’Malley et al., 1997).
The full development of natural microbial enzymatic systems
that can utilize HMW hydrocarbons as carbon or energy source
attests to the antiquity of hydrocarbon dispersal processes in
the environment. The environmental concern is, therefore,
primarily due to the rate and spatial scale by which petroleum
products are released in modern times, particularly with re-
spect to the environmental sensitivity of some ecosystems to
these releases (Schwarzenbach et al., 1993; Eganhouse, 1997;
NRC, 2002).

Crude oil is produced by diagenetic and thermal matura-
tion of terrestrial and marine plant and animal materials in
source rocks and petroleum reservoirs. Most of the petroleum
in use today is produced by thermal and bacterial decomposi-
tion of phytoplankton material that once lived near the surface
of the world’s ocean, lake, and river waters (Tissot and Welte,
1984). Terrestrially derived organic matter can be regionally
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significant, and is the second major contributor to the
worldwide oil inventory (Tissot and Welte, 1984; Peters and
Moldowan, 1993; Engel and Macko, 1993). The existing theo-
ries hold that the organic matter present in crude oil consists
of unconverted original biopolymers and new compounds
polymerized by reactions promoted by time and increasing
temperature in deep geologic formations. The resulting oil
can migrate from source to reservoir rocks where the new
geochemical conditions may again lead to further transforma-
tion of the petrogenic compounds. Any subsequent changes in
reservoir conditions brought about by uplift, interaction with
aqueous fluids, or even direct human intervention (e.g., dril-
ling, water washing) likewise could alter the geochemical
makeup of the petrogenic compounds. Much of our under-
standing of environmental sources and fate of hydrocarbon
compounds in shallow environments indeed borrowed from
the extensive geochemical and analytical framework that was
meticulously built by petroleum geochemists over the years
(e.g., Tissot and Welte, 1984; Peters et al., 1992; Peters and
Moldowan, 1993; Engel and Macko, 1993; Moldowan et al.,
1995; Wang et al., 1999; Faksness et al., 2002).

Hydrocarbon compounds present in petroleum or pyrolysis
by-products can be classified based on their composition, mo-
lecular weight, organic structure, or some combination of these
criteria. For example, a report of the Committee on Intrinsic
Remediation of the US NRC classified organic contaminants
into HMW hydrocarbons, low molecular weight (LMW) hy-
drocarbons, oxygenated hydrocarbons, halogenated aliphatics,
halogenated aromatics, and nitroaromatics (NRC, 2000). Hy-
drocarbons are compounds comprised exclusively of carbon
and hydrogen and they are by far the dominant components of
crude oil, processed petroleum hydrocarbons (gasoline, diesel,
kerosene, fuel oil, and lubricating oil), coal tar, creosote, dye-
stuff, and pyrolysis waste products. These hydrocarbons often
occur as mixtures of a diverse group of compounds whose
behavior in near-surface environments is governed by their
chemical structure and composition, the geochemical condi-
tions and media of their release, and biological factors, primar-
ily microbial metabolism, controlling their transformation and
degradation.

Hydrocarbons comprise from 50% to 99% of compounds
present in refined and unrefined oil, and compounds contain-
ing other elements such as oxygen, nitrogen, and sulfur are
present in relatively smaller proportions. Hydrocarbon com-
pounds have carbons joined together as single C—C bonds
(i.e., alkanes), double or triple C¼C bonds (i.e., alkenes or
olefins), or via an aromatic ring system with resonating elec-
tronic structure (i.e., aromatics). Alkanes, also called paraffins,
are the dominant component of crude oil, with the carbon
chain forming either straight (n-alkanes), branched (iso-
alkanes), or cyclic (naphthenes) arrangement of up to 60 carb-
ons (Figure 1). Aromatic compounds are the second major
component of crude oil, with asphalthenes, consisting of stacks
of highly polymerized aromatic structures(average of 16 rings),
completing the list of major oil hydrocarbon components.
Also shown in Figure 1 are several important classes of
compounds that are extensively used in ‘fingerprinting’ crude
oil or petroleum sources: sterols derived from steroid, hopa-
nol derived from bacteriohopanetetrols, and pristane and
phytane derived from phytol (from chlorophyll) during
diagenesis.

Polycyclic aromatic hydrocarbons (PAHs) that are made up
of two or more fused benzene rings are minor components of
crude oil (Figures 1 and 2), but they are by far the most
important HMW compounds in terms of chronic environmen-
tal impact. Indeed, total PAH loading is used as the surrogate
for the overall estimation of petroleum toxicity effects in envi-
ronmental assessments (e.g., Meador et al., 1995; NRC, 2002).
PAHs are characterized by two or more fused benzene rings
(Figure 2), and many have toxic properties including an asso-
ciation with mutagenesis and carcinogenesis (e.g., Cerniglia,
1991; Neilson, 1998). The World Health Organization (WHO)
and the US Environmental Protection Agency (US EPA) have
recommended 16 parental (unsubstituted rings) PAHs as pri-
ority pollutants (Figure 2). Although petroleum sourced PAHs
are major contributors in many surface and subsurface aquatic
environments, another major contributor of PAHs to the envi-
ronment is pyrolysis of fuel and other biomass. The latter are
referred to as pyrogenic PAHs to distinguish them from the
petrogenic PAHs derived directly from uncombusted petro-
leum, coal, and their by-products. Natural sources such as
forest fires could be important in less inhabited and remote
watersheds, but anthropogenic combustion of fossil fuel
(e.g., petroleum, coal) and wood is the dominant source of
pyrogenic PAHs (Neff, 1979; Bjorseth and Ramdahl, 1983;
Ballentine et al., 1996; O’Malley et al., 1997).

11.13.2 Scope of Review

A number of previous reviews and textbooks on organic con-
taminant behavior in geochemical environments have already
considered the general physical, chemical, and biological be-
havior of organic contaminants on the basis of their structure
and composition. This review will focus on the geochemical
behavior of a group of organic compounds referred to as HMW
hydrocarbons, but will emphasize a class of compounds
known as PAHs. Focus on PAHs is justified by their known
toxicity and carcinogecity, hence the environmental concern
already noted above. Monocyclic aromatic hydrocarbons com-
prise the LMW end of the aromatic hydrocarbon spectrum,
which are discussed in more detail with other hydrocarbon
fuels in Chapter 11.12 of this volume.

Other chapters in this volume examine the LMW hydrocar-
bons and oxygenated hydrocarbons (see Chapter 11.12), ha-
logenated compounds (see Chapter 11.14), and pesticides (see
Chapter 11.15). Other general reviews and textbooks that
summarize the sources and geochemical fate and transport of
hydrocarbons in a variety of geological media are also available
(e.g., Moore and Ramamoorthy, 1984; Schwarzenbach et al.,
1993, 1998; Eganhouse, 1997; Volkman et al., 1997; NRC,
2000, 2002; Neilson, 1998; Abdul-Kassim and Simoneit,
2001; Beek, 2001). The following discussions focus on shallow
aquatic environments, especially sediments, given the highly
hydrophobic (mix poorly with water) and lipophilic (mix well
with oil/fat) nature of most HMW hydrocarbon compounds.
Nevertheless, the readers should recognize that in spite of our
focus on a specific group of hydrocarbon compounds, the
behavior of these compounds in aquatic systems will have
broad similarity with the behavior of many other hydrophobic
and lipophilic compounds discussed in other chapters in
this volume. Indeed, most of these compounds are studied
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simultaneously in shallow aquatic environments, sharing not
only common geochemical behavior but also analytical pro-
cedures for extraction, isolation, and characterization (e.g.,
Peters and Moldowan, 1993; Eganhouse, 1997; Abdul-Kassim
and Simoneit, 2001).

11.13.3 Sources

11.13.3.1 Petrogenic Hydrocarbons

Worldwide use of petroleum outpaced coal utilization by the
1960s, and accidental oil discharge and release of waste prod-
ucts CO2, soot (black carbon), and PAHs also increased con-
comitantly. The more recent report of the NRC (2002) shows
that oil production crept up from 7 Mt day"1 in the 1970s to
11 Mt day"1 by the end of 2000. The total discharge of petro-
leum into the world’s ocean was estimated to be between
0.5 Mt and 8.4 Mt of petroleum hydrocarbons annually

(NRC, 2002), which roughly constitutes 0.1% of the annual
oil consumption rate. Of this total, 47% are derived from
natural seeps, 38% from consumption of petroleum (e.g.,
land-based runoff, operational discharges, and atmospheric
deposition), 12% from petroleum transport, and 3% from
petroleum extraction. Used crankcase oils or engine lubricating
oils are an important specific source of PAHs in urban envi-
ronments. The world production of crankcase oil is estimated
to be #40 Mt year"1 and 4.4% of that is estimated to eventu-
ally reach aquatic environments (NRC, 1985).

Transportation-related release, in order of decreasing an-
nual input, includes accidental releases during tank vessel
spill, intentional ballast discharge, pipeline spills, and coastal
facility spills. Spectacular oil releases recorded by massive oil
spills from grounded tankers tend to capture the public atten-
tion, although chronic releases from operational discharges
and land releases are quantitatively more important (NRC,
2002). Tank vessel spills account for less than 8% of worldwide
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petroleum releases in the 1990s (NRC, 2002). For example, oil
slick formed from ballast discharges in the Arabian Sea was
estimated to exceed 5.4!104 m3 for 1978 (Oostdam, 1980).
For comparison, the volume released by the 2002 Prestige oil
spill off the Northwest coast of Spain is 1.3!104 m3. Other
major oil spills with larger releases include the Torrey Canyon
(1.17!105 m3), Amoco Cadiz (2.13!105 m3), Ixtoc blowout
(5.3!105 m3), Exxon Valdez (5.8!104 m3), and 1991 Gulf
War (>106 m3). Studies by Kvenvolden et al. (1993a, 1993b,
1995) also showed the substantially greater input of long-term

chronic releases of California oil in the Prince Williams Sound
sediments compared to oil released from the Exxon Valdez.
A report by the NRC (2002) points to the dramatic decline in
oil spilled in North American waters during the 1990s com-
pared to the previous decades (Figure 3), with vessel spills
accounting for only 2% of total petroleum release to US waters.
The 1980s recorded the largest number (391) and volume
(2.55!105 m3) of oil spilled to North American waters.

Land releases into groundwater aquifers, lakes, and rivers
are dominated by urban runoff and municipal/industrial
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Figure 3 Oil spill trend in North American waters during the 1990s compared to the previous decades (data source NRC, 2002).
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discharges, but the actual amounts are difficult to quantify
(NRC, 2002). Petroleum discharges from underground storage
tanks are by far the dominant source of hydrocarbons in
groundwater (see Chapter 11.12). However, surface releases
from bulk supply depot, truck stops, industrial refueling facil-
ities, and oil storage terminals could also be locally significant
sources. It is noteworthy that substantial releases of hydrocar-
bons may also emanate from natural deposits of oil, heavy oil,
shale oil,and bitumen. For example, the Athabasca River in
northern Canada shows concentration levels of oil and grease
of 850 mg l"1 and >3000 mg l"1, respectively, from natural bi-
tumen deposits (Moore and Ramamoorthy, 1984). Likewise,
Yunker et al. (1993) and Yunker (1995) showed dominant
input of natural hydrocarbons in the Mackenzie River. Indeed,
natural seeps account for over 60% of petroleum releases
to North American waters (NRC, 2002).

Petroleum hydrocarbon sources to North American and
worldwide waters were summarized in a report by NRC
(2002). In many cases of large petroleum spills, the specific
source of petroleum spill is evident, and no geochemical fin-
gerprinting is required to establish the source. Nevertheless, the
inventory of petroleum compounds and biomarkers that are
eventually sequestered in bottom sediments need not reflect
sole derivation from a single source, even in cases of massive
oil spills in the area (e.g., Kvenvolden et al., 1995; Wang et al.,
1999). Where a mass balance of petroleum sources is required
to properly design remediation or identify a point source,
molecular methods for distinguishing sources of hydrocarbons
have come to the fore.

Several geochemical methods for allocating sources of pet-
rogenic hydrocarbons that are released to aquatic systems have
been successfully applied (e.g., O’Malley et al., 1994; Whittaker
et al., 1995; Abdoul-Kassim and Simoneit, 1995; Kvenvolden
et al., 1995; Wang and Fingas, 1995; Dowling et al., 1995;
Bieger et al., 1996; Kaplan et al., 1997; Eganhouse, 1997;
Volkman et al., 1997; Mansuy et al, 1997; Hammer et al.,
1998; Wang et al., 1999; McRae et al., 1999, 2000; Mazeas
and Budzinski, 2001; Hellou et al., 2002; Faksness et al.,
2002; NRC, 2002; Lima et al., 2003). The fingerprints used
are either molecular or isotopic, and are variably affected by
weathering processes. They include overall molecular distribu-
tion of hydrocarbons (e.g., range of carbon numbers and odd-
even predominance), source specific biomarkers (e.g., terpanes
and steranes), so-called ‘diagnostic molecular ratios,’ and sta-
ble isotope compositions. The level of specificity by which a
source can be pinpointed is dependent on the fingerprint used
to tag the specific source and the multiplicity of hydrocarbon
sources involved. Faksness et al. (2002) presented a flow chart
for oil spill identification using a tiered molecular discrimina-
tion scheme based on the overall hydrocarbon distribution,
source-specific markers, and diagnostic ratios (Figure 4) target
compounds have been used for source identification of spilled
oil including: (1) saturated hydrocarbonsþpristane and phy-
tane; (2) volatile alkylated aromatics including benzene, tolu-
ene, ethyl benzene, and xylene (BTEX); (3) alkylated and
nonalkylated PAHs and heterocyclics; and (4) terpanes and
steranes (Volkman et al., 1997; Wang et al., 1999). For exam-
ple, Wang and Fingas (1995) and Douglas et al. (1996) sug-
gested that alkylated dibenzothiophenes are sufficiently
resilient to a wide range of weathering reactions to be useful
fingerprints for sources of crude oil. Kvenvolden et al. (1995)

used the abundances of sterane and hopane biomarkers to
differentiate specific crude oil sources in Prince William
Sound, Alaska. The use of resilient biomarker signatures has
matured to the point that they are widely used for specific
litigation cases for assigning liability for oil releases (e.g.,
Kaplan et al., 1997; Wang et al., 1999).

The molecular distribution of PAHs in petroleum and
crankcase oils is quite distinct from pyrogenic sources that
will be discussed in the following section (Figure 5). This
contrast provides an excellent basis for source apportionment
of HMW hydrocarbons in the environment. Petrogenic PAHs
consist primarily of two- and three-ring parental and methyl-
ated compounds with lower concentrations of HMW PAHs
(Figure 5) (Bjorseth and Ramdahl, 1983; Pruell and Quinn,
1988; Vazquez-Duhalt, 1989; Latimer et al., 1990; O’Malley,
1994). PAH formation during oil generation is attributed both
to the aromatization of multi-ring biological compounds (e.g.,
sterols) and to the fusion of smaller hydrocarbon fragments
into new aromatic structures (e.g., Radke, 1987; Neilson and
Hynning, 1998; Simoneit, 1998). Steroids are probably the
most well understood in terms of biological origin and geo-
logical fate, and a simplification of the proposed pathways of
sterol diagenesis and catagenesis is summarized in Figure 6
(after Mackenzie, 1984). Crude oils usually formed at temper-
atures below 150 &C have a predominance of alkylated (i.e.,
possessing alkyl side chains) over parental PAHs. O’Malley
(1994) characterized hundreds of variably used crankcase
oils, and of these samples, 25.5% comprised of four- and
five-ring parental compounds, and virgin crankcase oil sam-
ples were found to contain no resolvable PAHs (cf. Pruell and
Quinn, 1988; Latimer et al., 1990). Since virgin crankcase oils
are devoid of measurable PAHs, the most probable source of
PAHs in used crankcase oil are the thermal alteration reactions
(i.e., aromatization) of oil components such as terpenoids in
the car engine (Pruell and Quinn, 1988; Latimer et al., 1990).
As with true diagenetic PAHs (Figure 6), the distribution of
PAHs in used crankcase oils apparently depends on several
factors including temperature of reaction, engine design, and
general operating conditions of the engine. Since the engine
operating temperatures are generally high, the likely products
resulting from these reactions include three-, four-, and five-
ring unsubstituted compounds such as Pa, Fl, Py, BaA, Chy,
BeP, and BaP (see Figure 2 caption for abbreviations). Pruell
and Quinn (1988) also suggested that LMW compounds (one-
and two-ring) might be accumulated in crankcase oils from
admixed gasoline. The relative stability of pyrogenic PAHs to
weathering makes them attractive markers for discrimination
of oil sources (Figure 5) (Pancirov and Brown, 1975; O’Malley,
1994; Wang et al., 1999). However, Volkman et al. (1997)
advocate caution in the use of aromatic compounds because
of the relatively small variations between different oils and
the differential aqueous solubility of these compounds
(see below). Some HMW PAHs may be present in crude oil,
albeit, at very low concentrations. Finally, crude oils are
also rich in heterocyclic species particularly thiophenes
(e.g., dibenzothiophenes). Significant molecular variations of
these compounds have been reported for individual crude oil
samples, and these are mainly attributed to oil origin and
maturity (Neff, 1979). Other important potential sources of
petrogenic PAHs identified in sedimentary environments are
asphalt and tire and brake wear (Wakeham et al., 1980a;
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Broman et al., 1988; Takada et al., 1990; Latimer et al., 1990;
Reddy and Quinn, 1997).

Although previous workers have suggested bacterial synthe-
sis as a possible source of biogenic PAHs in modern sediments,
Hase and Hites (1976) have shown that bacteria more likely
only bioaccumulate them from the growthmedium. Anaerobic
aromatization of tetracyclic triterpenes appeared to have been
demonstrated by Lohmann et al. (1990) by incubating radi-
olabeled b-amyrin,but the quantitative importance of these
synthesis pathways remains unresolved (e.g., Neilson and
Hynning, 1998). The early diagenesis of sedimentary organic
matter is certain to lead to the formation of a number of PAHs
from alicyclic precursors (e.g., Neilson and Hynning, 1998;
Simoneit, 1998). Examples of reactions are the diagenetic pro-
duction of phenanthrene and chrysene derivatives from aro-
matization of pentacyclic triterpenoids originating from
terrestrial plants, early diagenesis of abietic acids to produce
retene (Figure 7), and in situ generation of perylene from
perylene quinones (Youngblood and Blumer, 1975; Laflamme
and Hites, 1978; Wakeham et al., 1980b; Venkatesan, 1988;

Lipiatou and Saliot, 1991; Neilson and Hynning, 1998;
Simoneit, 1998; Wang et al., 1999). Perylene and retene are
the two most prominent PAHs found in recently deposited
sediments (Lipiatou and Saliot, 1991). The origin of perylene
has been linked to terrestrial precursors (4,9-dihydroxyperylene-
3,10-quinone, the possible candidate), marine precursors, and
anthropogenic inputs (Blumer et al., 1977; Laflamme and Hites,
1978; Prahl and Carpenter, 1979; Venkatesan, 1988; Lipiatou
and Saliot, 1991). The diagenetic pathway for retene is well
constrained (Figure 7), but it can also be produced from
wood combustion (Wakeham et al., 1980b; Lipiatou and
Saliot, 1991; Neilson and Hynning, 1998).

11.13.3.2 Pyrogenic Sources of HMW Hydrocarbons

The burial maturation of sedimentary organic matter leading
to oil and coal formation and possible biosynthesis are
only two of three possible pathways for generating HMW
hydrocarbons. Pyrolysis or incomplete combustion at high
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temperatures also generates a wide variety of LMW and HMW
hydrocarbons depending on the starting materials, environ-
mental condition of pyrolysis, and kinetic factors (e.g., gas
circulation). Whereas lower molecular compounds generated
by pyrolysis have generated significant interest (e.g., butadiene,
formaldehyde), the condensed structures from naphthalene to
‘black carbon’ or soot has been the focus of interest amongst
the HMW hydrocarbons.

Indeed, pyrolysis of petroleum and fossil fuel comprise
quantitatively the most important source of PAHs in modern
sediments (Youngblood and Blumer, 1975; Laflamme and
Hites, 1978; Neff, 1979; Wakeham et al., 1980a,b; Sporstol
et al., 1983; Bjorseth and Ramdahl, 1983; Kennicutt II et al.,
1991; Lipiatou and Saliot, 1991; Canton and Grimalt, 1992;
Brown andMaher, 1992; Steinhauer and Boehm, 1992; Yunker
et al., 1993, 1995; O’Malley et al., 1996; Lima et al., 2003). For
example, sedimentary PAH distribution shows some common
molecular features including the dominance of four- and

five-ring PAHs (Fl, Py, BaA, Chy, BeP, and BaP), Pa/A ratio
between 2 and 6, high Pa/MPa ratio and Fl/Py ratio close to
unity. As noted above, the common characteristics related to
direct petrogenic-related sources are a series of two- and three-
ring parental and alkylated compounds (Na, MNa, Pa, and
MPa), low Pa/MPa and Fl/Py ratios, and an unresolved
complex mixture (UCM) (Kennicutt II et al., 1991; Volkman
et al., 1992; Wang et al., 1999). Although these sedimentary
hydrocarbons may bear the imprint of petrogenic sources,
the overall molecular attributes are signatures of high-
temperature pyrolysis of fossil fuels and natural sources (e.g.,
forest fires) (Youngblood and Blumer, 1975; Laflamme and
Hites, 1978; Lake et al, 1979; Killops and Howell, 1988;
Ballentine et al., 1996). Individual markers such as perylene
and retene, which are thought to be formed by the diagenetic
alteration of biogenic compounds, are also typical of recently
deposited sediments (Wakeham et al., 1980a; Venkatesan,
1988; Lipiatou and Saliot, 1991; Yunker et al., 1993, 1995),
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although combustion sources of perylene are also known (e.g.,
Wang et al., 1999).

The mechanisms by which pyrolytic production of PAHs
occur are complex, and have been widely studied since the
1950s (Badger et al., 1958; Howsam and Jones, 1998). Pyro-
lytic production of PAHs is generally believed to occur through
a free radical pathway, wherein radicals of various molecular
weights can combine to yield a series of different hydrocarbon
products. Therefore, the formation of PAHs is thought to occur
in two distinct reaction steps: pyrolysis and pyrosynthesis (Lee

et al.,1981). In pyrolysis, organic compounds are partially
cracked to smaller unstable molecules at high temperatures.
This is followed by pyrosynthesis or fusion of fragments into
larger and relatively more stable aromatic structures. Badger
et al. (1958) was the first to propose this stepwise synthesis
using BaP from free radical recombination reactions
(Figure 8). Compounds identified in subsequent studies sug-
gest that the C2 species react to form C4, C6, and C8 species, and
confirm the mechanisms proposed by Badger et al. (1958)
(Howsam and Jones, 1998; Figure 8). Despite the large
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Figure 6 Diagenetic conversion of sterol (I) to various aromatic hydrocarbons during diagenesis. Abbreviation ‘M’ implies that the reaction
involved multiple steps, ‘R’ represents aromatization of the A ring, and ‘L’ represents the aromatization of the B ring. Compounds II, V, and VI are
intermediates for the formation of triaromatic steroids (after Mackenzie, 1984).
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quantities of different PAHs formed during primary reactions,
only a limited number enter the environment. This is because
initially formed PAHs themselves can be destroyed during
combustion as a result of secondary reactions that lead to the
formation of either higher condensed structures or oxidized
carbon (Howsam and Jones, 1998). For example, the pyrolysis
of naphthalene can yield a range ofHMW species such as
perylene and benzofluoranthenes, possibly as a result of cyclo-
dehydrogenation of the binaphthyls (Howsam and Jones,
1998). This may be particularly important for compounds
that are deposited on the walls of open fireplaces along with
soot particulates close to the hot zone of the flame.

PAHs isolated from important pyrogenic sources vary
widely in composition, and they are quite distinct from the
PAH distribution of petrogenic PAHs (Figure 9) (Alsberg et al.,
1985; Westerholm et al., 1988; Broman et al., 1988; Freeman
and Cattell, 1990; Takada et al., 1990; Rogge et al, 1993;
O’Malley, 1994; Howsam and Jones, 1998). For example, in-
dividual fireplace soot samples, from hard- and softwood-
burning open fireplaces, were consistently dominated by
three-, four-, and five-ring parental PAHs with generally lower
concentrations ofmethylated compounds (Figure 9) (cf. Freeman
and Cattell, 1990; Howsam and Jones, 1998). Vehicular emis-
sion and soot samples are also generally characterized by the

presence of pyrolysis-derived three-, four-, and five-ring paren-
tal PAHs (Wakeham et al., 1980a; Stenbcrg, 1983; Alsberg et al.,
1985; Westerholm et al., 1988; Broman et al., 1988; Takada
et al., 1990). The range and concentration of PAHs that accu-
mulate in car mufflers are dependent on car age, engine oper-
ating conditions, catalytic converter efficiency, and general
driving conditions (Pedersen et al., 1980; Stenberg, 1983;
Rogge et al., 1993). Rogge et al. (1993) also reported greater
PAH emissions occurred from noncatalytic automobiles com-
pared to vehicles with catalytic systems. Perylene, a pentacyclic
hydrocarbon, reported to be predominantly of diagenic origin
(Laflamme and Hites, 1978; Prahl and Carpenter, 1979;
Wakeham et al., 1980b; Simoneit, 1998; Wang et al., 1999)
was also identified in some of the investigated car soots sam-
ples, although in very low concentrations (Blumer et al., 1977).
Lipiatou and Saliot (1992) reported that perylene may also be
derived from coal pyrolysis. In contrast to the pyrogenic
sources, Figure 9 also shows the enhanced concentration of
two-ring compounds, especially a whole series of methylated
phenanthrenes and naphthalenes in petrogenic sources.

11.13.4 Pathways

HMW hydrocarbons can enter surface aquatic systems directly
by spillage, accidental release, and natural oil seeps, or indirectly
through sewers, urban, and highway runoff. Once hydrocarbons
enter aquatic environments, they become rapidly associated
with particulate matter, and are deposited in bottom sediments
of surface waters or sorbed onto aquifer materials in ground-
water systems (Radding et al., 1976; Schwarzenbach et al., 1993;
Luthy et al., 1997) (Figure 10). In surface-water systems,
physical factors, such as turbulence, stability and composition
of colloidal particles, deep-water currents, surface waves, and
upwelling influence the length of time they remain suspended
in the water column. The rate at which hydrocarbons are incor-
porated into bottom sediments is controlled by sedimentation
rate, bioturbation, and bottom sediment–water column exch-
anges. In groundwater systems, the transport of hydrocarbons
depends on whether or not they comprise a separate nonaqu-
eous phase liquid (NAPL), groundwater flow velocities,
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Figure 8 Stepwise pyrosynthesis of benzo(a)pyrene through radical
recombination involving acetylene (1), a four carbon unit such as
vinylacetylene or 1,3-butadiene, and styrene or ethylbenzene (3)
(reproduced by permission of Royal Society of Chemistry from Journal of
the Chemistry Society, 1958, 1958, 2449–2461).
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Figure 7 Diagenetic pathway for formation of retene from abietic acid (after Wakeham et al., 1980a).
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and geochemical partitioning that are discussed below. HMW
hydrocarbons likewise enter groundwater environments dir-
ectly or indirectly from domestic and industrial effluents and
urban runoff, and direct spillage of petroleum and petroleum
products (e.g., ballast discharge, underground storage tanks).

An important alternate pathway of hydrocarbons to aquatic
systems, however, is deposition of airborne particulates

including anthropogenic (e.g., soot particles) and natural bio-
genic (e.g., monoterpenes, difunctional carboxylic acids) aero-
sols (Simoneit, 1984, 1986; Strachan and Eisenreich, 1988;
Baker and Eisenreich, 1990; Eisenreich and Strachan, 1992;
Currie et al., 1999). Indeed, the importance of ‘organic aero-
sols’ from anthropogenic and natural sources is now exten-
sively recognized (e.g., Simoneit, 1984, 1986; Ellison et al.,
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1999). A major part of the extractable and elutable organic
matter in urban aerosols consists of an UCM, mainly the
branched and cyclic hydrocarbons that originate from car
exhaust (e.g., Simoneit, 1984; Rogge et al., 1993). The re-
solved organic compounds in aerosol extracts consist of
n-alkanes and fatty acids and PAHs. Whereas health, environ-
mental, and climatic concerns have targeted the reaction prod-
ucts and intermediates formed from tropospheric reactions of
labile hydrocarbons and carboxylic acids in these aerosols, the
focus of toxicological concern has been on the PAHs.

In the case of PAHs, it is generally recognized that virtually
all emissions to the atmosphere are indeed associated with
airborne aerosols (Suess, 1976; Simoneit, 1986; McVeety and
Hites, 1988; Strachan and Eisenreich, 1988; Baek et al., 1991;
Eisenreich and Strachan, 1992; Currie et al., 1999; Offenberg
and Baker, 1999). For example, Eisenreich and Strachan
(1992) and Strachan and Eisenreich (1988) showed that up-
wards of 50% of the PAH inventory of the Great Lakes is
deposited via atmospheric fallout. PAHs are initially generated
in the gas phase, and then as the vapor cools; they are adsorbed
onto soot particulates (Howsam and Jones, 1998). The highest
concentrations of HMW PAHs in airborne particulates occur
in the <5 mm particle size range (Pierce and Katz, 1975;
Offenberg and Baker, 1999). PAH distribution between the
gas and particulate phase is generally influenced by the follow-
ing factors: vapor pressure as a function of ambient tempera-
ture, availability of fine particulate material, and the affinity of
individual PAHs for the particulate organic matrix (Goldberg,
1985; Baek et al., 1991; Schwarzenbach et al., 1993). Atmos-
pheric concentrations of PAHs are normally high in winter and
low during the summer months (Pierce and Katz, 1975; Gor-
don, 1976; Howsam and Jones, 1998), an observation attrib-
uted to increased rates of photochemical activity during
the summer and increased consumption of fossil fuels during
the winter period.

Residence times of particulate PAHs in the atmosphere and
their dispersal by wind are determined predominantly by par-
ticle size, atmospheric physics, and meteorological conditions
(Howsam and Jones, 1998; Offenberg and Baker, 1999). The
main processes governing the deposition of airborne PAHs
include wet and dry deposition and, to a smaller extent,
vapor phase deposition onto surfaces. Particles between 5 mm
and 10 mm are generally removed rapidly by sedimentation
and by wet and dry deposition (Baek et al., 1991). However,
PAHs associated with fine particulates (<1–3 mm) can remain
suspended in the atmosphere for a sufficiently long time to
allow dispersal over hundreds or thousands of kilometers
(McVeety and Hites, 1988; Baek et al., 1991).

PAHs in domestic sewage are predominantly a mixture of
aerially deposited compounds produced from domestic fuel
combustion and industrial and vehicle emissions, combined
with PAHs from road surfaces that have been flushed into
sewage. Road surface PAHs are derived primarily from crank-
case oil, asphalt, and tire and brake wear (Wakeham et al.,
1980a; Broman et al., 1988; Takada et al., 1990; Rogge et al.,
1993; Reddy and Quinn, 1997). Some PAHs are removed from
sewage during primary treatment (sedimentation). Not all
urban runoff enters the sewer system, and some sewer designs
allow runoff to be independently discharged to aquatic systems
without primary treatment. The quantity of runoff from an

urban environment is generally governed by the fraction of
paved area within a catchment and the annual precipitation.
During periods of continued rainfall, road surfaces are contin-
ually washed and the contributions of PAHs to watersheds are
generally low. However, significant episodic contributions to
aquatic systems can occur after prolonged dry periods or dur-
ing spring snow melt (Hoffman et al., 1984; Smirnova et al.,
1998). The distribution and quantity of PAHs in industrial
effluents depends on the nature of the operation and on the
degree of treatment prior to discharge. In some urban areas,
industrial effluents are combined with domestic effluents prior
to treatment, or they are independently treated before being
discharged to sewer systems. Once particle-associated hydro-
carbons are deposited in sediments or sorbed onto aquifer
material, the subsequent fate is determined by the physics of
sediment and water transport, and the biogeochemical reac-
tions described below.

11.13.5 Fate

Shallow geochemical environments consist of solid, aqueous,
and air reservoirs and their interfaces. Hydrocarbon com-
pounds partition into these various reservoirs in a manner
determined by the structure and physical properties of the
compounds and the media, and the mechanism of hydrocar-
bon release. The structure and physical properties of the com-
pounds and media understandably impact their sorption,
solubility, volatility, and decomposition behavior (e.g.,
Schwarzenbach et al., 1993). In addition, hydrocarbon parti-
tioning in real systems is holistically a disequilibrium process;
hence, the distribution of hydrocarbons depends as much on
the pathway taken as on the final physical state of the system
(e.g., Schwarzenbach et al., 1993; Luthy et al., 1997). Shallow
aquatic systems may tend towards some equilibrium distribu-
tion (Figure 10), but this is seldom, if ever, truly attained.

Processes affecting hydrocarbon distribution and fate in
multiphase aquatic systems can be characterized either as
inter-media exchange or as transformational reactions
(Mackay, 1998). The latter pertains to processes that involve
molecular transformation of the compound, whereas the for-
mer is concerned with the movement of the molecularly intact
compound from one medium to another. For the purpose of
this review, we focus on the three most important exchange
processes dictating the geochemical fate of hydrocarbons in
aquatic environments: sorption, volatilization, and water dis-
solution. Sorption characterizes exchange between water and
particulate phases (sediments or aquifer media), volatility
characterizes exchange between air and water or air and solid,
and dissolution pertains to the ability of contaminants to be
present as true solutes in the aqueous media. A process of
potential importance in some oil spills, emulsification, is not
covered here but the readers are referred to a recent document
published by NRC (2002), and references cited therein. Simi-
larly, discussion of molecular reaction will focus on the two
dominant transformation processes of hydrocarbons in geo-
logic media: photolytic and biological transformation. Photol-
ysis pertains to light-assisted chemical reactions that can affect
compounds in the atmosphere and in the photic zone of water
columns. Biological transformation is often accomplished by
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microorganisms, and could take place in aerobic or anaerobic
environments. Purely chemical transformations, including hy-
drolysis, redox, and elimination reactions, are not examined
here, because they are unlikely to be the dominant reaction
pathways in shallow aquatic systems (NRC, 2002). For exam-
ple, the theoretical pKa values of hydrocarbons are exceedingly
high; hence, they tend not to participate in acid–base reactions.
Redox reactions involving alkenes can take place at surface
geochemical conditions, but this compound group is not pre-
sent in major amounts in petroleum hydrocarbon spills or
pyrogenic products.

Hydrocarbons are hydrophobic and lipophilic compounds.
As free liquid, gas, or solid phases, they are quite immiscible in
water primarily because of their low polarity. In a competition
between aqueous solution, air and solids, HMW hydrocarbons
tend to partition heavily into the solid phases, and hence they
are also sometimes referred to as ‘particle-associated com-
pounds.’ This is true in both the atmospheric reservoir, where
they associate with atmospheric particulates, and surface
and groundwater systems, where they exhibit affinity for sus-
pended particles and aquifer solids. In the case of nonhaloge-
nated NAPL, the separate liquid phase is generally lighter than
the aqueous phase, and hence they tend to physically ‘float’ on
the aqueous surface. Such is the case for oil spills either in
surface water (e.g., ocean, streams, and lake) or in groundwater
(e.g., underground storage tanks).

The hydrophobicity can be expressed by the dimensionless
octanol/water partition coefficient (KOW):

KOW ¼ Ci,O=Ci,W

where Ci,O is the concentration of i in octanol and Ci,W is the
concentration of i in water. Many of the thermodynamic

properties describing the partitioning of hydrocarbons in air,
water, biota, or solid have been successfully, albeit empirically,
related to KOW. The value of KOW among petroleum hydrocar-
bons, especially PAHs, tends to be very high (103 to>106), and
this preference for the organic phase, either as a free phase or in
organic particulates, is a major control on the fate and distri-
bution of hydrocarbons in aquatic systems. The lipophilic
affinity of PAHs is also a major contributor to enrichment of
these compounds in organisms and organic-rich sediments.

11.13.5.1 Sorption

Solid–water exchange of hydrocarbons is a primary control on
their aqueous concentration in groundwater and surface
aquatic environments (Figures 10 and 11). The specific parti-
tioning of hydrocarbons between solid and aqueous phase
could be described by the distribution coefficient (Kd):

Kd ¼ Ci, solid=Ci,W

where Ci,solid is the concentration of i in the solid (mol kg"1)
and Ci,W is the concentration of i in water (mol l"1).
For hydrophobic compounds, Kd tends to be constant only
within a limited concentration range, and the more general
Freundlich isotherm is commonly used:

Ci, solid ¼ KdC
n
i,w

where n is a parameter relating to the nonlinearity of the
sorption process (e.g., Schwarzenbach et al., 1993; Luthy
et al., 1997). Hydrocarbons tend to partition preferentially to
organic matter; hence, the Kd is often written to take explicit
account of this preference:

Kd ¼ Ci,OMfOC=C
n

i,W ¼ Ki,OCfOC
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Figure 11 Heterogenous solid compartments in soils and sediments. NAPL signifies nonaqueous phase liquid and SOM represents soil organic
matter. A – absorption into amorphous organic matter or NAPL, B – absorption into soot or black carbon, C – adsorption onto water-wet organic
surfaces, D – adsorption to non-porous mineral surfaces, and E – adsorption into microvoids or microporous minerals (reproduced by permission of
American Chemical Society from Environmental Science & Technology 1997, 31, 3341–3347).
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where Ki,OC is the distribution coefficient between organic
matter and aqueous phase and fOC is the fraction of organic
carbon (#0.5 fraction of organic matter, fOM) in the solid
substrate. Note that the above formulation assumes insignifi-
cant sorption on mineral matter, which is generally true for
‘threshold’ fOC>0.0005 (Schwarzenbach et al., 1993). Typical
soils have a fOC range of 0.005–0.05, whereas coarse aquifers
have a fOC range of 0–0.025.

‘Linear free energy relationships’ are quite frequently used for
estimating Kd or Ki,OC. This linear correlation comes in the form

logKi,OC¼a logKOW " b

where a and b are linear fitting parameters, and KOW is the
aforementioned octanol/water partition coefficient (e.g., Chiou
et al., 1979, 1998; Karickhoff, 1981; Schwarzenbach et al., 1993).
For example,Ki,OC of PAHs could be estimated from theirKOWby
assuming that Ki,OC¼0.41KOW (Karickhoff’s, 1981).

Hydrocarbon sorption on sediments or atmospheric part-
iculates can involve either absorption or adsorption, which
connotes surface attachment or subsurface dissolution, respec-
tively. No distinction between these two processes is made
here, except to note that sorption in geochemical systems
often involves both (Kleineidam et al., 2002). Laboratory ex-
periments have shown that HMW petroleum hydrocarbons
rapidly associate with sediment surfaces, with sorption uptake
of up to 99% in 48 h at hydrocarbon concentrations of
1–5 mg l"1 (e.g., Knap and Williams, 1982). The rate and
extent of sorption depends on the competitive affinity of the
compounds between the aqueous or gaseous solution and
the solid surface. The latter, in turn, depends on the nature of
the crystallographic or amorphous substrate, especially the
presence, type, and amount of organic matter in the solid
and colloidal phase (e.g., Witjayaratne and Means, 1984;
Luthy et al., 1997; Ramaswami and Luthy, 1997; Gustafsson
and Gschwend, 1997; Villholth, 1999; MacKay and Gschwend,
2001). The extent of preference for the solid surface is often
described in terms of the sorption coefficient, Kd, as defined
above.

The use of single distribution coefficient for organic matter
would imply a constancy of sorption behavior on all organic
substrates, and that the nature of organic matter substrate is
not critical for sorption assessment. The impact of the hetero-
geneous nature of organic matter substrates on geosorption has
been explored, and it has become evident that the wide variety
of organic matter properties requires accounting of substrate
specific KOM values (e.g., Luthy et al., 1997; Kleineidam et al.,
1999, 2002; Chiou et al., 1998; Bucheli and Gustafsson,
2000; Karapanagioti et al., 2000) (Figure 11). For example,
Karapanagioti et al. (2000) and Kleineidam et al. (1999) dem-
onstrated the distinct Freundlich Kd (and Ki,OC) for phenan-
threne sorption on different organic substrates as well as
mineral matter substrates (Figure 12) (Karickhoff et al.,
1979). Bulk Ki,OC characteristics of naphthalene, phenan-
threne, and pyrene were examined by Chiou et al. (1998),
and they concluded that significant differences exist in Ki,OC

of pristine terrestrial soil organic matter and sediment organic
matter, and that sorption is enhanced in sediments with or-
ganic contaminants present. Furthermore, there is now increas-
ing recognition of the explicit role of black carbon (soot)

sorption particularly in regards to explaining much higher
field measured Kd values compared to previously suggested
‘overall’ Kd values (e.g., Chiou et al., 1979; Karickhoff et al.,
1979; Karickhoff, 1981; Gustafsson and Gschwend, 1997;
Accardi-Dey and Gschwend, 2003). It appears that the cohesive
compatibility between PAHs and aromatic components of the
organic substrate is a major factor in enhancement of sorption
(e.g., Gustafsson and Gschwend, 1997; Chiou et al., 1998;
Bucheli and Gustafsson, 2000; MacKay and Gschwend, 2001;
Accardi-Dey and Gschwend, 2003). Accardi-Dey and
Gschwend (2003) proposed treating organic sorption as a
composite of organic carbon absorption and black carbon
adsorption:

Kd ¼ Ki,OCfOCþfBCKBCC
n"1
i,W

where fBC is the fraction of black carbon in the sample, KBC

is the black carbon distribution coefficient, and n is the
Freundlich exponent as before. Note also that fOC is now
the fraction of organic carbon that excludes the black carbon
component. Whereas this approach apparently explained dis-
crepancies in modeled and field-calculated Kd and the non-
linear Kd observed in the laboratory, it remains to be seen if
non-BC organic carbon can indeed be represented by a single
Kd (i.e., ¼ Ki,OC) in the general case.

11.13.5.2 Volatilization

When petroleum products enter surface-water systems, the
lighter aliphatic and aromatic hydrocarbons spread out along
the surface of the water and evaporate. The volatilization half-
life of naphthalene, e.g., is 0.5–3.2 h (Mackay et al., 1992). The
naphthalene that does not evaporate sorbs to the particulate
matter as noted above or is transformed into water in oil
emulsion. In general, evaporation is the primary mechanism
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of loss of volatile and semivolatile components of spilled oil
(e.g., Fingas, 1995; Volkman et al., 1997; NRC, 2002). After a
few days of oil spill at sea, #75 % of light crude, 40% of
medium crude, and 10 % of heavy crude oil will be lost by
evaporation (NRC, 2002). The specific evaporation rates are
influenced by a number of factors including meteorological
factors, stratification of the water column, flow and mixing of
water, and sequestration by mineral and natural organic sor-
bent matter.

The partitioning between air and water is characterized by
the Henry’s law constant (KH):

KH ¼ Pi, AIR;=Ci,W

where Pi,AIR, is the partial pressure of i in and Ci,w is the
molarity of i in the aqueous phase. KH is often estimated
from P0,/Ci,sat, where P0 is the vapor pressure of the compound
and Ci,sat is the solubility (see below). High KH implies higher
volatility, and results from a combination of high vapor pres-
sure and low aqueous solubility. The vapor pressure of hydro-
carbon compounds, along with their affinity for the sorption
surfaces, dictates the partitioning between the atmosphere and
atmospheric particulate phases. Hence, P0 is a primary control
on the atmospheric fate and transport of hydrocarbons. For
example, a hydrocarbon that is tightly bound to the particulate
phase is less likely to be altered during transportation and
deposition (Baek et al., 1991). The subsequent fate of hydro-
carbons deposited in surface waters is further influenced
volatilization behavior because of possible surface losses to
the atmosphere (Strachan and Eisenreich, 1988; Baker and
Eisenreich, 1990; Eisenreich and Strachan, 1992; Lun et al.,
1998; Gustafson and Dickhut, 1997).

The dependence of vapor pressure on temperature follows
from a simplified solution to the Clapeyron equation
(Schwarzenbach et al., 1993):

ln P0 ¼ "B=T þ A

where B¼DHvap/R and A¼DSvap/R. DHvap and DSvap are, re-
spectively, the molar enthalpy and molar entropy of vaporiza-
tion and R is the gas constant (8.314 Pa m3 mol"1 K"1). DHvap

is principally the energy required to break van der Waals and
hydrogen bonds in going from the condensed phase to vapor.
DSvap is a compound-specific constant, which has been shown
to correlate with compound boiling point (Schwarzenbach
et al., 1993). Increase in temperature results in more con-
densed phase hydrocarbons moving into the vapor phase,
while a temperature decrease results in more vapor phase
hydrocarbons appearing in the condensed phase (e.g., Lane,
1989; Baker and Eisenreich, 1990; Mackay, 1998). Thus, par-
ticulate hydrocarbon deposition is likely greater during colder
periods, but the effect is highest on the lower molecular weight
compounds (e.g., naphthalene) with significant vapor pres-
sure. Likewise, the relative behavior of hydrocarbons between
water surface and air is dictated by their relative vapor pressures
such that a net flux of PAHs into the atmosphere can take place
in warm summer months and the reverse taking place during
the colder months (e.g., Baker and Eisenreich, 1990; Gustafson
and Dickhut, 1997). Mackay (1998) and Mackay and Callcott
(1998) provided more detailed analysis of this partitioning
behavior using the so-called ‘fugacity approach.’ To mass

balance PAH partitioning between the atmosphere and water,
they used the dimensionless parameter KAW, the air–water
partition coefficient, as KAW¼KH/RT (cf. Baker and Eisenreich,
1990; Schwarzenbach et al., 1993). Along with solid–water
partitioning discussed above and solubility values discussed
below, they showed mass balance partitioning models for
PAHs in a model ‘seven-phase geomedia’ (Mackay and
Callcott, 1998). For a detailed discussion of the ‘fugacity ap-
proach,’ the reader is referred to Mackay (1998).

As noted above, volatilization losses from the aqueous
phase to the atmosphere are also influenced by the aqueous
solubility of the compound (i.e., P0/Ci,sat). Higher solubility
results in lower KH for compounds of identical vapor pressures.
Although the impact of solubility on volatilization loss is
critical for LMW hydrocarbons, the effect of solubility on the
behavior of HMW compounds has broader significance for
understanding their transport and fate (see below).

11.13.5.3 Water Dissolution and Solubility

HMW hydrocarbons have a wide range of solubility, reported
as S or Csat

i,W (i.e., aqueous concentration at saturation), but
these solubilities are generally very low (e.g., Readman et al.,
1982; Means and Wijayaratne, 1982; Whitehouse, 1984;
Mackay and Callcott, 1998). For example, water solubility of
PAHs tends to decrease with increasing molecular weight from
4!10"4 M for naphthalene to 2!10"8 M for benzo(a)pyrene
(Schwarzenbach et al., 1993). Linear fused PAHs (e.g., naph-
thalene and anthracene) also tend to be less soluble than
angular or pericondensed structures (e.g., phenanthrene and
pyrene). Furthermore, alkyl substitution decreases water solu-
bility of the parental PAHs. In spite of their low solubility,
dissolution is one of the most important media exchange
processes leading to the primary destruction pathway of hy-
drocarbons in aquatic systems – biodegradation. Metabolic
utilization of hydrocarbons requires that they be transported
as dissolved components into the cells, a process often assisted
by extracellular enzymes released by the microorganisms after
a quorum has been reached (Ramaswami and Luthy, 1997;
Neilson and Allard, 1998). The presence of dissolved humic
acids in solution also enhances solubility (Chiou et al., 1979,
1983; Fukushima et al., 1997; Chiou and Kyle, 1998). Solubility
enhancement may also be achieved using surfactants, a method
employed in many previous PAH and oil cleanup efforts.

Temperature affects aqueous solubility in a manner dictated
by the enthalpy of solution DH0

s

! "
according to (Schwarzenbach

et al., 1993)

lnCsat
i,w ¼ "DH0

s =RT þ DS0s =R

The temperature effects on solubility for liquid and solid
hydrocarbons vary greatly because of the large melting en-
thalpy component to DH0

s for solids (for which all PAHs are
at room temperature). In general, PAH solubility increases with
temperature, prompting present interest in thermophilic deg-
radation of HMW PAHs. Hydrocarbons, including PAHs, also
exhibit ‘salting-out’ effects in saline solutions. This effect is
exemplified by the so-called Setschenow formulation (Schwar-
zenbachs et al., 1993): logCsat

i, salt ¼ logCsat
i,W " KsS where Csat

i, salt
is the saturation concentration or solubility in the saline
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solution, Csat
i,W is the saturation concentration in pure water

defined previously, Ks is the Setschenow constant, and S is the
total molar salt concentration. For example, the Setschenow
constant for pyrene at 25 &C is 0.31–0.32 (Schwarzenbach
et al., 1993) so that at the salinity of seawater, Csat

i,W, is 54%
greater than Csat

i, salt . This salting-out effect could be large enough
to manifest in the localization of PAH contamination in estu-
arine environments (e.g., Whitehouse, 1984).

HMW hydrocarbons and especially PAHs with no polar
substituents are very hydrophobic, which along with their
lipophilic characteristics and low vapor pressure explain why
they are not efficiently transported in aqueous form.

11.13.5.4 Photochemical Reactions

Photochemical reactions involving electromagnetic radiation
in the UV-visible light range can induce structural changes in
organic compounds. Direct photochemical reactions occur
when the energy of electronic transition in the compounds
corresponds to that of the incident radiation, with the com-
pound acting as the light-absorbing molecule (i.e., chromo-
phore). Hence, the structure of hydrocarbons determines the
extent by which they are prone to photodecomposition, but
photolytic half-lives are also significantly dependent on com-
pound concentration and substrate properties (e.g., Behymer
and Hites, 1985, 1988; Paalme et al., 1990; Reyes et al., 2000;
NRC, 2002). In general, aromatic and unsaturated hydrocar-
bons are more prone to UV absorption and decomposition,
with increasing numbers of conjugated bonds resulting in
lower energy required for electronic transition. Photodissocia-
tion is not likely an important weathering mechanism for
HMW straight-chain hydrocarbons, because these compounds
do not absorb light efficiently (e.g., Payne and Phillips, 1985).
Nevertheless, these hydrocarbons may be transformed through
the process of indirect photodissociation wherein another mol-
ecule (e.g., humic and fulvic acids) or substrate (mineral or
organic) acts as the chromopore (NRC, 2002). Aromatic struc-
tures are prone to direct photochemical reaction in a manner
that depends on molecular weight and degree of alkylation.

Laboratory experiments have shown that PAHs are phot-
oreactive under atmospheric conditions (Zafiriou, 1977;
Behymer and Hites, 1988; Schwarzenbach et al., 1993; Reyes
et al., 2000) and in the photic zone of the water column (Zepp
and Schlotzhauer, 1979; Payne and Phillips, 1985; Paalme
et al., 1990). The existence of PAH oxidation products in
atmospheric particulate matter indicates that PAHs react with
oxygen or ozone in the atmosphere (Schwarzenbach et al.,
1993; Howsam and Jones, 1998), but the reaction with hydr-
oxyl (OH) radicals during daylight conditions is considered to
be the major reaction sink of these compounds in the atmo-
sphere. There is great variation in the reported half-lives of
various PAHs due to photolysis, largely because of the differ-
ences in the nature of the substrate on which the PAHs are
adsorbed and the degree to which they are bound (Behymer
and Hites, 1985; Paalme et al., 1990; Schwarzenbach et al.,
1993). Carbon content and the color of substrates are impor-
tant factors in controlling PAH reactivity (Behymer and Hites,
1988; Reyes et al., 2000), and the suppression of photochem-
ical degradation of PAHs adsorbed on soot and fly-ash has
been attributed to particle size and substrate color. Darker

substrates absorb more light and thereby protect PAHs from
photolytic degradation reactions (Behymer and Hites, 1988).

Photo-oxidation by singlet oxygen appears to be the dom-
inant chemical degradation process of PAHs in aquatic systems
(Lee et al., 1978; Hinga, 1984; Payne and Phillips, 1985). The
degree to which PAHs are oxidized in an aqueous system de-
pends on the PAH type and structure, water column character-
istics (such as oxygen availability), temperature and depth of
light penetration, and residence time in the photic zone (Payne
and Phillips, 1985; Paalme et al., 1990; Schwarzenbach et al.,
1993). Paalme et al. (1990) have shown that the rate of pho-
tochemical degradation of different PAHs in aqueous solutions
can differ by a factor of >140 depending on their chemical
structure, with perylene, benzo(b)fluoranthene, and coronene
showing the greatest stability. Alkyl PAHs are more sensitive to
photo-oxidation reactions than parental PAHs, probably due
to benzyl hydrogen activation (e.g., Radding et al., 1976).
Payne and Phillips (1985) reported that benz(a)anthracene
and benzo(a)pyrene are photolytically degraded 2.7 times fas-
ter in summer than in winter. Once deposited in sediments,
photoxidation reactions are generally significantly reduced due
to anoxia and limited light penetration. PAH residence times in
sediments depend on the extent of physical, chemical, and
biological reactions occurring at the sediment–water interface,
as well as the intensity of bottom currents (Hinga, 1984).

11.13.5.5 Biodegradation

Biodegradation is perhaps the most important reaction mech-
anism for the degradation of hydrocarbons in aquatic environ-
ments. Aliphatic compounds in crude oil and petroleum
products are readily degraded, with a prominent initial micro-
bial preference for straight chain compounds (e.g., Atlas and
Bartha, 1992; Prince, 1993; Volkman et al., 1997; Wang et al.,
1999; Heider et al., 1999; Bosma et al., 2001; NRC, 2002). The
aerobic pathway shows conversion of alkane chains to fatty
acids, fatty alcohols and aldehyde, and carboxylic acids that are
then channeled into the central metabolism for subsequent b-
oxidation (Figure 13; cf. see Chapter 11.15). Anaerobic degra-
dation proceeds with nitrate, Fe3þ, or sulfate as the terminal
electron acceptor, with no intermediate alcohols in the alkane
degradation (Figure 13). The degradation pathway involves
an O2-independent oxidation to fatty acids, followed by b-
oxidation. Sulfate reducers apparently show specificity towards
utilization of short chain alkanes (C6–C13) (Bosma et al.,
2001). Laboratory experiments on complex oil-blends further
showed composition changes accompanying biodegradation.
For example, Wang et al. (1998) examined the compositional
evolution of Alberta Sweet Mixed Blend oil upon exposure to
defined microbial inoculum, with total petroleum hydrocar-
bons (9–41%), and specifically the total saturates (5–47%)
and n-alkanes (>90%), showing varying degrees of degrada-
tion. They further showed that susceptibility to n-alkane deg-
radation is an inverse function of chain length, the branched
alkanes are less susceptible than straight-chain n-alkanes, and
that the most resilient saturate components are the isopre-
noids, pristane and phytane. Even amongst isoprenoids, how-
ever, there is still a notable inverse dependence between
chain length and degradation susceptibility. The relative sus-
ceptibility of w-alkanes to biodegradation compared to the
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isoprenoids is the basis for using C17/pristane and n-C18/phy-
tane ratios for distinguishing biodegradation from volatiliza-
tion effects because the latter discriminates primarily on the
basis of molecular weight. Additionally, Prince (1993) noted
the relative resilience of polar compounds compared to corre-
sponding hydrocarbons. Interesting deviations from this gen-
eralized biodegradation pattern were nevertheless noted by
others, including the observation that some Exxon Valdez
spill site microbial communities preferentially degraded naph-
thalene over hexadecane at the earliest stages of biodegrada-
tion (e.g., Sugai et al., 1997).

Numerous cases of crude oil and refined petroleum spill
into surface environments have provided natural laboratories
for examination of the biodegradation of petrogenic com-
pounds in a variety of environmental conditions (e.g., Kaplan
et al., 1997; Prince, 1993; Wang et al., 1998; NRC, 2002). The
observations on compositional patterns of biodegradation
noted above are generally replicated in these natural spills.
For example, a long-term evaluation of compositional variation

of Arabian light crude in a peaty mangrove environment was
conducted by Munoz et al. (1997), who showed the same pat-
tern of initial preferential loss of n-alkanes followed by isopre-
noids, and ultimately the biomarkers in the order steranes,
hopanes, bicyclic terpanes, tri- and tetracyclic terpanes, diaster-
anes, and the aromatic biomarkers. However, an interesting
report on the biodegradation patterns in the crude-oil spill site
in Bemidji, Minnesota, showed an apparent reversal in the bio-
degradationpreferenceofn-alkanes,whereinHMWhomologues
show faster degradation rates (Hostetler and Kvenvolden, 2002).
The overall resilience of terpane and sterane compounds to
biodegradation has been well recognized; hence, biomarker ra-
tios are widely used as indicators of oil spill sources even in
highly weathered oils (e.g., Volkman et al., 1997).

Aromatic hydrocarbons in the atmosphere and open waters
may undergo volatilization and photodecomposition, but mi-
crobial degradation is the dominant sink below the photic
zone (Gibson and Subramanian, 1984). As with aliphatic hy-
drocarbons, biodegradation of aromatic compounds involves
the introduction of oxygen into the molecule forming catechol
(cf. Chapter 11.12). Microbial degradation has also been rec-
ognized as themost prominent mechanism for removing PAHs
from contaminated environments (Neilson, 1998; NRC, 2000,
2002). Microbial adaptations may result from chronic expo-
sure to elevated concentrations as shown by the higher biodeg-
radation rates in PAH-contaminated sediments than in pristine
environments (Neilson, 1998; NRC, 2000). Nevertheless, it is
also known that preferential degradation of PAHs will not
occur in contaminated environments where there are more
accessible forms of carbon (NRC, 2000). A summary of the
turnover times for naphthalene, phenanthrene, and BaP in
water and sediment is shown in Table 1. In general, PAH
biodegradation rates are a factor of 2–5 slower than degrada-
tion of monoaromatic hydrocarbons (cf. Chapter 11.12), and
of a similar magnitude as HMW n-alkanes (C15–C36) under
similar aerobic conditions. The ability of microorganisms to
degrade fused aromatic rings is determined by their combined
enzymatic capability which can be affected by several environ-
mental factors (McElroy et al., 1985; Cerniglia, 1991; Neilson
and Allard, 1998; Bosma et al., 2001). The most rapid biodegra-
dation of PAHs occurs at the water–sediment interface
(Cerniglia, 1991). Prokaryotic microorganisms primarily
metabolize PAHs by an initial dioxygenase attack to yield cis-
dihydrodiols and finally catechol (e.g., Figure 14). Biodegrada-
tion and utilization of lowermolecular weight PAHs by a diverse
group of bacteria, fungi, and algae has been demonstrated
(Table 2; Neilson and Allard, 1998; Bosma et al., 2001). For
example, many different strains of microorganisms have the
ability to degrade napththalene including Pseudomonas, Flavobac-
terium, Alcaligenes, Arthrobacter, Micrococcus, and Bacillus.

The degradation pathways of higher molecular weight
PAHs – such as pyrene, benzo(e)pyrene, and benzo(a)pyrene –
are less well understood (Neilson and Allard, 1998). Because
these compounds are more resistant to microbial degradation
processes, they tend to persist longer in contaminated environ-
ments (Van Brummelen et al., 1998; Neilson and Allard, 1998;
Bosma et al., 2001). However, the degradation of fluor-
anthene, pyrene, benz(a)anthracene, benzo(a)pyrene, benzo
(b)fluorene, chrysene, and benzo(b)fluoranthene has been
reported in laboratory conditions (Barnsley, 1975; Mueller

Anaerobic
degradation

Aerobic
degradation

H3C-(CH2)n-CH = CH2 H3C-(CH2)n-CH2-CH3

H3C-(CH2)n-CH2-CHO

H3C-(CH2)n-CH2-COOH

H3C-(CH2)n-CH2-CO-SCoA

H3C-(CH2)n-1-CH = CH-CO-SCoA

H3C-(CH2)n-1-CO-CH2-CO-SCoA

H3C-(CH2)n-1-CO-SCoA

CH3-CO-SCoA

H3C-(CH2)n-CH2-CH2OH

NADH2

NADH2

NAD

NAD

HSCoA

O2

H2O

H2O

H3C-(CH2)n-CH2-CH2OH

H3C-(CH2)n-CH2-CHO

H2O

H2O

2[H]

2[H] 2[H]

2[H]

b-Oxidation

2[H]

HSCoA

H2O

Figure 13 Generalized aerobic and anaerobic biodegradation pathways
for n-alkanes (reproduced by permission of Springer from The Handbook
of Environmental Chemistry, 2001, pp. 163–202).
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et al., 1988, 1990; Schneider et al., 1996; Ye et al., 1996;
Neilson and Allard, 1998). Elevated temperatures increase the
rate of biotransformation reactions in vitro. For example, labo-
ratory studies have shown a 50% loss of phenanthrene after
180 days at 8 &C in water compared to 75% loss in 28 days at
25 &C (Sherrill and Sayler, 1981; Lee et al., 1981). It is widely
believed that PAHs with three or more condensed rings tend
not to act as sole substrates for microbial growth, but may be
the subject of co-metabolic transformations. For example, co-
metabolic reactions of pyrene, 1,2-benzanthracene, 3,4-benzo-
pyrene, and phenanthrene can be stimulated in the presence of
either naphthalene or phenanthrene (Neilson and Allard,
1998). Nevertheless, the degradation of PAHs even by co-met-
abolic reactions is expected to be very slow in natural ecosys-
tems (e.g., Neilson and Allard, 1998).

Biodegradation effects on aromatic hydrocarbons is a sub-
ject of much interest both from the standpoint of characte-
rizing oil spill evolution and engineered bioremediation
(Wang et al., 1998; Neilson and Allard, 1998). Wang
et al. (1998) noted that the susceptibility to biodegradation
increases with decreasing molecular weight and degree of al-
kylation. For example, the most easily degradable PAHs exam-
ined are the alkyl homologues of naphthalene, followed by the

alkyl homologues of dibenzothiophene, fluorene, phenan-
threne, and chrysene. Also noteworthy is the observation that
microbial degradation is isomer specific, leading to the sugges-
tion that isomer distribution of methyl dibenzothiophenes are
excellent indicators of degree of biodegradation (Wang et al.,
1998). Finally, in spite of the focus of biodegradation studies
on aerobic degradation, recent work has demonstrated the
capacity of sulfate-reducing bacteria in degrading HMW PAH
(e.g., BaP) (Rothermich et al., 2002).

11.13.6 Carbon Isotope Geochemistry

The present review of hydrocarbon sources, pathways, and fate
in aquatic environments highlights the current state of under-
standing of HMW hydrocarbon geochemistry, but it also pro-
vides a useful starting point for exploring additional
approaches to unraveling the sources and fate of hydrocarbons
in aquatic environments. It is clear that the degree and type of
hydrocarbons ultimately sequestered in particulates, sedi-
ments, or aquifer materials depend not only on the nature
and magnitude of various source contributions, but also on
the susceptibility of the hydrocarbons to various physical,
chemical, and microbial degradation reactions. As we have
already shown, the latter alters the overall molecular signatures
of the original hydrocarbon sources, complicating efforts to
apportion sources of hydrocarbons in environmental samples.
Nevertheless, resilient molecular signatures that either largely
preserve the original source signatures or alter in a predictable
way have been employed successfully to examine oil sources as
already discussed (Wang et al., 1999). Additionally, carbon-
isotopic composition can be used to help clarify source or
‘weathering reactions’ that altered the hydrocarbons of interest.
In what follows, we will examine the emerging application of
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Figure 14 Generalized aerobic biodegradation pathways for aromatic
hydrocarbons (after Bosma et al., 2001).

Table 1 Turnover times for naphthalene, phenanthrene, and benzo
(a)pyrene in water and sediment.

PAH and environment Temp. Times

(&C) (d)

Naphthalene
Estuarine water 13 500
Estuarine water 24 30–79
Estuarine water 10 1–30
Seawater 24 330
Seawater 12 15–800
Estuarine sediment 25 21
Estuarine sediment 287
Estuarine sediment 22 34
Estuarine sediment 30 15–20
Estuarine sediment 2–22 13–20
Stream sediment 12 >42
Stream sediment 12 0.3
Reservoir sediment 22 62
Reservoir sediment 22 45

Phenanthrene
Estuarine sediment 25 56
Estuarine sediment 2–22 8–20
Reservoir sediment 22 252
Reservoir sediment 22 112
Sludge-treated soil 20 282

Benzo(a)pyrene
Estuarine water 10 2–9000
Estuarine sediment 22 >2800
Estuarine sediment 2–22 54–82
Stream sediment 12 >20 800
Stream sediment 12 >1250
Reservoir sediment 22 >4200
Sludge-treated soil 20 >2900

Source: O’Malley (1994).
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carbon-isotopic measurements in unravelling the sources and
fate of PAHs in shallow aquatic systems. Similar approaches to
studying aliphatic compounds have been employed in a num-
ber of hydrocarbon apportionment studies (e.g., O’Malley,
1994; Mansuy et al., 1997; Dowling et al., 1995), and the
approach has indeed been a principal method used for oil–
oil and oil source rock correlation for decades (e.g., Sofer,
1984; Schoell, 1984; Peters et al., 1986; Faksness et al.,
2002). The key to using carbon isotopes for understanding
the geochemistry of HMW hydrocarbons in shallow aquatic
systems is to distinguish two reasons why the abundance of
stable isotopes in these compounds might vary: (1) differences
in carbon sources and (2) isotope discrimination introduced
after or during formation. In what follows, we will first de-
scribe and compare the carbon-isotope systematics in the py-
rogenic and petrogenic PAH sources. Then we will examine
possible changes in the carbon-isotope compositions in these
compounds as a result of one or more weathering reactions.
Finally, we will use the PAH inventory of an estuarine environ-
ment in eastern Canada as an example of how the molecular
characteristics discussed earlier in this chapter can be blended
with compound-specific carbon-isotope signatures to distin-
guish PAH sources and pathways.

11.13.6.1 Carbon Isotope Variations in PAH Sources

11.13.6.1.1 Pyrogenesis
The isotopic signature imparted on individual PAHs during
formation is determined by both the isotopic composition
of the precursor compounds and the formation conditions.
Since these two factors can vary widely during pyrolysis
or diagenesis, the potential exists for PAHs produced from

different sources and from a variety of processes to have
equally variable isotopic signatures. Isotopic characterization
of bulk organic and aromatic fractions has been performed
for many years (e.g., Sofer, 1984; Schoell, 1984), but the ad-
vent of compound-specific isotopic characterization meth-
ods for individual organic compounds has immensely
increased the database for assessing the range of PAH isotopic
compositions.

The specific mechanisms controlling the isotopic signatures
of individual pyrogenic PAHs are only partly understood
(O’Malley, 1994; Currie et al., 1999). It is expected that the
pyrolysis of isotopically distinct precursor materials would
result in PAHs with different isotopic signatures. Due to the
nature of PAH formation pathways discussed earlier in this
chapter, the d13C of pyrolysis-derived compounds may be
dictated by a series of primary and secondary reactions that
precursor and intermediate compounds undergo prior to the
formation of the final PAHs. The isotopic effects associated
with ring cleavage reactions of intermediate precursors (LMW
compounds) may result in 13C enriched higher molecular
weight species formed by the fusion of these reduced species.
Variations in the d13C of the higher molecular weight con-
densed compounds may, therefore, depend on the d13C of
the precursor and intermediate species. In the absence of
pyrosynthetic recombination reactions, produced PAHs will
have isotopic compositions that are largely dictated by those
of the original precursor compounds. Alkylation or dealkyla-
tion reactions at specific sites of a parent molecule will alter
the isotopic composition of that compound only to the
extent that the alkyl branch is isotopically different from the
substrate PAHs.

O’Malley (1994) performed the first characterization of
compound-specific carbon-isotope characterization of primary
and secondary PAH sources. Irrespective of the range observed
in the d13C of the wood-burning soot PAHs, the overall trend
in the mean d13C values indicates that lower molecular weight
compounds (three-ring) are isotopically more depleted than
four-ring PAHs, whereas five-ring compounds have d13C values
similar to the three-ring species (Figure 15). Since PAHs are the
products of incomplete combustion, the range of isotopic
values generated during pyrolysis is related to the isotopic
signature of their initial precursors and the fractionations that
are associated with primary and secondary reactions noted
above. The trend observed in the d13C of the three-, four-,
and five-ring PAHs in thispyrolysis process indicates the fol-
lowing possibilities: (1) the individual compounds were de-
rived from isotopically distinct precursors in the original
pyrolysis source that underwent pyrolysis and pyrosynthesis
possibly at different temperature ranges; (2) the overall isoto-
pic variation was primarily dictated by the formation and
carbon branching pathways that occurred during pyrosynth-
esis; or (3) some combination of (1) and (2).

Benner et al. (1987) analyzed the d13C of various wood
components and reported that cellulose, hemicellulose, and an
uncharacterized fraction (solvent extractable) were, respec-
tively, 1.3%, 0.3%, and 1.0% more enriched in 13 C than the
total wood tissue, whereas lignins were 2.6% more depleted
than the whole plant. Wood combustion in open wood fire-
places could resemble a stepped combustion process where
hemicellulose normally degrades first, followed by cellulose
and then the lignins. If the carbon isotopic compositions of

Table 2 Biodegradation and utilization of lower molecular weight
PAHs by a diverse group of bacteria, fungi, and algae.

Organism Substrate

Pseudomonas sp. Naphthalene
Phenanthrene
Anthracene
Fluoranthene
Pyrene

Flavobacteria sp. Phenanthrene
Anthracene

Alcaligenes sp. Phenanthrene
Aeromonas sp. Naphthalene

Phenanthrene
Beijerenckia sp. Phenanthrene

Anthracene
Benz(a)anthracene
Benzo(a)pyrene

Bacillus sp. Naphthalene
Cunninghamella sp. Naphthalene

Phenanthrene
Benzo(a)pyrene

Micrococcus sp. Phenanthrene
Mycobacterium sp. Phenanthrene

Phenanthrene
Fluorene
Fluoranthene
Pyrene

Source: O’Malley, 1994.
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hemicellulose, cellulose, and lignin are sole factors in deter-
mining the overall isotopic signature of the wood-burning
soot, then the d513C-depleted PAHs may be primarily derived
from lignin, while the more enriched compounds may origi-
nate from the heavier cellulose or uncharacterized fractions.
The uncharacterized fraction of wood also contains certain
compounds that are good PAH precursors (e.g., terpenes,
fatty acids, and other aromatic compounds including acids,
aldehydes, and alcohols).

As an alternative, the trend in the isotopic signature of
wood-burning soot PAHs may be controlled by secondary
condensation and cyclodehydrogenation reactions during py-
rolysis to produce more condensed HMW compounds. There-
fore, during the pyrolysis process, LMW compounds, generally
formed at lower temperatures, may be actual precursors to the
higher molecular weight species that are formed subsequently.
Holt and Abrajano (1991) concluded from kerogen partial
combustion studies that 13C-depleted carbon is preferentially
oxidized during partial combustion leaving a 13C-enriched
residue (cf. Currie et al., 1999). Therefore, the PAH-forming
radicals produced at lower temperatures are expected to be
depleted in 13C compared to radicals formed at higher temper-
atures. Despite the difference in the combustion/ pyrolysis
processes, materials, and conditions, the d13C of the parental
PAHs isolated from car soots follow a similar trend to the
wood-burning soot PAHs (Figure 15). This similarity argues
for the prevailing role of pyrolytic secondary reactions in
imparting the resulting PAH d13C values. Unlike open wood
burning, the combustion process in the gasoline engine may be
described as spontaneous or shock combustion (Howsam and
Jones, 1998), whereby gasoline is initially vaporized and
mixed with air prior to combustion in the combustion cham-
ber. The PAHs produced during this process are reported to be
primarily dependent on the fuel:air ratio and the initial

aromaticity of the fuel (Begeman and Burgan, 1970; Jensen
and Hites, 1983).

The complex controls on the carbon isotopic composition
of produced PAHs during wood burning is also apparent in
PAH produced by coal pyrolysis (McRae et al., 1999, 2000;
Reddy et al., 2002). PAHs that have been isotopically charac-
terized by McRae et al. (1999) showed progressive 12C enrich-
ment in successively higher temperatures offormation (–24%
to –31%). One analysis of a coal tar standard reference mate-
rial (SRM) by Reddy et al. (2002) yielded compound specific
d13C values in the 13C-enriched end of this range (–24.3%
to –24.9%). MacRae et al. (1999) reasoned that the isotopic
changes observed at increasing temperature reflect the compe-
tition between original PAHs in the coal (mostly two and three
rings), and those produced by high-temperature condensation
and aromatization. Interestingly, the polycondensed higher
molecular weight PAHs showed enrichment in 12C, perhaps
indicating the incorporation of the early 12C-enriched frag-
ments produced by during pyrolysis (cf. Holt and Abrajano,
1991). Creosote produced from coal tar likewise exhibits a
wide range of d13C composition (e.g., Hammer et al., 1998),
mimicking the observation made by McRae et al. (1999).

11.13.6.1.2 Pedogenesis
Carbon isotopic compositions of PAHs in petroleum and pe-
troleum source rocks are among the earliest targets of
compound-specific carbon isotopic analysis. Freeman (1991)
analyzed individual aromatic compounds in the EoceneMessel
Shale and demonstrated the general tendency of aromatic
compounds to be consistently enriched in 13C compared to
the aliphatic fraction. This pattern is consistent with diagenetic
effects associated with aromatization of geolipids (Sofer, 1984;
Simoneit, 1998). As already noted, several examples of diage-
netically produced PAHs (e.g., substituted Pa, Chy, retene, and
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perylene) result from the aromatization of precursors such as
pentacyclic triterpenoids (Wakeham et al., 1980b; Mackenzie,
1984; Peters and Moldowan, 1993; Neilson and Hynning,
1998; Simoneit, 1998). The aromatization of natural com-
pounds to produce PAHs is not expected to result in significant
isotopic alterations, a contention supported by the successful
use of compound-specific carbon-isotope signatures to trace
precursor–product relationships in diagenetic systems (e.g.,
Hayes et al., 1989; Freeman, 1991). It is notable, however,
that the range of d13C values to be expected from potential
precursors (e.g., triterpenoids) remains to be fully defined.
O’Malley (1994) reported depletion in 13C (up to 2%) meth-
ylated naphthalene homologues compared to their corre-
sponding parental compound. The d13C-depleted isotopic
values observed in these petrogenic-associated PAHs may be
dictated by the similarly depleted nature of the precursor com-
pounds. Published d13C values of petrogenic-associated PAHs
are limited, and it is more than likely that further analysis will
reveal more variations that would reflect the isotopic compo-
sition of precursor compounds and the nature and degree of
diagenetic reactions.

In contrast to the wood fireplace and car soot signatures,
the d13C of the PAHs isolated from crankcase oil were generally
depleted in 12C (Figure 15). Also, the range of d13C values
measured was only marginally enriched compared to the range
of bulk isotopic values (-29.6% and -26.8%) reported for
virgin crankcase oil. Unlike fuel pyrolysis, where a significant
portion of the precursor source materials is initially fragmented
into smaller radicals prior to PAH formation, the PAHs in used
crankcase oil are largely derived from a series of thermally
induced aromatization reactions of natural precursors that
exist in the oil. Crankcase oils derived from petroleum consist
primarily of naphthenes with minor n-alkane content (<C25)
and traces of steranes and triterpanes (Simoneit, 1998). Of the
parental compounds isolated from the crankcase oils, Pa and
Py were generally more depleted in 13C than Fl, BaA/Chy, BFl,
and BeP/BaP (Figure 15). The difference in the isotopic values
of these two groups of parental compounds suggests that they
may be derived from different precursors in the oil. The simi-
larity in the isotopic values of Pa and Py indicates that they may
be derived from precursor materials, which have a common
origin or a common synthesis pathway that is distinct from
those followed by other HMW PAHs. The assignment of aro-
matic structures to their biological precursors in crude oils has
proved difficult (Radke, 1987). However, it is now well estab-
lished that the saturated or partially unsaturated six-membered
rings in steroids and poly cyclic terpenoids undergo a process
of stepwise aromatization (MacKenzie, 1984; Simoneit, 1998).

Our measurements of crude and processed oil products
other than crankcase oil are shown in Figure 16, but these
measurements are largely restricted to naphthalene and meth-
ylated naphthalene (unpublished data). The PAHs isolated
from the bulk outboard motor condensate are isotopically
very similar to the mean isotopic values of the PAHs in used
crankcase oil, except that the outboard motor condensates
were generally more enriched in 13C (Figure 16). This similar-
ity to crankcase oils was also observed in their PAH molecular
signatures. The apparent enrichment in 13C of naphthalene
and its methylated derivatives in the outboard motor samples
may be due to the partial combustion of gasoline that is

characteristic of two-stroke outboard motor engines. The
d13C of the PAHs isolated from the crude petroleum samples
have similar trends (compound-to-compound variations), ex-
cept that the Calgary crude PAHs are generally lighter (–32.2%
to –25.1%) than the Arabian sample (–30.0% to –22.7%;
Figure 16). This variation in isotopic values is possibly related
to the origin or maturity of these samples. Differences in the
d13C values of the isomeric compounds suggest that these
compounds may originate from different precursor products
or by different formation pathways. Naphthalene and methyl-
ated naphthalenes in #2 fuel oil had isotopic values within the
range observed for the crude oils and other petroleum products
investigated (d13C). Mazeas and Budzinski (2001) also
reported compound-specific d13C measurement of an oil sam-
ple, and their values fell in the range of –24% to –29%.
However, their measurements of PAHs from a crude oil SRM
showed more enriched d13C values (–22% to –26%). The
latter values are the most 12C-enriched values we have seen in
petroleum-related compounds to date.

11.13.6.2 Weathering and Isotopic Composition

Once PAHs are emitted to the environment, the extent of
alteration of the isotopic signature during transformation re-
actions depends on the nature of the carbon branching path-
ways involved in the reaction. Isotopic fractionation as a result
of kinetic mass-dependent reactions (e.g., volatilization or dif-
fusion) is unlikely to be significant, because the reduced mass
differences between the light and heavy carbon in these HMW
compounds are small. Substitution reactions, resulting in the
maintenance of ring aromaticity, are also not likely to signifi-
cantly alter the isotopic signature of the substrate molecule,
although it is possible that the extent of substitution could
result in kinetic isotope effects (KIEs). Experiments conducted
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to examine possible KIEs on biotic and abiotic transformation
(e.g., volatilization, sorption, photodegradation, and micro-
bial degradation) have shown the overall resilience of the
compound-specific carbon-isotope signatures inherited from
PAH sources (O’Malley, 1994; O’Malley et al., 1994; Stehmeir
et al., 1999; Mazeas et al., 2002). The HMW of these com-
pounds apparently preempts significant carbon-isotopic dis-
crimination during abiotic transformation processes (e.g.,
volatilization and photodegradation). For example, no frac-
tionation from photolytic degradation was observed on the
d13C of standard PAHs experimentally exposed to natural sun-
light. The d13C of F, Pa, Fl, Py, and BbF during the various
exposure periods were particularly stable despite up to a 40%
reduction in the initial concentration of pyrene (Figure 17).
The absence of significant KIE in the systems studied here may
be related to the relatively HMW of the compounds and low
reduced mass differences involved.

Microbial degradation experiments likewise showed negli-
gible shifts in the d13C values of Na and Fl even after >90%
biodegradation (Figure 18) (O’Malley et al., 1994). Bacteria
degrade PAHs by enzymatic attack which can be influenced by
a number of environmental factors (Cerniglia, 1991). Alter-
ation of the original isotopic values of Na and Fl may have
been expected, since most PAH degradation pathways involve
ring cleavage (loss of carbon) (Mueller et al., 1990; Cerniglia,
1991). For bacterial degradation to occur, the PAHs are nor-
mally incorporated into the bacterial cells where enzymes are
produced (van Brummelen et al., 1998; Neilson and Allard,
1998). The pathways by which PAHs enter bacterial cells may
dictate whether isotopic alterations will occur as a result of
microbial degradation. This pathway is not well understood,
but it is postulated that bacteria either ingests PAHs that are
associated with organic matter, or because of their lipophilic
properties, PAHs may diffuse in solution across the cell wall
membrane. Hayes et al. (1989) suggested that organisms do

not isotopically discriminate between heavy and light carbon
when ingesting organic material from homogenous mixtures.
In this case, the isotopic ratio of the unconsumed residue will
not be different from the starting material. Even if cell wall
diffusion was the predominant pathway, isotopic fractionation
will again be limited by the small relative mass difference
between 12C and 13C containing PAHs. It is for this reason
that most isotopic fractionations in biological systems can be
traced back to the initial C1 (i.e., CO2 and CH4) fixation steps.
Since no enrichments were observed in the biodegradation
residue of naphthalene and fluoranthene, no observable mass
discrimination can be attributed to biodegradation for these
compounds. If the controlling steps for the biodegradation of
higher molecular weight PAHs are similar, isotopic alterations
resulting from microbial degradation would likely be insignif-
icant in many natural PAH occurrences. It is notable that recent
experiments on naphthalene and toluene show that some
carbon-isotopic discrimination can occur under certain condi-
tions (Meckenstock et al., 1999; Diegor et al., 2000; Ahad et al.,
2000; Morasch et al., 2001; Stehmeir et al., 1999). Yanik et al.
(2003) also showed some carbon-isotope fractionation, inter-
preted as biodegradation isotope effect, in field weathered
petroleum PAHs. If the presence of isotopic discrimination
during biodegradation is shown for some systems, it is likely
contingent on the specific pathways utilized during microbial
metabolism. This may be a fruitful area of further inquiry.

11.13.6.3 Isotopic Source Apportionment of PAHs
in St. John’s Harbor: An Example

The earliest example of using compound specific carbon-
isotope compositions for apportioning PAH sources in aquatic
systems is the study of St. John’s Harbor, Newfoundland by
O’Malley et al. (1994, 1996). This is an ideal setting for utiliz-
ing carbon isotopes because the molecular evidence is
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equivocal. The surface sediments in St. John’s Harbor were
characterized by high but variable concentrations of three-,
four-, and five-ring parental PAHs suggestive of pyrogenic
sources, the presence of methylated PAHs and a UCM indica-
tive of petrogenic inputs, and occasional presence of retene and
perylene, implicating diagenetic input. The relatively low Pa/A
ratio (1.9) in the surface sediment, which is indicative of
significant pyrolysis contributions, is similar to those calcu-
lated in previous studies (Killops and Howell, 1988; Brown
andMaher, 1992). The Fl/Py ratio (1.2), indicative of pyrolysis,
is comparable to the Fl/Py ratios reported for sediments from
other similar systems (e.g., Penobscot Bay, Boston Harbor,
Severn Estuary, Bedford Harbor, and Halifax Harbor) (Killops
and Howell, 1988; Pruell and Quinn, 1988; Gearing et al.,
1981; Hellou et al., 2002). Similarly, the BaA/Chy ratio
(0.80) also indicates that BaA and Chy are of pyrogenic origin.
However, unlike Fl and Py, the generally higher BaA/Chy ratio
suggests that the primary source of these particular compounds
may be related to car emissions. The BaP/BeP and the Pa/MPa
ratios of the sediment cannot be clearly reconciled with any of
the primary source signatures. This could indicate that these
ratios have limited value for source apportionment because of
the reactivity of BaP and methylated Pa in the environment
(e.g., Canton and Grimalt, 1992).

The reactivity of MPa and BaP seems to have resulted in the
alteration of their source compositional ratios during transpor-
tation/deposition, and thus may not be a reliable source indi-
cator. In addition to the compositional attributes of the
parental PAHs, the presence of methylated compounds and a
UCM in the surface sediments indicates possible petrogenic

inputs of PAHs to the Harbor. The UCM is generally indicative
of petroleum and petroleum products, and is a widely used
indicator of petrogenic contamination in sediments (Prahl and
Carpenter, 1979; Volkman et al., 1992, 1997; Simoneit, 1998).
It is commonly assumed that a UCM consists primarily of an
accumulation of multibranched structures that are formed as a
result of biodegradation reactions of petroleum (Volkman
et al., 1992). Since no clear indication of petroleum-derived
inputs can be discerned from the compositional ratios of the
prominent PAHs in the sediments, it is apparent that the
isomeric ratios of the prominent petrogenic PAHs are masked
by pyrogenic-derived components.

There is no characteristic trend in the d13C between the
LMW and HMW PAHs in the surface sediments of St. John’s
Harbor. However, the isotopically enriched A and the trend
between Pa and MPa are indicative of pyrogenic PAH sources,
whereas the marginally depleted Py compared to Fl suggests
inputs of petrogenic sources. The isotopic signatures of the
PAHs from all the surface samples are broadly similar, and
can be quantitatively related to the prominent primary sources
(Figure 19). Significant enrichments of Pa, MPa, and A relative
to the four- and five-ring compounds are consistently observed
in all the individually analyzed samples. This may be attributed
to the input of road sweep material via the sewer system. The
consistency in the d13C of Pa (–25.9% to –25.2%) in the
surface sediments suggests that it is possibly derived from an
isotopically enriched source of pyrogenic origin. Evidence of
some petrogenic input is, nevertheless, indicated by the rela-
tively 13 C- depleted pyrene, a trend that was consistently ob-
served in most of the samples investigated. The results of mass
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balance mixing calculation are diagrammatically shown in
Figure 20. The d13C of the four- and five-ring PAHs isolated
from the various sediments generally form positive mixing
arrays between the wood-burning and car soot and crankcase
oil end-members, quantitatively substantiating molecular data
that mixtures of these prominent primary sources could ex-
plain the range of d13C values observed in these particular
sediments. The validity of these mixing arrays is further sup-
ported by unchanging relative positions of the individual sites
(e.g., E, F, and J; Figure 20) in the mixing array (accounting for
experimental error) regardless of the projection used. In gen-
eral, as indicated by the dominance of the three-, four-, and
five-ring parental PAHs in the molecular signatures, PAHs of
pyrolysis origin seem to be dominant contributors to the Har-
bor sediments. This is shown by the bulk of the data points,
which are concentrated close to the two pyrolysis/combustion
end-members (Figure 20). From the position of the mean
values on the mixing curves, the average pyrolysis input is
estimated to be #70% while the remaining 30% of the PAHs
seem to be derived from crankcase oil contributions. Sites H
and J are particularly enriched in pyrolysis-derived PAHs, while
the maximum input of crankcase oil ('50%) consistently
occurred at site E indicating the heterogeneous nature of
these sediments which was not evident from the molecular
signatures. The percentage input of crankcase oil is similar to
the range (20–33%) estimated from Figure 19.

The relative importance of the two primary pyrolysis
sources (wood-burning soot versus car soot) as PAH contribu-
tors to the sediments is also evident in these mixing curves.
With the exception of sites A, H, K, and L, which plot closer to

the wood-burning soot/crankcase oil mixing array, all the
remaining sites tend to be concentrated close to the car soot/
crankcase oil mixing curve (Figure 20). This indicates that a
significant portion of the pyrolysis-derived PAHs in the Harbor
is of car emission origin. Despite the lack of distinct evidence in
the molecular signature data to suggest the importance of car
soot emissions in the pyrolysis signatures, inputs of car soot
PAHs to the sediments are indicated by the low Pa/A and
elevated BaA/Chy compositional ratios. The dominance of
car soot PAHs compared to wood-burning soots suggests that
a significant part of wood-burning emissions is being trans-
ported away from the sampling area due to wind dispersion,
and that car soot inputs mainly occur as a result of road runoff.
The presence of retene, identified in most of the surface sedi-
ments samples, is mainly related to early diagenesis rather than
from wood-burning sources, despite having a similar d13C
value to these sources. This is supported by the apparent ab-
sence of retene in the open-road and sewage sample molecular
signatures, which are identified to be the predominant path-
ways for PAH input to the Harbor. There was also a notable
absence of retene in the atmospheric air samples collected in
the St. John’s area. The input of petroleum or petroleum prod-
ucts to the sediments is not surprising since most of the indi-
vidual samples are characterized by the presence of a
prominent UCM.

The prominence of car soot and crankcase oil PAHs in
sediments supports the suggestion that road runoff and runoff
via the sewer system, and not atmospheric deposition, is the
main pathway for PAH input to the Harbor sediments. This is
also reflected by the similarity in the isotopic values of the
PAHs in the sewage and sediment samples (Figure 21). Input
of road sweepmaterials to the sediments was also supported by
the presence of asphalt-like particulates similar to those ob-
served in the open-road sweeps. Due to the absence of major
industries in the St. John’s area, sewage is dominated by do-
mestic sources. Sewage PAH content is, therefore, predomi-
nantly derived from aerially deposited pyrolysis products, car
emissions, crankcase oil by direct spillage and engine loss
(NRC, 2002), and road sweep products such as weathered
asphalt, tire, and brake wear. The occurrence of early diagenesis
in these sediments is supported by the presence of perylene in
the deeper samples which is suggested to be derived from
diagenetic alteration reactions based on the Py/Pery ratio. Re-
liable isotopic measurements could not be performed on per-
ylene due to coelution with unidentified HMW biological
compounds.

In conclusion, using both the molecular signatures and the
d13C of the PAHs isolated from St. John’s Harbor, sources of
pyrogenic and petrogenic PAHs along with diagenetic sources
are positively identified. From a combination of the molecular
abundance data and the d13C of the individual PAHs, car
emissions are identified as important contributors of pyroly-
sis-derived compounds, whereas an average of 30% was de-
rived from crankcase oil contributions. Direct road runoff,
runoff via the storm sewers, and snow dumping are identified
to be the most likely pathways for PAH input to the Harbor
using both the molecular signature and carbon-isotope data. In
this particular site, the combined use of molecular and carbon
isotopic data elucidated the prominent sources of PAHs in the
sediments. However, the use of isotopic data has the added
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advantage that some quantification of sources can be under-
taken with more confidence (O’Malley et al., 1996). It should
be noted that these mixing equations used only the more stable
higher molecular weight four- and five-ring compounds to
avoid uncertainties related to possible weathering fraction-
ations that could affect lower molecular weight compounds.

11.13.7 Synthesis

The unwanted release of petrogenic and pyrogenic hydrocar-
bon contaminants in the environment represents a major
global challenge for pollution prevention, monitoring, and
cleanup of aquatic systems. Understanding the geochemical
behavior of these compounds in aqueous environments is a
prerequisite to identifying point and nonpoint sources, under-
standing their release history or predicting their transport and
fate in the environment. This review examined the physical and
chemical properties of HMW hydrocarbons and environmen-
tal conditions and processes that are relevant to understanding
of their geochemical behavior, with an explicit focus on poly-
cyclic (or polynuclear) aromatic hydrocarbons (PAHs). PAHs
represent the components of greatest biological concern
amongst pyrogenic and petrogenic hydrocarbon contami-
nants. The molecular diversity of PAHs is also useful for holis-
tically characterizing crude oil and petrogenic sources and their
weathering history in aquatic systems. The majority of PAHs
resident in surface aquatic systems, including lake, river, and
ocean sediments, and groundwater aquifers are derived from
pyrolysis of petroleum, petroleum products, wood, and other

biomass materials. Finally, HMW hydrocarbons share the hy-
drophobic and lipophilic behavior of PAH; hence, all the
discussions of the geochemical behavior of PAHs are indeed
relevant to HMW hydrocarbons in general.

The molecular distribution and compound specific carbon-
isotopic compositionof hydrocarbons canbeused toqualify and
quantify their sources and pathways in the environment. Molec-
ular source apportionment borrows from molecular methods
that were developed and applied extensively for fundamental
oil biomarker studies, oil–oil and oil source rock correlation
analysis. Additionally, petroleum refinement produces well-
defined mass and volatility ranges that are used as indicators of
specific petroleum product sources in the environment. Com-
pound-specific carbon-isotopic measurement is a more recent
addition to the arsenal of methods for hydrocarbon source ap-
portionment. Carbon isotopic discrimination of n-alkanes, bio-
markers, and PAHs has shown that the technique is highly
complementary to molecular apportionment methods.

HMW hydrocarbons are largely hydrophobic and lipo-
philic; hence, they become rapidly associated with solid phases
in aquatic environments. This solid partitioning is particularly
pronounced in organic-matter-rich sediments, with the result
that the bulk solid–water partition coefficient is generally a
linear function of the fraction of organic carbon or organic
matter present in the sediments. Under favorable conditions,
organic-rich sediments preserve potential records of the
sources and flux of hydrocarbons in a given depositional sys-
tem. The bulk molecular compositions of hydrocarbons are
altered in aquatic environments as a result of selective dissolu-
tion, volatilization, sorption, photolysis, and biodegradation.
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This review has summarized our understanding of the effect of
these ‘weathering reactions’ on molecular and isotopic compo-
sition. Understanding hydrocarbon weathering is important
for understanding sources of past deposition, and they may
also provide insights on the timing of hydrocarbon release.
Carbon isotope compositions of HMW hydrocarbons are not
significantly altered by most known weathering and diagenetic
reactions, enabling the use of isotopic signatures as source
indicators of highly weathered hydrocarbons.

Several additional areas of research will likely yield major
additional advances in understanding of petrogenic and pyro-
genic hydrocarbon geochemistry. For example, developments
in compound-specific isotope analysis of D/H ratios in indi-
vidual hydrocarbon compounds will provide additional con-
straints on the origin, mixing, and transformation of
hydrocarbons in shallow aquatic systems. Bacterial degrada-
tion experiments similar to those presented in this review have
been completed, and no D/H fractionations in naphthalene
and fluoranthene were observed (Abrajano, unpublished).
This contrasts with large, but bacterial species-dependent,
D/H fractionation already observed for toluene (e.g., Ward
et al., 2000; Morasch et al., 2001). The dependence of D/H
fractionation on the degrading microorganisms and the envi-
ronment of degradation for mono- and PAHs are clearly fertile
areas of further investigation. Similarly, the characterization of
D/H signatures of PAH sources is a topic of ongoing interest.
Compound-specific measurement of dD of fire soot (12 sam-
ples) reveals a wide range from –40% to –225%, which over-
laps with the observed range (–50% to –175%) for crankcase
oil (18 samples) (Abrajano, unpublished). Whereas source
discrimination of the type shown for carbon isotopes does

not appear promising for hydrogen, the factors governing the
acquisition of D/H signatures of PAHs will likely yield unique
insight into their pathways and transformation in the environ-
ment (e.g., Morasch et al, 2001).

Likewise, the continued development of compound-
specific radiocarbon dating techniques ushers an exciting
dimension to the study of PAHs and other hydrocarbons in
modern sediments (e.g., Eglinton et al., 1997; Eglinton and
Pearson, 2001; Pearson et al., 2001; Reddy et al., 2002). In
particular, compound-specific radiocarbon determination of-
fers a clear distinction to be made between ‘new carbon’ (e.g.,
wood burning) and ‘old carbon’ (petroleum and petroleum
combustion).

Finally, there is now increasing recognition of a critical need
for detailed characterization of the mechanisms of solid phase
association of hydrocarbons in sediments or aquifer solid
phase. The likelihood that the sorption/desorption behavior,
bioavailability, and overall cycling of hydrocarbons depend
critically on the nature of solid phase association provides a
strong impetus for future work.
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Figure 21 Comparison of PAH d13C from the St. John’s Harbor
sediment, road surface sweep, road-side snow pile, and sewer effluent.
Also shown for comparison is the average (18 samples) PAH d13C of
sediments from a separate harbor outside of the St. John’s Harbor
watershed (Conception Bay).
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11.14.1 Introduction

Halogenated hydrocarbons originate from both natural and in-
dustrial sources. Whereas direct anthropogenic emissions to the
atmosphere and biosphere are often easy to assess, particularly
when they are tied tomajor industrial activities, the attributionof
emissions to other human activities (e.g., biomass burning),
diffuse sources (e.g., atmospheric discharge, run off), and natural
production (e.g., soils, fungi, algae,microorganisms) are difficult
to quantify. The widespread occurrence of both alkyl and aryl
halides in groundwater, surface water, soils, and various trophic
food chains, even those not affected by known point sources,
suggests a substantial biogeochemical cycling of these com-
pounds (Wania andMackay, 1996; Adriaens et al., 1999; Gruden
et al., 2003). The transport and reactive fate mechanisms con-
trolling their reactivity are compounded by the differences in
sources of alkyl-, aryl-, and complex organic halides, and the
largely unknown impact of biogenic processes, such as enzymat-
ically mediated halogenation of organic matter, fungal produc-
tion of halogenated hydrocarbons, and microbial or abiotic
transformation reactions (e.g., Asplund and Grimvall, 1991;
Gribble, 1996; Watling and Harper, 1998; Oberg, 2002). The
largest source may be the natural halogenation processes in the
terrestrial environment, as the quantities detected often exceed

the amount that can be explained by human activities in the
surrounding areas (Oberg, 1998). Since biogeochemical pro-
cesses result in the distribution of a wide range of halogenated
hydrocarbon profiles, altered chemical structures, and isomer
distributions in natural systems, source apportionment (or envi-
ronmental forensics) can often only be resolved using multivar-
iate statistical methods (e.g., Goovaerts, 1998; Barabas et al.,
2003; Murphy and Morrison, 2002).

This chapter will describe the widespread occurrence of
halogenated hydrocarbons, interpret their distribution and
biogeochemical cycling in light of natural and anthropogenic
sources, biotic and abiotic reactivity, and prevailing cycling
mechanisms. Specific emphasis will be placed on the potential
role of biotic and abiotic transformation reactions in soil,
water, and sediment environments resulting in environmental
sequestration and phase transfer.

11.14.2 Global Transport and Distribution of
Halogenated Organic Compounds

The biogeochemistry of halogenated pollutants has to be
reviewed within the context of transport and phase partition-
ing, and the impact of these processes on their distribution and
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reactivity in various environmental compartments. Whereas
the authors recognize that these atmospheric processes domi-
nate the global biogeochemistry of halogenated hydrocarbons,
there are substantial differences in the types of biogeochemical
controls that impact biogenic, anthropogenic, and complex
halogenated organic matter at local (contaminant hot spots),
regional (e.g., Great Lakes), and global (e.g., temperate and
polar latitudes) scales. Since this chapter aims to discuss per-
sistent organic pollutants (POPs), biogenic pollutants (e.g., the
halomethanes), and anthropogenic non-POPs (e.g., chlor-
oethenes, chlorofluoro-hydrocarbons), an operational separa-
tion between POPs and non-POPs based on their distribution
mechanisms and physical–chemical properties which render
them as belonging to either class is useful to provide context for
the remainder of this chapter.

11.14.2.1 Persistent Organic Pollutants

POPs are generally considered as long-lived organic compounds
that become concentrated as they move through the food chain,
exhibiting toxic effects on animal reproduction, development,
and immunological function. These compounds are dominated
by chlorinated hydrocarbons, including many pesticides:
DDT, hexachlorobenzene (HCB), chlordane, heptachlor, toxa-
phene, aldrin, dieldrin, endrin, mirex, polychlorinated biphe-
nyls (PCBs), and chlorinated dibenzo-p-dioxins and furans
(PCDD/F) (Bidleman, 1999). The chemistry of these compounds
is very complex and spans orders ofmagnitude variability in their
solubility, vapor pressure, and partitioning behavior as a func-
tion of chlorine content and substitution pattern. For example,
there are 210 congeners of PCBs, 135 congeners of furans, and
75 congeners of dioxins. In addition,many compounds are chiral
in nature (e.g., the hexachlorocyclohexane-HCH group), a prop-
erty which also confers differential reactivity on the molecule.
Based on observations dating back to mid-1960s, it has become
apparent that POPs have the capability of being transported over
thousands of kilometers (e.g., Sladen et al., 1966; Peterle, 1969),
during which these compounds have the opportunity to fraction-
ate, react, and bioaccumulate in global food chains.

Several global maps have been generated that document the
distribution of these compounds based on the analysis of tree
bark samples (Simonich and Hites, 1995), pine needles and
lichens (Ockenden et al., 1998a), rural soils and isolated water
bodies (Baker and Hites, 2000a,b), and butter samples
(Kalantzi et al., 2001). Aside from global latitudinal fraction-
ation (e.g., Ockenden et al., 1998b), analysis for organo-
chlorine insecticides and PCBs over the Great Lakes indicate
the existence of local and regional volatilization pathways,
rather than long-range transport (e.g., McConnell et al.,
1998). These regional and global distribution phenomena
and their implications have been recognized in a number of
multilateral venues (Montreal, Stockholm, UN, etc.), and the
need for identifying and classifying chemicals for their propen-
sity to long-range transport, and characterization of POP
distribution mechanisms is an urgent topic of research.

11.14.2.1.1 Global distribution mechanisms
Even though substantial experimentation and monitoring of
POPs in the atmosphere, the world’s soils, vegetation, and
oceans indicate a widespread (mainly latitudinal) distribution,

the present knowledge on the global dynamics of POPs is
incomplete. The processes controlling their distribution can
only be assessed by integration of models with the available
datasets (Dachs et al., 2002), or by constructing hypothetical
environments to explore how a given chemical is likely to
partition, react, and be transported (MacKay and Wania,
1995). The advantage of the latter approach is that chemical
behavior is the only variable under consideration, and prob-
lems associated with environmental characterization and lim-
iting chemical analyses are avoided. The former allows for a
validation of this approach with multivariate data sets. Based
on these approaches, two main mechanisms controlling
air–water fluxes and enrichment of contaminants in polar re-
gions and food webs have been advanced: temperature-
controlled global fractionation and condensation, and oceanic
controlled phytoplankton uptake with particle sinking.

For a quarter of a century, the concept of global distillation
has been developed to describe the tendency of certain con-
taminants to evaporate from temperate and tropical regions
and condense in cold climates (Goldberg, 1975). More re-
cently, a ‘grasshopper effect’ analogy was used to describe
the tendency of POPs to undergo cycles of deposition and
re-emission during transport (Wania and MacKay, 1996).
Accordingly, properties such as vapor pressure and partition
coefficient will impact this tendency for any given POP com-
pound, resulting in distinctive condensation temperatures and
degree of fractionation with latitude. These cycles are thought to
be strongly influenced by diurnal and seasonal variability of
environmental conditions, such as temperature, due to its influ-
ence on air–surface and air–water partitioning. Indeed, the
influence of air–water exchange has been shown to dominate
depositional processes in many aquatic systems for a wide range
of POPs such as PCBs and HCHs (Totten et al., 2001; Wania and
MacKay, 1996). Large-scale surveys of organochlorine pesticides
and PCBs in ocean air and water show features which support
these effects (Iwata et al., 1993), and many aryl halides in atmo-
spheric air masses show strong temperature-dependent diurnal
cycling (e.g., Lee et al., 2000), providing support for rapid
air–surface exchange of semi-volatile organic compounds. On a
regional scale, significant temperature-dependent air–water
exchange of toxaphene (polychlorinated bornanes and
bornenes) in the Great Lakes has been demonstrated, whereby
the colder temperatures and lower sedimentation rates in Lake
Superior are responsible for its higher aqueous concentrations
(Swackhamer et al., 1999).

Large differences in exchange fluxes were calculated
depending on mechanistic assumptions. Consider the follow-
ing two limiting cases: (1) all of the POPs in water are truly
dissolved and available to participate in gas exchange, and (2)
all of the POPs are bound to particles or colloidal material and
unable to revolatilize. When the fugacity in surface water was
taken into account, net deposition occurred only in colder
regions; in the case of (1), air-to-sea deposition occurred in
all ocean regions (Iwata et al., 1993). Further, the controlling
influence of temperature in determining the transport and
sinks of POPs via cold condensation, global distillation, and
latitudinal fractionation has been supported by climatic
models (Wania and MacKay, 1996). Experimental observa-
tions have validated this model for terrestrial and limnic sys-
tems, but are scarce in the marine environment (e.g., Grimalt
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et al., 2001; Meijer et al., 2002), indicating that other mecha-
nisms may play a role in the global distribution of POPs.

Vertical scavenging of POPs in oceans following sorption to
particulate organic matter, and subsequent removal from par-
ticipation in dynamic air–water exchange as the result of par-
ticulate sinking to deep waters and sediments has been
demonstrated, resulting in vertical profiles in the water column
(e.g., Dachs et al., 1999a,b). Hence, deposition fluxes of POPs
in the water column may at least in part be considered to
represent a significant control for revolatilization as they are
impacted by sinking particles and biogeochemical processes
such as phytoplankton uptake (Dachs et al., 2002). Support for
the role of phytoplankton was derived from findings that air–
water exchange and phytoplankton uptake behave as coupled
processes in aquatic environments (Dachs et al., 1999a,b).
These mutual interferences in atmospherically driven aquatic
systems result from (1) the impact of the magnitude of air–
water exchange on phytoplankton trophic status (biomass and
growth rate), and (2) the impact of air–water exchange on
POPs concentrations in phytoplankton (Dachs et al., 2000).
These combined processes result in lower PCB concentrations
in zooplankton at increased biomass concentrations, due to a
dilution effect (particle dilution). Similar effects are expected
for phytoplankton. Further, higher growth rates lead to lower
PCB concentrations in the phytoplankton due to dilution by
the new organic matter introduced in the ecosystem (growth
dilution) (Dachs et al., 2000). Since biomass productivity at
low latitudes is limited, it would be expected that POPs uptake
and settling processes would not be very important at these
latitudes. Indeed, Dachs et al. (2002) demonstrated, using a
combination of field measurements of atmospheric PCBs,
PCDDs, and PCDFs, and remote sensing data of ocean tem-
perature, wind speed and chlorophyll, that deposition in mid-
high latitudes is driven by sinking marine particulate matter,
rather than by cold condensation. However, the relative con-
tribution of this process is highly dependent on the physical
chemical properties of the POPs under consideration.

11.14.2.1.2 Contaminant classification
Hence, it appears that, independent of the distribution mecha-
nism, physical–chemical properties govern the impact of the
various mechanisms on the POPs, resulting in differential latitu-
dinal fractionation (Bidleman, 1999;Wania andMacKay, 1996).

To capture partitioning behavior, Wania and MacKay (1996)
proposed a classification of POPs as a function of octanol–air
partition coefficient (KOA), vapor pressure of the subcooled liq-
uid (PL), and condensation temperature (Tc). As shown in
Table 1, four categories of global transport behavior are pro-
posed, ranging from low to high mobility, for a range of POPs.

It has been argued that the KOA values can be used as a
unifying property for describing volatilization of POPs from
soils and sorption to aerosols. The limited experimentally
obtained values typically are supplemented by estimates from
octanol–water and air–water partition coefficients. The value
of condensation temperature lies in its ability to estimate
sorption of atmospheric contaminants to aerosols (Bidleman,
1988). At Tc, the chemical is equally partitioned between the
gas phase and aerosols. Since POPs exist in the atmosphere
both as gases (vapor phase), and in condensed form adsorbed
to aerosol particles, the characteristic temperature of con-
densation provides a measure of depositional preference
(Wania and MacKay, 1996). Hence, based on the integration
of this information, it is argued that PCBs, PCDDs, and most
organochlorine pesticides will preferentially accumulate in
mid-latitude to polar regions. Since these regions also exhibit
the highest phytoplankton biomass (Dachs et al., 2002) as a
source for POPs uptake and particle sinking, they may repre-
sent a sink for POPs.

11.14.2.2 Biogenic Pollutants and Anthropogenic Non-POPs

In accordance with the rationale presented earlier, biogenic
organohalides such as the halomethanes, and anthropogenic
sources such as the chlorofluorocarbons (CFC), methylchloro-
form, and carbon tetrachloride are highly mobile and are
atmospherically dispersed without significant depositional im-
pacts (Table 1), as they tend to exhibit log KOA values of less
than 6.5 (Wania, 2003). Their global environmental impacts
are predominantly derived from their long residence times
which allow for substantial migration into the stratosphere.
Here, solar UV photolysis results in dechlorination and ozone
depletion reactions. This is particularly the case for the chloro-
fluorocarbons (Sherwood Rowland, 1991). Despite their
global distribution, some deposition as a result of atmospheric
gas exchange with natural waters has resulted in the presence of
CFCs in young groundwaters (recharged within the last

Table 1 Global transport behavior of POPs.

Classification Low mobility Relatively low mobility Relatively high mobility High mobility

Global
Transport
Behavior

Rapid deposition and
retention close to
source

Preferential deposition and
accumulation in mid-latitudes

Preferential deposition and
accumulation in polar latitudes

Worldwide atmospheric
dispersion, no deposition

Chlorobenzenes 5–6 chlorines 0–4 chlorines
PCBs 8–9 chlorines 4–8 chlorines 1–4 chlorines
PCDD/Fs 4–8 chlorines 2–4 chlorines 0–1 chlorine
Organochlorine
pesticides

mirex Polychlorinated camphenes,
DDTs, chlordanes

HCB, HCHs dieldrin

log KOA 10 8 6
log PL !4 !2 0
Tc ("C) þ30 !10 !50

After Wania and MacKay (1996).
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50 years), resulting in diurnal, weekly and seasonal patterns
(Ho et al., 1998), which has allowed for groundwater dating
provided information on the local or regional emissions is
available. Similarly, evidence has been presented suggesting
that anaerobic sediments and soils may represent a sink for
CFCs, as a result of microbial uptake (Lovley and Woodward,
1992). Similarly, the distribution of biogenic halomethanes in
the atmosphere as the result of emissions from tropical forests
and marine biological activity exhibits environmental impact
derived from atmospheric oxidation reactions, and wet depo-
sition of the resulting acid intermediates. The air–water ex-
change for the halomethane compounds is thought to be
limited, and the net fluxes are in the direction of (re-)volatili-
zation. The presence of other alkyl halides of anthropogenic
origin such as the chloroethenes and tetrachloromethane in
groundwaters and surface waters are usually considered to be
the result of local discharges (e.g., Lendvay et al., 1998a,b),
rather than from atmospheric sources as described for the CFCs.

The impact of deposition on global distribution has been
noted for the CFC replacements hydrochlorofluorocarbons
(HCFCs), the chlorinated solvents tetrachloroethene (PCE),
and trichloroethene (TCE), as these compounds undergo gas
phase oxidation and photochemical degradation, resulting in
the formation of carbonyl halides (e.g., CCI2O) and haloacetyl
halides (e.g., bromo-, chloro-, and fluoroacetates). As these
compounds are polar and water soluble, they are transported
via aerosols, rain, and fog, which impacts their tropospheric
lifetime and depositional fluxes (Rompp et al., 2001; de Bruyn
et al., 1995). It is not clear whether and to what extent there is
evidence of latitudinal fractionation of these compounds.

11.14.3 Sources and Environmental Fluxes

Halogenated hydrocarbons in the atmosphere and biosphere
are derived from a large number of natural and anthropogenic
sources. The ultimate environmental sinks for most haloge-
nated compounds, whether they are released to the atmo-
sphere or directly discharged in waterways, are the Earth’s
soils, sediments, and waterways (Figure 1). Little is known

about the relative contributions of point sources and nonpoint
sources of contamination. The global distribution and fluxes of
aryl (e.g., polychlorinated biphenyls, dibenzo-p-dioxins and
dibenzofurans, and halogenated pesticides) and alkyl (e.g.,
C1–C4 chlorinated, fluorinated, iodinated, and brominated al-
kanes) halides are better established. Through a comparative
assessment of areas affected by urbanization and relatively
pristine areas such as remote lakes, anthropogenic sources
(e.g., industrial effluents) may be distinguished from natural
halogenated hydrocarbon production mechanisms and path-
ways. Since the 1990s, it has become clear that most halogens,
particularly chlorine, bromine, and iodine, participate in a
complex biogeochemical cycle. Whereas environmental phase
partitioning and transport are expected to dominate the envi-
ronmental behavior of halogenated hydrocarbons, their reac-
tivity in soils and sediments impact the natural and
anthropogenic sources and global mass balances of these che-
micals. The focus of this chapter will be on quantifying the
impacts of reactivity on environmental behavior, while recog-
nizing the multiplicity of controls on their biogeochemistry.

11.14.3.1 Adsorbable Organic Halogens

Frequently, halogenated hydrocarbons in environmental ma-
trices are quantified, in bulk, by a standard analytical proce-
dure for adsorbable organic halogens (AOX). Originally
conceived to monitor the formation of chlorinated organic
compounds in drinking water, the data derived from environ-
mental characterization have been interpreted as an indicator
of anthropogenic activity (Kuhn et al., 1977). For example, in
Germany, AOX concentrations of 5 mg l!1 were used to dis-
criminate between negligible and moderate influence of indus-
trial activity (Hoffman, 1986). Later studies indicated that the
apparent relationship between AOX and industrial activity was
affected by another environmental variable, the amount of
organic matter present (Asplund et al., 1989). In a subsequent
review on the natural occurrence of halogenated hydrocarbons
in 135 lakes in southern Sweden (Asplund and Grimvall,
1991), AOX concentrations of 11–185 mg Cl l!1 were observed,
with correlations to both color (pigmentation, Pt) and total

PCBs

PCDD/F

Halomethanes

CFCs

Water
Soil/sediment
Air

10−7 10−5 10−3 10−1 101 103

Concentrations in water (mg l−1) and soil (mg kg−1)

10−3 10−1 101 103 105 107

Concentrations in air (pg m−3)

Figure 1 Distribution of selected aliphatic and aromatic organohalides in various environmental compartments.
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organic carbon (TOC) (Figure 2). The ratio of halogenated
hydrocarbons to organic carbon for soil samples was very
stable (0.2–2.8 mg Cl per g C). In surface water samples of
diverse origin, the ratio was higher (0.8–14.5 mg Cl per g C)
and exhibited more variation. Mass balances for AOX, based
on long-range atmospheric deposition of industrial com-
pounds predicted an average concentration of only 15 mg Cl
l!1 in bulk precipitation, indicating that natural production
may be a substantial source of halogenated hydrocarbons. This
hypothesis was further supported by the observation that AOX
concentrations in runoff were, on average, 10-fold higher than
in precipitation.

Indeed, in recent years evidence has emerged for the
existence of a natural chlorine cycle (Figure 3) involving
production and mineralization of halogenated hydrocarbons
at the air–soil interface affecting deposition, volatilization,
and leaching processes (Oberg, 2002). This is not surprising
considering that chlorine, one of the most abundant ele-
ments, represents the sixth most common constituent of
soil organic matter (0.01–0.5% DW) and is deposited glob-
ally through the action of sea spray (range: <1 kg ha!1 in-
land to 100 kg ha!1 in coastal areas). Hence, up to tons
of AOX can be found per km2 in some environments
(Oberg, 1998). Despite published reviews on the subject
(e.g., Gribble, 1996; Oberg, 2002), discussion on the

chlorine cycle is not yet fully integrated in the biogeochem-
istry literature on the microbial ecology of biodegradation
and biotransformation (Adriaens et al., 1999). The number
of naturally produced chlorinated compounds is on the
order of 1500, and covers alkenes, alkanes, terpenes,
steroids, fatty acids, and glycopeptides, including com-
pounds previously assumed to emanate exclusively from
anthropogenic activity (Adriaens et al., 1999; Oberg, 2002).
Most of these compounds have been shown to undergo
microbial and abiotic transformation reactions resulting in
the liberation of the halogen ions in the environment
(Section 11.14.5). As opposed to mineralization, halogenated
hydrocarbons are formed inmanymicro- andmacro-ecosystems
via the following processes: intra- and extracellular defensemech-
anisms (e.g., Neidleman and Geigert, 1986), biosynthesis
(Harper et al., 1990), and production of reactive (e.g., HOCl)
catalysts to oxidize organic substrates (Oberg et al., 1997; Johans-
son et al., 2000). From a biotransformation perspective, the
halogenated (chlorinated) substrates have been shown to serve
as a source of carbon and/or energy generation to (mostly)
bacteria (Adriaens and Hickey, 1994; Adriaens and Vogel, 1995;
Adriaens et al., 1999; Adriaens and Barkovskii, 2002). The struc-
tural similarity between anthropogenic and natural compounds
may explain why some microorganisms have evolved the capa-
bility to respire or otherwise degrade selected halogenated hydro-
carbons (van der Meer et al., 1992; Holliger and Schraa, 1994;
Copley, 1998).

These observations point towards the shortcomings of using
AOX as the sole source and mass balance indicator for haloge-
nated hydrocarbons, and this operational designation would
only be useful when known point sources of contamination
(e.g., pulp mills and chemical manufacturing) or natural pro-
duction (e.g., forest soils) are present. Sufficient chemical reso-
lution of the composition of AOX will be required to further
dissect the source attribution of selected aliphatic and aromatic
compounds (Dahlman et al., 1993, 1994; Johansson et al.,
1994; Laniewski et al., 1995).

11.14.3.2 Alkyl Halides

The natural and anthropogenic production of alkyl halides has
recently been studied (Laturnus et al., 1995, 2002; Watling and
Harper, 1998; Carpenter et al., 1999; Giese et al., 1999). This
group of compounds is composed of methanes (CFC,
tetrachloro-, trichloro-, chloro-, bromo- and iodo-, diiodo-, and
chloroiodo-), propanes (1- and 2-iodo-, 1-iodo-2-methyl-),
butanes (1- and 2-iodo), acetates (trifluoro-), and ethenes
(tetrachloro-, trichloro-). Whereas naturally produced alkyl
halides tend to be substituted with one or two halogens, those
of industrial origin are generally poly-substituted (Key et al.,
1997). Chloromethane and bromomethane are the most abun-
dant halogenated hydrocarbons in the atmosphere (Butler,
2000; Harper et al., 2001), with the former catalyzing an esti-
mated 17% of ozone destruction. Only CFC11 (CFCl3) and
CFC12 (CF2Cl2) exhibit greater ozone-depleting effects
(Harper, 2000). In contrast to the CFCs, chloro- and bromo-
methane are mainly of nonindustrial origin. For example, as of
early 2000s, 50% of the global annual input (4 $ 1012 t)
of chloromethane cannot be accounted for (Butler, 2000).
Important sources that have been previously omitted from
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mass balance calculations include halogenated hydrocarbons
resulting from natural oxidation processes during degradation
of organic matter, biomass burning, oceanic emissions, wood
rotting fungi, and release by higher plant species (Keppler et al.,
2000; Harper, 2000; Watling and Harper, 1998; Rhew et al.,
2000; Laturnus et al., 2002). Even though a significant contrib-
utor of halomethanes was believed to be of marine origin, the
ocean is, for the most part, undersaturated in bromomethane
and insufficiently supersaturated in methyl chloride to explain
more than a small percentage of the total atmospheric flux
(Figure 1; Butler, 2000).

Evidence has indicated that terrestrial–coastal ecosystems,
and abiotic formation mechanisms under acidic, iron-reducing
conditions may help explain the flux deficit (Rhew et al., 2000;
Yokouchi et al., 2000; Keppler et al., 2000; Dimmer et al.,
2001). For example, the median biotic fluxes of halomethanes
(CHCl3, CH3Br, CH3Cl, CH3I) from peat land ecosystems were
estimated to be on the order of (0.9–4.5) $ 109 g year!1, with
the highest values incurred for chloroform and the lowest for
bromomethane (Dimmer et al., 2001). Marine algae and veg-
etation in coastal marshes have been identified as potential
sources of bromo- and chloromethane (Rhew et al., 2000), as
well as of volatile iodinated C1–C4 hydrocarbon production
(Giese et al., 1999). Fluxes from coastal marshes may account
for up to 10% of atmospheric halomethanes, and those of
microalgae ranging from 0.005% to 3%. Wood-rotting fungi
(particularly Phellinius and Inonotus Basidiomycetes) have long
been recognized as significant sources of chloromethane emis-
sions, resulting from biosynthesis pathways (Watling and
Harper, 1998). Estimations of the global fungal contributions
are dependent on assumptions for the amount of woody tissue
decomposed, chloride content of wood, and the global abun-
dance of chloromethane-releasing species, and are on the order
of 1.6 $ 105 t year!1 with 75% emanating from tropical forest.
Those same characteristics and enzyme systems which allow
Basidiomycetes to decompose complex organic matter also
allow these fungi to degrade complex halogenated hydrocar-
bons such as polychlorinated biphenyls (PCBs) and chloro-
phenols to low molecular weight compounds which are
released in the environment and often incorporated in soil
organic matter (de Jong and Field, 1997). However, the relative
trends of formation as compared to degradation have not
been assessed, and thus the impact of environmental transfor-
mation processes to halogenated hydrocarbon flux reduction
is not known.

Lastly, a relatively recently identified source is the abiotic
formation of halocarbons in acidic soils amended with the
halide ion in the presence of elevated concentrations of iron
(III). Considering the importance of insoluble iron(III) oxide
and oxyhydroxides in the sedimentary environment, elevated
salinities in soils, and the availability of organic carbon, the
potential of this mechanism to release halomethanes is sub-
stantial (Keppler et al., 2000). Interestingly, this reaction is
independent of microbial activity and sunlight. One important
means to help discriminate between the contributions of the
various biotic and abiotic sources to haloalkane production
may be the application of carbon isotope ratios (Harper et al.,
2001). Isotopic fractionation values have now become avail-
able for biogenic sources, allowing investigators to discrimi-
nate between fungal and plant contributions to chloromethane
production.

11.14.3.3 Aryl Halides

Substantial insights have been gleaned into the sources and
biogeochemistry of target aryl halides (mostly POPs), such as
fluorinated organics (Key et al., 1997), polychlorinated
dibenzo-p-dioxins (PCDD) and furans (Baker and Hites,
2000a,b; Cole et al., 1999; Gruden et al., 2003; Gaus et al.,
2002; Lohmann et al., 2000), polychlorinated biphenyls
(Ockenden et al., 1998a,b; Breivik et al., 2002a,b), toxaphene
(Swackhamer et al., 1999; James et al., 2001), and organochlo-
rine pesticides (McConnel et al., 1998; Lee et al., 2000). Based
on a comprehensive inventory of the types and sources of
chemical contamination in the environment, Swoboda-
Colberg (1995) identified the petrochemical and pesticide
industry as the main sources of aryl halides. Particularly, the
herbicide and wood treatment industry have used (1) simple
aromatic compounds (e.g., chlorobenzenes, chlorophenols)
and their derivatives (e.g., chlorophenoxyacetates), (2) cyclo-
dienes (e.g., heptachlor, dieldrin, heptasulfan), and (3) orga-
nonitrogen pesticides (e.g., alachlor, linuron). The natural
production of aryl halides discharged into the environment
by plants, microorganisms, marine organisms and other pro-
cesses is rapidly being recognized as a fully integrated compo-
nent of the biosphere (Gribble, 1996). This fraction is
comprised of chlorinated pyrroles and indoles, as well as phe-
nols, phenolic ethers, benzenes, hydroquinone, and orcinol
methyl ethers (Figure 4(a)). Combustion and biotic formation
processes have been identified as sources for the natural (non-
anthropogenic) production of aryl halides, such as PCDD/F
(Bumb et al., 1980) and other aromatically bound halogens
(Dahlman et al., 1993; Gribble, 1996). Particularly Basidiomy-
cetes have a widespread capacity for halogenated hydrocarbon
biosynthesis and degradation (de Jong and Field, 1997). Many
aryl halides have biotic origin, provided the right precursor
molecule is present. For example, aerobic wastewater treatment
processes and extracellular soil enzymes such as peroxidases
and laccases have been demonstrated to produce PCDD and
PCDF from chlorophenol precursors (Svenson et al., 1989).
Anaerobic processes result in natural dechlorination processes
and the formation of lesser chlorinated, and thus more soluble
and volatile, compounds (Häggblom, 1992; Adriaens et al.,
1999; Gruden et al., 2003). Even including these processes, it
has been suggested that environmental levels exceed known
natural and anthropogenic sources by a significant margin,
resulting in the conundrum that measurements of depositional
fluxes exceed known emissions.

In a review, Baker and Hites (2000a) conducted an exten-
sive mass balance investigation on PCDD/F, and estimated
that annual emissions are on the order of 3000 kg year!1

with depositional fluxes totaling (0.3–1) $ 104 kg year!1.
Most of the mass balance discrepancy was found to be due to
the octachlorinated dioxin congener (OCDD), which is dom-
inant in most terrestrial environments. Based on time trends of
dioxin profiles in Siskiwit Lake (Lake Superior) sediment cores,
it was argued that photochemical synthesis of OCDD from
pentachlorophenol (PCP) in atmospheric condensed water
may be a more substantial source of OCDD than combustion
(Baker and Hites, 2000b). With sediments identified as the
ultimate sinks for aryl halides, there is substantial interest in
ongoing attenuation processes relevant to these systems. Gevao
et al. (1997), using PCB analysis in a dated sediment core
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(Estwaithe Water, UK), demonstrated a predominance of
lesser-chlorinated congeners in more recent sediments. This
trend may indicate a postdepositional mobility of PCBs favor-
ing the diffusive transport of the more soluble and volatile
congeners of the overall pool of PCBs in these sediments.

Further evidence for re-emission of the PCB sediment bur-
den via the water column to the atmosphere was obtained by
Jeremiasson et al. (1994) in a mass balance study in Lake
Superior. A similar mechanism may be operative in the
Hudson–Raritan estuary, where dioxin profiles at the air–
water interface were dominated by dichlorinated PCDD
(diCDD) (Lohmann et al., 2000). Fugacity calculations indi-
cated the water column as the source, however, dioxin profiles
in the sediment column were only analyzed for tetra- to
octaCDD. It is unclear whether the diCDD constitute original
source material or are the result of environmental transforma-
tion (dechlorination) processes (Gruden et al., 2003). Gaus
et al. (2002) provided supporting evidence for the potential
contribution of natural dechlorination reactions to the alter-
ation of dioxin profiles in sediments. Based on analysis of a
global range of sediments, the authors observed the existence
of a ‘sediment pattern’ rich in 1,4-chlorines which increased
with time (depth), indicating that the chlorines in 2, 3,7, and
8 positions may have been selectively removed. The nomen-
clature is shown below:

9 1

2

3

4

Nomenclature for PCDDs

o

o

6

7

8

1

To demonstrate the relevance of dioxin formation processes
in sediments, Barabas et al. (2003) applied environmental
forensics tools (polytopic vector analysis) to deconvolute

sediment (Passaic River, NJ) dioxin patterns in a number of
source and reactivity constituents. In addition to the validation
of a half dozen source patterns, the authors were able to extract
a dechlorination pattern which was depleted in heptaCDD and
enhanced in 2,3,7,8-tetraCDD. This pattern was responsible
for up to 7% (mean: 3%) of the total sample variance in a 12-
mile stretch of the river, and the loading of the profile generally
increased with depth, indicating a correlation between time
and pattern occurrence. Further analysis of structured (undis-
turbed) sediment cores indicated that the dechlorination con-
tribution to the presence of TCDD was %90–100% in samples
with low total dioxin loadings. Considering the similarity in
structural features between biogenic aryl halides and aryl ha-
lides that have been biologically degraded, these versatile mi-
crobial degradation processes likely contribute significantly to
the chlorine cycle (Figure 4(b)).

11.14.4 Chemical Controls on Reactivity

The existence of a chlorine cycle and the scattered evidence of
biogeochemical cycles for halogenated hydrocarbons involve a
wide range of environmentally relevant reaction mechanisms
and pathways leading to their widespread distribution and
matrix-dependent profiles. The extent to which biotic and
abiotic reactions influence the chlorine (halogen) cycle de-
pends on complex interactions between the intrinsic molecular
properties of these compounds and characteristics of the
environment.

11.14.4.1 Phase Partitioning

The elemental composition, structure, and substituents found
in natural and anthropogenic halogenated hydrocarbons in-
fluence the physical–chemical properties of these compounds,
and thus their distribution between the various environmental
phases as well as their intrinsic molecular reactivity. Vapor
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pressure, aqueous solubility, octanol–water partition coeffi-
cient, and octanol–air partition coefficient are the predomi-
nant properties that dictate the partitioning of the compounds
between the various environmental phases (e.g., Cole et al.,
1999; Harner et al., 2000). Fugacity calculations are the primary
means for interpreting, correlating, and predicting the multi-
media concentrations of halogenated hydrocarbons (MacKay,
1991). Since the three ‘solubilities’ (air, water, octanol) generally
demonstrate a linear but inverse correlation to LeBas molar
volume, it would follow that bulkier molecules are less soluble
in all three matrices. For example, the aqueous solubilities of
halogenated C1 and C2 alkanes and alkenes are 2–8 times
higher than those of the most soluble (lesser chlorinated)
PCBs; the solubility range of PCB congeners themselves spans
five orders of magnitude between mono- and octaCDD
(Schwarzenbach et al., 1993). The presence of polar functional
groups such as hydroxyl, carboxyl, or methyl substituents tends
to increase the solubility. Conversely, the less water-soluble
compounds have the tendency to partition into solvent, lipid,
or organic phases.

These properties and principles govern the transfer of or-
ganic chemicals between different environmental compart-
ments. Of particular interest to halogenated hydrocarbon
reactivity discussed in this treatise is the air–water interface
(emissions, water column outgassing), and the solid–water
interface (sorptive processes, sequestration, mineral-mediated
reactions). For example, the role of air–water diffusive ex-
change in large aquatic systems may provide a source or sink
for volatile compounds such as the halomethanes (Butler,
2000), PCBs (Achman et al., 1993; McConnell et al., 1998;
Zhang et al., 1999), toxaphene (Swackhamer et al., 1999),
organochlorine insecticides (McConnell et al., 1998), and
PCDD/F (Lohmann et al, 2000). The solid–water interface is
perhaps the most dominant phase transfer affecting reactivity
in the terrestrial environment, as halogenated hydrocarbons
undergo a wide range of matrix interactions, including nonde-
structive processes such as sorption and sequestration (Luthy
et al., 1997), and destructive processes such as microbial,
organic- and mineral-mediated transformations (Adriaens
et al., 1999; Adriaens and Barkovskii, 2002). Sorption and
sequestration processes are strongly influenced by the struc-
tural features (backbone and functional groups), and the char-
acteristics of the naturally occurring humic substances (e.g.,
Dahlman et al., 1993). It is widely believed that these seques-
tration processes limit the availability of halogenated hydro-
carbons to biotic and abiotic reactions or catalysts. These
complex biogeochemical interactions will be discussed in
more detail in Section 11.14.5.

11.14.4.2 Reaction Energetics

The propensity of halogenated hydrocarbons to react in the
various relevant environmental compartments is often
explained in terms of the energetic properties associated with
their chemical structure (Dolfing and Harrison, 1992; Lynam
et al., 1998; Tratnyek and Macalady, 2000). These properties
include, but are not limited to, redox potential (E00, mV),
Gibbs free energy of formation (DG00, kJ/reaction), carbon-
halogen bond strength, and ionization potential. Figure 5(a)
illustrates that the redox potential of most halogenated hydro-
carbons corresponds to the range where microbial iron- and

nitrate-reduction prevail. Hence, these compounds are likely
susceptible to biological reduction (resulting in dechlorina-
tion/dehalogenation) as they reside in a range where the addi-
tion of electrons is energetically favorable.

By similar reasoning, we can further conclude that oxida-
tion reactions will be most favorable for the lesser-halogenated
isomers. This concept is illustrated in Figure 5(b) where rela-
tive rates of oxidation and reduction are plotted as a function
of level of chlorination. In practice, the literature has revealed
that there may be a (chemical-dependent) zone where oxida-
tion and reduction reactions are equally likely. This zone cap-
tures aryl halides with four to six chlorines, and alkyl halides
with one to three chlorines per molecule. Figure 5(c) shows a
trend between the Gibbs free energy for reductive dechlorina-
tion and the HOMO–LUMO gap (HOMO¼highest occupied
molecular orbital, LUMO¼ lowest unoccupied molecular or-
bital). It has been argued that the size of the gap is directly
correlated to compound reactivity, as it reflects the energy
barrier associated with electron transfer. Hence, higher
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chlorinated (halogenated) compounds would, according to
this plot, be chemically more reactive than lesser-halogenated
isomers. It should be noted that there has been very limited
biochemical validation of this concept, though correlations are
apparent during reductive dechlorination and OH radical oxi-
dation. Other molecular descriptors of chemical reactivity of
halogenated hydrocarbons, such as electronic, steric, and hy-
drophobic parameters, have widely been used to predict reac-
tion kinetics as a function of substituent effects, and to probe
reaction mechanisms (Peijnenburg et al., 1992; Lynam et al.,
1998; Zhao et al., 2001; Lindner et al., 2003).

11.14.5 Microbial Biogeochemistry and Bioavailability

Microbiota, reactive surfaces, and natural organic matter, rep-
resent the main causative agents affecting halogenated hydro-
carbon transformation and mineralization reactions in the
terrestrial environment. This is accomplished by a complex
web of interactions between the ecophysiology (structure and
function) of microbial communities and the inorganic geo-
chemical characteristics (dissolved and solid phases), which is
mainly controlled by the energetics of the prevailing oxidation
and reduction reactions involved in the carbon cycle (Adriaens
et al., 1999; Adriaens and Barkovskii, 2002). The extent to
which these reactions affect the fate of halogenated hydrocar-
bons is determined by the governing matrix interactions.

11.14.5.1 Ecological Considerations

A fundamental issue in the biogeochemistry of natural environ-
mental systems is the means by which organic carbon transport,
geochemical processes and microbial activity combine to pro-
duce spatial and temporal variations in redox zonation. The
development of redox zones is based on the availability of labile
(i.e., biodegradable) organic carbon which can be oxidized, and
solid or soluble inorganic compounds which can be used as
electron acceptors (reduced) by microbial activities (Chapelle
et al., 1996; Christensen et al., 2000). The succession of terminal
electron accepting processes (TEAPs) proceeds in order of de-
creasing redox potential and free-energy yield, and is generally in
the order of: oxygen reduction, nitrate reduction, manganese
reduction, iron reduction, sulfate reduction, and methanogen-
esis. For more in-depth discussion on this topic, please refer to
Bjerg et al. (Chapter 11.16). Since the reduction potential of a
given redox couple depends on both the abundance and speci-
ation (free, complexed, solid) of the electron donors and accep-
tors, the prevailing TEAPs in anaerobic environments are often
dictated by the availablemineral forms of iron and sulfur (Heron
and Christensen, 1995; Postma and Jacobson, 1996; Jacobson
et al., 1998). The extent of reduction of these species is then
controlled by the availability of labile organic matter. Since the
development of redox zones is a nonequilibrium process it has
been argued that fermentation reactions, which provide soluble
labile organic compounds (acetate, hydrogen), are the rate lim-
iting processes in establishing the prevailing TEAP (Postma and
Jacobson, 1996).

Generally, in the presence of labile organics or contamina-
tion, the TEAP sequence results in increasingly oxidized con-
ditions at distance from the source of organic. Whereas the
redox clines (distances for redox gradients) are on the order of

millimeters within soil aggregates and vertical sediment cores
(Henrichs and Reeburgh, 1987; Fenchel et al., 1998), they can
range from meters to tens of meters in groundwater systems
(Chapelle, 1993; Christensen et al., 2000). Largely controlled
by solute transport in the matrix under consideration (refer to
Section 11.14.5.2), the occurrence and extent of each TEAP is
dependent on the concentrations of both the electron donor
and electron acceptor, the presence and activities of microbial
populations, and the temporal changes in site hydrology
(Christensen et al., 1997; Hunter et al., 1999). Hence, to inter-
pret TEAP conditions in natural systems, the relative depletion
of electron acceptors (or oxidation capacity, OXC) or accumu-
lation of reduced respiration products (total reduction capac-
ity, TRC) is usually complemented with redox and dissolved
hydrogen gas measurements, and verified with microbial com-
munity analysis (Chapelle et al., 1996; Ludvigsen et al., 1997;
Lendvay et al., 1998a,b; Skubal et al., 2001; McGuire et al.,
2000). TEAP conditions and redox zonation affect the chemi-
cal form, mobility, and persistence of many anthropogenic
contaminants and natural halogenated hydrocarbons alike,
due to the direct or indirect activities (e.g., the accumulation
of reactive iron oxides or sulfides) of the prevailing microbial
communities (e.g., Adriaens et al., 1999; McCormick et al.,
2002a). The various catabolic contributions of microbiota to
environmental transformation processes and pathways will be
discussed in Section 11.14.6.

Limited quantitative information is available on the fluxes
and reactivity of organic matter in soils and subsurface environ-
ments (Figure 6). With concentrations of low molecular weight
(labile) organicmatter (whether dissolved or solid-associated) in
uncontaminated aquifers on the order of ng l!1 to mg l!1, the
rates of biogeochemical transformations in these oligotrophic
environments tend to be orders of magnitude lower than
those found in surface soils or lake and marine sediments (e.g.,
Capone and Kiene, 1988; Murphy and Schramke, 1998; Hunter
et al., 1999). Estimates for carbon oxidation rates in pristine
groundwater systems have been measured and calculated
based on geochemical modeling to be %10!3–10!8 mmol
CH2Ol!1 day!1 (Murphy and Schramke, 1998), and approxi-
mately one to two orders of magnitude higher in contaminated
environments (Ludvigsen et al., 1998). These rates are not
constant, but are dependent on the fluxes of dissolved organic
carbon (DOC) and geochemical species (e.g., Skubal et al., 2001).

In sediments, the rates of redox zone development in sed-
iment depth profiles are strongly correlated with sedimenta-
tion rates (Henrichs and Reeburgh, 1987). Indeed, spatial and
temporal variations in microbial processes have been observed
in terrestrial, estuarine, and coastal aquatic sediments: aerobic
and denitrifying activity is confined to the top few centimeters
of sediments, sulfate-reduction has been observed over
50–60 cm of sediment thickness, which is underlain by a
zone of methanogenic activity (Skyring, 1987; Carlton and
Klug, 1990). Thus, sulfate-reduction is expected to be the dom-
inant process responsible for organic matter oxidation to car-
bon dioxide in estuarine and coastal sediments, unless high
sedimentation ratios prevail and methanogenic conditions
develop in the deeper layers (Skyring, 1987). Sulfate-reducing
processes significantly affect porewater and sediment chemis-
try, including a decrease in pH with a concurrent rise in alka-
linity and sulfides, carbonate precipitation, ammonia
production, and reduction of iron(III) hydroxide minerals by
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sulfides. Estimated carbon oxidation fluxes from sediments of
varying geochemistry range from 3 to 458 mmol C m!2 day!1

(Capone and Kiene, 1988). The predominant global contribu-
tions to anaerobic carbon metabolism occur in shallow
sediments (7.5–1300 g C m!2 year!1 and estuaries and bays
(2–150 g C m!2 year!1). Of the various electron acceptors, sul-
fate ((370–1300) $ 1012 g C year!1 is the predominant contrib-
utor to global carbon production as compared to oxygen
((150–1900) $ 1012 g C year!1 nitrate ((20–84) $ 1012

g C year!1, and methane ((30–52) $ 1012 g C year!1)
(Henrichs and Reeburgh, 1987).

In topsoils, the development of redox zones is directly
related to the soil volumetric water content (cm3of water per
cm3), as this determines the composition and activity of soil
biota (Fenchel et al., 1998). Water potential is affected by both
solute and matrix characteristics, which subsequently affect the
ecophysiology of microorganisms. The soil biota which are
of interest to this chapter include bacteria, and low-water

potential-tolerant fungi. The impact of water and oxygen
limitations on the terrestrial nitrogen cycle have been well
documented and affect the relative rates of ammonification,
respiration, nitrification, and denitrification (Tiedje, 1988).
The carbon equivalent oxidation fluxes due to denitrification
globally amount to (13–233) $ 1012 g C year!1 (including
wetlands). Taking into account all soil respiration processes
on the order of 6 $ 1016 g C year!1 are liberated into the
atmosphere (Schlesinger, 1991). Hence, the flux of oxidation
equivalents in topsoils and sediments govern the geochemical
cycling of the subsurface and, by governing relevant biogenic
production and biomineralization activity, has potentially the
greatest impact on the chlorine cycle.

11.14.5.2 Matrix Interactions

The physical–chemical properties of halogenated hydrocar-
bons in general, and of aryl halides (mainly POPs) in
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particular, include relatively low vapor pressures (aryl halides),
high octanol–water partition coefficients, very high octanol–
air partition coefficients, and generally low solubility. These
features, in combination with the complex chemical character-
istics of natural soil and sediment organic matter, affect the
availability of these compounds to biochemical or abiotic re-
actions (Luthy et al., 1997). Additionally, due to the multitude
of reactive phenolic and carboxylic functional groups in sedi-
ment organic matter and many aryl halides (or their transfor-
mation products), ample opportunity exists for cross-linking
and other sequestration reactions (Luthy et al., 1997; Adriaens
et al., 1999; Adriaens and Barkovskii, 2002) which remove
these contaminants effectively out of the biogeochemical
cycle controlled by transport and phase partitioning processes.

The incorporation of parent halogenated hydrocarbons or
their transformation products in soil organic matter has been
indicated by the formation of operationally defined ‘polar ma-
terial’ and polymeric humic substances by addition or
condensation reactions (Scheunert et al., 1992; Adriaens and
Barkovskii, 2002). Particularly under aerobic conditions, pheno-
lic dimers or polymers, humic addition products, and conden-
sation products have been observed (Andreux et al., 1993).
Apparently a significant fraction of anthropogenic halogenated
hydrocarbonmolecules (and their transformation products) can
ultimately be incorporated in natural soil constituents. A factor
which complicates the evaluation of soil-bound residues is that
all organic matter recovered from natural sites, including that
which is not contaminated, is chlorinated to some extent due to
the incorporation of inorganic salts in low and high molecular
weight humic-like substances (e.g., Oberg, 1998). Numerous
attempts have been made to identify the types of structures in
organic matter found in the environment (e.g., unpolluted
waters, marine sediments, and coniferous forest soils) that are
chlorinated. Using an oxidative degradation technique, several
mono- and dichlorinated aromatic structures, exhibiting hy-
droxy-, methoxy-, and ethoxy-substituents have been detected
(e.g., Dahlman et al., 1993); however, the chlorine bound to
such structures corresponded to a small fraction of the total
organic chlorine (AOX). Considering that the natural AOX can
often exceed the anthropogenic AOX in concentration, the
absolute determination of matrix-bound material as the result
of microbial degradation reactions as compared to microbial
formation reactions may be difficult to estimate.

Transport in porous matrices also affects the availability of
halogenated hydrocarbons to microbial or abiotic reactions. In
soils or sediments where advective fluid flow is minimal, trans-
port is governed by diffusion, whereas in groundwater systems
both advective and diffusive transport processes are operative.
Field measurements for sorbed halogenated hydrocarbons in
sediments indicate that transport of even the most soluble
components is on the order of decade-long time frames for
centimeters distance (e.g., Gevao et al., 1997; Zhang et al.,
1999). Halogenated hydrocarbons in topsoils (and water bod-
ies), which are exposed to significant diurnal or seasonal tem-
perature changes, undergo advection-driven (heat) air–surface
exchange processes in timeframes on the order of hours to days
(e.g., Lee et al., 2000). Similarly, in low organic sandy/silty
groundwater aquifers, advective transport, in combination
with substantial longitudinal dispersion and sorption mecha-
nisms, controls the movement of halogenated hydrocarbons
on the order of centimeter per day (Wiedemeier et al., 1999).

11.14.6 Environmental Reactivity

Halogenated compounds have been distributed in the ambient
environment in one form or another for millions of years. Even
compounds such as dioxins appear to have been formed in
million-year old ball clays (Ferrario and Byrne, 2000) by as of
yet unknown mechanisms, and are by-products during natural
incineration processes such as forest fires. In addition, plants,
algae, and microorganisms produce and release these com-
pounds for various physiological and ecological reasons, indi-
cating that some latent activity for biosynthesis and
biodegradation may have evolutionary roots. Thus, it is not
surprising that our knowledge of microbial degradation path-
ways for stable environmental contaminants keeps expanding,
as new enrichment techniques aimed at harnessing and explor-
ing the microbial ecological potential are developed (Palleroni,
1995; Fathepure and Tiedje, 1999).

Aside from microbial mediation, halogenated hydrocar-
bons and inorganic halide ions may be transformed in the
environment by a variety of abiotic species including reduced
or oxidized organic matter, reactive surfaces, and other soluble
species (Adriaens et al., 1996; Fu et al., 1999; Butler and Hayes,
2000; McCormick et al., 2002a). By definition, abiotic reaction
implies that no direct microbial mediation is required. Thus,
these reactions are not necessarily limited to the terrestrial
environment (e.g., photolysis, hydroxide radical-mediated ox-
idation). Indirectly, anaerobic microbial populations such as
iron-, manganese-, and sulfate-reducers are responsible for the
formation of reactive biogenic minerals and surfaces
(Fredrickson and Gorby, 1996; Rugge et al., 1998; Thamdrup,
2000; McCormick et al., 2002a). Considered collectively, the
abundance of photoreactive particles in atmospheric aerosols
(Andreae and Crutzen, 1997), as well as the reducing power of
the estimated (1500–2000) $ 1012 g organic carbon stored in
soil layers (Post et al., 1982), indicate that terrestrial and
atmospheric abiotic reactivity has the potential to exceed biotic
transformation in the global biogeochemical chlorine (halo-
gen) cycle. While limited mass balances have been developed
on the global distribution and fluxes of halogenated hydrocar-
bon formation, estimates of degradation fluxes in the global
environment have not been developed, and the information
available is at best limited to local contamination burdens. To
limit the extent of the review, only those processes that have
applicability to natural terrestrial environmental systems will
be described.

11.14.6.1 Microbial Reactivity

The microbiology of halogenated hydrocarbon transformation
has been discussed in a number of treatises over the years
(Vogel et al., 1987; Häggblom, 1992; Mohn and Tiedje, 1992;
Adriaens and Hickey, 1994; Adriaens and Vogel, 1995;
Adriaens et al., 1999; Adriaens and Barkovskii, 2002). Since
the present chapter includes alkyl and aryl halides, this section
will review the most salient features of the enzymes and deg-
radation processes relevant to these compounds, under aerobic
and anaerobic conditions. Among all microbiota that may
participate in the halogen cycle, fungi will be featured sepa-
rately, as they have been found to substantially contribute to
halogenated hydrocarbon formation, as well as biodegrada-
tion (de Jong and Field, 1997).
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The evolution of regulators and catabolic genes has resulted
in an extraordinary metabolic versatility of microorganisms to
transform or mineralize halogenated hydrocarbons, either via
growth (energy-coupled) or nongrowth (cometabolic; none-
nergetic) processes (Table 2). Whereas the latter are often
operationally defined based on specific laboratory conditions,
increasing evidence suggests that many aryl and alkyl halides
are involved as fortuitous inducers controlling pathway-
specific regulation, even though they do not serve as substrates
for catabolic enzymes (Fathepure and Tiedje, 1999; Copley,
1998). This gratuitous induction may then result in a partial
transformation of the halogenated substrate, often resulting in
enzyme inhibition (van Hylckema-Vlieg et al., 2000). The co-
metabolic nature of dehalogenation has, however, undergone
a substantial revision during the 1990s, due to the discovery of
a novel microbial respiration process, dehalorespiration. This
process allows many anaerobic microorganisms to generate
energy through the promotion of a proton-motive force result-
ing from the dechlorination step (Holliger and Schraa, 1994;
Fathepure and Tiedje, 1999). Hence, for these organisms to
thrive in contaminated environmental systems, halogenated
compounds (e.g., chloroethenes, chlorobenzoates, chlorophe-
nols, PCDD) need to be present as the electron acceptors, and
simple organic acids (e.g., acetate, formate, . . .) as the electron
donors. The presence of dehalorespiring microorganisms has
been demonstrated globally, in halogenated hydrocarbon-
impacted environments. Considering the redox potentials of
aryl and alkyl halides (Figure 5(a)), these processes are ener-
getically very favorable as they are at par with iron and nitrate
reduction. Indeed, environmental transformation of haloge-
nated hydrocarbons has been observed across the entire spec-
trum of respiratory TEAP zones (Adriaens et al., 1999).

Acclimation of microorganisms to halogenated hydro-
carbons in the environment has resulted in a wide range of
aerobic and anaerobic mechanisms to initiate aryl halide
degradation, including oxidative, hydrolytic, and reductive
dehalogenation, via novel recruitment and adaptation of
proteins (Copley, 1998; van der Meer et al., 1992).
Whereas the oxidative and reductive processes occur pre-
dominantly under strictly aerobic and anaerobic condi-
tions, respectively, hydrolytic processes prevail in aerobic
and micro-aerophilic conditions. Some studies have indi-
cated, e.g., the importance and ubiquity of haloalkane
dehalogenase, dichloromethane dehalogenase, tetrachloro-
hydroquinone dehalogenase, and perchloroethylene and tri-
chloroethylene reductive dehalogenases (reviewed in Copley,
1998). It appears that complete or partial halogen removal
is the predominant first step during microbial transforma-
tion of many important halogenated pollutants, resulting in
the accumulation of hydroxylated and/or lesser halogenated
intermediates (Table 3). Hydroxylated aromatics are consider-
ed ‘activated’ as the functional group destabilizes the aromatic
II-electrons. In contrast, hydroxyalkanes are precursors for
microbial dehydrogenase and hydroxylase activity. The com-
pounds are then rendered more susceptible to other chemical
transformations, such as ring cleavage and the formation of
carboxylated acids, resulting in the production of catabolic in-
termediates to enter the tricarboxylic acid (TCA) or derivative
cycles. The extensive removal of halogens through reductive
dehalogenation under anaerobic conditions allows either for
aerobic processes to commence, or for hydrogenase- and hydra-
tase-type of anaerobic ring reduction and hydrolysis to produce
catabolic intermediates (Adriaens and Hickey, 1994; Adriaens
et al., 1999).

Table 2 Examples of halogenated and nonhalogenated compounds
degraded via microbial growth and cometabolic processes

Process Halogenated Nonhalogenated

Mineralization
Aerobic Mono-,

dichlorobenzenes/
benzoates/phenols;
2,4-D; 2,4,5-T;
chlorinated aliphatic
acids

BTEX, saturated/
unsaturated
hydrocarbons,
naphthalene,
creosote compounds

Anaerobic Chlorobenzoates/
phenols,
dichloromethane

BTEX, aliphatic acids

Co-metabolism
Aerobic Di-pentachlorobenzenes/

benzoates/ phenols/
biphenyls; mono-
dichlorodioxins/furans;
chloroethenes;

PAH; long chain/
branched
hydrocarbons

Anaerobic Di-hexachlorobenzenes,
di-decachloro
biphenyls;
di-octachlorodioxins;
PCE, trichloromethane;
DDT; Lindane

PAH, aliphatics

Abbreviations: 2,4,-D: 2,4-dichlorophenoxyacetic acid; 2,4,5-T: trichlorophenoxyacetic acid;

BTEX: benzene, toluene, ethylbenzene, xylenes; PAH: polycyclic aromatic hydrocarbons.

Table 3 Enzyme classes capable of transforming and dehalogenating
organohalides under aerobic and anaerobic conditions

Enzyme class Substrates Reaction

Monooxygenases Alkanes (C1-C18) RXþO2!ROHþH2OþX!

(e.g., methane,
peroxidases. . .)

Alkenes (C2) ArXþO2!ArOHþH2OþX!

Aromatics (phenol,
toluene,. . . .)

Dioxygenases Alkenes (C2)
Aromatics
(benzene,
naphthalene,. . . .)

RX¼RXþO2!unstable
oxiraneþ halogenated by-
products

ArXþO2!Ar(OH)2
Ring-cleavage
dioxygenases

(Halogenated) 1,2-
dihydroxy-
aromatics

Ar(OH)2þO2! (halogenated)
ortho- or meta-ring fission
products

Dehalogenases
(haloalkane,

Aliphatic acids,
Aromatic acids

RXþH2O!ROHþHX
(aerobic)

DCM, PCE/TCE
reductive,
aromatic
hydrolytic)

RXþH2!RHþHX
(anaerobic)

ArXþH2O!ArOHþHX
(aerobic)

ArXþH2!RHþHX
(anaerobic)

Abbreviations: DCM: dichloromethane; PCE: perchloroethene; TCE: trichloroethene.
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Observations of these reactions in the natural environment
indicate that they take place on the order of years per chlorine
removed for aryl halides in sediments (Brown et al., 1987;
Adriaens et al., 1999; Fu et al., 2001; Gaus et al., 2002), and
months to years for alkyl halides or pesticides in groundwater
(Potter and Carpenter, 1995; Wiedemeier et al., 1999; Skubal
et al., 2001). Accurate calculations account for the metabolic
rates measured in sediments or soils (Henrichs and Reeburgh,
1987; Schlesinger, 1991; Murphy and Schramke, 1998). For
example, Fu et al. (2001) estimated the rate of cometabolic
dioxin dechlorination in estuarine Passaic River sediments at
3–8 pg of diCDD per gram sediment per year, based on sedi-
ment respiration rates, and the ratios of dioxin dechlorination
as compared to methane production, which represented the
dominant TEAP under which these reactions occurred.

Whereas all previously described degradation reactions are
catalyzed by archea and bacteria or by unspecified populations
under various TEAPs, Basidiomycetes or wood-rotting fungi
appear to be responsible for both biotic halogenated hydrocar-
bon production (e.g., Figure 4), and their transformation or
mineralization (de Jong and Field, 1997). The source of or-
ganic chlorine in soil, and its subsequent volatilization has
been ascribed to haloperoxidases, a group of enzymes that
catalyzes the halogenation of humic substances in the presence
of hydrogen peroxide and halide ions (Neidleman and Geigert,
1986). Chloroperoxidases oxidize chloride, bromide, and
iodide and have been extracted from the fungus Caldariomyces
fumago, in soil extracts and in spruce forest soils (Laturnus
et al., 1995; Asplund and Grimvall, 1991; Asplund et al.,
1993). The enzyme activity is pH-dependent (2.5–4.0), and
its specific activity decreases with depth. The main reactive
chlorine formed is HOCl, which then reacts with any other
organic substrate for biodegradation purposes, while forming
organic chlorine as a by-product (Johansson et al., 2000).
Aside from this haloperoxidase-like activity in (mainly) forest
soils, halogenated hydrocarbons (>80 identified to date), and
halomethanes are produced by 68 genera from 20 different
Basidio-mycete families (de Jong and Field, 1997; Watling and
Harper, 1998). The aryl halides include anisyl (methoxylated
chlorobenzyl) compounds (15–75 mg kg!1 wood or litter),
monomeric and polymeric hydroquinone methyl ethers
(74–2400 mg kg!1), orcinol (dimethoxy) methyl ethers, an-
thraquinones, and a wide range of other compounds
(de Jong and Field, 1997). Many of these compounds are
produced for physiological functions such as antibiotic activity
and lignin degradation. The haloalkanes are dominated by
chloro- and bromomethane, as indicated earlier.

Besides halogenated hydrocarbon production, the Basidio-
mycetes are also capable of aryl halide mineralization, and
hence part of the de novo biosynthesized halogenated hydro-
carbons may be fully mineralized. The remainder becomes
incorporated into humus (de Jong and Field, 1997), and may
produce PCDD/F as a by-product (de Jong et al., 1994). The
white-rot fungi, which are capable of degrading hemicellulose,
lignin, and cellulose through an extracellular, oxidative en-
zyme system, also have the capability to biotransform a
wide range of chlorinated pollutants via a nonspecific free-
radical mechanism (e.g., Bumpus et al., 1985; Barr and
Aust, 1994). These pollutants include aliphatic halogenated
hydrocarbons such as chloroform, trichloroethylene, and

tetrachloromethane (Table 3). Aromatic halogenated hydro-
carbons degraded by white rot fungi include chlorolignins
(bleach kraft mill effluents), pentachlorophenol, PCDD/F,
PCBs, and pesticides such as DDT (1,1,1-trichloro-2,2-bis
(4-chlorophenyl)ethane) and atrazine with mineralization
wrates %10–70% (reviewed in de Jong and Field, 1997). The
balance between production and mineralization of the more
complex aromatic by-products is unclear, but all evidence
points towards a net accumulation (Oberg, 2002). For exam-
ple, Watling and Harper (1998) describe the accumulation of
chloroanisyl compounds at 15–75 mg kg!1 in wood or litter
colonized by fungi in forest environments, and the presence
of chlorinated hydroquinone metabolites at levels ranging
from 74 mg kg!1 to 2400 mg kg!1 in fungal tissue.

11.14.6.2 Surface-Mediated Reactivity

Since the 1990s, there has been a trend toward using zero-valent
metals to dehalogenate groundwater contaminants via surface-
mediated reactions (e.g., Gillham and O’Hannesin, 1994;
Matheson and Tratnyek, 1994). Since these reactive metals are
not indigenous to natural environments, this section will con-
sider the analogous manner in which biogenic ferrous and
sulfidic minerals may contribute to the chlorine cycle. Iron
is the fourth most abundant element in the Earth’s crust, ac-
counting for 3.6% by mass (on average) of Earth’s surface
rocks (Martin and Meybeck, 1979). In contrast, sulfur is the
fourteenth most abundant element in the Earth’s crust with the
content of surface rocks varying from 0.027% to 0.240% by
mass (Bowen, 1979). This abundance inmany natural environ-
ments (soils, groundwater, surface water) sustains substantial
dissimilative iron reduction and sulfate reduction in the pres-
ence of labile organic matter. It is then not surprising that these
respiratory processes, and their associated microbial commu-
nities (DIRB: dissimilatory iron reducing bacteria; SRB: sulfate
reducing bacteria) are dominant in marine, estuarine, and
many groundwater environments. More importantly with re-
spect to the present chapter, DIRB and SRB activity results in the
accumulation of a variety of reactive iron-oxides, -hydroxides,
and -sulfides as their respiratory end-products (Fredrickson
et al., 1998; Lovley, 1991; Rickard, 1969; Rickard et al., 1995;
Vaughan and Lennie, 1991; Zachara et al., 2002).

The variety of common oxidation states encountered for iron
(II, III) and sulfur(!II, 0, II, IV, VI) results in complex and varied
speciation for these elements in natural environments. Limiting
the scope to only those oxidation states and species that com-
monly support anaerobic respiration, narrows the discussion to
primarily the oxides of iron(III) and sulfur(II, IV, VI). Oxides of
Fe(III) are primarily found as insoluble oxide or hydroxide par-
ticle coatings and aggregates (Thamdrup, 2000), and can com-
prise several mass percent of freshwater or marine sediments
(Coey et al., 1974; Raiswell and Canfield, 1998; Thamdrup,
2000). The ferrous iron, Fe(II), that is produced as a consequence
of iron respiration may accumulate in solution, adsorb to the
surfaces of surrounding minerals or become incorporated into
new biogenic minerals through a variety of chemical or micro-
bially mediated pathways (schematically represented in
Figure 7). In contrast to the oxides of Fe(III), the oxides of sulfur
form soluble oxyanions that may be found in a variety of mixed
oxidation-state polynuclear complexes (Erlich, 1996). Those
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most commonly known to support anaerobic respiration in-
clude sulfate (SO4

2!), sulfite (SO3
2!), and thiosulfate (S2O3

2!).
However, elemental sulfur can also serve as a terminal electron
acceptor for some species of eubacteria and archea (Schauder and
Kroeger, 1993). The ultimate and most common product
of sulfur respiration is sulfide, S(!II). In the presence of iron,
biogenic S(!II) can precipitate as numerous insoluble sulfides,
including pyrite (FeS2), mackinawite (FeS1–x), pyrrhotite
(Fe1–xS), and greigite (Fe3S4) (Rickard, 1969; Rickard et al.,
1995). As indicated by Figure 7, collectively DIRB and SRB can
significantly alter the chemical and mineralogical speciation in
their environment.

Despite the importance of biogeochemical iron- and sulfur-
cycling (Rickard et al., 1995; Schlesinger, 1991; Lovley, 1997;
Erlich, 1996), the ability of biogenic ferrous and sulfidic min-
erals to mediate organohalide transformations has received
limited attention. The thermodynamic feasibility of these re-
actions to occur under iron-reducing conditions is illustrated
in Figure 8, which incorporates some of the dominant redox
couples (mineral and biological) relevant to this TEAP. The
range of substrates presently known to undergo dechlorination
in the presence of reduced iron oxides and iron sulfides
includes, among others: tetrachloromethane, hexachloroeth-
ane, tetra- and trichloroethylene, bromoform, chloropicrine,
hexachlorobenzene, and possibly PCBs (Kriegman-King and
Reinhard, 1992; Svenson et al., 1989; Butler and Hayes, 2000;
Cervini-Silva et al., 2000). Since most of these studies were
confined to abiotic laboratory systems, it is difficult to assess
the relative impact of surface-mediated reactions on organoha-
lide fluxes in the natural environment. However, some insights
may be gleaned from a recent study by McCormick et al.
(2002a), who compared the reaction kinetics of tetrachloro-
methane transformation in the presence of the dissimilative
iron-reducer Geobacter metallireducens and biogenic magnetite
generated by this same strain. Due to the abundance of reduced
mineral surfaces, the abiotic contribution to CCl4 transforma-
tion was found to be at least two orders of magnitude greater
than the cell mediated (co-metabolic) reaction (McCormick
et al., 2002a). Considering that the reported dechlorination

rates observed with iron sulfides are orders of magnitude faster
than those with reduced iron oxides (Butler and Hayes, 2000), it
is likely that the contribution of these solids will exceed the
microbial rates as well.

11.14.6.3 Organic-Matter-Mediated Reactivity

Soil and sediment organic matter affect environmental trans-
formation reactions through direct participation in reduction
(e.g., dechlorination) and oxidation (halogenation) reactions
(e.g., Svenson et al., 1989; Barkovskii and Adriaens, 1998; Fu
et al., 1999; Keppler et al., 2000), or by serving as an electron
acceptor for microbial respiration (Lovley et al., 1996). The
latter reaction has been coupled to the microbial capability to
oxidize vinyl chloride and cis-dichloroethene (Bradley et al.,
1998). With quinonic and phenolic groups constituting from
13% to 56% (molar concentration) of all oxygen functional
groups in natural organic matter (Schlesinger, 1991), environ-
mental transformation reactions mediated by natural organic
matter may potentially contribute significantly to the fate of
halogenated hydrocarbons (Oberg, 1998, 2002).

Couples such as hydroquinone/quinone have been hypoth-
esized to dominate the redox properties of humic and fulvic
acids, and to act either as electron transfer mediators or as the
direct donors of electrons for dechlorination reactions
(Schwarzenbach et al., 1990; Dunnivant et al., 1992). For
example, it has been shown in sediment–water systems that
the rates of alkyl halide reduction increase with organic matter
content (Peijnenburg et al., 1992). Further support for this
hypothesis was obtained by Svenson et al. (1989), who
reported a first-order dependence between rates of hexachlo-
roethane reduction and hydroxyl concentrations. Aside from
alkyl halides, structural features of organic matter have been
shown to catalyze (Fu et al., 1999) or accelerate (Barkovskii
and Adriaens, 1998) the dechlorination of dioxins (Figure 9).

A correlation between reaction rates, molecular structure of
the humic or fulvic acid, and content of reactive sites is more
difficult to demonstrate. It has been hypothesized that the
hydroquinone or quinone is the main reactive site for electron
transfer during dechlorination reactions. Phenolic acidity, as
based on the inflection point during titration of organic mat-
ter, is indicative of the hydroquinone content within humic
materials. Published information indicates that the quinone
content of humic acids is generally higher than for fulvic acid
(Stevenson, 1994).

In their study on the reductive dehalogenation of hexachlo-
roethane, carbon tetrachloride, and bromoform, Svenson et al.
(1989) found that the addition of humic acid or organic matter
from aquifer material to aqueous solutions containing bulk
electron donors increased the reduction rate by up to 10-fold.
Although they did not determine the phenolic acidity, Peijnen-
burg et al. (1992) established a positive correlation between
the reductive rate constants of a range of aryl halides and the
organic carbon content of sediment systems. According to
the rationale outlined earlier, a humic material with high
hydroquinone/quinone content should facilitate a more
effective electron transfer to electron acceptor molecules. Just
as organic matter-mediated formation has been argued to
contribute substantially to the global production of halo-
methanes, the involvement of humics in environmental

Fe(III) oxides (s)

HS–(aq) + Fe(OH)3 (s)

FeII (ads), Fe3O4(s), green rusts(s)

S0 (s) + Fe2+ + (aq)

FeS1–x(s), Fe1–xS (s), Fe3S4 (s), FeS2 (s)

Fe2+(aq)

SO4
2–(aq), SO3

2– (aq)

S2O3
2–(aq), Sn

0 (aq)

Iron reduction
Sulfur reduction

CEL

CEL

CEL

Figure 7 Formation of mineral and sorbed Fe(II) species under
iron-reducing conditions. (source McCormick et al., 2002b)
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dehalogenation reactions of trace halogenated hydrocarbons
may be more substantial than currently assumed. Support for
this hypothesis may be derived from observations that dioxin
dechlorination patterns in sediment systems (Albrecht et al.,
1999) indicate the influence of a humic-dechlorination signa-
ture in model systems (Fu et al., 1999). The predominant
congener endpoints observed in the model systems of Fu
et al. (1999) were also observed at the air–water interface in
the estuary from which the sediments were obtained
(Lohmann et al., 2000), pointing towards the possible occur-
rence of a dioxin cycling mechanism influenced by organic
catalysis.

11.14.6.4 Predictive Models: Structure–Reactivity
Relationships

Structure–activity relationships (SARs) between chemical reac-
tivity and molecular descriptors (Figure 10) for both alkyl and
aryl halides are valuable tools to explore mechanistic determi-
nants influencing activity, and to predict rate constants for
environmental transformation within classes of compounds
(Wolfe et al., 1980; Moore et al., 1990; Hermens et al.,
1995). An abundance of these statistically significant correla-
tions based on appropriate predictor variables is available, yet
very few of these yield useful quantitative structure–activity
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Figure 8 Comparison of microbial, mineral, and chloromethane redox pairs under iron-reducing conditions (after McCormick et al., 2002a).
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Figure 9 Model representation of organic-mediated dehalogenation reactions in the presence (oval) and absence of microorganisms.
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relationship expressions (QSARs). One of the limitations is the
scarcity of relationships between readily available molecular
descriptors and important microbial transformation reactions.
Another relates to the lack of understanding of the contaminant–
matrix interactions that govern the degradation process. Perhaps
not surprisingly, the most robust SARs and QSARs have been
generated for strictly abiotic transformation processes such as
hydrolysis, direct photolysis, and oxidation. More recently, cor-
relations have been generated describing fortuitous degradation
processes (e.g., reductive dechlorination) or for enzymes exhibit-
ing broad substrate specificities (e.g., soluble methane monoox-
ygenase) (Roberts et al., 1993; Cozza and Woods, 1992; Rorije
et al., 1995; Lynam et al., 1998; Lindner et al., 2003).

Most QSARs are based on the Hansch method, where bio-
logical response is expressed as a linear function of hydropho-
bic, electronic, and steric properties (refer to equation below
and Figure 10; kx¼ rate constant for substituted compound;
kh¼ rate constant for unsubstituted compound):

kx
kh

Descriptors Electronic
Polar
Structural

Quantum-
chemical

Environmental

= aX + bY + cZ + dX¢ + eY¢ + fZ¢ + gE + error

Ab initio and semi-empirical molecular orbital calculations
have been used to obtain molecular descriptors such as elec-
tron density distributions of the highest occupied II orbital,
carbon–chlorine bond charges, heats of formation and ioniza-
tion potentials, or HOMO–LUMO gaps (Okey and Stensel,
1996; Lynam et al., 1998; Zhao et al., 2001). One or more of
these parameters have been found to be strongly correlated to
the observed dechlorination pathways of dioxins and
substituted benzenes (Cozza and Woods, 1992; Lynam et al.,
1998), to the preferred methane monooxygenase oxidation
pathways of ortho-substituted biphenyls (Lindner et al.,
2003), or dioxygenase-mediated oxidation of dioxins and fu-
rans (Damborsky et al., 1998). For example, Figure 10 shows a
SAR between the measured and predicted oxygen uptake rates
exhibited by a methanotrophic bacterium, Methylosinus trichos-
porium OB3b, against ortho(designated as C12)-substituted bi-
phenyls. This particular SAR includes electronic (carbon
charge), structural (compound width), and polarity (octanol–
water partitioning coefficient) descriptors; no environmental
or quantum-chemical descriptors were considered (Lindner
et al., 2003).

RobustQSARswere developed to predict the reductive trans-
formation constants of 45 halogenated monoaromatic hydro-
carbons and 13 halogenated aliphatic hydrocarbons in anoxic
sediments using either Hansch-type descriptors (the carbon–
halogen bond strength, the summation of the Hammett sigma
constants and inductive constants for the additional substitu-
ents, and the steric factors for these substituents) (Peijnenburg
et al., 1992) or quantum-chemical descriptors (Rorije et al.,
1995; Zhao et al., 2001). Whereas the electronic properties of
the substituents exhibited a positive effect (increased the reac-
tion rate), steric and bond strength factors decreased the pre-
dicted reaction rate. When the sediment organic matter content
was included in the prediction, the electronic properties and
quantum-chemical descriptors became less influential in pre-
dicting reaction rates. This indicates that the predicted reaction
rate in more complex environmental samples is controlled by
mass transfer limitations.

11.14.7 Implications for Environmental Cycling of
Halogenated Hydrocarbons

The goal of this chapter was to assess the influence of
environmental phase partitioning and transport on the bio-
geochemical cycling and terrestrial reactivity of halogenated
hydrocarbons. Whereas the global environmental behavior
with respect to POPs and non-POPs distribution can be de-
scribed within regional or latitudinal contexts, the impact of
terrestrial environmental transformations on contaminant bio-
geochemistry is of major importance at contaminant ‘hot
spots.’ The biogeochemistry of volatile and semi-volatile halo-
genated hydrocarbons is very diverse and scale-dependent,

k x
/k

h

kx/kh

Measured

-0.2

-0.2-0.4-0.6

-0.4

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.2 0.4 0.6 0.8 1.0

Measured

P
re

di
ct

ed

F

Cl

Br

I

NO2

OCH3

OH

NH2

Predicted

(a)

(b)

kx/kh = 3.36 – 7.58(2.68) 12C + 0.59(0.25) ES– 0.56(0.23) log Kow; R2 = 0.92

Figure 10 Theoretical (a) and practical (b) representation of
QSARs. Panel b describes a QSAR for the methanotrophic oxidation
(activity of methane mono-oxygenase) of ortho(C12)-substituted
biphenyls. The structural backbone was biphenyl, and the substituents
considered included all halogens, methyl-, methoxy-, hydroxyl-,
nitro-, and amino-moieties (Lindner et al., 2003). The molecular
descriptors used in (b) are 12 C (charge on the ortho-carbon), Es
(Taft’s steric parameter), and log Kow.
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and differs in terms of major environmental reservoirs, trans-
port pathways and transformation reactions. Particularly per-
taining to the latter, the environmental degradation or
mineralization fluxes and their contribution to the global ha-
logenated hydrocarbon biogeochemical cycles are difficult to
quantify, because of: (1) the local nature of the available
databases of reactive surfaces, reactive organic matter, and
microbial reactivity; (2) the differences in source characteristics
of volatile, semi-volatile, and complex halogenated organic
compounds; and (3) the slow natural reaction rates (especially
degradation) relative to the overall environmental cycling of
these contaminants.

Despite these limitations, the literature on the natural at-
tenuation of anthropogenic substrates in terrestrial environ-
ments has provided some insights into environmental
transformations affecting halogenated substrates under a wide
range of environmental conditions, andmay allow some extrap-
olations to regional or global impact (e.g., Wiedemeier et al.,
1999; Lendvay et al., 1998a,b; Skubal et al., 2001). First, micro-
bially mediated natural attenuation processes are abundant in
contaminated environments, and affect the fate of hydrocarbons
(e.g., Christensen et al., 1997; Bekins et al., 2001; Cozzarelli
et al., 2001), chlorinated solvents (e.g., Lendvay et al., 1998a,b;
Skubal et al., 2001), chlorinated pesticides (e.g., Potter and
Carpenter, 1995; Zipper et al., 1998), and PCDD/F (Lohmann
et al., 2000; Fu et al., 2001; Gaus et al., 2002) or PCBs (Brown
et al., 1987; Flanagan and May, 1993) in a wide range of natural
environments (soils, surface water sediments, groundwater).
Second, there has been a bias towards the impact of biological
processes on contaminant fate, and hence, the potential influ-
ence of abiotic reaction pathways is rarely considered. Finally,
there is a dearth of quantitative contaminant mass balance
estimates and fluxes associated with natural contaminated
groundwater, sediment or soils, and those that are available are
very local in scale.

In an attempt to assess the quantitative contribution of
reactive processes to the overall cycling of anthropogenic source
contamination, two examples will be considered: (1) vinyl
chloride oxidation at groundwater–surface water interface
(GSI) St. Joseph, Michigan (e.g., Lendvay et al., 1998a,b), and
(2) dioxin dechlorination in estuarine sediment cores collected
from the Passaic River, New Jersey (Albrecht et al., 1999;
Fu et al., 2001). Case study 1 is relevant to the Great Lakes
region, as 28% of the Michigan shoreline is affected by anthro-
pogenic pollutants, with 600 sites contaminated by chlorinated
solvents. The total estimated fluxes of all chlorinated solvents
into Lakes Michigan and Huron, based on two sites recently
investigated which were%10–30 kg year!1 (Lendvay et al.,
1998a,b, 2002), would total (6–18) $ 103 kg annually. Anaer-
obic dechlorination processes upgradient from the shoreline
form lesser-chlorinated ethenes such as vinyl chloride and eth-
ene, only 1–8% of which are then aerobically degraded at the
GSI. Considering that this site and the Lake Michigan shoreline
in general represent a ‘high energy’ GSI (in terms of seiche activity
and reoxygenation of the aquifer) and may represent a ‘best-
case scenario’ for natural attenuation at GSIs, the total contribu-
tion of microbial processes to minimizing alkyl halide fluxes to
the Great Lakes is minimal, since >90% of the dissolved
dechlorinated contaminant burden is discharged to the Lakes.
Considering the elevated solubility of (lesser chlorinated)

solvents (Schwarzenbach et al., 1993) limited transfer to the
air–water boundary layer should be expected. However, the
global fluxes of vinyl chloride and perhaps dichloroethenes
discharged to surface water bodies as the result of anaerobic
dechlorination processes in contaminant hot spots may be
substantial. As indicated earlier, chloroethenes and particularly
their atmospheric degradation products (carbonyl halides and
acetyl halides) are subject to atmospheric transport and depo-
sition and their source areas may be terrestrial or estuarine in
origin.

The situation is somewhat different for POPs, such as chlor-
odioxins. Some estimates have indicated that up to 7% of the
dioxin profile variance of the Passaic River sediments may be
due to natural dechlorination (Barabas et al., 2003). Laboratory
studies have indicated that mainly mono- and dichlorinated
congeners can be expected to accumulate, at dechlorination
rates on the order of one chlorine removed every seven years
(Fu et al., 2001). One scenario suggests the lesser-chlorinated
compoundswould selectively diffuse up fromburied sediments
to the shallow layers (Gevao et al., 1997), where they then
dissolve or are transported via particulate material (since
lesser-chlorinated dioxins are sparingly soluble) and accumu-
late at the air–water interface (Lohmann et al., 2000). Estimated
rates for diCDD production are in the picogram per gram
sediment per year range, which could result in a global biotic
production of tens of kilograms per year of diCDD alone,
considering the volume of dioxin-contaminated sediments
worldwide (%100 Mt; 3–15 Mt in the US). Similar rates, but
higher concentrations can be expected for PCBs as the volume
and concentrations of PCB-contaminated sediments are higher
(Gevao et al., 1997; Breivik et al., 2002a,b). Average sediment
and soil PCB concentrations are two to three orders of magni-
tude higher than PCDD, while the total impacted soil/sediment
volume is probably similar to that of PCDD.

Overall, a meaningful synthesis of the processes influencing
the distribution and cycling of aliphatic and aryl halides
(Figure 11) within the context of biogeochemical controls re-
quires a thorough understanding of the sources, reservoirs,
transport pathways, transformation reactions, and scale depen-
dence of each. Semi-volatile POPs, which include aromatic and
alicyclic compounds, are mainly anthropogenic in nature.
They exhibit a tendency to fractionate latitudinally, and un-
dergo rapid air–water exchange processes resulting in frequent
regional and latitudinal deposition and revolatilization. Based
on mass flux estimates, the net flux is in the direction of
deposition, which may eliminate a substantial fraction of the
total POP load from the cycling process due to carbon sinking,
soil or sediment biotransformation processes, POP sequestra-
tion in natural organic matter, and uptake by vegetation. Point
releases of POPs in waterways sediments limit their cycling to
the local or regional scale, through sequestration in sediment
organic matter, re-release due to sediment disturbance, bio-
genic gas ebullition and upward diffusion of the more soluble
compounds, ultimately impacting the air–water interface in
estuaries. Preliminary results indicate that these processes
impacting point sources may result in a net local or regional
efflux to the atmosphere. Non-POP alkyl halides, which repre-
sent signature compounds derived from both biogenic and
anthropogenic sources, are globally characterized by a net
volatilization flux to the atmosphere and troposphere.
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Deposition fluxes are thought to be less significant for the
neutral parent compounds, but substantial for the atmospheric
(ionic) degradation products. Considering the fairly rapid
atmospheric reactions in clouds, the deposition fluxes are
regional in nature, and no latitudinal fractionation has
been observed. The multitude of point source releases of
these compounds have resulted in locally impacted groundwa-
ters and surface waters, where natural degradation reactions

substantially contribute to their fate and transport, but
are unlikely to impact the global biogeochemistry. Hence,
Figure 11 is characterized by a difference in the relative impor-
tance of the fate pathways, sources, and sinks between POPs
and non-POP halogenated hydrocarbons. Overall, the impact
of biogenic production pathways, and degradation reactions
on the scale of biogeochemical cycling is not clear at this time.
Moreover, the impact of terrestrial environmental contaminant
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formation, transformation, and sequestration reactions on
explaining the global halocarbon deficit remains an open
question.

11.14.8 Knowledge Gaps and Fertile Areas for Future
Research

This chapter discussed the biogeochemistry of halogenated
hydrocarbons in the environment with emphasis on environ-
mental flux and reactivity, to develop a better understanding of
the chlorine (halogen) cycle. A secondary goal was to integrate
information on biotic and abiotic organochlorine production
with their degradation processes in light of chemical and envi-
ronmental controls on reactivity.

As has been indicated by many experts in the area of global
cycling of POPs, analytical methods, and environmental char-
acterization present a challenge to closing the mass balance of
the chlorine cycle. AOX and aryl halides, as well as their trans-
formation products tend to be associated with soil, sediment,
and planktonic organic matter, either due to sorption or cova-
lent bonding, which complicates the development of accurate
mass balances and flux calculations, and quantitative analysis
of natural transformation processes. As of early 2000s, several
approaches are being explored to enable interpretation of the
environmental fate of halogenated hydrocarbons. On a global
and regional scale, the evaluative environments often used for
modeling partitioning and transport behavior are being vali-
dated using increasingly comprehensive datasets on contami-
nants and environmental controlling variables such as wind
speed, sediment resuspension, and remote sensing data on
plankton blooms. Despite the availability of data and inte-
grated models, the mechanistic understanding of global trans-
port processes is highly dependent on adequate system
description and characterization, which adds substantial spa-
tial and temporal uncertainty to the interpretation of the data.

To address the issue of contaminant specificity relative to
environmental reactivity and global transport, QSARs are be-
coming increasingly robust and will advance the modeling
approaches to a new level (Grammatica et al., 2002). A funda-
mental assumption for this approach is that a change in com-
pound structure results in a similar change in its behavior in
the system. The parameters influencing reactivity should be
chosen carefully, and relationships should be obtained using
unbiased statistical analysis. Next-generation QSARs are cur-
rently being developed which include information on the ge-
netic and physiological diversity of microorganisms within a
given ecosystem. Another approach is based on contaminant
fingerprint recognition in the environment, as a function of
known sources and probable abiotic or biotic transformation
processes. These fingerprints include congener, isomer, and
enantiomer profiles, as well as isotopic fractionation. Evidence
is emerging that these fingerprints may be able to discriminate
between biotic and abiotic reactivity affecting halogenated
hydrocarbons, as well as distinguish various source and sink
contributions.

As testified by the multitude of reviews over the years, the
fate of halogenated organic compounds as affected by micro-
bial activity is extremely difficult to summarize, both with
respect to pathways of transformation and reaction kinetics.

This is due both to the great diversity in chemical structures
(multiple and variable substituents) and the range of acclima-
tion mechanisms and enzyme specificities. This review dem-
onstrates that transition of mechanistic observations in the
laboratory to fate prediction in environmental matrices is com-
plicated by multiple attenuation processes and an overall lack
of mass balance (due to either irreversible sequestration mech-
anisms or incomplete analysis for transformation products).
Considering that these poorly understood issues have not even
been resolved for PCBs and halomethanes, arguably the best-
studied subsets of aromatic and aliphatic compounds; the state
of the art with respect to their role and place in the chlorine
(halogen) cycle has to be considered maturing at best.

Despite these limitations, great strides have been made dur-
ing the 1990s with respect to understanding halogenated hydro-
carbon biogeochemistry in terrestrial environments. Consider,
e.g., the progressmade in elucidating the genetic basis for micro-
bial adaptation to structurally similar chemicals, and the require-
ments for transcriptional activation of key-metabolic enzymes in
aryl and alkyl halide pathways. The breakthrough discovery that
halorespiration and halogenation of natural organic matter may
be more widespread than was previously assumed, opens up a
vast array of new possibilities to understand the reactive compo-
nent affecting the biogeochemistry of organohalides. Develop-
ments in molecular ecological characterization have afforded
substantial advances in this area. For example, we can now
monitor population shifts within complex communities as the
result of aryl and alkyl halide induced stresses. Complementary
to microbial research, the thermodynamic considerations of
which transformations are likely to occur have aided in directing
fate mechanism studies. First-principle (ab initio) model predic-
tions have been shown to describe radical-catalyzed oxidations
and reductions, and field observations have proven to be partic-
ularly useful to ‘calibrate’ fundamental research investigations
on environmental fate predictions. Finally, the quantitative ex-
trapolation of global POP uptake and the impact of sinking
carbon has advanced a complementary mechanism for contam-
inant cycling to the temperature-controlled global fractionation
deposition and revolatilization processes.

Ultimately, research in the halogen cycles and the interface
between natural and anthropogenic fluxes is directed towards
risk quantification and reduction, through research questions
such as: “Do environmental transformation reactions reduce
the exposure risk from organohalides?,” “What is the role for
organohalide transformation processes in controlling biogeo-
chemical cycling?,” “Do environmental sequestration and carbon
sinkingpermanently remove POPs and other halogenated hydro-
carbons from the global biogeochemical cycle?,” or “What char-
acteristics differentiate a POP from other environmental
contaminants, and help explain their global distribution?” As of
early 2000s, the incomplete information presents an enormous
challenge to the regulatory community, as it is unclear how the
available data should be incorporated into risk-based decision
models. Hence, the field of biogeochemical contaminant cycling
would significantly benefit from the weighted integration of
phase partitioning, transport, and reactivity processes, by inform-
ing uncertainty-based geostatistical approaches across spatial
(local impact on regional and global processes) and temperal
(diurnal temperature controls on long-term reactivity) scales of
interrogation.
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Nomenclature
a.i. Active ingredient
foc Mass fraction of organic carbon in soil (m/m)
k Rate constant for the rate-limiting step of a chemical

reaction (units depend on reaction order)
1/n Freundlich exponent (dimensionless)
pKa The negative log of the equilibrium constant for the

interconversion between a Brønsted acid and its
conjugate base (dimensionless)

A Arrhenius preexponential factor (same units as k)
Caq Concentration of solute dissolved in water (m/v)
Coc Amount of solute sorbed to soil organic carbon

(m/m)
Ca Carbon atom representing the site of a particular

reaction on a molecule (the ‘alpha carbon’)
Cb Carbon atom (the ‘beta carbon’) immediately

adjacent to Ca

Ea Activation energy (energy mol–1)

H Henry’s law constant (various forms)
Kf Freundlich partition coefficient (v/m)
Koc Soil organic carbon–water partition coefficient (v/m)
Kow Octanol–water partition coefficient (dimensionless)
Kp Soil–water partition coefficient (v/m)
KSA Soil–air partition coefficient (form depends upon

units for H)
R Universal gas constant (form depends on units

for Ea)
SN2 Bimolecular nucleophilic substitution reaction
Tmax Temperature above which substrate decomposition

or enzyme inactivation occurs
Tmin Temperature below which biological functions are

inhibited
Topt Temperature of maximum biotransformation rate
mmax Maximum rate of biotransformation (m/v/t)
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11.15.1 Introduction

The mid-1970s marked a major turning point in human his-
tory, for it was during this period that the ability of Earth’s
ecosystems to absorb most of the biological impacts of human
activities appears to have been exceeded by the magnitude of
those impacts. This conclusion is based partly upon estimates
of the rate of carbon dioxide emission during the combustion
of fossil fuels, relative to the rate of its uptake by terrestrial
ecosystems (Loh, 2002). A very different threshold, however,
had already been crossed several decades earlier with the birth
of the modern chemical industry, which produced novel sub-
stances for which no such natural assimilative capacity existed.
Among these new chemical compounds, none has posed a
greater challenge to the planet’s ecosystems than synthetic
pesticides, compounds that have been intentionally released
into the environment in vast quantities – several hundred
million pounds of active ingredient (a.i.) per year in the
United States alone (Kiely et al., 2004) – for many decades.
To gauge the extent to which we are currently able to assess the
ecological implications of this new development in Earth’s
history, this chapter presents an overview of current under-
standing regarding the sources, transport, fate and biological
effects of pesticides, their transformation products, and se-
lected adjuvants in the hydrologic system. (Adjuvants are the
so-called ‘inert ingredients’ included in commercial pesticide
formulations to enhance the effectiveness of the a.i.)

11.15.1.1 Previous Reviews of Pesticide Geochemistry

Pesticides have been in widespread use since the Second World
War, and their environmental effects have been causing con-
cern for at least four decades (Carson, 1962). As a result,
numerous reviews summarizing the results from field and
laboratory studies of their distribution, transport, fate, and
biological effects in the hydrologic system have been published
The principal features of many of these reviews have been
summarized elsewhere for the atmosphere (Majewski and
Capel, 1995), vadose zone and groundwater (Barbash and
Resek, 1996), surface waters (Larson et al., 1997), stream
sediments, and aquatic biota (Nowell et al., 1999). Other
compilations of existing information on these topics have
focused either on particular pesticide classes (e.g., Erickson
and Lee, 1989; Gunasekara, 2005; Laskowski, 2002; Pehkonen
and Zhang, 2002; Stamper and Tuovinen, 1998; Weber, 1990),
or on individual pesticides (e.g., Huber and Otto, 1994; Moye
and Miles, 1988). Information on the biological effects of
pesticides on both target and nontarget organisms has been
extensively reviewed (e.g., Howell et al., 1996; Kamrin, 1997;
Kegley et al., 1999; Matsumura, 1985; Murphy, 1986; Smith,
1987; Solomon et al., 2000; Stinson and Bromley, 1991).
Valuable overviews of environmental organic chemistry are
also available (e.g., Capel, 1993; Schwarzenbach et al., 1993).

11.15.1.2 Scope of This Review

This chapter focuses on the sources, transport, fate and biolog-
ical effects of synthetic organic pesticides, their transformation
products and volatile pesticide adjuvants – collectively referred

to herein as pesticide compounds – in the hydrologic system.
Although there are thousands of substances that are currently
registered for use as pesticide adjuvants in the United States
(US Environmental Protection Agency, 2010), discussion of
these chemicals is limited to those that are volatile organic
compounds (VOCs) because they are the adjuvant group
whose geochemical behavior has been most thoroughly docu-
mented. (VOCs are commonly used as solvents in commercial
pesticide formulations; e.g., Wang et al., 1995.) Most of the
pesticide compounds examined in this chapter are registered
for use in the United States. Similarly, discussion of the use of
these compounds focuses primarily on their applications within
the United States. For space considerations, pesticides that are
wholly inorganic (e.g., chlorine, sulfur, chromated copper arse-
nate, copper oxychloride), or contain metals (e.g., tributyltin)
or metalloids (e.g., arsenicals) are not discussed in detail. Topics
for which comprehensive, up-to-date reviews have already been
published receive less attention than those for which fewer
reviews are available. Consequently, greater emphasis is placed
on the factors that influence the rates and mechanisms of
transformation of pesticide compounds than on the biological
effects of these substances, their patterns of use and occurrence,
or their partitioning among environmental media.

11.15.1.3 Biological Effects of Pesticide Compounds

All pesticides are designed to kill, or otherwise control, specific
animals or plants, so a great deal is known about the acute
biological effects of these chemicals on their target organisms.
Insecticides (including most fumigants) act as either physical
poisons, protoplasmic poisons, stomach poisons, metabolic
inhibitors, neurotoxins, or hormone mimics (Matsumura,
1985). Herbicides control or kill plants through a variety of
mechanisms, including the inhibition of biological processes
such as photosynthesis, mitosis, cell division, enzyme function,
root growth, or leaf formation; interference with the synthesis
of pigments, proteins, or DNA; destruction of cell membranes;
or the promotion of uncontrolled growth (William et al.,
1995). Fungicides act as metabolic inhibitors (Matheron,
2001). Most rodenticides are either anticoagulants, stomach
poisons, or neurotoxins (Meister, 2000). Because most pesti-
cides are poisons, considerable knowledge has also developed
regarding the acute effects of these compounds on humans
(e.g., Murphy, 1986).

Far more elusive, however, are the myriad sublethal effects
on nontarget organisms (including humans) of chronic expo-
sure to pesticide compounds. Of considerable concern in this
regard is endocrine disruption, a phenomenon whose effects
were first discovered five decades ago, but whose widespread
impacts across a broad range of organisms and ecosystems
have become known only since the 1990s (Colborn et al.,
1993, 1996; Sumpter and Johnson, 2005), and may be inher-
itable (Anway et al., 2005). Other effects of chronic pesticide
exposure in wildlife – some of which may themselves be re-
lated to endocrine disruption – include impaired homing
abilities (Scholz et al., 2000) and reduced egg production in
fish (Tillitt et al., 2010), hearing impairment in mammals
(Song et al., 2005), eggshell thinning in birds, reduced im-
mune function, liver and kidney damage, teratogenicity, neu-
rotoxicity, delayed metamorphosis, smaller body size, reduced
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activity, and reduced tolerance to cold or predatory stress
(Colborn et al., 1993; Murphy, 1986; Osano et al., 2002;
Relyea, 2005a; Smith, 1987; Teplitsky et al., 2005). Exposure
to pesticides may also be a factor contributing to honeybee
colony collapse disorder (Hendrikx et al., 2009). Ecological
effects of pesticide exposure include decreased biodiversity
and productivity (Relyea, 2005b), reduced rates of leaf litter
decomposition (Schäfer et al., 2007), shifts in predator-to-prey
ratios (Relyea et al., 2005; Rohr and Crumrine, 2005), reduced
abundance of pesticide-sensitive species, and concomitant in-
creases in the abundance of less sensitive species (Liess and Von
Der Ohe, 2005). Recent evidence also suggests that many of the
malformations and population declines that have been ob-
served in amphibians over the past several decades may have
been facilitated by exposure to pesticides at concentrations
commonly encountered in the hydrologic system (e.g., Hayes,
2004; Hayes et al., 2002, 2006; Relyea, 2005c; Sparling et al.,
2001). Documented or suspected effects in humans include
cancer (Alavanja et al., 2004; Hardell and Eriksson, 1999;
Patlak, 1996; President’s Cancer Panel, 2010; Sanborn et al.,
2004; Schreinemachers, 2000), immune system suppression
(Repetto and Baliga, 1996), impaired neurological development
(Colborn, 2006; Eskenazi et al., 2006; Grandjean et al., 2006),
learning disorders (Guillette et al., 1998), attention deficit/
hyperactivity disorder (Bouchard et al., 2010; Winrow et al.,
2003), Gulf War syndrome (Winrow et al., 2003), Parkinson’s
disease (Brown et al., 2006), Alzheimer’s disease and other forms
of dementia (Hayden et al., 2010), fetal death (Bell et al., 2001),
earlier onset of puberty (Guillette et al., 2006;Wang et al., 2005),
birth defects (Garry et al., 2002; Winchester et al., 2009), and
shifts in sex ratios (Garry et al., 2002).

Recent biomonitoring studies have provided information
on the concentrations of pesticide compounds in the human
body, their relations to diet, and their rates of elimination. As
part of their third national assessment of exposures to a variety
of anthropogenic chemicals andmetals in the environment, the
Centers for Disease Control and Prevention (2005) reported
detections of 29 pesticide compounds in the blood or urine of
the US population. For infants and children, most exposures
to pesticides appear to come from their diet (Lu et al., 2005;
National Research Council, 1993). Significantly lower concen-
trations of organophosphorus pesticide (OP) metabolites, for
example, have been measured in the urine of children consum-
ing organic fruits, vegetables, and juices (i.e., those produced
without the use of synthetic pesticides), relative to those fed the
same food items produced conventionally (Curl et al., 2003).
Other work has shown that a dietary shift from conventionally
grown foods to organic foods results in a statistically significant,
rapid decrease (within 1–2 days) in urinary metabolite con-
centrations for two OP insecticides in children (malathion and
chlorpyrifos), with a similarly rapid return to previous levels
upon restoration of a conventional diet (Lu et al., 2005).

When, as is often the case, individual pesticides are present
in the hydrologic system in combination with other pesticides
(e.g., Gilliom et al., 2006; Kolpin et al., 2000; Larson et al.,
1999; Squillace et al., 2002), the combined toxicity of the
different chemicals may be either antagonistic, additive, or
synergistic relative to the effects and toxicities of the individual
pesticides alone, depending upon the compounds, organisms,
and conditions (e.g., Anderson and Lydy, 2002; Belden and

Lydy, 2000; Carder and Hoagland, 1998; Hayes et al., 2006;
Howe et al., 1998; Pape-Lindstrom and Lydy, 1997; Relyea,
2009; Thompson, 1996). In addition, pesticide adjuvants may
be responsible for substantial increases in the toxicity of
commercial formulations relative to that of the a.i. alone
(e.g., Benachour et al., 2007; Bolognesi et al., 1997; Howe
et al., 2005; Lin and Garry, 2000; Oakes and Pollak, 1999;
Relyea, 2005c; Renner, 2005). While most pesticide transfor-
mation products are less toxic than their parent compounds, in
some instances, the reverse has been observed (Sinclair and
Boxall, 2003). Despite these considerations, however, most of
the water-quality criteria that have been established for the pro-
tection of aquatic life or human health in relation to individual
pesticides do not account for the potential synergistic effects of
other pesticides, adjuvants, or transformation products that may
also be present. One exception to this is the decision by the US
Environmental Protection Agency (2003) to include three of the
chlorinatedproducts of atrazine transformation (deethylatrazine
(DEA), deisopropylatrazine, and diaminochlorotriazine) to-
gether with the parent compound in their assessments of the
human and environmental health risks associated with atrazine
use. In addition, the EuropeanUnion’s DrinkingWater Directive
specifies a maximum allowable concentration of 0.10 mg l!1

for any single pesticide compound of concern in water (includ-
ing parent compounds “and their relevant metabolites, degrada-
tion and reaction products”), and a maximum allowable total
concentration of 0.50 mg l!1 for all pesticide compounds that are
detected (European Commission, 1998, pp. 15–16).

11.15.1.4 Variations in Pesticide Use over Time and Space

In 1964, an estimated 617 million pounds (280 x 106 kg) of
pesticide a.i. were sold for either agricultural or nonagricultural
use in the United States (Figure 1). This amount reached a
maximum of 1.14 billion pounds (517 x 106 kg) a.i. in 1979
and decreased to 906million pounds (411 x 106 kg) a.i. by 1987
(Kiely et al., 2004). However, despite ongoing efforts to reduce
pesticide use through the introduction of integrated pest man-
agement practices and genetically engineered crops (e.g., USGen-
eral Accounting Office, 2001), Figure 1 indicates that the total
mass of pesticides applied in the United States in 2001 (888
million pounds (403 x 106 kg) a.i.) was 98% of the amount
applied in 1987.Worldwide use in 2001 totaled 5 billion pounds
(2268 x 106 kg) of a.i. (Kiely et al., 2004). Relatively detailed
estimates of agricultural pesticide use in 1992, 1997, and2002 are
available for individual counties across the United States (Thelin
and Gianessi, 2000; US Geological Survey, 2010). Estimates of
pesticide use in nonagricultural settings, however, are available
only on a national scale, despite the fact that such use represented
24% of the total mass of a.i. sold in the United States in 2001
(Kiely et al., 2004). Summaries of the agricultural use of specific
pesticides in individual countries around the world are available
from the Database on Pesticides Consumption, maintained by
the United Nations Food and Agriculture Organization (2003).

11.15.1.5 Environmental Distributions in Relation to Use

Figure 2 illustrates the variety of routes by which pesticides are
dispersed within the hydrologic system after they are released,
either intentionally through application or unintentionally
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through spills or other accidents. As might be expected, spatial
patterns of pesticide detection in air (Majewski et al., 1998),
surface waters (Capel et al., 2001), groundwaters (Barbash
et al., 1999), bed sediments, and aquatic biota (Wong et al.,
2001) have generally been found to correspond with their
patterns of application.

One of the best measures of our ability to predict the spatial
distributions of any anthropogenic contaminant in the hydro-
logic system, however, is the degree to which its total mass can

be accounted for after its release into the environment. Mass-
balance studies of applied pesticides since the mid-1970s have
had only limited success in this regard, even under highly
controlled conditions. Of the initial amounts applied during
numerous investigations – nearly all of which were conducted
in agricultural settings – the proportions of applied a.i. detected
in the hydrologic system have typically been 3% or less in
surface waters (Capel et al., 2001; Clark and Goolsby, 2000;
Wauchope, 1978), 5% or less in vadose zone waters or tile
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drainage (Flury, 1996), and 5%or less in groundwater (Barbash
and Resek, 1996). Estimates of the proportion of applied pes-
ticides thatmove offsite in spray drift range from1 to 75% (with
considerable variation among different compounds, depend-
ing upon their volatility), while the amounts lost to the atmo-
sphere through volatilization from the soil following
application have been estimated at between 0.2 and 90%. Off-
site losses through both spray drift and volatilization from soil
depend upon a variety of factors such as pesticide properties,
application method, formulation, and weather conditions
(Asman et al., 2003; Majewski and Capel, 1995; Unsworth
et al., 1999). High proportions – and often the majority – of
the applied mass of pesticide a.i. have been measured in asso-
ciation with plant tissues and surface soils within the first few
hours to days after application, but the percentages of applied
mass detected in these media typically drop below 30% within
a fewmonths (Barbash and Resek, 1996).Much of the pesticide
mass that has remained unaccounted for during these studies –
but did not move offsite in the air, groundwater, or surface
waters – may have formed covalent bonds with plant tissues
or soil organic matter to form bound residues (e.g., Harris, 1967;
Nicollier and Donzel, 1994; Xu et al., 2003) or undergone

transformation to CO2 or products for which chemical analyses
are rarely conducted (Barbash and Resek, 1996). The fate of
applied adjuvants – which usually constitute the majority of
the mass of commercial pesticide formulations (Tominack,
2000) – is almost entirely unknown.

11.15.1.6 Overview of Persistence in the Hydrologic System

Given their broad diversity of chemical structures, it is not
surprising that pesticide compounds exhibit a wide range of
persistence in the hydrologic system. Such variability may be
observed among different compounds within a given environ-
mental medium (i.e., the atmosphere, water, soil, aquatic
sediment, or biological tissues) or for the same compound in
different environmental media. Since there are many thou-
sands of compounds that are, or have been, used as pesticides,
space considerations preclude a characterization of the envi-
ronmental reactivity of all of them in this chapter. However,
Table 1 provides a brief overview of the persistence of several
common herbicides, insecticides, fumigants, and fungicides
(representing some of the principal chemical classes of each)
in the atmosphere, surface water, soil, and aqueous sediments.

Table 1 Persistence of some commonly used pesticides in the atmosphere, surface water, soil, and aquatic sediments

Use class Chemical class Example(s) Suggested half-life class in

Atm. Surface water Soil Aquatic sediment

Herbicides Acetanilides Metolachlor 4 6 6 7
Amino acid derivatives Glyphosate 4 6 6 7
Chlorophenoxy acids 2,4-D 2 3 5 6

2,4,5-T 3 5 5 6
Dinitroanilines Isopropalin 2 5 6 7

Trifluralin 4 6 6 7
Triazines Atrazine 1 8 6 6

Simazine 3 5 6 7
Ureas Diuron 2 5 6 7

Linuron 2 5 6 7
Insecticides Carbamates Aldicarb 1 5 6 8

Carbaryl 3 4 5 6
Carbofuran 1 4 5 6

Organochlorines Chlordane 3 8 8 9
p,p0-DDT 4 7 8 9
Lindane 4 8 8 9

Organophosphates Chlorpyrifos 2 4 4 6
Diazinon 5 6 6 7
Malathion 2 3 3 5

Fumigants Organochlorines Chloropicrin 4 3 3 4
Fungicides Imides Captan 2 2 5 5

Organochlorines Chlorothalonil 4 4 5 6
Half-life class definitions
Class Mean half-life Range (h)
1 5 h <10
2 ~1 d 10–30
3 ~2 d 30–100
4 ~1 week 100–300
5 ~3 weeks 300–1000
6 ~2 months 1000–3000
7 ~8 months 3000–10 000
8 ~2 yr 10000–30 000
9 ~6 yr >30 000

Source: Mackay et al. (1997).
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These data were taken fromMackay et al. (1997), who drew on
an extensive body of published data to determine a ‘half-life
class’ for 42 pesticide compounds in each of these four envi-
ronmental media. As can be seen from the discussion in this
chapter, the persistence of a given compound in a specific
environmental setting is influenced bymany different physical,
chemical, and biological factors. Each estimate of the ‘half-life
class’ in Table 1 thus represents a generalized mean value
selected from what was often a wide range available from
previous studies. (The reader is referred to Mackay et al.
(1997) for a summary of the methods by which these data
were generated.) The data in Table 1 indicate that the persis-
tence of pesticide compounds generally increases among
the four environmental media in the following order:
atmosphere< surfacewaters< soils<aquatic sediments. Accord-
ing to Mackay et al. (1997), this pattern is a reflection of several
circumstances, including the following: (1) chemical reaction
rates inwater are generally slower than those in air; (2) pesticides
in aquatic sediments and soils are exposed to less sunlight than
those in the atmosphere or surface waters, and are therefore less
subject to photochemical reactions; and (3) pesticides sorbed to
aquatic sediments and soils are often less accessible for biotrans-
formation than those in the aqueous phase. The data in Table 1
also suggest that pesticide compounds within the same chemical
class may show similar patterns of persistence in a given envi-
ronmental setting. However, variations in structure among com-
pounds within the same chemical class may also result in
substantial variations in reactivity in the samemedium (cf. diaz-
inon vs. malathion). To date, the most comprehensive attempt
to account quantitatively for the myriad of environmental
factors that control pesticide persistence in situ has been the
work of Fenner et al. (2007), who examined 27 different predic-
tor variables as candidates for inclusion in a multivariate regres-
sion to predict the rate of atrazine disappearance in aerobic soil.
Developed using data obtained from published laboratory stud-
ies, the resulting equation explained 67% of the variation in the
rates of atrazine disappearance in soil as a nonlinear function of
temperature, pH, the weight percentages of sand and organic
carbon in the soil, depth below ground surface, and the depth
interval of assessment.

11.15.2 Partitioning among Environmental Matrices

The large-scale movement of persistent pesticide compounds
within the hydrologic system is controlled primarily by their
rates of advection in water and air masses, as well as by the
movement of biota in which they might bioaccumulate. How-
ever, the partitioning of these compounds among different
environmental media occurs in response to differences in
their chemical potential, or fugacity, among these media
(Mackay, 1979). Given the broad diversity of chemical struc-
tures that pesticide compounds encompass, it is not surprising
that their affinities for different environmental media also span
a wide range. For example, if they are sufficiently persistent,
hydrophobic compounds such as DDT (1,1,1-trichloro-2,2-bis
(4-chlorophenyl)ethane), dieldrin, chlordane, and other organ-
ochlorine insecticides (OCs) will, over time, preferentially accu-
mulate in organic soils, lipid-rich biological tissues, and other
media with high levels of organic carbon. Similarly, the extent

to which pesticide compounds are taken up in the roots of
plants generally increases in relation to the affinity of the com-
pounds for lipids (Briggs et al., 1982). By contrast, more volatile
compounds, such as chlorofluorocarbons (several of which are,
or have been, used as adjuvants; Marquardt et al., 1998; US
Environmental Protection Agency, 2010) and fumigants, will
tend to reside primarily in soil gases and the atmosphere until
they degrade. (The effects of transformation on the partitioning
of pesticide compounds will be discussed in a later section.)

Mackay et al. (1997) provide detailed examples of fugacity
calculations to illustrate how variations in the physical and
chemical properties of pesticides affect their partitioning
among environmental media. Figure 3 displays the results
from some of these calculations for three of the pesticides listed
in Table 1. Consistent with the expectations described above,
these computations predict that following their release into the
hydrologic system, the relatively water-soluble herbicide
atrazine will come to reside mostly in the aqueous phase, the
more hydrophobic insecticide chlorpyrifos will tend to con-
centrate in soil, and the volatile fumigant chloropicrin will be
present primarily in the vapor phase. Results from such cal-
culations for a given compound help to focus attention on the
media where it is likely to be present in the highest concen-
trations, and thus where a detailed understanding of its
persistence and biological effects may be most critical.

11.15.2.1 Partitioning between Soils, Sediments, and
Natural Waters

The movement of pesticide compounds between the solid and
aqueous phases exerts considerable influence over the trans-
port, persistence, and bioavailability of these compounds in
natural waters. (The bioavailability of a compound is the extent
to which it is accessible for uptake by living organisms. The
term natural waters is used herein to refer to water occurring
anywhere within the hydrologic system – including precipita-
tion, surface waters, vadose zone water, and groundwater –
regardless of whether or not it has been affected by human
activities.) The principal phases among which this partitioning
takes place are the aqueous solution itself, natural organic
matter (NOM), mineral surfaces, and biological tissues. Be-
cause water in the vadose and saturated zones is in such inti-
mate contact with natural solids, such partitioning is presumed
to exert a more substantial influence over the movement and
persistence of pesticide compounds below the land surface
than in surface waters or the atmosphere.

Sorptive interactions with NOM are particularly important
for neutral pesticide compounds, including those that are
Brønsted acids (i.e., chemical species that can donate a hydrogen
atom to another species, known as a Brønsted base; Stumm and
Morgan, 1981). This is especially true in soils with mass frac-
tions of organic carbon (foc) of 0.001 or more (Schwarzenbach
and Westall, 1981). This threshold, however, is likely to vary
inversely with the octanol–water partition coefficient (Kow)
among different compounds (McCarty et al., 1981). The dis-
covery that soil–water partition coefficients (Kp) for neutral
organic compounds often vary among different soils in direct
relation to foc led to the development of the organic carbon–
water partition coefficient, or Koc (Koc¼Kp/foc; Hamaker and
Thompson, 1972). The association of these compounds with
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NOM is commonly viewed as being analogous to their disso-
lution in an organic solvent, especially since Koc values are
known to be inversely related to water solubility, directly
related to Kow and largely independent of competitive effects
among solutes (Chiou, 1998, 2002). Considerable progress
has been made over the past two decades in predicting Koc

from molecular structure (e.g., Reddy and Locke, 1994;
Schüürmann et al., 2006).

Despite their normalization to foc, Koc values for individual
pesticide compounds still vary among different soils and sed-
iments, though to a much lesser extent than Kp values (Curtis
et al., 1986). These variations in Koc, which typically span a
factor of 10 or less for individual pesticide compounds (e.g.,
Mackay et al., 1997), are presumed to arise from variations in
the sorption properties of the biogenic materials of which
NOM is comprised (Shin et al., 1970), changes in the chemical
properties of NOM caused by weathering (Chiou, 1998, 2002)
or, for ionic compounds or Brønsted acids, variations in
solution properties such as pH and salinity (Schwarzenbach
et al., 1993).

The exchange of pesticide compounds between aqueous
solution and the sorbed phase in soils is not instantaneous.
Indeed, the more hydrophobic the compound, the longer the
time required to reach sorption equilibrium. This phenome-
non has been attributed to the effect of hydrophobicity on the
rate at which an organic molecule diffuses through the poly-
meric structure of NOM within soil particles or aggregates

(Brusseau and Rao, 1989; Curtis et al., 1986). Support for
this explanation is provided by the fact that the amount of
time required for pesticides to reach sorption equilibrium has
been observed to be longer for soils containing higher amounts
of NOM (e.g., Moreau and Mouvet, 1997).

A Kp value (and its corresponding Koc) is most commonly
determined for a given solute in a specific soil–water system by
computing the slope of a sorption isotherm (i.e., a graph of
sorbed concentration vs. dissolved concentration at equilib-
rium over a range of solute loadings). The widespread use of
Koc values assumes that the sorption isotherm is linear, that is,
that the quantitative relation between the amount of solute
sorbed to the soil organic carbon (Coc) and the dissolved
concentration (Caq) is of the following form (Hamaker and
Thompson, 1972):

Coc ¼ KocCaq

However, the sorption of a number of pesticide compounds
to some soils has been found to be more accurately described
by the nonlinear Freundlich isotherm (e.g., Hamaker and
Thompson, 1972; Widmer and Spalding, 1996), that is,

Coc ¼ KfC
1=n
aq

Published values of Freundlich parameters (Kf and 1/n) are
relatively sparse, but are currently available for at least 60
pesticide compounds (Barbash, unpublished compilation).

Water

Bottom
sediment

Fish

Suspended
sediment

Soil

Air

Atrazine

Bottom sediment (0.73%) Air (0.004%)

Soil (33.0%)

Water (66.24%)

Chlorpyrifos

Bottom sediment
(2.14%)

Air (0.26%)

Soil (96.33%)

Water (1.19%)

Chloropicrin

Bottom sediment
(0.0064%)

Air (96.94%)

Soil (0.288%)

Water (2.77%)

Soil

Figure 3 Distributions of atrazine, chlorpyrifos, and chloropicrin among air, surface water, soils, and aqueous sediments, based on fugacity
calculations. Percentages sum to less than 100% because partitioning into fish and suspended sediment was not accounted for. Reproduced from
Mackay D, Shiu W-Y, and Ma K-C (1997) Illustrated Handbook of Physical–Chemical Properties and Environmental Fate for Organic Chemicals, Vol. V:
Pesticide Chemicals. New York: Lewis Publishers.

The Geochemistry of Pesticides 541

Figure&nbsp;3


Sorption to mineral surfaces (as opposed to NOM) is gen-
erally viewed as more of a displacement than a dissolution
phenomenon. Because mineral surfaces tend to be more
polar than NOM, sorption to the former is more substantial
for polar and ionic compounds than for those that are more
hydrophobic (Chiou, 1998, 2002; Curtis et al., 1986). Further-
more, since most NOM and mineral surfaces exhibit either a
neutral or negative charge, sorption to soils and sediments is
considerably stronger for pesticide compounds that are posi-
tively charged in solution – such as paraquat or diquat – than
for neutral species, and weaker still for anions. As a conse-
quence, measured Kp values in soils exhibit little dependence
upon pH for pesticide compounds that are not Brønsted acids
or bases (Haderlein and Schwarzenbach, 1993; Macalady and
Wolfe, 1985). However, for those that are Brønsted acids or
bases, Kp values increase dramatically as the pH is reduced
below the pKa value(s) for the compound (Broholm et al.,
2001; Haderlein and Schwarzenbach, 1993). (The pKa of a
Brønsted acid/base pair is the negative logarithm of the equi-
librium constant for their interconversion through the gain or
loss of a proton. As such, the pKa also represents the pH value
below which the concentration of the acid exceeds that of the
base, and above which the base dominates.) Schellenberg et al.

(1984) introduced equations that may be used to quantify the
effects of pH variations on Kp for Brønsted acids and bases.

Increases in temperature lead to a decrease in Kp values for
most pesticide compounds (e.g., Katz, 1993), but some display
the reverse trend (Chiou, 1998; Haderlein and Schwarzenbach,
1993; Hamaker and Thompson, 1972; Padilla et al., 1988). In
most environmental settings, however, the effect of tempera-
ture on sorption is expected to be relatively minor – and,
indeed, is nearly always neglected. Precipitation from solution
may be significant for some pesticides, as is the case for glyph-
osate, which has been shown to form relatively insoluble metal
complexes with FeIII, CuII, CaII, and MgII at circumneutral pH
(Subramaniam and Hoggard, 1988). (Roman numerals are
used as superscripts in this chapter to denote chemical species
that may be present either as dissolved ions or as part of the
solid phase.)

While much of the preceding discussion has focused on the
effect of water–solid partitioning on the movement of pesticide
compounds below the land surface, such partitioning – along
with diffusion, advection, and other physical, chemical, and
biological processes (Figure 4) – may also influence the trans-
port of these chemicals in surface waters. (Nowell et al. (1999)
provide a detailed summary of current knowledge regarding
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the influence of these processes on the transport of pesticide
compounds in streams.) Compounds exhibiting a pronounced
affinity for natural sediments – either because of hydrophobic-
ity, low water solubility, or other chemical characteristics – are
transported primarily with suspended sediments in surface
waters, rather than in the aqueous phase (Wauchope, 1978).
The deposition of sediments to which persistent pesticide com-
pounds are sorbed leads to substantial increases in the resi-
dence time of these compounds in aquatic ecosystems. For this
reason, detailed analyses of sediment cores obtained from
lakes and reservoirs around the country have proved to be
useful for observing long-term trends in the concentrations of
OCs in aquatic environments over several decades (Van Metre
and Mahler, 2005; Van Metre et al., 1998).

In addition to sorption and precipitation, the diffusive
exchange of pesticide compounds betweenmobile and immobile
waters also influences the rates at which these solutes move
through the hydrologic system – or, more specifically, through
the vadose and saturated zones. (The termmobile water refers to
subsurface water that moves by comparatively rapid, advective
flow along preferred flow paths within soils and other geologic
media. By contrast, immobile water resides within the interior
pores of soil particles and aggregates, and therefore migrates
much more slowly, if at all.) This exchange is associated with
the macroscopic phenomenon known as preferential transport,
and can affect solute transport in ways that are similar to the
effects of sorption, including the tailing of solute breakthrough
curves, long-term uptake and release of solutes over time, and
much of what is often erroneously attributed to the formation
of bound residues (Barbash and Resek, 1996). The diffusion of
pesticide compounds from mobile waters into zones of
immobile water is also believed to exert substantial effects on
bioavailability, since pesticide molecules may diffuse into the
interior pore spaces of soil particles or aggregates and become
inaccessible to organisms that might otherwise be able to
degrade them (Zhang et al., 1998).

11.15.2.2 Partitioning between Aquatic Biota and Natural
Waters

The movement and persistence of pesticide compounds in the
hydrologic system are also affected by partitioning and trans-
formation in the tissues of aquatic biota. Pesticide compounds
accumulate in aquatic biota as a result of either passive parti-
tioning from the water column or the ingestion of sediment or
other organisms already containing the chemicals. The distri-
bution of pesticides and other organic compounds between
water and biological tissues has been most commonly de-
scribed using a bioconcentration factor (BCF). (Compilations
of BCF values for pesticides include those assembled by Kenaga
(1980) and Mackay et al. (1997).) Since both the biota and
sediments in aquatic ecosystems are in nearly constant contact
with the water itself, the concentrations of pesticide com-
pounds in aquatic sediments have been used as indicators of
the anticipated levels of these substances in aquatic biota. This
approach, most commonly implemented through the use of a
biota–sediment accumulation factor (BSAF), has been shown
to produce remarkably consistent results for a wide range of
aquatic environments and organisms across the United
States (Wong et al., 2001). Partitioning-based approaches for

predicting pesticide concentrations in biota, however, do not
account for the metabolism of these compounds in vivo. Now-
ell et al. (1999) provide a detailed examination of the history,
theoretical basis, assumptions, and limitations of the BSAF
model, as well as a comprehensive summary of existing data
on the occurrence of pesticide compounds in aquatic fauna
and flora across the United States.

11.15.2.3 Partitioning between Earth’s Surface and the
Atmosphere

Several types of observations suggest that atmospheric trans-
port is principally responsible for the fact that pesticide resi-
dues are now likely to be detected in every terrestrial and
marine ecosystem on the surface of our planet (e.g., Iwata
et al., 1993; Majewski and Capel, 1995). First, as noted earlier,
a large proportion of applied pesticide compounds may be
transported in the air away from the original application sites
as a result of either spray drift, wind erosion of soil, or volatil-
ization from the plant, soil, and water surfaces to which the
chemicals were applied (Majewski and Capel, 1995). (Large-
scale movement of migrating biota may also represent an
important – and, in some instances, the most important –
mechanism for the global dispersal of pesticide compounds;
Blais et al., 2005; Ewald et al., 1998.) Second, while terrestrial
and aquatic ecosystems are spatially discontinuous, the atmo-
sphere is a single, comparatively well-mixed medium that is in
direct contact with the entire surface of the Earth. Finally, the
atmosphere exhibits mixing times that, by comparison with
the transformation rates of most of the compounds of interest
(e.g., Table 1), are comparatively rapid – on the order of weeks
to months for mixing within each of the northern and south-
ern hemispheres, and 1–2 years for exchange between the
hemispheres (Majewski and Capel, 1995). However, an under-
standing of the processes and factors that control the dissem-
ination of pesticide compounds across the globe depends
upon a knowledge not only of large-scale spatial patterns of
pesticide use (e.g., US Geological Survey, 2010) and atmo-
spheric transport (Bidleman, 1999; Majewski and Capel,
1995; Unsworth et al., 1999), but also of the mechanisms
and rates of partitioning of these compounds between air and
the materials at the Earth’s surface.

11.15.2.3.1 Movement between air and natural waters
The parameter used most often to quantify partitioning bet-
ween air and water, the Henry’s law constant (H), takes several
forms but is frequently calculated as the ratio between the vapor
pressure and the aqueous solubility of the subcooled liquid.
Suntio et al. (1988) listed the assumptions upon which the use
of H to describe this partitioning is based, described methods
for converting between the different forms in which H is
expressed, and assembled a compilation of H values for 96
pesticides. The rate of transfer of a pesticide compound between
air and water is a function of the contrast between its fugacities
in the two phases (Bidleman, 1999). This exchange rate is also
controlled by the rates of diffusion of the compound through
the thin, adjacent films of air and water that comprise the
interface between the two phases, as well as by wind speed,
current velocity, turbulence, and the other factors that influence
the thickness of these films (Thomas, 1990a).
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While it is obvious that pesticide compounds will migrate
away from their application sites immediately following their
release, the directions of large-scale movement of persistent
compounds over longer timescales may be more difficult to
anticipate. Fugacity calculations and enantiomer ratios, how-
ever, have proved to be valuable tools for revealing the large-
scale patterns of atmospheric transport of persistent pesticides.
(Enantiomers are pairs of compounds that have the same
chemical composition, but spatial arrangements of atoms
that differ in such a way that the two molecules are mirror
images of one another.) The first of these two methods in-
volves estimating the fugacities of a given pesticide compound
in pairs of environmental media that are in intimate physical
contact (e.g., air/water or water/soil) in order to predict its
future movement. If the fugacities of the compound in the
two media are not equal, their ratio provides an indication of
the likely direction of future exchange of the compound
between the media of interest.

Enantiomer-based methods exploit the fact that some pes-
ticide compounds are applied in known ratios of enantiomers,
most commonly as racemic mixtures, that is, 1:1 ratios (Buser
et al., 2000; Monkiedje et al., 2003). Although most abiotic
transformation and partitioning processes are not affected by
the structural differences between enantiomers (Bidleman,
1999), the biotransformation of some pesticide compounds
has been found to be an enantioselective process, that is, one
that exhibits a preference for one enantiomer over the other
(e.g., Harner et al., 1999; Monkiedje et al., 2003). Conse-
quently, for a pesticide compound that is applied as a racemic
mixture but may undergo enantioselective biotransformation
in the environment, an indication of whether or not the
compound has undergone biotransformation since it was ap-
plied – and thus a rough indication of its residence time in the
hydrologic system – may be discerned through the measure-
ment of enantiomer concentration ratios (Bidleman, 1999) or,
preferably, enantiomer fractions (Harner et al., 2000).

The use of both fugacity calculations and enantiomer ratios
in the Great Lakes, for example, has revealed alternating, sea-
sonal cycles of net deposition and net volatilization of OCs to
and from the lake surfaces. However, these methods have also
indicated that the concentrations of OCs in the lakes are in
approximate long-term equilibrium with the overlying air.
Thus, significant reductions in the levels of OCs in the lakes
are unlikely to occur until their concentrations in the atmo-
sphere decline. Similar observations have been made in other
parts of the world, including Lake Baikal and Chesapeake Bay.
Other investigations have indicated that global-scale patterns
of deposition for some OCs may be more strongly controlled
by temperature than by spatial patterns of application, with net
volatilization occurring in more temperate regions and net
deposition to soil and other solid surfaces – including snow
and ice – in polar regions (Bidleman, 1999). This pattern of
movement, sometimes referred to as global distillation, may
help explain why such high levels of OCs are commonly
detected in polar ecosystems (e.g., Hermanson et al., 2005;
Nowell et al., 1999; Wania, 2003).

11.15.2.3.2 Movement between air, soil, and plant surfaces
The volatilization of a pesticide compound from soil is
controlled by three general processes (Thomas, 1990b): (1)

upward advection in the soil from capillary action caused by
water evaporating at the surface (the wick effect); (2) partition-
ing between the solid, liquid, and gas phases within the soil;
and (3) transport away from the soil surface into the atmo-
sphere. If a compound is less volatile than water, the wick effect
may cause it to concentrate at the soil surface, resulting in its
precipitation from solution, an increase in its volatilization
rate, and/or a suppression of the water evaporation rate.
Thomas (1990b) summarizes a variety of methods that have
been devised for estimating the rates of pesticide volatilization
from soil following either surface- or depth-incorporated ap-
plications. Woodrow et al. (1997) found the rates of pesticide
volatilization from recently treated soil, water bodies, and
‘noninteractive’ surfaces (including freshly treated plants,
glass, and plastic) to be highly correlated with simple com-
binations of the vapor pressure, water solubility, Koc, and
application rates of the compounds of interest.

Pesticides in the vapor phase show considerable affinity for
dry mineral surfaces, especially those of clays. However, since
mineral surfaces generally exhibit a greater affinity for water
than for neutral organic compounds, the vapor-phase sorption
of pesticides to dry, low-foc materials diminishes markedly
with increasing relative humidity (RH) as the pesticide mole-
cules are displaced from the mineral surfaces by the adsorbed
water (Chiou, 1998, 2002). One important consequence of
this phenomenon is that the wetting of dry soils to which a
pesticide has previously been applied (and thus sorbed) may
lead to a sudden increase in the concentration of the com-
pound in the overlying air (e.g., Majewski et al., 1993). At or
above the RH required to cover all of the mineral surfaces with
adsorbed water (a water content that some studies suggest is
commonly at or below the wilting point), the sorption of
pesticide vapor becomes controlled by interactions with the
soil organic matter – rather than by competition with water –
and the amount of pesticide taken up by the soil depends upon
the soil foc. Organic matter has a much lower affinity for water
than that exhibited by mineral surfaces. As a result, in organic
rich soils, foc exerts considerably more influence over pesticide
uptake than does RH, even under dry conditions (Chiou, 1998,
2002). Soil–air partition coefficients (KSA) have typically been
computed as the ratio between soil/water and air/water
partition coefficients for the compounds of interest (e.g.,
KSA¼Kp/H), although methods for the direct measurement of
KSA have also been devised (Hippelein and McLachlan, 1998;
Meijer et al., 2003).

Consistent with the observations for soil/air partitioning,
plant/air partition coefficients for pesticides have been found
to be correlated with Kow/H (Bacci et al., 1990). (Kow is com-
monly used as a measure of partitioning between biological
tissues and water.) A direct correlation observed by Woodrow
et al. (1997) between vapor pressure and the rates of volatili-
zation from the surfaces of recently treated plants suggests that
chemical interactions with plant surfaces exert only a minor
influence on pesticide volatilization from plants during the
first few hours following application. For persistent OCs that
were banned in previous decades but are still widely detected
in the environment, enantiomer ratios and other methods
have been employed to distinguish between inputs from ‘old’
sources – that is, the ongoing atmospheric exchange of these
compounds with soils, plants, and surface waters many years
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after their application – and fresh inputs of the compounds in
countries where their use continues, either legally or illegally
(Bidleman, 1999).

11.15.3 Transformations

All transformations of pesticide compounds in the hydrologic
system are initiated by either photochemical or thermal pro-
cesses, depending upon whether or not the reactions are driven
by solar energy. Following its introduction into the environ-
ment, the persistence of a pesticide molecule is determined by
its chemical structure, as well as by the physical, chemical, and
biological characteristics of the medium in which it is located.
If it is exposed to sunlight of sufficient intensity within the
appropriate wavelength range, the molecule may either be
promoted to a higher energy state and react via direct photolysis,
or it may undergo indirect photolysis by reacting with another
species that has itself been promoted (either directly or indi-
rectly) to a higher energy level by sunlight.

At the same time, however, the pesticide molecule may also
be susceptible to thermal reactions. At a given temperature, the
distribution of kinetic energy among all molecules of a partic-
ular chemical species exhibits a specific statistical form known
as the Boltzmann distribution. For any given reaction, only those
molecules possessing a kinetic energy exceeding a specific
threshold, the activation energy, are likely to undergo that trans-
formation (Atkins, 1982). Thermal reactions are those that
occur as a result of collisions between molecules exceeding
this energy barrier, either with or without biochemical assis-
tance. Thus, if a pesticide molecule does not react by photolysis
(either directly or indirectly), its persistence will be determined
by the distribution of kinetic energy among the other chemical
species with which it may undergo thermal reactions within
the medium of interest.

Because pesticide compounds exhibit such a broad range of
chemical structures, the variety of pathways by which they are
transformed in the hydrologic system is also extensive, but all
may be classified according to the manner in which the overall
oxidation state of the molecule is altered, if at all. Neutral
reactions leave the oxidation state of the original, or parent
compound unchanged, while electron-transfer reactions (also
referred to as oxidation–reduction or redox reactions) involve
either an increase (oxidation) or a decrease (reduction) in oxida-
tion state. Both neutral and electron-transfer mechanisms have
been identified for thermal and photochemical transforma-
tions of pesticides. Most of the known transformation path-
ways involve reactions with other chemical species, but some
are unimolecular processes – most commonly those that occur
through direct photolysis. In many cases, pesticides may react
via combinations of different types of reactions occurring si-
multaneously, sequentially or both (e.g., Figure 5). Several
previous reviews have provided comprehensive summaries of
the pathways that have been observed for the transformation
of pesticide compounds in natural systems by either photo-
chemical (e.g., Atkinson et al., 1999; Harris, 1990b; Mill and
Mabey, 1985) or thermal mechanisms (e.g., Alexander, 1981;
Barbash and Resek, 1996; Bollag, 1982; Castro, 1977; Coats,
1991; Gao et al., 2010; Kearney and Kaufman, 1972; Kuhn and
Suflita, 1989; Roberts and Hutson, 1999; Roberts et al., 1998;

Scow, 1990; Vogel et al., 1987). Figure 6 illustrates several of
the myriad reactions by which an individual pesticide may
be transformed in the environment, using the example of
metolachlor.

Pesticide compounds may be transformed with or without
the assistance of living organisms, depending upon compound
structure and the biogeochemical environment. Distinguishing
between biological and abiotic mechanisms of transformation,
however, is not always straightforward. For several pesticide
compounds, both abiotic and microbially mediated transfor-
mations may occur simultaneously or sequentially (e.g.,
Figure 6; Bondarenko et al., 2004; Gan et al., 1999; Graetz
et al., 1970; Lightfoot et al., 1987; Oremland et al., 1994;
Skipper et al., 1967; Vogel and McCarty, 1987). Some trans-
formations may occur either with or without biological assis-
tance (e.g., Jafvert and Wolfe, 1987; Loch et al., 2002;
Mandelbaum et al., 1993; Wolfe et al., 1986). Other reactions
appear to be primarily, if not exclusively abiotic (Bondarenko
et al., 2004; Haag and Mill, 1988a; Konrad et al., 1967). Under
the conditions of most natural waters, the mineralization of
pesticides containing carbon–carbon bonds – that is, their
complete conversion to simple products such as CO2, H2O,
and halide ions – does not take place abiotically (Alexander,
1981), although the abiotic conversion of CCl4 to a variety of
single-carbon products in the presence of dissolved sulfide and
clay surfaces has been documented (Kriegman-King and
Reinhard, 1992). The cleavage of aromatic rings also does not
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appear to occur readily through abiotic means in natural wa-
ters. With the exception of direct photolysis, however, one or
more organisms have been found to be capable of facilitating
all of the major types of pesticide transformation reactions
listed above (e.g., Alexander, 1981; Barbash and Resek, 1996;
Castro, 1977; Coats, 1991; Kearney and Kaufman, 1972; Kuhn
and Suflita, 1989; Scow, 1990; Zepp and Wolfe, 1987).

As noted earlier, transformation reactions of pesticide com-
pounds are typically faster in air than in water (Mackay et al.,
1997). However, general trends among the rates of different
reactions per se are elusive, since chemical structure and
the physical, chemical, and biological characteristics of the

reaction medium may be as important in determining reaction
rate as the nature of the reaction in question. The following
discussion describes the circumstances under which pesticide
compounds undergo each major type of reaction, and exam-
ines the various ways in which the rates of these transforma-
tions are controlled by chemical structure and the
biogeochemical environment.

11.15.3.1 Photochemical Transformations

Pesticide compounds that may undergo direct photolysis in the
hydrologic system are those for which the wavelengths
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required for bond breakage fall within the range of the solar
spectrum (e.g., Zepp et al., 1975). Because of this constraint,
relatively few pesticide compounds undergo direct photolysis;
those that have been observed to do so include several
chlorophenoxy acids (and their esters), nitroaromatics, tri-
azines, OPs, OCs, carbamates, polychlorophenols, ureas, and
fumigants (e.g., Chu and Jafvert, 1994; Crosby and Leitis,
1973; Dilling et al., 1984; Harris, 1990b; Lam et al., 2003;
Mansour and Feicht, 1994; Mill and Mabey, 1985; Zepp
et al., 1984), as well as fipronil (Walse et al., 2004) and
metolachlor (Kochany and Maguire, 1994). Most phototrans-
formations of pesticide compounds occur through indirect
photolysis, as a result of reaction with another species,
known as a sensitizer, or a sensitizer-produced oxidant. The
most common sensitizers for the phototransformation of pes-
ticide compounds in natural waters include nitrate (Haag and
Hoigné, 1985) and the humic and fulvic acids derived from
NOM (e.g., Mansour and Feicht, 1994). Sensitizer-produced
oxidants include hydrogen peroxide, singlet oxygen, hydroxyl,
peroxy, and nitrate radicals, and photoexcited triplet diradicals
(Cooper and Zika, 1983; Mackay et al., 1997; Mill and Mabey,
1985). The photoproduction of hydrogen peroxide has also
been shown to be catalyzed by algae (Zepp, 1988). In contrast
with its tendency to increase the rates of indirect photolysis by
acting as a sensitizer, NOM may also inhibit the rates of direct
photolysis (Kochany and Maguire, 1994) through light atten-
uation and, in some cases, the quenching of reactive interme-
diates (Mill and Mabey, 1985; Walse et al., 2004).

For some pesticide compounds, such as dinitroaniline her-
bicides (Weber, 1990), phototransformation occurs primarily
in the vapor phase, rather than in the dissolved or sorbed
phases. Perhaps the most environmentally significant pesticide
phototransformation in the atmosphere, however, is the pho-
tolysis of the fumigant methyl bromide, since the bromine
radicals created by this reaction are 50 times more efficient
than chlorine radicals in destroying stratospheric ozone
(Jeffers and Wolfe, 1996). Detailed summaries of the rates
and pathways of phototransformation of pesticides and other
organic compounds in natural systems, and discussions of the
physical and chemical factors that influence these reactions,
have been presented elsewhere (e.g., Atkinson et al., 1999;
Harris, 1990b; Mill and Mabey, 1985; Zepp et al., 1984).

11.15.3.2 Neutral Reactions

The neutral reactions responsible for transforming pesticide
compounds in the hydrologic system – listed in roughly
decreasing order of the number of compounds known to be
affected – include nucleophilic substitution, dehydrohalogena-
tion, rearrangement, and addition. Figure 7 displays some
examples of these reactions for pesticides. Nucleophilic substi-
tution involves the replacement of a substituent on themolecule
(the leaving group) by an attacking species (the nucleophile). (A
leaving group is any part of a molecule that is removed during a
chemical reaction; March, 1985.) Electrophilic substitution re-
actions are also well known in organic chemistry (March, 1985).
However, since nucleophiles are substantially more abundant
than electrophiles in most natural waters, reactions with elec-
trophiles are of relatively minor importance in the hydrologic
system, and confined primarily to photolytic and biologically
mediated transformations (Schwarzenbach et al., 1993).

Not surprisingly, the nucleophilic substitution reactions
that have been studied most extensively for pesticide
compounds in natural waters (e.g., Mabey and Mill, 1978;
Washington, 1995) are those involving the three solutes that
are present in all aqueous systems, that is, H2O, its conjugate
base (OH–), and its conjugate acid (H3O

þ). These reactions are
referred to as neutral, base-catalyzed, and acid-catalyzed hydrolysis,
respectively. The first two of these reactions involve the direct
displacement of the leaving group by the nucleophile (H2O or
OH–), while in the third case, protonation near the alpha
carbon (Ca, i.e., the one from which the leaving group is
displaced) decreases the electron density on Ca, rendering it
more susceptible to nucleophilic attack by H2O (March, 1985).
Some plants employ catalysts to hydrolyze pesticides in their
tissues as a detoxification mechanism (Beynon et al., 1972).
Extracellular biochemicals that may catalyze the hydrolysis of
pesticide compounds include protease, esterase, and phospha-
tase enzymes (Huang and Stone, 2000). Other microbial en-
zymes that facilitate pesticide hydrolysis have been
summarized by Bollag (1982). As discussed later, metals may
also catalyze hydrolysis reactions.

Among the other nucleophiles whose reactions with pesti-
cide compounds may be significant in the hydrologic system,
perhaps the most important are reduced sulfur anions (Barbash
and Reinhard, 1989a), particularly bisulfide, polysulfides (e.g.,
Barbash and Reinhard, 1989b; Lippa and Roberts, 2002;
Loch et al., 2002; Miah and Jans, 2001; Roberts et al., 1992;
Stamper et al., 1997), and thiosulfate (e.g., Ehrenberg et al.,
1974; Wang et al., 2000). Reactions with these nucleophiles
are often an indirect mechanism of biotransformation, as
these and other reduced sulfur anions are derived primarily
from biological activity. However, living organisms also
actively employ a variety of nucleophilic enzymes to detoxify
halogenated compounds by displacing halide. In addition to
the enzyme-catalyzed hydrolyses mentioned earlier, another
environmentally important example of these reactions is
the displacement of chloride from chloroacetanilide herbi-
cides by glutathione and glutathione-S-transferase (e.g.,
Figure 6) to form the corresponding sulfonic and oxanilic
acids (Field and Thurman, 1996). (The initial step in this
example is an illustration of a synthetic reaction, or conjugation
in which a part of the original molecule is replaced with a
substantially larger moiety(Bollag, 1982; Coats, 1991)).
Work by Loch et al. (2002), however, suggests that the sul-
fonic acid products might also be generated through abiotic
reactions of chloroacetanilide herbicides with reduced sulfur
species.

Other nucleophiles of potential importance include pH
buffer anions (Figure 5) since, as noted later, buffers are com-
monly used to stabilize pH during laboratory studies of pesti-
cide transformations. Although it is only a weak nucleophile,
the nitrate anion has also been found (Barbash, 1993; Barbash
and Reinhard, 1992b) to displace bromide from the fumigant
1,2-dibromoethane (ethylene dibromide, or EDB) in aqueous
solution (Figure 5), an observation worth noting because ni-
trate is probably the most widespread groundwater contami-
nant in the world.

Another neutral mechanism by which some pesticide com-
pounds may be transformed is dehydrohalogenation, which
involves the removal of a proton and a halide ion (HX) from a
pair of adjacent carbon atoms (e.g., Figures 5 and 7). Under
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the comparatively mild conditions of most natural waters, only
singly bonded carbons are likely to undergo this reaction,
leading to the formation of the corresponding alkene. Pesticide
compounds that have been observed to undergo dehydroha-
logenation under environmentally relevant conditions include
a number of fumigants, insecticides, and volatile adjuvants
(Barbash and Reinhard, 1992a,b; Burlinson et al., 1982;
Cline and Delfino, 1989; Deeley et al., 1991; Haag and Mill,
1988a; Jeffers et al., 1989; Kuhn and Suflita, 1989; Ngabe et al.,
1993; Vogel and McCarty, 1987; Vogel and Reinhard, 1986).

Two other neutral mechanisms of pesticide transformation
are intramolecular reactions and additions (Figure 7). Intra-
molecular reactions of pesticide compounds may leave the
overall chemical composition of the parent unchanged
(rearrangements – Newland et al., 1969; Russell et al., 1968),
slightly altered (Coats, 1991), or substantially modified (Wang

and Arnold, 2003; Wei et al., 2000). Addition reactions involve
the coupling of a compound containing a double or triple
bond with another molecule; examples involving pesticide
compounds include the hydration of cyanazine to form cyana-
zine amide (Sirons et al., 1973), the hydration of acrolein to
form 3-hydroxypropanal (Bowmer and Higgins, 1976), and
the hypothesized addition of H2S to polychloroethenes to
form the corresponding polychloroethanethiols (Barbash,
1993; Barbash and Reinhard, 1992a).

11.15.3.3 Electron-Transfer Reactions

Thermodynamic considerations dictate that the likelihood
with which a pesticide compound in a particular geochemical
setting will undergo oxidation or reduction is governed in large
part by the tendency of the other chemical species present to
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accept or donate electrons, respectively (McCarty, 1972). In
addition to the more transient oxidants mentioned earlier in
relation to photochemical reactions, those that are most com-
monly present in natural waters – listed in roughly decreasing
order of their tendency to accept electrons – include O2, NO3

!,
MnIV, FeIII, SO4

2!, and CO2. Conversely, the most common
reductants in natural waters include CH4 and other forms of
reduced organic carbon, SII, FeII, MnII, NH4

þ, and H2O
(Christensen et al., 2000). Extensive discussion of the chemis-
try of these and other naturally occurring oxidants and reduc-
tants in the hydrologic system has been provided elsewhere
in this volume (see Chapters 11.12 and 11.16).

Many redox transformations of pesticide compounds that
may take place in the hydrologic system have been observed
to occur abiotically (e.g., Baxter, 1990; Carlson et al., 2002;
Castro and Kray, 1966; Curtis and Reinhard, 1994; Jafvert
and Wolfe, 1987; Klecka and Gonsior, 1984; Kray and Castro,
1964; Kriegman-King and Reinhard, 1992; Mochida et al., 1977;
Strathmann and Stone, 2001; Tratnyek and Macalady, 1989;
Wade and Castro, 1973; Wang and Arnold, 2003). Among
the most common are reactions with both organic and inor-
ganic forms of reduced iron, as well as reactions with reduced
forms of nonferrous metals, such as CrII, CuI, CuII, and SnII.
Reactions with these other metals may be important in natural
waters affected by the use of copper-based fungicides or algi-
cides for agriculture, aquaculture, wood preservation, or aquatic
weed control; by the discharge of mine drainage or tanning
wastes; or by the use of paints containing organotin fungicides
on boats.

While many redox transformations of pesticide compounds
can occur abiotically, virtually all such reactions in natural
systems are facilitated, either directly or indirectly, by biologi-
cal processes (Wolfe and Macalady, 1992). Some pesticide
compounds may be taken up by living organisms and directly
oxidized or reduced through the involvement of a variety of
redox-active biomolecules (Bollag, 1982). Enzymes that have
been found to be responsible for the biological oxidation of
pesticide compounds include methane monooxygenase (Little
et al., 1988) and mixed-function oxidases (Ahmed et al.,
1980); those involved in reduction reactions consist primarily
of transition metal complexes centered on iron, cobalt, or
nickel (e.g., Chiu and Reinhard, 1995; Gantzer and Wackett,
1991). In addition to their ability to oxidize or reduce pesticide
compounds directly, living organisms also exert indirect con-
trol over these reactions by regulating the predominant termi-
nal electron-accepting processes (TEAPs) in natural waters
(Lovley et al., 1994).

Although a large number of studies have been conducted to
examine the persistence of pesticide compounds under the
geochemical conditions encountered in soils and natural wa-
ters (Barbash and Resek, 1996), relatively few have reported
these observations in terms of the dominant TEAPs under
which these transformations are likely to occur. Figure 8 sum-
marizes the results from some of the studies from which such
information may be extracted. In the figure, the location of
each compound indicates the condition(s) under which it has
been found to be relatively stable in natural waters. Most of the
examples shown involve reductive dehalogenation, reflecting
the fact that, as noted by Wolfe and Macalady (1992), most
investigations of redox reactions involving pesticides have

focused on this type of transformation. For each reaction
shown, the shorter the arrow, the more precisely the results
from the cited studies could be used to determine the bound-
ary separating the regions of redox stability for parent and
product(s). Thus, for example, the specific TEAP under
which bromacil undergoes reductive debromination appears
to have been more precisely determined than that under
which trichloromethane (chloroform) undergoes dechlorina-
tion. (Data from other studies not used for the construction
of Figure 8, however, may have helped to define these
boundaries more precisely.) The figure also shows that the
same type of reaction may require different TEAPs in order
for the transformation of different compounds to take place.
For example, while the dechlorination of tetrachloromethane
to trichloromethane can occur under denitrifying conditions,
the dechlorination of 2,4,5-T to 2,4-D and 2,5-D requires
sulfate-reducing conditions. Figure 8 also shows that trans-
formations of the same parent compound may yield different
products under the influence of different TEAPs (tetrachlor-
omethane, dicamba).

Evidence for the importance of redox conditions in control-
ling the occurrence of redox-active pesticide compounds in
ground water was provided by a series of statistically significant
correlations (p$0.05) observed between the concentrations of
dissolved oxygen (DO) and those of several VOCs in shallow
ground water beneath urban areas across the United States.
Squillace et al. (2004) found that the concentrations of VOCs
in which the carbon is relatively oxidized – that is, chloroform,
bromodichloromethane (two compounds produced from the
use of chlorine for water disinfection; e.g., Ivahnenko and
Barbash, 2004), and 1,1,1-trichloroethane (an adjuvant) –
exhibited significant positive relations with DO concentra-
tions. By contrast, toluene (also an adjuvant) – in which the
carbon is more reduced – showed an inverse relation with DO
concentrations. Of particular relevance to Figure 8 were the
observations by Squillace et al. (2004) that the concentrations
of 1,1-dichloroethane were positively correlated with those
of 1,1,1-trichloroethane but inversely correlated with those of
DO – suggesting that the presence of 1,1-dichloroethane may
have been largely attributable to the reductive dechlorination
of 1,1,1-trichloroethane under anoxic conditions.

For neutral reactions, the nature of the attacking species
can often be inferred from the composition and structure of
the reaction products. By contrast, the specific oxidants or re-
ductants with which pesticide compounds undergo electron-
transfer reactions in the hydrologic system are usually unclear
(Wolfe and Macalady, 1992). This uncertainty arises both from
the variety of different species that can serve as electron donors
or acceptors in natural systems (many of which were listed
earlier), and from the potential involvement of electron-
transfer agents that may act as intermediaries in these reactions
(Figure 9). The most common electron-transfer agents (or
electron carriers) in natural waters appear to be redox-active
moieties associated with NOM, since the rates of reduction of
pesticides have been found to vary directly with the NOM
content of soils (Glass, 1972) and sediments (Wolfe and
Macalady, 1992). The specific components of NOM that
are responsible for promoting the reduction of pesticide com-
pounds in natural systems are elusive, but laboratory studies
have demonstrated that these reactions may be facilitated by

The Geochemistry of Pesticides 549



several different redox-active moieties likely to be present in
NOM (Chiu and Reinhard, 1995; Curtis and Reinhard, 1994;
Gantzer and Wackett, 1991; Garrison et al., 2000; Klecka
and Gonsior, 1984; Schwarzenbach et al., 1990; Tratnyek
and Macalady, 1989; Wang and Arnold, 2003). These moie-
ties are commonly thought to serve primarily as electron
carriers in such reactions by cycling back and forth between
electron acceptance from a ‘bulk’ electron donor (e.g., solid-
phase iron sulfides; Kenneke and Weber, 2003) and electron
donation to the pesticide compound (Figure 9). However,
Glass (1972) proposed an alternate system in which iron
serves as the electron carrier, and NOM as the bulk electron
donor.

11.15.3.4 Governing Factors

The rates and mechanisms of transformation of a pesticide
compound in the hydrologic system are determined by the
concentration and structure of the compound of interest
(substrate), as well as the physical, chemical, and biological
circumstances under which each reaction takes place – including
the concentrations and structures of other chemical species with
which the substrate may react. As might be expected, these
factors often show complex patterns of interdependence, such
as the simultaneous influence of temperature and soil moisture
on reaction rates, or the fact that pH can exert both direct and
indirect effects on pesticide persistence. These influences, as well
as their interactions, are discussed below.

11.15.3.4.1 Reactant concentrations
Except for intramolecular reactions and direct photolysis, most
transformations of pesticide compounds in the hydrologic
system are bimolecular, that is, their rate-limiting step involves
a reaction between the substrate and another chemical species.
In natural waters, these other species – which may be of bio-
logical or abiotic origin, or may be associated with the surfaces
of natural materials – consist primarily of Brønsted acids and
bases, nucleophiles, oxidants, reductants, and catalysts. Al-
though there are some exceptions (e.g., Hemmamda et al.,
1994; Huang and Stone, 2000), the rates of abiotic bimolecular
transformation of pesticide compounds in homogeneous aque-
ous solution (i.e., in the absence of a solid phase) have been
found to be first order with respect to the aqueous concentra-
tions of both the substrate and the other reactant – and thus
second-order overall – for a wide range of reactions (e.g.,
Burlinson et al., 1982; Curtis and Reinhard, 1994; Deeley
et al., 1991; Haag and Mill, 1988b; Jafvert and Wolfe, 1987;
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Klecka and Gonsior, 1984; Mill and Mabey, 1985; Roberts
et al., 1992; Schwarzenbach et al., 1990; Strathmann and
Stone, 2001; Tratnyek and Macalady, 1989; Walraevens et al.,
1974; Wan et al., 1994; Wang and Arnold, 2003; Wei et al.,
2000). The widespread use of transformation half-lives for
quantifying the persistence of pesticide compounds in the
hydrologic system (e.g., Mackay et al., 1997), however, is
based on the assumption of pseudo-first-order kinetics with re-
spect to the substrate, that is, that the concentrations of the
other reactants are sufficiently high to remain effectively con-
stant during the transformation of the substrate (Moore and
Pearson, 1981). For heterogeneous reactions – which may
involve the participation of soil, mineral, or biological
surfaces – reaction rates may exhibit a different quantitative
relation to the concentrations of the substrate (Zepp and
Wolfe, 1987) or the other reactants (Kriegman-King and
Reinhard, 1994).

Because the rates of biotransformation are influenced by a
variety of factors related to the size, growth, and substrate
utilization rate of the microbial populations involved, they
often exhibit a more complex dependence upon substrate con-
centration than do the rates of abiotic transformation in ho-
mogeneous solution (D’Adamo et al., 1984). Under many
circumstances, however, these more complex relations often
simplify to being pseudo first order with respect to substrate
concentration, particularly when the latter is substantially
lower than that required to support half the maximum rate of
growth of the organisms of interest. At concentrations well
above this level, transformation rates may be independent of
substrate concentration (Paris et al., 1981).

11.15.3.4.2 Structure and properties of the pesticide substrate
The development of synthetic pesticides has always depended
upon an understanding of the effects of chemical structure on
the toxicity to the target organism(s). (These effects are dis-
cussed in a later section.) However, as the deleterious effects of
pesticide compounds on nontarget organisms became more
widely known (e.g., Carson, 1962), it also became increasingly
important to learn how the structures of these chemicals con-
trol their persistence in the hydrologic system. Indeed, the
properties responsible for biological activity are often those
that most affect environmental persistence as well (e.g., Liu
et al., 2005; Scarponi et al., 1991; Smolen and Stone, 1997). In
addition to their direct effects on reactivity (discussed below),
variations in chemical structure will also influence persistence
indirectly if they shift the partitioning among different phases
in which reaction rates are substantially different. Because the
ways in which the structure of a pesticide compound controls
its reactivity depend, in turn, upon reaction mechanism, these
effects will be examined separately for each of the major types
of reactions.

(1) Neutral reactions. As noted previously, more studies have
been conducted on neutral reactions (especially hydrolysis
and dehydrohalogenation) than on other types of reaction
involving pesticide compounds in aqueous solution. Thus,
it is not surprising that these reactions have also yielded
some of the most extensive understanding of the effects of
structure on the reactivity of pesticide compounds in
the hydrologic system. Investigations of this topic for

hydrolysis and dehydrohalogenation have also provided
some of the most statistically significant quantitative
structure–reactivity relations (QSRRs) observed for pesti-
cide compounds (e.g., Roberts et al., 1993; Schwarzenbach
et al., 1993; Wolfe et al., 1978).

Several QSRR studies suggest that among the structural
features with the greatest influence over hydrolysis rates are
those that affect the pKa of the leaving group. For example, the
initial step in OP hydrolysis, which usually occurs at one of the
three phosphate ester linkages, involves the displacement of
the leaving group with the lowest pKa (Smolen and Stone,
1997). As a result, for each of five organothiophosphate ester
insecticides investigated by Smolen and Stone (1997), the
initial product of hydrolysis was always a phenolate anion
(Figure 10). This also explains why dimethyl ester OPs, such
as methyl parathion and methyl azinphos, hydrolyze more
rapidly than their diethyl ester counterparts (Lartiges and
Garrigues, 1995). Similarly, for each of four groups of carba-
mates (N-methyl, N-phenyl, N,N-dimethyl, and N-methyl-
N-phenyl), the second-order reaction rate constants for
base-promoted hydrolysis have been found to be inversely
correlated with the pKa values of the displaced leaving groups
(Wolfe et al., 1978). Several of the correlation equations
devised for predicting pesticide hydrolysis rates from pKa

values have been compiled by Harris (1990a).
Many other structural effects on the rates of nucleophilic

substitution reactions of pesticide compounds have been
noted. For example, carbamates with two substituents (other
than hydrogen) bound to nitrogen undergo base-promoted
hydrolysis more slowly than those with only one (Wolfe
et al., 1978), perhaps as a result of steric hindrance (i.e., the
enhanced restriction of access to the reaction site by the pres-
ence of larger substituents near Ca). Steric hindrance is also
believed to be responsible for some of the effects of structure
on the rates of acid- and base-catalyzed hydrolysis of chloroa-
cetamide herbicides – particularly the size of the ether or alkyl
substituent bound to the amide nitrogen (Carlson, 2003;
Carlson and Roberts, 2002). Data presented by Scarponi et al.
(1991) suggest that similar factors may affect the rates of
nucleophilic substitution reactions between chloroacetamides
and glutathione. In a comprehensive analysis of the effects
of structure on the rates and pathways of biotransformation
of 30 amide-containing synthetic compounds (including sev-
eral pesticides and pharmaceuticals), Helbling et al. (2010)
identified steric hindrance as the principal factor responsible
for the observation that all of the primary and secondary
amides reacted by enzyme-catalyzed hydrolysis rather than
N-dealkylation, while the opposite was true for the tertiary
amides. Zepp et al. (1975) found that the rates of hydrolysis
of 2,4-D esters (2,4-C6H3Cl2dOdCH2COOR) are higher if R
contains an ether linkage near the ester carboxyl group than if
R is a hydrocarbon moiety.

The bimolecular nucleophilic (SN2) displacement of halide
from haloalkane adjuvants and fumigants is slowed by the
presence of alkyl groups or additional halogen atoms bound
to the carbon at (Ca), or immediately adjacent to (Cb), the site
of attack. Although bromide is a better leaving group than
chloride (i.e., it is displaced more rapidly than chloride),
trends in the relative rates of displacement of different
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halogens may also depend upon the nature of the attacking
species, as well as other substituents bound to Ca and Cb. These
and other effects of structure on the rates of SN2 displacement
of halide from halogenated pesticide compounds have been
examined extensively (e.g., Barbash, 1993; Barbash and Rein-
hard, 1989a; Roberts et al., 1993; Schwarzenbach et al., 1993;
Stamper et al., 1997).

Since bimolecular dehydrohalogenation reactions are initi-
ated by the abstraction of a hydrogen atom (from Ca) by a
Brønsted base, they are promoted by structural factors that
increase the ease with which this hydrogen atom can be re-
moved from the molecule, such as the presence of halogens or
other electron-withdrawing substituents bound to Ca. (These are
moieties that withdraw electron density from the rest of the
molecule, the effect being less pronounced with increasing
distance from the substituent.) Because this transformation
also involves the departure of halide from the adjacent carbon
(Cb), rates of reaction are higher for the loss of HBr than for the
loss of HCl (e.g., Barbash, 1993; Barbash and Reinhard, 1992a;
Burlinson et al., 1982). Roberts et al. (1993) provided a com-
prehensive discussion of these and other effects of structure on
the rates of dehydrohalogenation reactions.

(2) Electron-transfer reactions. Although many types of redox
reactions involving pesticide compounds have been

investigated (Barbash and Resek, 1996), most of what
has been learned about the effects of substrate structure
and properties on the rates of these reactions in the hydro-
logic system has come from studies of reductive dehalo-
genation (e.g., Peijnenburg et al., 1992b) and nitro group
reduction (e.g., Schwarzenbach et al., 1993; Wang and
Arnold, 2003). Other factors remaining constant, the
rates of reductive dehalogenation increase with decreasing
strength of the carbon–halogen bond being broken. As a
result, the rates of these reactions generally (1) increase
with increasing numbers of halogens on the molecule
(e.g., Gantzer and Wackett, 1991; Jafvert and Wolfe,
1987), especially at Ca (Butler and Hayes, 2000; Klecka
and Gonsior, 1984; Mochida et al., 1977); (2) decrease
among halogens in the order I>Br>Cl (e.g., Jafvert and
Wolfe, 1987; Kochi and Powers, 1970; Schwarzenbach
et al., 1993; Wade and Castro, 1973); (3) are higher for
the removal of halogen from polyhaloalkanes (polyhaloge-
nated hydrocarbons lacking multiple carbon–carbon
bonds) than from the corresponding polyhaloalkenes (poly-
halogenated, nonaromatic hydrocarbons with one ormore
carbon–carbon double bonds) (Butler and Hayes, 2000;
Gantzer and Wackett, 1991); and (4) are positively corre-
latedwith one-electron reduction potentials (e.g., Butler and
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Hayes, 2000; Curtis and Reinhard, 1994; Gantzer and
Wackett, 1991). A positive correlation of reaction rates
with reduction potentials has also been reported for the
reduction of nitroaromatic compounds (e.g., Schwarzen-
bach et al., 1990; Wang and Arnold, 2003). Systematic
relations between the rates of reductive dechlorination of
polyhaloethanes and electron densities on carbon have also
been observed (Salmon et al., 1981).

Rates of reduction may also be influenced by the manner in
which different substituents affect the distribution of electrons
in the substrate molecule (electronic effects), or hinder access to
reaction sites (steric effects). Because the initial, rate-limiting
step in most of these reactions involves the addition of an
electron to the substrate to form a carbon radical, reaction
rates are generally increased by electron-withdrawing groups
(e.g., halogens, acetyl, nitro), and decreased by electron-
donating groups, that is, substituents such as alkyl groups that
donate electron density to the rest of the molecule (e.g., Peij-
nenburg et al., 1992b; Wang and Arnold, 2003). The opposite
pattern is expected for rates of oxidation (e.g., Dragun and
Helling, 1985). For reactions involving aromatic compounds,
electronic effects are substantially more pronounced for sub-
stituents located in positions that are either ortho or para to the
substituent being replaced or altered (i.e., either one or three
carbons away on the hexagonal aromatic ring) than for those
in the meta position (i.e., located two carbons away). By con-
trast, steric effects are most important for substituents in
the ortho position (Peijnenburg et al., 1992b; Schwarzenbach
et al., 1993). These electronic and steric effects on the rates
of electron-transfer reactions of pesticide compounds are in
agreement with general reactivity theory (March, 1985).

(3) Photochemical reactions. As noted earlier, phototransforma-
tions in the hydrologic system occur only for those sub-
strates that either absorb a sufficient amount of light energy
within the solar spectrum, or react with photoexcited
sensitizers or other photoproduced oxidants. In general,
structures that promote light absorption include exten-
sively conjugated hydrocarbon systems (i.e., those posses-
sing alternating double and single bonds), substituents
containing unsaturated heteroatoms (e.g., nitro, azo, or
carbonyl) and, for substituted aromatics, halo, phenyl,
and alkoxyl groups (Harris, 1990b; Mill and Mabey,
1985). As with reductive dehalogenation, the rates at
which halogenated aromatics undergo photolysis are corre-
lated with the strength of the carbon–halogen bond being
broken, as well as with the tendency of other substituents to
withdraw electrons or cause steric hindrance (Peijnenburg
et al., 1992a). Photolysis rates have also been found (Katagi,
1992) to be correlated with changes in electron density
caused by photoinduced excitation (i.e., the promotion
of one or more electrons to higher energy states following
the absorption of light energy). A comprehensive summary
of the effects of chemical structure on photoreactivity for
a broad range of pesticides was provided byMill andMabey
(1985).

(4) Biotransformations. Some of the structural features that are
associated with lower rates of biotransformation include
increased branching and decreased length of hydrocarbon

chains, decreased degree of unsaturation, larger numbers
of rings in polynuclear aromatic hydrocarbons, the pres-
ence of methyl, nitro, amino, or halogen substituents on
aromatic rings and, under oxic conditions, increasing
numbers of halogens on the molecule (Scow, 1990). As
might be expected, many of the ways in which variations
in the structure of pesticide compounds affect their rates
and mechanisms of biotransformation result from funda-
mental constraints of structure over chemical reactivity.
For example, biotransformation rates among a variety of
different pesticides have been found to be linearly corre-
lated with their respective rates of base-catalyzed hydroly-
sis (Wolfe et al., 1980). Other effects of chemical structure
on biodegradability are related more to biological factors
than to purely chemical ones. Examples include features
that increase the toxicity of the molecule (e.g., additional
halogens) or affect the ease with which the appropriate
enzyme(s) can access the reaction site (Bollag, 1982). One
illustration of the latter effect is the observation, noted ear-
lier, that biochemical reactions are often enantioselective,
leading to variations in biotransformation rates among dif-
ferent isomers of the same pesticide compound (e.g.,
Falconer et al., 1995; Liu et al., 2005; Monkiedje et al.,
2003; Peijnenburg et al., 1992b; Sakata et al., 1986; Wong
et al., 2002). (Isomers are compounds that have the same
chemical composition, but slightly different spatial arrange-
ments of atoms. Enantiomers, for example, are isomers that,
as noted earlier, are mirror images of one another.) The
structural specificity of some biotransformation reactions
is also demonstrated by the fact that unequal mixtures of
isomers are sometimes produced from the transformation
of a single compound (e.g., Parsons et al., 1984).

11.15.3.4.3 Structure and properties of other reactants
The rates andmechanisms of most pesticide transformations in
the hydrologic system are, as noted earlier, influenced by the
nature of the chemical species reacting with the pesticide com-
pound during the rate-limiting step. These other species par-
ticipate in the reactions either as Brønsted acids or bases, Lewis
acids or bases (electrophiles or nucleophiles, respectively),
oxidants, reductants, or catalysts. They may be present in the
aqueous, solid, or gaseous phases, and may be of either abiotic
or biological origin. In some cases, individual chemical species
may react by different mechanisms simultaneously with the
same pesticide compound. For example, Kriegman-King and
Reinhard (1992) observed that in aqueous solution, hydrogen
sulfide can react with tetrachloromethane as both a nucleo-
phile (to form carbon disulfide and carbon dioxide) and a
reductant (to form trichloromethane, dichloromethane, car-
bon monoxide, and other products).

Some reactants may play different roles in their interactions
with pesticide compounds, depending on the geochemical
conditions. Metals and their complexes, for example, may
react with pesticide compounds as hydrolysis catalysts (e.g.,
Huang and Stone, 2000; Mortland and Raman, 1967;
Schowanek and Verstraete, 1991; Smolen and Stone, 1997;
Wan et al., 1994), direct reductants (e.g., Castro and Kray,
1963, 1966; Mochida et al., 1977; Strathmann and Stone,
2001, 2002a,b), or bulk electron donors through electron-
transfer agents such as hydroquinones (e.g., Curtis and
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Reinhard, 1994; Tratnyek and Macalady, 1989; Wang and
Arnold, 2003). Most of what little information is available on
how different metals and their complexes vary in their ability to
promote transformations of pesticide compounds, however,
focuses on their roles as direct reductants or hydrolysis catalysts
(see references cited above); reduced iron appears to be the only
metal that has been examined as a potential bulk electron donor
in natural systems (Glass, 1972; Wang and Arnold, 2003).

A valuable framework for understanding the effects of
chemical structure on reactivity is provided by the hard and
soft acids and bases (HSAB)model, which classifies Lewis acids
and bases as either ‘hard’ or ‘soft.’ Hard acids (e.g., H3O

þ, Naþ,
Fe3þ) and bases (e.g., OH–, CO3

2!, Cl–) are relatively small,
exhibit low polarizability (and generally high electronegativ-
ity), and are more likely to form ionic bonds than covalent
ones. Soft acids (e.g., Cd2þ, Hg2þ, Br2) and bases (e.g., HS–,
S2O3

2!, I–, CN–) have the opposite characteristics (Fleming,
1976). Stated simply, the HSAB model posits that hard acids
react most readily with hard bases, while soft acids react most
readily with soft bases (Pearson, 1972). Thus, the soft base HS–

reacts with the fumigant 1,2-dichloroethane (Figure 11) al-
most exclusively through nucleophilic substitution at the
(soft) carbon bonded to halogen (Barbash and Reinhard,
1989b), while the harder OH– attacks the same compound
primarily at one of the (hard) hydrogens, leading to dehydro-
chlorination (Walraevens et al., 1974). Similarly, for nucleo-
philic substitution reactions involving the thionate OPs (see
Figure 10 for compound structures), reaction occurs primarily
at one of the (soft) carbon atoms bonded to oxygen in the ester
linkages when the attacking species is HS– (Miah and Jans,
2001), but at the (hard) phosphorus atom when the attacking
species is OH– (Smolen and Stone, 1997). Replacement of
(soft) sulfur in thionate OPs with (hard) oxygen in the

corresponding oxonate OPs further reduces the electron den-
sity on phosphorus, leading to higher rates of hydrolysis
(Smolen and Stone, 1997).

Although the HSAB model has been criticized for being
insufficiently quantitative (e.g., March, 1985), its predictions
have been shown to be consistent with results from frontier
molecular orbital calculations for a wide variety of reactions
(Fleming, 1976; Klopman, 1968). Such calculations have, in
turn, been shown to be useful for elucidating the effects of
pesticide structure on reactivity (e.g., Katagi, 1992; Lippa and
Roberts, 2002).

In addition to the nature of the donor atom (e.g., sulfur in
bisulfide vs. oxygen in hydroxide), other features that govern
the hardness of a nucleophile – and thus the rates and mech-
anisms of its reaction with pesticide compounds – include the
oxidation state of the donor atom and the hardness, size, and
structure of the remainder of the molecule. These patterns have
been shown to be evident in reactivity trends observed, for
example, among a variety of buffer anions and naturally
occurring nucleophiles in their reactions with several haloali-
phatic pesticide compounds (Barbash, 1993; Barbash and
Reinhard, 1989a; Roberts et al., 1992).

While most applications of the HSAB model have focused
on neutral reactions, the model also applies to electron-
transfer reactions. The abilities of different transition elements
(or other reductants) to reduce a given pesticide compound are
generally presumed to increase with their softness – that is,
with their ability to donate electrons, a characteristic that is
commonly quantified using one-electron reduction potentials
(e.g., Schwarzenbach et al., 1993). Reactivity trends reported
among different reduced metal cations (e.g., Mochida et al.,
1977; Strathmann and Stone, 2001), however, do not precisely
track the order of their reduction potentials (Dean, 1985). The
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relative propensities of different metals to reduce pesticide
compounds are therefore influenced by other factors. Related
work suggests that such factors include pH and the nature of
the coordinating ligand (Mochida et al., 1977; Strathmann and
Stone, 2001, 2002a,b).

Comparisons among different metals with regard to their
ability to catalyze the hydrolysis of pesticide compounds ap-
pear to be limited (e.g., Huang and Stone, 2000; Mortland and
Raman, 1967; Smolen and Stone, 1997). Dramatic decreases in
reactivity that have been observed upon precipitation at higher
pH suggest, however, that metals catalyze hydrolysis much
more effectively as ions in solution than as solid-phase
(hydr)oxide surfaces (Huang and Stone, 2000).

Ligands have long been known to exert substantial effects
upon the solubility, adsorption, and reactivity of transition
elements in the hydrologic system. (Indeed, biochemical
evolution has taken great advantage of the latter phenomenon,
as shown by the critical roles played by metalloenzymes in
many metabolic activities.) Several studies have demonstrated
the effects of ligand structure on the rates of reductive transfor-
mation of pesticide compounds by transition metals, either as
dissolved species (e.g., Gantzer and Wackett, 1991; Kochi and
Powers, 1970; Mochida et al., 1977; Singleton and Kochi,
1967; Strathmann and Stone, 2001, 2002a,b) or as part of
the solid phase (e.g., Torrents and Stone, 1991). One of the
studies of greatest relevance to understanding the effect of
ligands on the reactivity of pesticide compounds under natural
conditions involved an examination by Klecka and Gonsior
(1984) of the reductive dehalogenation of polychloroalkanes
by ferrous iron in solution. This work indicated that the rates of
these reactions are either wholly dependent upon (chloroform,
1,1,1-trichloroethane), or greatly accelerated by (tetrachloro-
methane) the coordination of the iron with a porphyrin ring
(hematin), relative to the rate when iron is coordinated only to
water (Fe2þ). Huang and Stone (2000) found that the three
transitionmetal cations known to catalyze the hydrolysis of the
carbamate insecticide dimetilan (CuII, NiII, and ZnII) exhibit
strong affinities for nitrogen- and oxygen-donor ligands. PbII,
which did not catalyze this reaction, showed only a weak
affinity for these ligands. As might have been expected, differ-
ent ligands were found to cause varying degrees of catalytic
activity for a given metal.

11.15.3.4.4 Physical factors
(1) Temperature. Because both the kinetic energy of molecules

and the frequencies of their collisions increase with tem-
perature, so do the rates of thermal reactions, including
those that are biologically mediated. By contrast, the rate
of photochemical conversion of a molecule from its
ground state to an excited state is not dependent upon
temperature. Overall rates of photochemical reaction
may, however, exhibit either a positive or a negative de-
pendence on temperature as the net result of competition
among activation, quenching, and reaction steps (Mill and
Mabey, 1985). Nevertheless, the detection in Arctic regions
of pesticides that exhibit gas-phase lifetimes of only a few
days in the more temperate climates where they were likely
to have been applied (Bidleman, 1999) demonstrates the
importance of accounting for temperature variations, as
well as the rapidity of long-range atmospheric transport

(mentioned earlier), in predicting the persistence of these
compounds in the atmosphere.

The dependence of thermal reaction rates on temperature is
most commonly found to be in accordance with the Arrhenius
equation, that is,

ln kð Þ ¼ ln Að Þ ! Ea
RT

where k is the rate constant for the rate-limiting step of the
reaction of interest, A is the Arrhenius preexponential factor, Ea
is the activation energy, R is the universal gas constant, and T is
the temperature of reaction (K). As is evident from the form of
this equation, the quantities Ea/R and ln(A) may be estimated
from the slope and intercept, respectively, of an Arrhenius plot,
that is, a linear regression of ln(k) versus 1/T (e.g., Figure 12).
Arrhenius plots exhibiting a significant departure from
linearity are usually interpreted to imply the simultaneous
operation of more than one transformation mechanism, with
different mechanisms dominating over different temperature
ranges. Pesticides for which this phenomenon has been
observed include malathion (Wolfe et al., 1977), 1,2-
dibromo-3-chloropropane (DBCP) (Deeley et al., 1991),
triasulfuron, and primisulfuron (Dinelli et al., 1998).

The Arrhenius relation will not be observed above the
temperature at which the decomposition or, as may occur for
enzymes, inactivation of one or more of the reactants occurs
(Tmax). Indeed, adherence to this relation at temperatures well
above Tmax for most microorganisms has been used as evidence
for an abiotic, rather than a biologically mediated mechanism
of transformation (Wolfe and Macalady, 1992). For biotrans-
formations, the Arrhenius equation also fails to describe the
temperature dependence of reaction rates below the tempera-
ture at which biological functions are inhibited (Tmin), and
above the temperature of maximum transformation rate
(Topt). An empirical equation introduced by O’Neill (1968)
may be used to estimate the rates of biotransformation as
a function of ambient temperature, Tmin, Topt, Tmax (in
this case, the lethal temperature), Ea, and the maximum
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biotransformation rate (mmax). Because of the complexity of
biochemical systems and the myriad different structures
encompassed by pesticide compounds, Tmin, Topt, Tmax, Ea,
and mmax are all likely to vary among different compounds,
microbial species, and geochemical settings (e.g., Gan et al.,
1999, 2000). However, Vink et al. (1994) demonstrated the
successful application of the O’Neill function to describe the
temperature dependence of biotransformation for 1,3-dichlor-
opropene and 2,4-D in soils (Figure 13).

Although the dependence of reaction rates on temperature
has been well known for over a century (Moore and Pearson,
1981), the temperatures at which transformation half-lives are
measured are often not reported, either by the original publi-
cations or, more commonly, in data compilations (e.g., Nash,
1988; Pehkonen and Zhang, 2002; US Department of Agricul-
ture-Agricultural Research Service, 1995). (A notable exception
to this pattern is the University of Hertfordshire’s Pesticide
Properties Database, which provides the temperature of mea-
surement for transformation rates – as well as for several other
physical and chemical parameters – for over 700 pesticides and
350 pesticide transformation products; Lewis et al., 2007.)
Similarly, as noted by Barbash and Resek (1996), the effects
of temperature variations on transformation rates are rarely
incorporated into simulations of pesticide fate in the hydro-
logic system. Several studies, however, have demonstrated the
importance of adjusting transformation rates for seasonal and
depth-related variations in temperature when predicting
pesticide persistence (Beulke et al., 2000; Padilla et al., 1988;
Watson, 1977; Wu and Nofziger, 1999). As is evident from the
Arrhenius equation, the adjustment of pesticide transforma-
tion rates for variations in temperature requires the availability
of data on Ea for the compound and setting of interest.
Compilations of Ea values appear to be rare in the literature,
but a few summaries are available for the transformations of a
variety of herbicides (Nash, 1988; Smith and Aubin, 1993),
adjuvants, and fumigants (Barbash, 1993), as well as for the
activity of soil enzymes known to effect pesticide transforma-
tions (Wu and Nofziger, 1999). Ea values – or data from which

they may be computed – are currently available for at least 105
pesticide compounds in the published literature (Barbash,
unpublished compilation).

(2) Soil moisture content. Rates of pesticide transformation in
soils have usually been found to increase with moisture
content up to the field capacity of the soil (e.g., Anderson
and Dulka, 1985; Burnside and Lavy, 1966; Cink and
Coats, 1993; Roeth et al., 1969; Walker, 1974, 1987).
(Field capacity is the amount of water remaining in a soil
after the rate of gravity drainage becomes negligible.) This
dependence has been described through the use of an
empirical equation, introduced by Walker (1974), that
expresses transformation half-life as an inverse exponen-
tial function of soil moisture content (up to field capacity).
The Walker equation has been used to quantify the effects
of soil moisture on the rates of transformation of atrazine
(Rocha and Walker, 1995), propyzamide, napropamide
(Walker, 1974), and at least 25 other pesticide compounds
(Gottesbüren, 1991). Similarly, Parker and Doxtader
(1983) found that the rate of transformation of 2,4-D in
a sandy loam increased with decreasing soil moisture ten-
sion, but observed an exponential relation between the
two variables that was different from that implied by the
Walker equation.

The dependence of pesticide transformation rates on soil
moisture is commonly assumed to reflect the influence of
water content on biotransformation. For example, Parker
and Doxtader (1983) attributed the moisture dependence of
2,4-D transformation rates to two different effects of reduced
soil moisture on biological processes, that is, (1) reduced
activity of microbial populations and (2) higher pesticide
concentrations, which have been shown by other investiga-
tors (e.g., Cink and Coats, 1993) to inhibit microbial degra-
dation. For soil moisture contents above field capacity,
however, this relation might not be observed, especially for
aerobic transformations that may be inhibited in saturated
soils following the consumption of DO. Abiotic factors
may also be involved, since a direct relation between pesti-
cide transformation rates and soil moisture has also been
observed in sterile soils (Anderson and Dulka, 1985). Fur-
thermore, some nonbiological processes may exhibit the op-
posite effect; both the Lewis and Brønsted acidity of mineral
surfaces – and thus their tendency to promote the oxidation or
acid-catalyzed reactions of pesticide compounds, respectively –
are enhanced with decreasing soil moisture (Voudrias and
Reinhard, 1986).

(3) Interactions among temperature, moisture and soil texture. The
effects of variations in temperature and moisture content
on the rates of pesticide transformation in soil show a
complex interdependence, the nature of which may vary
among different compounds for the same soil, as well as
among different soils for the same compound (Baer and
Calvet, 1999; Nash, 1988; Walker, 1974). Equations used
for describing the simultaneous effects of temperature and
soil moisture on pesticide transformation rates have been
reported by Parker and Doxtader (1983) and Dinelli
et al. (1998). In a comprehensive review of 178 studies
that compared observed pesticide concentrations in soils
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with those predicted using a pesticide persistence model,
Beulke et al. (2000) demonstrated the importance of ac-
counting for spatial and temporal variations in tempera-
ture and moisture in estimating the rates of pesticide
transformation. Interactions between abiotic and biologi-
cal factors are likely to be responsible for the observation
that the nature of the relation between soil moisture and
the rates of pesticide transformation may, in turn, depend
upon soil texture (e.g., Gan et al., 1999; Rocha andWalker,
1995). Rocha and Walker (1995) also observed that the
effect of temperature on atrazine transformation could be
a function of soil texture, as well. However, while the
nonlinear regression model of Fenner et al. (2007) for
atrazine (mentioned earlier) included temperature, pH,
sand content, organic carbon content, and two depth-
related parameters as explanatory variables, volumetric
water content was not retained as a predictor variable in
the final equation.

(4) Solar energy input. For pesticide compounds that undergo
phototransformation in natural waters, the rate of reaction
is controlled by a number of factors that affect the amount
of light energy reaching the reactant(s) of interest. These
include the irradiance, or the rate of energy input from the
Sun (which, in turn, is controlled in part by latitude,
season, and time of day) at the wavelengths of maximum
light absorption for each reactant, as well as turbidity,
color, and depth within the water body of interest. While
the presence of suspended solids is generally presumed to
reduce photolysis rates in surface water through light at-
tenuation, in some instances the presence of suspended
sediments has been observed to increase the rates of these
reactions. This phenomenon has been attributed to for-
ward scattering of the incident light by the suspended
particles, which can result in an increase in the light path
length (Mill and Mabey, 1985; Miller and Zepp, 1979).
The effects of various physical and chemical factors on
the rates of photochemical transformation of pesticide
compounds have been summarized by Mill and Mabey
(1985) and Harris (1990b). Zepp et al. (1975) presented
graphical illustrations of how the rate of 2,4-D butoxyethyl
ester photolysis varies with time of day (in Athens, GA;
Figure 14), season, and latitude in the northern hemi-
sphere (Figure 15). Zepp and Cline (1977) provided sim-
ilar diagrams for the direct photolysis of carbaryl and
trifluralin in water.

11.15.3.4.5 Geochemical environment
As is the case for its physical properties, the geochemical char-
acteristics of the reaction medium can also influence the rates
and mechanisms of pesticide compound transformation in the
hydrologic system, as well as the health and activity of the
organisms capable of transforming these compounds. Such
characteristics include redox conditions (discussed earlier),
pH, ionic strength, the structure and concentrations of any
surface-active substances (SAS), solvents or ligands that may
be present, and the chemical properties of any interfaces with
which the reactants may come in contact.

(1) pH. Changes in pH can affect the rates of pesticide com-
pound transformation in both direct and indirect ways.

Direct effects arise from the fact that shifts in pH reflect
changes in the concentrations of two potentially impor-
tant reactants that are present in all aqueous solutions, that
is, H3O

þ and OH–. However, pH changes may also exert
substantial indirect effects on pesticide transformations,
through their influence on biological activity (e.g., Mallat
and Barceló, 1998), the surface properties of reactive nat-
ural solids such as manganese oxides (Baldwin et al.,
2001) and clays (Voudrias and Reinhard, 1986), and the
concentrations of other reactants. For pesticide com-
pounds that are Brønsted acids or bases, such as the sulfo-
nylurea herbicides (Smith and Aubin, 1993), variations in
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pH may influence transformation rates in solution if the
reactivities of the conjugate acid and base are substantially
different from one another.

Even if the aqueous concentration of a pesticide compound
is independent of pH, however (as is the case for most parent
compounds), its transformation rate may still vary with
changes in pH if the attacking species is a Brønsted acid or
base. In such instances, the pH dependence of the reaction rate
will parallel that of the attacking species concentration. For
pesticide compounds, this effect has been reported for nucleo-
philic substitution reactions involving H3O

þ, OH– (e.g.,
Mabey and Mill, 1978), and HS– (Haag and Mill, 1988b;
Lippa and Roberts, 2002; Roberts et al., 1992), for reduction
(Strathmann and Stone, 2002a,b; Wang and Arnold, 2003)

or hydrolytic catalysis by divalent metal cations (Huang
and Stone, 2000), and for reduction by model compounds
employed to mimic the electron-transfer capabilities of hydro-
quinone moieties found in NOM (Curtis and Reinhard, 1994;
Tratnyek and Macalady, 1989). Indeed, the latter observation
may explain why the reduction of methyl parathion in
anoxic sediments was reported by Wolfe et al. (1986) to
occur more rapidly under alkaline conditions (8<pH<10)
than under acidic conditions (2<pH<6). The relative rates
among competing photochemical transformations for individ-
ual pesticide compounds may also shift with pH. Crosby
and Leitis (1973), for example, observed pH-related shifts in
the yields of different products from the aqueous photolysis
of trifluralin, both in the presence and the absence of soil
(Figure 16).
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The overall rate at which a pesticide compound undergoes
hydrolysis in water represents the sum of the rates of the acid-
catalyzed, neutral and base-catalyzed processes (Mabey and
Mill, 1978). For those pesticide compounds that react only
with H2O, the rate of hydrolysis is independent of pH (e.g.,
Hong et al., 2001; McCall, 1987). Some pesticide compounds,
however, react with more than one of the three species of
interest (H3O

þ, H2O, and/or OH–), resulting in a pattern of
pH dependence that may display an abrupt shift above or
below a particular threshold pH value (Mabey and Mill,
1978; Schwarzenbach et al., 1993). Few compilations of these
threshold parameters appear to be available for pesticide com-
pounds (Mabey and Mill, 1978; Mabey et al., 1983; Roberts
et al., 1993; Schwarzenbach et al., 1993), but individual values
may sometimes be inferred from published data (e.g., Bank
and Tyrrell, 1984; Burlinson et al., 1982; Cline and Delfino,
1989; Jeffers et al., 1989; Lee et al., 1990; Lightfoot et al., 1987;
Ngabe et al., 1993; Weintraub et al., 1986; Zepp et al., 1975).
Other results suggest that these threshold parameter values
may vary with temperature (Lightfoot et al., 1987).

The dependence of transformation rate on pH is not always
consistent among pesticides within the same chemical class.
For example, while the hydrolysis reactions of most OP
(Konrad and Chesters, 1969; Konrad et al., 1969; Mabey and
Mill, 1978) and carbamate insecticides (Wolfe et al., 1978) are
primarily base-catalyzed, both diazinon (Konrad et al., 1967)
and carbosulfan (Wei et al., 2000) are also subject to the acid-
catalyzed reaction. Summaries of the pH dependence of hydro-
lysis rates for a variety of pesticides have been provided by
Mabey and Mill (1978), Bollag (1982), Schwarzenbach et al.
(1993), and Barbash and Resek (1996).

Several authors have combined the Arrhenius equation
with kinetic equations reflecting the pH dependence of reac-
tion rates in order to quantify the simultaneous dependence of
pesticide transformation rates on temperature and pH (e.g.,
Dinelli et al., 1997; Lightfoot et al., 1987; Liqiang et al.,
1994). Other work has demonstrated the extent to which Ea
values for pesticide hydrolysis vary, if at all, with pH (Dinelli
et al., 1997, 1998; Lee et al., 1990; Smith and Aubin, 1993).

Most of what is known about the effects of pH on the rates
of pesticide transformation in aqueous solution has been
learned from laboratory studies employing buffers to stabilize
pH. However, since they are Brønsted acids and bases, pH
buffers may also accelerate these reactions – or cause shifts in
the relative rates of different transformation mechanisms –
compared to what occurs in unbuffered solution (Barbash
and Reinhard, 1989a, 1992b; Burlinson et al., 1982; Deeley
et al., 1991; Li and Felbeck, 1972; Smolen and Stone, 1997).
Such effects, though, are not observed for all pesticide com-
pounds (Hemmamda et al., 1994; Hong et al., 2001; Kochany
and Maguire, 1994; Smolen and Stone, 1997). Indeed, the
absence of buffer effects has been used as evidence for unim-
olecular reaction mechanisms (Bank and Tyrrell, 1984). The
varying tendencies of different buffers to accelerate hydrolysis
and dehydrohalogenation are consistent with reactivity trends
predicted by the HSAB model (Barbash, 1993) and, for hydro-
lysis, may be predicted quantitatively using a method intro-
duced by Perdue and Wolfe (1983). Relatively few laboratory
studies have accounted for buffer effects (e.g., Barbash and
Reinhard, 1989a, 1992b; Burlinson et al., 1982; Li and Felbeck,

1972; Miles and Delfino, 1985; Smolen and Stone, 1997), but
failing to make such corrections may lead to overestimates in
the rates at which these reactions are likely to occur in natural
waters.

(2) Ionic strength. Ionic strength is known to influence some
chemical reactions, with both the magnitude of the effect
and its direction (i.e., acceleration vs. inhibition) depend-
ing upon the nature of the reaction in question. The effects
of ionic strength on pesticide transformations are of par-
ticular interest in saline environments such as coastal wa-
ters where pesticides are applied for aquaculture, or
estuaries into which significant loads of pesticides are
discharged by rivers that drain extensive agricultural
(Clark and Goolsby, 2000; Hainly and Kahn, 1996; Hladik
et al., 2005; Larson et al., 1995; Lippa and Roberts, 2002;
Pereira et al., 1990) and nonagricultural areas
(Bondarenko et al., 2004). Transition-state theory predicts
that the effects of ionic strength on reaction rates will be
smallest for neutral reactants, and become more pro-
nounced with increasing ionic charge on the reactants
(Lasaga, 1981). This is consistent with observations re-
garding the effects of ionic strength on the rates of hydro-
lysis of pesticide compounds over the range of salinities
encountered in most natural waters. As predicted by
transition-state theory, these effects have been found to
be minor over the pH range (if any) within which a given
pesticide compound is subject only (or primarily) to
reaction with H2O (Barbash and Reinhard, 1992b;
Bondarenko et al., 2004; Liqiang et al., 1994), but sub-
stantial both at higher pH for those compounds that are
subject to base catalysis (Bondarenko et al., 2004; Miles
and Delfino, 1985) and at lower pH for those subject to
acid catalysis (Wei et al., 2000). Also consistent with
transition-state theory is the observation by Miles and
Delfino (1985) that the effect of salt concentration on
the rate of aldicarb sulfone hydrolysis is more pronounced
(on a molar basis) for the divalent Ca2þ than for the
monovalent Naþ. The effects of ionic strength on photo-
chemical reactions do not appear to be extensively docu-
mented (e.g., Mill and Mabey, 1985), but Walse et al.
(2004) observed a significant increase in the rate of pho-
tolysis of the insecticide fipronil upon the addition of
3% NaCl, suggesting that the rate of this reaction is likely
to be higher in marine waters (which typically have salin-
ities of approximately 3.5%) than in freshwater environ-
ments. Ionic strength may also affect pesticide persistence
through its influence on the activity of the organisms
responsible for biotransformations (Bondarenko et al.,
2004).

(3) Concentrations and structure of SAS. SAS that may be present
in the hydrologic system – either dissolved in the aqueous
phase or as part of the soil – may influence the rates and
mechanisms of pesticide transformation. These com-
pounds include fatty acids, polysaccharides, humic
substances, and other forms of NOM (Thurman, 1985),
as well as the surface-active agents (or surfactants) com-
monly used in detergents or as adjuvants in commercial
pesticide formulations. All SAS share the common prop-
erty of amphiphilicity, that is, the ability to associate
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simultaneously with both polar and nonpolar chemical
species in aqueous solution. This property arises from the
dual nature of their chemical structure, one portion of the
molecule being relatively hydrophilic (and often ionic)
and another portion being more hydrophobic. In aqueous
solution, these compounds exhibit a tendency to self-
associate into assemblages known as submicellar aggregates
at low concentrations, and micelles (Figure 17) above a
chemical-specific level (the critical micelle concentration).
Micelles consist of an inner core formed by the more
hydrophobic portions of the SAS molecules, surrounded
by an outer layer consisting of their more hydrophilic
portions (Fendler and Fendler, 1975).

When SAS are present in solution, pesticide compounds
partition between the bulk aqueous solution and the (sub)
micellar phase (Figure 17). This partitioning may affect the
overall rates and products of transformation of these com-
pounds if their rates of reaction in the (sub)micellar phase
are significantly different from those in the aqueous phase
(Barbash, 1987; Barbash and Resek, 1996; Macalady and
Wolfe, 1987). In some cases, relatively minor variations in
SAS structure can have substantial impacts on pesticide
transformation rates (Kamiya et al., 1994). Even if reaction
rates are not substantially different in the (sub)micellar phase,
however, the presence of SAS may modify reaction rates in
solution for sparingly soluble pesticide compounds by simply
increasing their dissolved concentrations, as may occur in the
presence of polar solvents (e.g., Barbash and Reinhard, 1989a;
Schwarzenbach et al., 1993; Wei et al., 2000). Rates of biotrans-
formation may be either increased or decreased by partitioning

into a (sub)micellar phase, depending upon the effect of the
particular SAS on bioavailability, and the nature of the micro-
organisms involved (Guha and Jaffé, 1996).

The influences of NOM – either in aqueous solution or in
the soil phase – on the rates of transformation of pesticide
compounds in water are consistent with general principles
regarding the effects of SAS on chemical reactions. Because
the polar regions of most NOM are either neutral or possess a
negative charge, previous research suggests that the presence of
NOM in natural waters is likely to accelerate the reactions of
pesticide compounds with cations, have a negligible effect on
their rates of reaction with neutral species, and inhibit their
rates of attack by anions – and that these effects will increase
with increasing NOM concentration (Barbash, 1987; Macalady
and Wolfe, 1987). These trends are precisely what has been
observed for the transformations of pesticide compounds by
acid-catalyzed (Khan, 1978; Li and Felbeck, 1972), neutral
(Macalady and Wolfe, 1985), and base-catalyzed hydrolysis
(Macalady and Wolfe, 1985; Noblet et al., 1996; Perdue and
Wolfe, 1982) in the presence of either dissolved or solid-phase
NOM. The anticipated effects of SAS on the rates of other
reactions that may transform pesticide compounds in natural
waters (i.e., substitution reactions with other nucleophiles,
dehydrohalogenation, reductive dehalogenation, and free-
radical transformations) were reviewed by Barbash (1987).

(4) Interfacial effects. The rates and mechanisms of pesticide
compound transformation (both biotic and abiotic) at in-
terfaces in the hydrologic system (air/water, water/solid,
and solid/air) are often markedly different from those in
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the adjacent bulk phases (e.g., Barbash and Resek, 1996).
The influence of the air/water interface on these reactions is
likely to bemost important within the surface microlayer of
surface waters, where the more hydrophobic pesticide com-
pounds are likely to concentrate (Zepp et al., 1975) – as
alcohols, hydrocarbons, carotenoid pigments, chlorophylls,
fatty acids, fatty acid esters, and other naturally derived SAS
are known to do (Parsons and Takahashi, 1973). The gas/
solid interface is likely to exert the greatest influence on
reactivity at the surfaces of dry soils and plants, or in the
atmosphere, where surface-catalyzed reactions of volatile
halogenated compounds, including the fumigant methyl
bromide, can deplete atmospheric ozone. Among the
three principal types of interfaces in the hydrologic system,
however, the solid/liquid interface appears to have received
the most attention regarding this topic, and is therefore the
main focus of the following discussion.

The presence of natural solids can significantly modify the
rates of transformation in aqueous systems – relative to the
rates observed in homogeneous solution – for many pesticide
compounds, but may have little effect on others (Barbash and
Resek, 1996). Factors that can influence the rates and mecha-
nisms of transformation of pesticide compounds at the water/
solid interface include the structure of the compound of inter-
est (e.g., Baldwin et al., 2001; Torrents and Stone, 1991), the
composition and surface structure of the mineral phase (e.g.,
Carlson et al., 2002; Kriegman-King and Reinhard, 1992; Wei
et al., 2001), the solid-phase organic carbon content (e.g.,
Wolfe and Macalady, 1992), and the characteristics, health,
and size of the resident microbial community.

Most of the ways in which natural water/solid interfaces
influence the rates of transformation of pesticide compounds,
however, are consistent with the various effects of related
chemical species on these reactions in homogeneous solution,
discussed in preceding sections. Russell et al. (1968), for ex-
ample, observed that the hydrolysis of atrazine at low pH was
greatly accelerated in suspensions of montmorillonite clay,
relative to the rate of reaction in homogeneous solution at
the same pH. The authors attributed this effect to the acid
catalysis of the reaction by the clay surface, which exhibited a
pH that was considerably lower (by as much as 3–4 pH units)
than that of the bulk solution. As noted previously, the sorp-
tion of pesticide compounds to soil organic matter has been
observed to influence the rates of their hydrolysis in the same
manner as might be expected from the association of these
compounds with SAS in solution, leading to an acceleration
of the acid-catalyzed process (Li and Felbeck, 1972), a negligi-
ble effect on the neutral process, and an inhibition of the base-
catalyzed process (Macalady and Wolfe, 1985).

In addition, several naturally occurring metal oxides exhibit
semiconducting properties that may catalyze the photochemi-
cal production of hydroxyl and hydroperoxyl radicals in
aqueous solution – species which, as noted earlier, can react
with pesticide compounds (Zepp and Wolfe, 1987). Chemical
structures located at the surfaces of natural solids may also
participate in pesticide transformation reactions as Brønsted
bases, oxidants (e.g., Voudrias and Reinhard, 1986), reductants
(e.g., Wolfe et al., 1986), hydrolysis catalysts (Wei et al., 2001),
complexing agents (e.g., Torrents and Stone, 1991), or sources

of protons for hydrogen bonding (e.g., Armstrong and
Chesters, 1968).

Rates of pesticide transformation may be either directly or
inversely related to the amount of NOM in the solid phase,
depending upon the reaction in question. The common obser-
vation of higher transformation rates in more organic-rich soils
may result from either enhanced microbial activity in the pres-
ence of more abundant NOM (e.g., Veeh et al., 1996) or, for
the case of reductive transformations in sterile soils, higher
concentrations of biogenic reductants associated with the
NOM (Wolfe and Macalady, 1992). By contrast, the inverse
relations that have been reported between NOM and pesticide
transformation rates are believed to be caused by substantial
decreases in the rates of some reactions in the sorbed phase,
relative to the dissolved phase (e.g., Graetz et al., 1970; Lartiges
and Garrigues, 1995; Ogram et al., 1985; Walse et al., 2002;
Zepp and Wolfe, 1987). Indeed, with regard to biotransforma-
tions, it is generally assumed that sorption reduces the bio-
availability of pesticide compounds (e.g., Zhang et al., 1998).
Phototransformations have also been found to occur either
faster or more slowly in the sorbed phase, depending upon
substrate structure and the nature of the solid phase (Mill and
Mabey, 1985).

11.15.3.5 Effects of Transformations on Environmental
Transport and Fate

As might be expected, the transformation of a pesticide can
generate products with partitioning characteristics that are sub-
stantially different from those of the parent compound. For
example, the hydrolysis of 1,3-dichloropropene (Figure 7) and
EDB (Syracuse Research Corporation, 1988; US Department of
Agriculture-Agricultural Research Service, 1995; Weintraub
et al., 1986), as well as the hydration of acrolein (Bowmer
and Higgins, 1976), all generate reaction products that are
much less volatile – and more water soluble – than their parent
compounds. Similarly, the herbicide DCPA (2,3,5,6-
tetrachloro-1,4-benzenedicarboxylic acid), a relatively hydro-
phobic dimethyl ester, undergoes transformation in soil to
yield progressively more mobile products as it hydrolyzes first
to a ‘half-acid’ ester intermediate, and thence to the diacid,
tetrachloroterephthalic acid (Ando, 1992; US Department of
Agriculture-Agricultural Research Service, 1995; US Environ-
mental Protection Agency, 1992). Indeed, one of the principal
strategies employed by living organisms for detoxifying xeno-
biotic compounds is to convert them – typically through either
oxidation or hydrolysis – to products that are more water
soluble, and thus more readily excreted (Coats, 1991).

Neutral reactions do not always lead to an increase in the
mobility of pesticide compounds in the hydrologic system,
however. For example, for each of several chloroacetamide her-
bicides, the nucleophilic displacement of chloride by bisulfide
has been observed to generate a product that in each case is less
water soluble than the parent compound, with the solubilities
of the products decreasing in the same order as those of their
parent compounds (Stamper et al., 1997). Atrazine hydrolyzes
to form hydroxyatrazine, which is less water soluble than its
parent compound (Bayless, 2001; Erickson and Lee, 1989),
and exhibits a nearly 20-fold greater affinity for soil organic
matter (based on Koc) than atrazine (Moreau and Mouvet,
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1997). An early explanation for the latter phenomenon
(Armstrong et al., 1967) suggested that because the replacement
of the chlorine atom on atrazine with a hydroxyl group raises
the pKa of the substituted amino groups on the molecule, this
also increases its tendency to form hydrogen bonds with soil
surfaces.

The oxidation of pesticide compounds usually generates
products with aqueous mobilities that are either similar to or
greater than that of the parent compound. The oxidation of
aldicarb, for example, produces aldicarb sulfoxide and aldicarb
sulfone, both of which have lower Koc values than aldicarb
(Moye and Miles, 1988). Similarly, because most phototrans-
formations involve either the hydrolysis or oxidation of the
parent compound, they yield products that are generally more
polar (Mill and Mabey, 1985), and thus more water soluble
than the parent compound. Reduction reactions, by contrast,
may result in products that are less water soluble than their
parent compound. Examples include the reduction of aldicarb
sulfoxide to aldicarb (Lightfoot et al., 1987; Miles and Delfino,
1985) and the reduction of phorate sulfoxide to phorate
(Coats, 1991). The reactivity of transformation products may
be either higher or lower than that of their parent compounds.
However, those in the former category (i.e., reactive interme-
diates) are, of course, much less likely to be detected in the
hydrologic system than more stable products.

11.15.3.6 Occurrence of Pesticide Transformation Products
in the Hydrologic System

Observations regarding the concentrations of pesticide trans-
formation products in the hydrologic system, and their varia-
tions in space in time, are of considerable value for
understanding the fate of pesticides in the environment.
Among other applications, such information can be useful
for (1) increasing the proportion of applied parent compound
that can be accounted for in water, soils, biota, and other
environmental media; (2) enhancing our understanding of
the physical, hydrologic, chemical, and biological processes
that control the transport and fate of pesticide compounds in
the hydrologic system; and (3) testing the accuracy of predic-
tions regarding the types and concentrations of pesticides and
their transformation products that are encountered in the en-
vironment (Barbash and Kolpin, 2010). Although published
information on the occurrence of pesticide transformation
products in environmental media has been reported since the
mid-1970s (Barbash and Resek, 1996), such data were rela-
tively sparse – relative to those for parent compounds – until
the mid-1990s. Since that time, interest in transformation
products has increased substantially. As a result, data on oc-
currence in various environmental media are now available for
over 140 pesticide transformation products, derived from at
least 84 parent compounds (Barbash and Kolpin, 2010;
Barbash and Resek, 1996). Examples of most of the reactions
that these results may now be used to investigate in situ are
shown in Figure 18 (for neutral reactions) and Figure 19 (for
electron-transfer and photolytic reactions).

Information on the occurrence of pesticide transformation
products and their parent compounds in the environment has
been employed in several ways to improve our understanding
of the processes controlling the transport and fate of pesticides

after they are applied to the land. For example, Burow et al.
(1999) used data on the occurrence of DBCP and two of its
transformation products to examine the relative importance of
physical and chemical processes in controlling the fate of the
fumigant in groundwater. Tesoriero et al. (2001) employed a
combination of field and laboratory studies to demonstrate the
importance of redox conditions in controlling the fate of
another fumigant, 1,2-dichloropropane, in groundwater
(Figure 19). Data on the occurrence of atrazine and DEA
(also abbreviated as ‘CIAT’ by some authors; e.g., Erickson
and Lee, 1989) in surface and groundwaters across the United
States have provided persuasive evidence that the ‘DEA frac-
tion’ (i.e., the molar proportion of atrazine-derived com-
pounds that is present in a given environmental medium as
DEA) increases with increasing residence time in the vadose
zone (Barbash and Kolpin, 2010). This observation is consis-
tent with the fact that microorganisms are essentially ubiqui-
tous within the subsurface (e.g., Ghiorse, 1997; Issa andWood,
1999), and that in the absence of light, the formation of DEA
from atrazine requires microbial assistance. Upon examining
data on the occurrence of atrazine and DEA in the subsurface
beneath four field sites across the United States, Tesoriero et al.
(2007) observed that the concentrations of DEA in groundwa-
ter are higher – relative to those of its parent compound – in
areas with thicker vadose zones than in locations where the
water table is more shallow. Such a finding is what might be
anticipated for an oxidation reaction that, in the absence of
light, is microbially mediated (Figure 19). Tesoriero et al.
(2007) also found the DEA fraction in groundwater to be
independent of groundwater residence time at all four sites.
This conclusion is in agreement with previous research indi-
cating that the rates of pesticide biotransformation typically
decrease with increasing depth below the land surface, presum-
ably because both the sizes of microbial populations and the
concentrations of organic matter in the soil exhibit the same
pattern (Barbash and Resek, 1996).

Measured concentrations of pesticides and their transfor-
mation products in environmental media have also been
employed to test the predictions from computer simulations
of the transport and fate of the parent compounds in the
hydrologic system. Examples include investigations of the
transport and fate of DBCP in groundwater (Burow et al.,
1999), as well as atrazine, metolachlor, and glyphosate in the
vadose zone (Barbash and Voss, 2007; Bayless, 2001; Bayless
et al., 2008; Webb et al., 2008).

11.15.4 The Future

Future progress in understanding the geochemistry and biolog-
ical effects of pesticide compounds will be fundamentally de-
pendent upon the availability of more detailed information on
the temporal and spatial patterns of application and occur-
rence of these compounds, especially in nonagricultural set-
tings. However, while the spatial and temporal distributions of
their sources differ considerably from those of other contami-
nants, most of the uncertainties that beset our current knowl-
edge of the geochemistry and biological effects of pesticide
compounds are essentially identical to those that pertain to
industrial solvents, petroleum hydrocarbons, fire-fighting
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chemicals, personal care products, pharmaceuticals, mining
wastes, and the other chemical effluvia of modern life. As
with these and other anthropogenic contaminants, predictions
regarding the transport, effects, and fate of pesticide com-
pounds in natural waters must take more explicit account of
a variety of complex phenomena that have received compara-
tively limited attention in such assessments to date. These
include spray drift, large-scale atmospheric transport, pre-
ferential transport in the vadose and saturated zones,
nonlinear sorption, time-dependent uptake by soils, endocrine

disruption, toxicological interactions among pesticides and
other contaminants present in mixtures, the effects of temper-
ature and moisture content on transformation rates, and the
transport, fate and biological effects of transformation prod-
ucts and adjuvants. Until significant progress is achieved in
understanding these phenomena and accounting for the mag-
nitude, timing, and spatial distributions of pesticide and adju-
vant use and occurrence, the full implications of the ongoing
release of these compounds into the Earth’s ecosystems will
remain unknown.
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11.16.1 Introduction

Landfills of solid waste are abundant sources of groundwater
pollution. The potential for generating strongly contaminated
leachate from landfilled waste is very substantial; even for
small landfills, the timescale can be measured in decades or
centuries. This indicates that waste dumps with no measures to
control leachate entrance into the groundwater still may con-
stitute a source of groundwater contamination long time after
dumping has ceased. In addition to these dumps, engineered
landfills with liners and leachate collection systems may also
constitute a source of groundwater contamination due to inad-
equate design, construction, and maintenance resulting in
leakage of leachate.

Landfills may pose several environmental problems (explo-
sion hazards, vegetation damage, dust and air emissions, etc.),
but groundwater pollution by leachate is considered to be the
most important one and the focus of this chapter. Landfills may
differ significantly depending on the waste they receive, for
example, mineral waste landfills for combustion ashes, hazard-
ous waste landfills, and specific industrial landfills serving a
single industry or municipal waste landfills receiving a mixture
ofmunicipal waste, construction and demolitionwaste, waste of
small industries, and minor quantities of hazardous waste. The

latter type of landfill (termed old landfills in this chapter) is very
common all over the world. The municipal landfill is character-
ized by a high content of organic waste affecting the biogeo-
chemical processes in the landfill body and the generation of
strongly anaerobic leachate with a high content of dissolved
organic carbon, salts, and ammonium, as well as specific organic
compounds and metals released from the waste.

This chapter describes the biogeochemistry of a landfill
leachate plume as it emerges from the bottom of a landfill and
migrates in an aquifer. The landfill hydrology, source com-
position, and spreading of contaminants are described in the
introductory sections. The focus in this chapter is on investigat-
ing the biogeochemical processes associated with the natural
attenuation of organic contaminants in a leachate plume.
Studies have shown that microbial processes and geochemical
conditions change over time and distance in contaminant
plumes, resulting in different rates of degradation (biotic and
abiotic). The availability of electron acceptors, such as iron
oxides or dissolved sulfate, is an important factor for evaluating
the efficacy and sustainability of natural attenuation as a remedy
for leachate plumes. Understanding of the complex environ-
ments developing in a leachate plume is important in assessing
the risk to the groundwater resources and in developing cost-
effective remediation strategies.
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11.16.2 Source and Leachate Composition

Landfills as pollution sources have three key characteristics:

1. Landfills are large often heterogeneous sources both in
volume and area.

2. Landfills host a mixture of inorganic and organic pollutants.
3. Landfills have an expected pollution potential lasting for

decades and centuries.

The area of landfills typically ranges from a few ha up to
more than 50 ha (Christensen et al., 2001), and the amount of
waste can be enormous (100000–5000000 m3).

The presence of a mixture of contaminants in the landfill
body affects the overall behavior of the pollution plume, and
the interaction between various contaminants and also the
natural setting is crucial for the understanding of the biogeo-
chemistry of landfill leachate plumes. In comparison with
other groundwater pollution sources, the complexity of the
source means that many different compounds (inorganic and
organic) and processes (geochemical and microbial) will be
interacting in a landfill leachate plume.

Landfill leachate is generated by excess rainwater percolat-
ing through the landfilled waste layers. Combined physical,
chemical, and microbial processes in the waste transfer pollut-
ants from the waste material to the percolating water. Focusing
on the common type of landfill receiving a mixture of munic-
ipal, commercial, and mixed industrial waste, but excluding
significant amounts of concentrated specific chemical waste,
landfill leachate may be characterized as a water-based solu-
tion of four groups of pollutants (Christensen et al., 1994):

• Dissolved organic matter, expressed as chemical oxygen
demand (COD) or total organic carbon (TOC), including
methane, volatile fatty acids (in particular in the acid phase
of the waste stabilization, Christensen and Kjeldsen, 1989),
and more refractory compounds, for example, fulvic-like
and humic-like compounds.

• Inorganic macrocomponents: calcium (Ca2þ), magnesium
(Mg2þ), sodium (Naþ), potassium (Kþ), ammonium
(NH4

þZ), iron (Fe2þ), manganese (Mn2þ), chloride (Cl"),
sulfate (SO4

2þ), and hydrogen carbonate (HCO3
").

• Heavy metals: cadmium (Cd2þ), chromium (Cr3þ), copper
(Cu2þ), lead (Pb2þ), nickel (Ni2þ), and zinc (Zn2þ).

• Xenobiotic organic compounds (XOCs) originating from
household or industrial chemicals and present in relatively
low concentrations in the leachate (usually less than 1 mg l"1

of individual compounds). These compounds include,
among others, a variety of aromatic hydrocarbons, phenols,
chlorinated aliphatic hydrocarbons, and pesticides.

Other compounds may be found in leachate from landfills,
for example, borate, sulfide, arsenate, selenate, barium, lith-
ium, mercury, and cobalt. In general, however, these com-
pounds are not measured very often, and when measured,
they are usually found in very low concentrations and are
considered only of secondary importance.

Leachate composition varies significantly among land-
fills depending on waste composition, waste age, and land-
filling technology. The waste can be divided into three main
groups:

• Household waste

• Demolition waste

• Chemical and hazardous waste

In nonengineered landfills, the different types of waste are
randomly distributed at the site. Historical records are often
nonexistent, and investigations are often based on interviews,
aerial photos (over time), and excavations. Experiences from
Danish sites have shown that combining these methods is
an efficient way to develop a good description of the compo-
sition of the landfilled waste (Kjeldsen, 1993; Kjeldsen et al.,
1998a,b; Thomsen et al., 2012).

Investigations on leachate composition have often been
based on only one or a few leachate samples from each landfill.
In the context of groundwater pollution, the spatial distribution
of the leachate quality must be appreciated, which requires
a large number of sampling points (Kjeldsen et al., 1998a). For
instance, significant spatial variability in leachate concentrations
was observed in wells at the 10 ha large Grindsted Landfill (DK)
(Kjeldsen et al., 1998a). Very low concentrations of almost all
parameters (including XOCs) were found in areas covering
about 60–70% of the landfill. A hot spot, occupying about 10%
of the landfill area was found with concentrations 20–1000
times higher than in the low concentration area. Especially for
large landfills, information on spatial variability in leachate
concentrations is very important as basis for locating the main
sources of the groundwater pollution plume and for the selec-
tion of cost-effective remedial actions.

Table 1 presents ranges of general leachate parameters
compiled from data reported in the literature. The table is
based mainly on data originating from newer landfills (leach-
ate less than 25 years old). Data from older uncontrolled
landfills may exhibit lower values than the minimum values
given in the table (Assmuth and Strandberg, 1993; Kjeldsen
and Christophersen, 2001). In general, landfill leachates may
contain very high concentrations of dissolved organic matter
and inorganic macrocomponents. The concentrations of these
components may typically be up to a factor 10–500 higher
than groundwater concentrations in pristine aquifers; however,
a significant variability is recognized.

Leachate also contains a broad range of xenobiotic com-
pounds (Table 2). Since the composition of chemical waste is
highly variable, the compounds identified and their concentra-
tion ranges are difficult to summarize in general terms. An
important subgroup is the volatile organic compounds
(VOCs), which are organic compounds that tend to vaporize at
room temperature and pressure. Typically, VOCs are an impor-
tant component of the compounds in gasoline, lubricants, and
solvents. Some VOCs are highly toxic or carcinogenic. Aromatic
hydrocarbons and chlorinated aliphatic compounds are the
most frequently found compounds in landfill leachate; however,
they are also the most common compounds included in analyt-
ical programs. Phenols, pharmaceuticals, and pesticides, as well
as other ionic or polar compounds (e.g., phthalates and aromatic
sulfonates) have been identified as well (e.g., Barnes et al., 2004;
Paxeus, 2000; Schwarzbauer et al., 2002).

Several parameters change dramatically as the organic waste
in the landfill degrades. During the initial fermentation (acid
phase), the leachate may show low pH values and high
concentrations of many compounds, in particular high
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concentrations of easily degradable organic compounds, such
as volatile fatty acids. Later, when the fermentation products
are converted effectively to methane and carbon dioxide
(methane phase), pH increases and the degradability of the
organic carbon in the leachate decreases. A detailed discussion
of the phases, which a landfill will experience, is given in
Kjeldsen et al. (2002).

The data given in Tables 1 and 2 are based on leachate
sampled from landfills younger than 25 years. The values
are difficult to extrapolate beyond the first 25 years of a
landfill’s life. Belevi and Baccini (1992) estimated by the use
of leaching tests on municipal solid waste that leachate from
landfills for centuries would contain significant concentrations
of several compounds. The leachate will, in particular, contain
nitrogen and organic carbon content in significant concentra-
tions for several centuries, as discussed in detail by Kjeldsen
et al. (2002).

In summary, leachate contains a variety of compounds (dis-
solved organic matter, inorganic compounds, heavy metals, and
XOCs) due to the mixed composition of the waste disposed of
in landfills. The spatial variability of the leachate quality is
significant, and this may affect the leaching pattern from the

landfill and the plumes formed. A landfill should be seen as
a complex source, which is expected to last for decades or
even centuries.

11.16.3 Spreading of Pollutants in Groundwater

All compounds in leachate entering an aquifer will be subjected
to advection and dispersion (dilution) as the leachate mixes
with the groundwater (Freeze and Cherry, 1979). For non-
reactive components, of which chloride is the dominant com-
ponent, dilution is the only attenuation mechanism. Dilution is
the interaction of the leachate flow in the aquifer with the flow
of groundwater. Leachate migration should be seen in terms of a
three-dimensional plume developing in a three-dimensional
geologic structure, where gradients, permeabilities, and physical

Table 2 The most frequently observed XOCs in landfill leachates

Compound Range (mg l"1)

Aromatic hydrocarbons
Benzene 0.2–1630
Toluene 1–12300
Xylenes 0.8–3500
Ethylbenzene 0.2–2300
Trimethylbenzenes 0.3–250
Naphthalene 0.1–260
Halogenated hydrocarbons
Chlorobenzene 0.1–110
1,2-Dichlorobenzene 0.1–32
1,4-Dichlorobenzene 0.1–16
1,1-Dichloroethane 0.6–46
1,2-Dichloroethane <6
1,1,1-Trichloroethane 0.1–3810
Trichloroethylene 0.05–750
Tetrachloroethylene 0.01–250
Dichloromethane 1.0–827
Trichloromethane 1.0–70
Phenols
Phenol 0.6–1200
Cresols 1–2100
Pesticides
Mecopropa 0.38–150
Phthalates
Diethylphthalate 10–660
Di-(2-ethylhexyl)phthalate 0.6–240
Di-n-butylphthalate 0.1–70
Butylbenzyl phthalate 0.2–8
Phosphonates
Tri-n-butylphosphate 1.2–360
Miscellaneous
Acetone 6–4400
Camphorb 20–260
Fenchone 7–80
Tetrahydrofuran 9–430

Only pollutants that have been observed in more than three independent investigations

are included.
a2-(2-methyl-4-chlorophenoxy) propionic acid (MCPP).
b1,7,7-trimethylbicyclo(-bicyclo[2.2.1]-heptane-2-one.

Source: Kjeldsen P, Barlaz MA, Rooker AP, Baun A, Ledin A, and Christensen TH (2002)

Present and long term composition of MSW landfill leachate – A review. Critical

Reviews in Environmental Science and Technology 32: 297–336.

Table 1 Composition of landfill leachate

Parameter Range

pH (no unit) 4.5–9
Spec. cond. (mS cm"1) 2500–35000
Total solids 2000–60000
Organic matter
TOC 30–29000
Biological oxygen demand (BOD5) 20–57000
COD 140–152000
BOD5/COD (ratio) 0.02–0.80
Organic nitrogen 14–2500
Inorganic macrocomponents
Total phosphorus 0.1–23
Chloride 150–4500
Sulfate 8–7750
Hydrogencarbonate 610–7320
Sodium 70–7700
Potassium 50–3700
Ammonium-N 50–2200
Calcium 10–7200
Magnesium 30–15000
Iron 3–5500
Manganese 0.03–1400
Heavy metals
Arsenic 0.01–1
Cadmium 0.0001–0.4
Chromium 0.02–1.5
Cobalt 0.005–1.5
Copper 0.005–10
Lead 0.001–5
Mercury 0.00005–0.16
Nickel 0.015–13
Zinc 0.03–1000

Values in mg l"1 unless otherwise stated.

Source: Kjeldsen P, Barlaz MA, Rooker AP, Baun A, Ledin A, and Christensen TH (2002)

Present and long term composition of MSW landfill leachate – A review. Critical

Reviews in Environmental Science and Technology 32: 297–336.
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boundaries (geologic strata, infiltration, rivers, abstraction wells,
etc.) determine the position and migration velocity of the
plume. Dilution is governed by macroscopic dispersion and
molecular diffusion but can also be affected by local vertical
gradients, leachate density, and to some extent, viscosity.

Dispersion is the mathematical term in the solute transport
equation (see Freeze and Cherry, 1979) accounting for dilution
or mixing according to concentration gradients. The dispersiv-
ity has a longitudinal component (in the flow direction), a
vertical component, and a horizontal, transverse component.
The longitudinal dispersivity is important only for the concen-
trations in the front of leachate plumes. Of greater interest is
the magnitude of the transverse dispersivities, which govern
the transverse spreading of the plume. Data from field experi-
ments (review by Adams and Gelhar, 1992; Gelhar et al., 1992;
Jensen et al., 1993; Petersen, 2000) showed small transverse
dispersivities (from millimeter to few centimeter) indicating
limited transversal spreading of pollution plumes. Unfortu-
nately, field data showing detailed horizontal delineation of
landfill leachate plumes have not been presented since the
early investigations from Borden Landfill (Figure 1). Vertical
dispersivities are expected to be extremely small (Gelhar et al.,
1992; Jensen et al., 1993), which means very limited vertical
mixing due to dispersion alone. This has been confirmed in a
number of landfill studies (see Figure 2, examples in Barker
et al., 1986; Bjerg et al., 1995; Lønborg et al., 2006; Lyngkilde
and Christensen, 1992b; Nicholson et al., 1983; Prommer
et al., 2006), where the studies at Sjoelund Landfill (DK) in
particular reveals steep vertical concentration gradients of
chloride and other compounds (Bjerg et al., 2011).

The flow of leachate may, as mentioned, physically differ
from the flow of groundwater at least with respect to the
following three aspects:

Local water table gradients below and around the landfill will
most likely differ from the general gradients because the land-
fill will usually have a different hydrology/hydrogeology com-
pared to the surrounding area. Local water table mounds have
been observed at the Borden Landfill (CAN) (MacFarlane et al.,
1983), the Vejen Landfill (DK) (Kjeldsen, 1993), the Noord-
wijk Landfill (NL) (van Duijvenbooden and Kooper, 1981),
and the Grindsted Landfill (DK) (Kjeldsen et al., 1998b). The
reasons for water mounds in general are not fully understood
(see later discussion in Section 11.16.7.1). The effects of local
mounding are (1) enhanced lateral spreading of the leachate
plume and (2) downward-directed hydraulic gradients in the
groundwater zone beneath the landfill. The latter can cause an
unexpected spreading pattern despite homogeneous aquifer
conditions and limited density difference between leachate
and the ambient groundwater. The enhanced lateral spreading
of the plume may increase the volume of contaminated
groundwater and spatial extent but provides increased dilution
of contaminants.

The viscosity of the leachate may differ from the viscosity of
the groundwater. A higher viscosity would theoretically lead to
lower flow velocities, which could influence the dilution of the
leachate plume; however, actual field evidence is scarce
(Christensen et al., 2001).

The density of the leachate is a function of the temperature and
the concentration of dissolved solids. Leachate with a total dis-
solved solid concentration of 20000 mg l"1 is not uncommon

(see Table 1), corresponding to a density that is over 1% higher
than the groundwater density. Density differences may signifi-
cantly affect the vertical positioning of the plume just below the
landfill. Field observation on the downward movement of the
plume is often difficult to separate from the effect of local water
table mounds (Christensen et al., 2001). A better understanding
of the effects of higher leachate densities in field situations is
needed, because density effects could be the major cause of
vertical leachate spreading in aquifers as normal vertical disper-
sion usually is very small, as discussed earlier.

In summary, transport and spreading of dissolved landfill
leachate pollutants in aquifers will be governed by advection/
dispersion. The local hydrogeology at the site in terms of water
table mounds and seasonal variation in flow field may
enhance the spreading horizontally and vertically. Also, den-
sity effects due to high concentrations of inorganic compounds
may increase vertical transport, but the actual understanding of
density transport in leachate plumes is poor. Density transport
is likely to be of most importance close to the landfill but of
less importance as dilution of the plume increases.

11.16.4 Biogeochemistry of Landfill Leachate Plumes

11.16.4.1 Redox Environments and Redox Buffering

The entry of strongly reduced landfill leachate into a pristine,
often oxidized, aquifer, leads to the creation of very complex
redox environments. Important processes include organic mat-
ter biodegradation, biotic and abiotic redox processes, dissolu-
tion/precipitation of minerals, complexation, ion exchange,
and sorption. The resulting redox environments strongly influ-
ence both the inorganic and organic biogeochemistry of the
aquifer and create the chemical framework for understanding
the attenuation processes in the plume.

Characterization of redox environments in pollution
plumes has been reviewed by Christensen et al. (2000b). A
range of different approaches have been used in addressing
redox conditions in pollution plumes:

• Redox potential

• Redox-sensitive compounds in groundwater samples

• Hydrogen concentrations in groundwater

• Concentrations of volatile fatty acids

• Sediment characteristics

• Microbial tools

However, it should be noted that the approaches are not
standard and the value of each approach is a matter of discus-
sion (Christensen et al., 2000b). In addition, the redox condi-
tions in contaminant plumes are not only spatially variable but
also temporally variable (McGuire et al., 2000).

In the following, the authors present the redox environ-
ments observed in landfill leachate plumes, based on the sim-
plified presentation of redox conditions, as given in Figure 3.
Later in this chapter, it is shown for two case stories (Sections
11.16.5 and 11.16.6) that the actual redox conditions may be
somewhat more complex. In an aquifer with a continuous
leachate release, a methanogenic zone evolves close to the
landfill. Within this zone and downgradient from it, sulfate
reduction may take place. Iron reduction takes place further
downgradient where the conditions are less reducing. Zones of
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manganese and nitrate reduction have been observed, some-
times overlapping the iron-reducing zone. Finally, aerobic con-
ditions may exist in the outskirts of the reduced plume if the
pristine aquifer is oxidized and contains significant amounts of
dissolved oxygen (>1 mg l"1).

As illustrated in Figure 3, the content of reduced species
(organic matter and ammonium) in groundwater along the
flow line decreases. The redox potential increases with distance.

Close to the landfill, dissolved electron acceptors, such as oxy-
gen, nitrate, and sulfate, are depleted or lowered in concentra-
tion. Sulfide may be present due to sulfate-reducing processes.
At some distances, the content of reduced dissolved species,
such as sulfide, ferrous iron, and manganese, peaks as a result
of redox processes. Also, the composition of the solid minerals
changes with distance, as discussed in the succeeding text. Over-
all, the pollutants leaving the landfill will, unless removed from
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the water, migrate through a series of redox zones and, over
time, migrate into more oxidizing environments.

Leachate from landfills typically is strongly reduced, rich in
organic matter and ammonium, andmay be seen as infiltrating

water with a great capacity for donating electrons (reduction
capacity, RDC) during redox reactions. The produced electrons
must be accepted by dissolved or solid-aquifer electron accep-
tors. The capacity of the aquifer to accept electrons is denoted
by the oxidation capacity (OXC, Heron et al., 1994a; Scott and
Morgan, 1990).

The set of reactions that creates the complex redox environ-
ments of landfill leachate plumes consists of combinations of
two half reactions: one oxidation half reaction and one reduc-
tion half reaction. Table 3 presents the most prominent overall
redox reactions, along with their calculated Gibbs free energy
change at standard conditions (DG0(W)). The lower (the more
negative) the DG0(W), the more energy is gained and the more
willingly the reaction will proceed. Considering the processes
of organic matter oxidation, it is evident that when all electron
acceptors are present, oxygen will be used first, followed by
nitrate, manganese, iron, and sulfate. Finally, methanogenesis
and fermentation reactions dominate, when the most favor-
able electron acceptors are depleted.

Organic matter dominates the RDC for typical leachates
(Christensen et al., 2001). Ammonium and methane may
also contribute significantly, showing that the fate of these
inorganic compounds in the aquifer may also affect the forma-
tion of redox environments. The aquifer OXC may be domi-
nated by iron oxides, when calculated for an aquifer volume,
including aquifer material and groundwater (Table 4). This is
caused by the limited aqueous solubility of oxygen and the
relatively low nitrate and sulfate contents in aquifers. The
actual importance of the dissolved electron acceptors can,
however, not be evaluated solely from an aquifer volume. In
a flow system, the mixing of electron acceptors at the fringes of
the plume will be a critical issue too. Mixing at the fringes will
be governed by the transverse dispersivities (transversal and
vertical). Seasonal recharge may play a role as well, as discussed
by McGuire et al. (2000) for a mixed contaminant plume.

The relative importance of fringe and core processes will
also depend on the degradability of the electron donor. In a
phenol plume, Thornton et al. (2001) showed that the con-
sumption of aqueous oxidants greatly exceeded the mineral
oxidants. This was partly because very high phenol concentra-
tions limited degradation inside the plume and partly because
the iron reduction potential was small in the sandstone aqui-
fer. This is not expected to be the case in a landfill leachate
plume in sandy aquifers as the major electron donor (organic
matter) is degradable by iron reduction and there probably will
be a large iron RDC. Also, solid manganese oxides contribute
to the OXC, as they can be reduced into dissolved manganese.
However, when long-term aquifer changes are in question,
iron reduction is likely to dominate, since iron concentrations
typically are 20–50 times higher than manganese concentra-
tions in aerobic glaciofluvial sediments (Heron, 1994).

Not all iron oxides are available for reduction. Some iron
minerals are solid crystals or even the entire iron grains, which
makes them resistant to microbial reduction (Heron et al.,
1994b; Lovley, 1991; Postma, 1993). Other iron oxides or
hydroxides are amorphous and readily reducible. Over time,
even some crystalline minerals, such as goethite and hematite,
may be reduced in the complex environment in leachate
(Heron and Christensen, 1995). This indicates that the impor-
tance of iron as a redox buffer controlling the size of plumes is
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not given just by the amount of iron oxides present. The
composition and microbial availability of iron for reduction
are key parameters. Methods for the actual quantification of
the microbial iron RDC are, however, not developed. Reactive
fractions have been addressed by mild chemical extractions
(hydrochloric acid or ascorbic acid), but this is only an oper-
ationally defined quantity of easily dissolved, oxidized min-
erals. The actual pool of microbial available iron RDC may be
better determined by the use of microbial assays.

The reduction of iron oxides and precipitation of the
reduced metals as carbonates or sulfides changes the composi-
tion of the solids along a flow line (Figure 3). Overall, the
mineral-bound iron oxides are reduced into dissolved ferrous
iron, which partly precipitate and partly migrate downgradient
into the more oxidized zones. When meeting oxygen, and
maybe also manganese oxides, ferrous iron is oxidized and
precipitates as amorphous iron hydroxides. The newly precip-
itated hydroxides form a very reactive and accessible electron
acceptor. The migrating part of the reduced iron thus contrib-
utes to a regeneration of OXC further away from the landfill.
This may be essential in controlling the size of the reduced
zones, especially if the plume expands. The substantial buffer-
ing by iron oxides, thus, is related to the consumption of OXC
and the buildup of reduced species in the strongly reduced part
of the plume. Overall, iron acts to minimize the size of the
plume by the redox buffering reactions, thus greatly retarding
the migration of the reduced leachate and associated problem-
atic compounds (Heron, 1994).

11.16.4.2 Microbial Activity and Redox Processes

Inside a landfill leachate plume, the environment is character-
ized by the presence of reduced species and the high concen-
trations of dissolved organic matter. This environment is partly
due to the composition of the leachate from the landfill and
partly due to microbial processes in the plume. Since this
environment is very different from the uncontaminated, oligo-
trophic, often aerobic aquifers surrounding the plume, the
composition of the microbial population of the plume is dra-
matically different from the indigenous microbial population
in the uncontaminated aquifer.

Microbial populations in landfill leachate-contaminated aqui-
fers are dominated by bacteria (eubacteria and archaea), as
shown by the analysis of the PLFAs (phospholipid fatty acids)
(Ludvigsen et al., 1999). The total number of bacteria reported
for landfill leachate plumes is in the range of 4#104–1.5#109

cells per gram dry weight (dw), and the number of colony
forming units, living cells, is in the range of 60–1#107 CFU
per gram dw (Christensen et al., 2001). However, the large
variation caused by different methods and the fact that different
types of aquifers were studied mask any difference in the num-
ber of bacteria inside and outside the plume. The total number
of bacteria in the aquifer downgradient from the Grindsted
Landfill (DK) was fairly constant with the distance from the
landfill, and the ATP content (an estimate of living cells)
showed no significant trend (Ludvigsen et al., 1999). In contrast,
considering the number of living bacteria estimated by PLFA

Table 3 Most prominent redox reactions in landfill leachate plumes

Reaction Process DG0(W) (kcal mol"1)

Methanogenic/fermentative organic matter mineralization 2CH2O!CH3COOH!CH4þCO2 "22
Sulfate reduction/OMO 2CH2OþSO2"

4 þHþ!2CO2þHS"þ2H2O "25
Iron reduction/OMO CH2Oþ4Fe(OH)3þ8Hþ!CO2þ4Fe2þþ11H2O "28
Manganese reduction/OMO CH2Oþ2MnO2þ4Hþ!CO2þ2Mn2þþ3H2O "81
Denitrification/OMO 5CH2Oþ4NO"

3 þ4Hþ!CO2þ2N2þ7H2O "114
Aerobic respiration/OMO CH2OþO2!CO2þH2O "120
CO2 reduction HCO"

3 þHþþ4H2!CH4þ3H2O "55
Ammonium oxidation NHþ

3 þ2O2!NO"
3 þ2HþþH2O "72

Methane oxidation CH4þ2O2!HCO"
3 þHþþH2O "196

Dissolved organic matter is represented by the model compound CH2O.

OMO is short for the reaction organic matter oxidation.

Source: Christensen TH, Kjeldsen P, Bjerg PL, et al. (2001) Biogeochemistry of landfill leachate plumes. Applied Geochemistry 16: 659–718.

Table 4 Oxidation capacity (OXC, milli equivalent per liter of aquifer) calculated for oxidized species in two aerobic aquifers

Species Reduction half reaction Vejen (DK) Sand Ridge (Illinois, United States)

Content OXC (meq l"1) Content OXC (meq l"1)

O2 O2þ4Hþþ4e"!2H2O 10 mg l"1 0.44 9 mg l"1 0.39
NO"

3 NO"
3 þ6Hþþ5e"!1/2N2þ3H2O 15 mg l"1 1.9 0.95 mg l"1 0.12

Mn(IV) (sediment) MnO2þ4Hþþ2e"!Mn2þþ2H2O 0.1 mg g"1 6 0.39 mg g"1 23
Fe(III) (sediment) FeOOHþ3Hþþe"!Fe2þþ3H2O 2 mg g"1 60 6.8 mg g"1 200
SO2"

4 SO2"
4 þ9Hþþ8e"!HS"þ4H2O 40 mg l"1 1.2 36 mg l"1 1.1

The calculations are based on the shown contents of oxidized species, the proposed reduction half reactions, and assumed physical parameters: porosities of 0.35 and bulk densities of

1.6 kg l"1. The potential contributions from CO2 and natural organic matter were not evaluated.

Source: Christensen TH, Kjeldsen P, Bjerg PL, et al. (2001) Biogeochemistry of landfill leachate plumes. Applied Geochemistry 16: 659–718.
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concentration, it was higher close to the landfill than further
away from the landfill. From the measurements of ATP and
PLFA, the viable biomass ranged from 104 to 106 viable cells
per gram dw (Ludvigsen et al., 1999), clearly demonstrating the
presence of a significant viable population.

The microbial community structure in the water phase in the
landfill leachate plume is clearly different from the community
structure outside the plume as shown in the Banisveld aquifer in
the Netherlands (Röling et al., 2001) by 16S ribosomal DNA-
based denaturing gradient gel electrophoresis (DGGE).Members
of the b subclass of the class Proteobacteria dominated upstream
the landfill, but this group was not encountered beneath the
landfill where gram-positive bacteria dominated. Further down-
stream where the effect of the contamination decreased, the
community structure partly shifted back, since the contribution
of the gram-positive bacteria decreased and the b proteobacteria
reappeared. However, the contribution of d proteobacteria also
increased strongly, and the b proteobacteria found here
(Acidovorax and Rhodoferax) differed considerably from those
found upstream (Gallionella and Azoarcus), so the community
structure remained affected by the contamination. Surprisingly,
this relationshipwas not evident in sediment samples, where the
major part of the microbial population is associated, either
because leachate has had little impact on the microorganisms
associated with the 10000–100000-year-old sediments (Röling
et al., 2001) or because themicroorganisms in thewater phase in
the plume mainly were derived from the landfill.

The ability of microbial populations to use different organic
substrates under anaerobic conditions was investigated by
Röling et al. (2000). The contaminated samples were able to
use a higher number of substrate than the samples from
upstream and downstream. This pattern was observed in water
samples and in sediment samples, but the populations in sedi-
ment samples were able to use up to three times more substrates
than populations in water samples (Röling et al., 2000).

Microbial redox processes. Different metabolic types of bacteria
(denitrifiers, manganese reducers, iron reducers, sulfate
reducers, and methanogens) occur at landfill sites. Some of
these metabolic types (sulfate reducers and methanogens) can
be separated into different physiological groups, which use
different carbon substrates as observed in the Norman Landfill
(United States) leachate-contaminated aquifer (Beeman and
Suflita, 1987, 1990, Harris et al., 1999). The microbial popula-
tion changed in composition throughout the plume at the
Grindsted Landfill (DK). Methanogens and sulfate reducers
were abundant close to the landfill, but their numbers decreased
in the more distant parts of the plume (Ludvigsen et al., 1999).
The iron, manganese, and nitrate reducers constituted a surpris-
ingly high fraction of the total cell numbers and varied little with
distance. The ubiquitous presence of these groups of redox-
specific populations provided the aquifer with a substantial
potential for the different redox processes. Therefore, the dom-
inance of one occurring redox process merely reflects the envi-
ronment and the available electron acceptors than the
composition of the microbial population.

The potential for microbially mediated redox processes has
been documented in different landfill leachate plumes (Acton
and Barker, 1992; Albrechtsen and Christensen, 1994; Cozzarelli
et al., 2000; Ludvigsen et al., 1998; Nielsen et al., 1995a). Perfor-
mance of bioassays with unamended groundwater and sediment

samples verified the presence of the followingmetabolic activities
in the Grindsted Landfill (DK) plume: denitrification, iron reduc-
tion, manganese reduction, sulfate reduction, and methane pro-
duction (Ludvigsen et al., 1998), and similarly, iron reduction,
sulfate reduction, and methane production were observed at the
Norman Landfill (Cozzarelli et al., 2000). Examples of bioassays
in different locations from the leachate plume at Grindsted Land-
fill are shown in Figure 4. The rates for the different processes can
be estimated from such incubations, but representative rates
cannot be selected. This is due to the fact that only few data
exist for landfill sites (Ludvigsen et al., 1998) and that very large
variations exist, as alsopointed out byMcGuire et al. (2002), who
compared rates from different environments. Several different
microbially mediated redox processes occur concomitantly in
such microbial assays (Cozzarelli et al., 2000; Ludvigsen et al.,
1998), and microbially mediated redox processes thus do not
exclude each other. This is somewhat conflicting with a simple
thermodynamic model based on Gibbs free energy (Table 3).
However, in each sample, one electron-accepting process
accounted for more than 70% of the equivalent carbon conver-
sion when the measured rates of the electron-accepting processes
were used to calculate the carbon conversion of organicmatter to
carbon dioxide (assuming oxidation level zero of the carbon in
the organicmatter) (Ludvigsen et al., 1998). This suggests that the
concept of redox zonesmakes sense in terms of dominating redox
levels but that other redox processes also may be taking place
simultaneously (to be further discussed in Section 11.16.7.2).
This may have further implications for the potential of a redox
zone to degrade trace amounts of organic chemicals (Albrechtsen
et al., 1999; Rügge et al., 1999b).

The microbially mediated redox processes mentioned ear-
lier will thus utilize electron acceptors and produce reduced
species. This will generate more reduced environments as long
as there are electron donors available. The microbial popula-
tion thus strongly affects its environment in the core of the
plume. At the boundaries of the plume, complex microbial
communities may exist, and steep redox gradients will be
created when dissolved electron acceptors are consumed
(Bjerg et al., 2011; Tuxen et al., 2006). In addition, reoxidation
of sulfides or ferro species by oxygen diffusing into the plume
may increase the concentration of sulfate and ferric iron, which
can stimulate sulfate and iron reduction in these zones as
observed at Norman Landfill (Cozzarelli et al., 2000).

In summary, significant numbers of bacteria, detected with
several different approaches, are present in landfill leachate
plumes.Methanogens, sulfate reducers, iron reducers,manganese
reducers, and denitrifiers are believed to be widespread in leach-
ate plumes.Microbial activity seems tooccur throughout leachate
plumes, although the actual activity (as measured by ATP, PLFA,
and redox processes) is low compared to activity in topsoil.
Several redoxprocesses can takeplace in the same samples adding
additional diversity to the concept of redox zones illustrated
in Figure 3.

11.16.5 Overview of Processes Controlling Fate
of Landfill Leachate Compounds

The four major compound classes in landfill leachate are dis-
solved organic carbon, inorganic compound, heavy metals,
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and XOCs. Typical levels in leachate are reported in Tables 1
and 2. In this section, the fate of these compounds in landfill
leachate plumes is summarized. The emphasis is on XOCs, but
in order to provide an overview, all compound classes are
included. A detailed discussion of the fate of individual

compounds in a landfill leachate plumes can be found in
Christensen et al. (1994, 2001). A comprehensive investigation
of the distribution and geochemistry of inorganic macro-
components at the Borden Landfill (CAN) is presented by
Nicholson et al. (1983).
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Figure 4 Unamended bioassays showing evidence of each redox reaction from the Grindsted Landfill (DK). The bioassays are performed with sample
material from different locations in the plume representing different redox conditions. Reproduced from Ludvigsen L, Albrechtsen H-J, Heron G, Bjerg
PL, and Christensen TH (1998) Anaerobic microbial redox processes in a landfill leachate contaminated aquifer (Grindsted, Denmark). Journal of
Contaminant Hydrology 33: 273–291, with permission.
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11.16.5.1 Dissolved Organic Matter, Inorganic
Macrocomponents, and Heavy Metals

11.16.5.1.1 Dissolved organic carbon
Volatile fatty acids constituting a substantial fraction of the
dissolved organic carbon in acid-phase leachate are easily
degraded according to reported laboratory studies. The dis-
solved organic matter dominating the methanogenic leachate
does not sorb to any substantial degree onto aquifer material
and seems fairly recalcitrant with respect to microbial degrada-
tion as seen in laboratory experiments (Kjeldsen, 1986). How-
ever, with respect to degradation of recalcitrant organic matter,
laboratory experiments with short retention times, unstable
redox conditions, and limited time for microbial adaptation
may fail to simulate the conditions in a leachate-polluted
aquifer. Observations of actual leachate plumes are usually
too limited to provide insight into the fate of the dissolved
organic matter. One exception is the report by Lyngkilde and
Christensen (1992a) that demonstrated substantial degrada-
tion of dissolved organic matter in the anaerobic part of the
leachate plume at Vejen Landfill (DK). The observations by
DeWalle and Chian (1981) and Rügge et al. (1995) may sup-
port this, indicating that dissolved organic matter in methano-
genic leachate is degradable to a large extent. Brun et al. (2002)
quantified degradation of organic carbon in the Vejen Landfill
leachate plume. They found half lives of 100 days in the
anaerobic parts of the plume and 1–2 days in the aerobic
zone. The anaerobic degradation rate compares to Sykes et al.
(1982), who estimated an anaerobic half life at the Borden
Landfill (CAN) of 400 days.

11.16.5.1.2 Inorganic macrocomponents
Anions in leachate plumes are mainly important due to their
ability to form complexes and take part in dissolution/precipi-
tation processes and their role as electron acceptors. The forma-
tion of complexes may increase the mobility of cations and
heavy metals. In addition, many reactions are influenced by
pH, which to a large extent is governed by the carbonic acid
components, in particular HCO3

". The sulfur compounds,
involved in the sulfate reduction process, are of certain interest,
but the prevalence of sulfate reduction in leachate plumes is not
very well understood (Murray et al., 1981). Nitrate and maybe
sulfate as wellmay be depleted in the core of the plume, but they
will certainly be significant players at plume boundaries.

The attenuation of cations is, besides by dilution, primarily
governed by cation exchange processes (Nicholson et al.,
1983). Calcium and magnesium are also influenced by com-
plexation and dissolution/precipitation processes. The attenu-
ation of ammonium and potassium due to cation exchange
processes is significant, while sodium only has a low ability to
take part in cation exchange processes. Calcium and, in some
cases, also magnesium, typically dominating the cation
exchange complex, could be expelled and move at the front
of the leachate plume (Kehew et al., 1984).

Ammonium seems, at least based on the detailed investiga-
tion of the Grindsted Landfill (DK) leachate plume, to be
significantly attenuated in the anaerobic part of the plume.
The ammonium plume is of limited extent followed by zones
of increased concentrations of nitrate and dinitrogen oxide,
but the attenuation mechanisms are not understood. This

issue deserves further research as ammonium may be seen as
one of the critical compounds in a landfill leachate plume
(Christensen et al., 2000a; see also detailed studies at the
Norman Landfill in Section 11.16.6).

Dissolved iron and manganese in the leachate will be
subjected to precipitation as sulfides or carbonates, ion
exchange, oxidation, and dilution (Nicholson et al., 1983).
These processes tend to lower the aqueous concentrations of
iron and manganese along the flow lines, but reduction of
sediment-associated iron and manganese oxides may increase
their concentrations further out in the plume (Albrechtsen and
Christensen, 1994), often exceeding the saturation indexes with
respect to carbonates (Jensen et al., 2002). Organic complexa-
tion of iron and manganese seems only of modest importance.
Further downgradient the landfill at higher redox potentials,
iron and manganese may again precipitate as oxides.

11.16.5.1.3 Heavy metals
The behavior of heavy metals in a landfill leachate plume is
simultaneously controlled by sorption, precipitation, and
complexation, and proper evaluations of metal attenuation
must account for this complex system. Generally, heavy metals
do not constitute a groundwater pollution problem at landfills
(Arneth et al., 1989) because landfill leachates usually contain
only modest heavy metal concentrations and the metals are
subjected to strong attenuation by sorption and precipitation
in the landfill body (Kjeldsen et al., 2002). Sulfide-producing
conditions result in extremely low solubilities of heavy metals
(Bisdom et al., 1983). The presence of colloidal and organi-
cally complexed metals does enhance solubilities and mobil-
ities (Christensen et al., 1996), but apparently not to the extent
that the metals exhibit any appreciable migration in leachate
plumes.

11.16.5.2 Xenobiotic Organic Compounds

Sorption: In aquifers characterized by low organic carbon con-
tent, most of the XOCs found in leachate plumes are only
weakly attenuated by sorption. This applies to the aromatic
hydrocarbons, chlorinated hydrocarbons, and the polar com-
pounds. Very few detailed sorption studies involving landfill
leachate have been reported (Kjeldsen et al., 1990; Larsen et al.,
1992). Preliminary evidence suggests that the presence of
leachate, in particular, in terms of dissolved organic carbon,
does not affect the sorption of XOCs significantly, and as such,
the traditional methods for estimating retardation in aquifers
are valid.

The chlorinated aliphatic hydrocarbons are frequently identified
in landfill leachate. Adriaens et al. (Chapter 11.14) reviewed
their presence and fate in the environment. The chlorinated
aliphatic hydrocarbons generally degrade by reductive dechlori-
nation under anaerobic conditions (Vogel et al., 1987, where
the chlorinated compounds can act as electron acceptors (halor-
espiration, Holliger et al., 1999)). This also means that the
reductive dechlorination process requires an electron donor,
such as naturally occurring carbon, petroleum hydrocarbons,
or organic carbon, in landfill leachate. The greater availability
of naturally occurring carbon likely contributes to the extremely
rapid reductive dechlorination of chlorinated ethanes and eth-
enes that was observed in wetland sediments compared to sand
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aquifers (Lorah and Olsen, 1999a,b; Lorah et al., 2003). Degra-
dation under aerobic conditions of higher chlorinated aliphatic
compounds, such as tetrachloroethylene (PCE) and trichloro-
ethylene (TCE) has not been demonstrated, but degradation
products, such as dichloroethylene (DCE) isomers (primarily
cis-1,2-DCE), can be oxidized to carbon dioxide. The possibility
that mono- and dichlorinated CAHs might degrade via anaero-
bic oxidation under methanogenic Fe(III)-reducing or Mn(IV)-
reducing conditions was suggested by Bradley and others
(Bradley, 2000); however, later experiments could not repro-
duce the results (Bradley et al., 2008). Recently, Gossett (2010)
demonstrated that direct aerobic oxidation of vinylchloride
(VC) can be sustained at dissolved oxygen concentrations
below 20 mg l"1 and concluded that some prior observations
of VC disappearance under assumed anaerobic conditions may
have been the result of aerobic oxidation at very low oxygen
levels. The fate of chlorinated ethanes is much more complex
than the fate of chlorinated ethenes, as reviewed by Scheutz et al.
(2011). In microcosm and enrichment experiments with wet-
land sediments, Jones et al. (2002) found that addition of Fe(III)
as either amorphous FeOOH or Fe(III) NTA slowed dechlori-
nation of chlorinated ethanes and inhibited degradation of
cis-DCE, trans-DCE, and VC. Degradation of the chlorinated
ethanes and ethenes was most rapid under methanogenic
conditions (Jones et al., 2002; Lorah et al., 2003).

Information obtained from different plumes, in general, is
in accordance with observations from landfill leachate plumes,
where the expectation is that PCE and TCE will be reductively
dechlorinated. This is supported by the observations of lower
chlorinated compounds, DCE and VC, in leachate plumes or
degradation experiments. The transformation of chlorinated
ethenes has been observed under various redox conditions
ranging from methanogenic- to nitrate-reducing conditions
(Bradley, 2000; Johnston et al., 1996; Nielsen et al., 1995a;
Rügge et al., 1999b). Tetrachloromethane will rapidly degrade
in landfill plumes by sediment-associated iron and organic
carbon (Pecher et al., 1997; Rügge et al., 1999b). The transfor-
mation of 1,1,1-TCA in anaerobic environments is rapid
and seems to be affected by both abiotic and biotic degradation
processes (Bjerg et al., 1999; Nielsen et al., 1995b). Studies of
full-scale landfill plumes have shown a significant degradation
of TCE (Chapelle and Bradley, 1998) and 1,1-DCA (Ravi et al.,
1998). However, in the case of 1,1-DCA, complete dechlorina-
tion to ethane was not shown. In summary, the current
information suggests that landfill plumes host redox environ-
ments, microorganisms, and/or geochemical processes that
effectively can attenuate chlorinated aliphatic hydrocarbons.

The aromatic hydrocarbons generally degrade readily under
aerobic conditions, but also anaerobic degradation by pure
bacterial cultures has been recognized (Chapter 11.12; Heider
et al., 1999). The vast amount of data from natural attenuation
studies of petroleum hydrocarbon plumes generally supports
anaerobic degradation, especially for BTEX (benzene, toluene,
ethylbenzene, and xylenes), under field conditions. The first-
order degradation rates observed under unspecified anaerobic
conditions (Lønborg et al., 2006; Suarez and Rifai, 1999) are
typically 1 or 2 orders of magnitude lower than rates reported
for aerobic conditions (Nielsen et al., 1996).

Detailed observations in landfill leachate plumes have
indicated degradation of mainly toluene, xylenes, and

C3–C5-benzenes (Barker et al., 1986; Eganhouse et al., 2001;
Lyngkilde and Christensen, 1992b; Rügge et al., 1995). These
studies use tracers or compound ratios to rule out dilution and
sorption; however, direct proof of degradation is not provided.
Isotopic ratios have been applied as a strong tool for iden-
tification of degradation. The Vejen Landfill site (DK) was
revisited after 10 years (Baun et al., 2003; Richnow et al.,
2003), and by the use of isotopic ratios (13C/12C) for aromatic
hydrocarbons, evidence of degradation was provided for
ethylbenzene and m-/p-xylene. Also, a specific degradation
product, benzyl succinic acid (see review by Beller, 2000),
was observed, documenting degradation of toluene in the
plume (Ledin et al., 2005). It is noticeable that positive results
regarding degradation of benzene are few. Baun et al. (2003)
concluded that benzene was persistent in the anaerobic part of
the Vejen Landfill plume (DK). Ravi et al. (1998) proved that
benzene degradation took place in the very long plume at West
KL Landfill (United States).

The degradability of toluene and xylenes observed in
plumes has been supported by experimental evidence from
field and laboratory experiments (Acton and Barker, 1992;
Bjerg et al., 1999; Johnston et al., 1996; Nielsen et al., 1995a;
Rügge et al., 1999b), while recalcitrance of benzene has been
shown in experiments by the same authors. This adds to the
belief that benzene is less readily degradable than most of the
other BTEXs under strongly anaerobic conditions in landfill
leachate plumes.

The phenolic compounds generally degrade readily under
aerobic conditions. Information for anaerobic conditions
is mixed, and no distinct pattern is evident. Studies indicate
persistence of phenol, o-cresol, 2,4-dichlorophenol, and 2,6-
dichlorophenol under iron-reducing and nitrate-reducing con-
ditions (Nielsen et al., 1995a). Grbic-Galic (1990) reviewed
the methanogenic transformation of phenolic and aromatic
compounds in aquifers in more general terms and reported
the transformation of several phenols.

The pesticides are another important group of pollutants (see
Chapter 11.15). Many different herbicides have been identi-
fied in landfill leachate; however, only very little is known
about pesticide degradation potentials in leachate plumes.
Mecoprop is frequently observed in leachate (Table 2), and at
the Vejen Landfill (DK), mecoprop was observed in the plume
130 m downgradient of the landfill at a concentration of
95 mg l"1 (Lyngkilde and Christensen, 1992b). Baun et al.
(2003) showed in a revisit at the site that MCPP was recalci-
trant in the anaerobic part of the plume up to 135 m from the
landfill. Rügge et al. (1999a) found in an injection experiment
in the Grindsted Landfill (DK) plume that atrazine and
mecoprop were recalcitrant under strongly anaerobic condi-
tions. Anaerobic dechlorination of phenoxy acids including
impurities and putative metabolites have been proposed
(Reitzel et al., 2004). Rügge et al. (1995) identified in landfill
leachate-affected groundwater different phenoxy acids resem-
bling known herbicides, though, without the chlorine atoms
attached. Milosevic et al. (2012, 2013) identified phenoxy
acids in very high concentrations at Risby Landfill (Denmark)
and suggested anaerobic degradation by use of a combined
isotope and enantiomer analysis in a complex clayey till
setting. Tuxen et al. (2003) proposed that a significant part of
the phenoxy acids at the Sjoelund Landfill (DK) disappeared
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due to degradation in the interface between the anaerobic
leachate plume and the surrounding aerobic aquifer. Field
scale studies and reactive solute transport modeling showed
profileration of specific phenoxy acid degrading bacteria and
metabolic activity in the fringe zone of the plume (Prommer
et al., 2006; Tuxen et al., 2006). This is consistent with the
expected aerobic degradation of phenoxy acids (Broholm
et al., 2001). A conceptual model for the degradation of phe-
noxy acid pesticides and other aerobic degradable compounds
was suggested by Bjerg et al. (2011). In conclusion, studies on
pesticide degradation in different anaerobic environments are
few, and due to their general recalcitrance in groundwater envi-
ronments (Albrechtsen et al., 2001), they may turn out to be
critical compounds in landfill leachate plumes.

Recently, information on XOC degradation in different
landfill plume redox environments has been expanded. As
more results become available, more XOCs are found to be
degradable in the intermediate redox zones dominated
by sulfate, iron, and nitrate reduction. Transformation of chlo-
rinated aliphatics seems to occur not only under methanogenic
conditions but also in less reducing zones. Aromatic hydrocar-
bons degrade readily in aerobic environments, but only slowly
in reducing environments. Benzene may, in particular, be
recalcitrant under strongly reducing conditions. As the
understanding of how to perform degradation studies has
improved significantly during the 1990s, more detailed infor-
mation on complex degradation patterns and compound
interactions have been revealed. Also, the use of isotopic ratios
and identification of specific degradation products have
improved the ability to prove degradation under field condi-
tions. Overall, several compounds have been shown to
disappear in plumes, but direct evidence of microbial degrada-
tion has only been established for some of these XOCs. Finally,
the frequent findings of pesticides and recently more polar
compounds also call for more focus on such compounds.

11.16.6 Norman Landfill (United States)

The Norman Landfill Research Site is a closed municipal solid
waste landfill, formerly operated by the city of Norman, OK.
The site is a research location for the Toxic Substances Hydrol-
ogy Program of the US Geological Survey (USGS) (http://
toxics.usgs.gov/). Scientists from the USGS, the University of
Oklahoma, the US EPA, and numerous universities have
installed wells and instruments to investigate the chemical,
biological, and hydrologic processes in groundwater, wetland
sediments, and surface water. The focus of the Norman inves-
tigations was on understanding the biogeochemical processes
associated with the degradation of organic and inorganic con-
taminants in the leachate plume as it moves downgradient in
the shallow aquifer and intersects a wetland. At Norman Land-
fill, interdisciplinary approaches combining geochemical,
isotopic, and microbiological techniques at multiple spatial
and temporal scales have been used to identify the important
biogeochemical processes occurring in the aquifer (e.g.,
Báez-Cazull et al., 2007; Cozzarelli et al., 2000; Cozzarelli
et al., 2011; Harris et al., 2006; Lorah et al., 2009; Scholl
et al., 2006; Tuttle et al., 2009; Ulrich et al., 2003).

11.16.6.1 Source, Geology, and Hydrogeology

The field site is located in the alluvium of the Canadian River.
The landfill received solid waste between 1922 and 1985. The
waste initially was dumped into trenches that were about 3 m
deep and that contained water to a depth of 1.5–2.5 m because
of the shallow water table; the waste was subsequently covered
with 15 cm of sand. No restrictions were placed on the type of
material dumped at the landfill. In 1985, the landfill was
closed, and the mounds, which had reached a maximum
height greater than 12 m, were covered with local clay and
silty-sand material. The Canadian River alluvium is 10–12 m
thick and is predominantly sand and silty sand, with inter-
bedded mud and gravel. The water table in the Canadian
River alluvium fluctuates in response to rainfall and seasonal
evapotranspiration and is usually less than 2 m below land
surface near the landfill (Scholl et al., 2004). A shallow stream
with areas ponded by beaver dams (referred to here as a
slough), which is about 0.75 m deep, lies roughly parallel to
the landfill and about 100 m to the southwest (Figure 5).
Groundwater flows from the landfill toward the slough and
Canadian River.

The hydraulic conductivity of subsurface materials near the
landfill, which was measured by the use of slug tests, ranged
from 7.3#10"2 to 24 m day"1 (Scholl et al., 1999). A discon-
tinuous low hydraulic-conductivity interval that consisted of silt
and clay was detected about 3–4 m below the water table along
the transect where most data have been collected (Figure 5). A
high hydraulic-conductivity layer containing coarse sand and
gravel is located near the base of the alluvium at depth of
about 10–12 m. Low-permeability shale and siltstone in the
Hennessey Group of Permian age act as a lower boundary to
vertical groundwater flow beneath the alluvium. The red color of
the alluvium is attributed to very fine-grained (<0.1 mm) dis-
seminated hematite that originated with the detrital sediments
from the abundant red beds in the drainage basin. Sand layers
contain quartz, illite–smectite, feldspars, and minor calcite and
dolomite; mud layer mineralogy is similar but with greater
amounts of clays that include illite–smectite, smectite, kaolinite,
and chlorite (Breit et al., 2005). Authigenic phases in the aquifer
include FeS, pyrite (FeS2), barite (BaSO4), and very fine
(<0.1 mm) Fe(III) oxides. Mirabilite (Na2SO4$10H2O) and gyp-
sum (CaSO4$2H2O) occur in trace amounts as ephemeral accu-
mulations on the land surface (Tuttle et al., 2009).

11.16.6.2 Landfill Leachate Plume

11.16.6.2.1 Biogeochemistry of the plume
Leachate recharging the underlying aquifer contained dis-
solved constituents derived from dissolution and degradation
of buried waste material resulting in high NVDOC, HCO3

",
NH4

þ, B, Cl", Fe2þ, and CH4 concentrations; high d2HH2O

values; and low SO4
2", Ar, and N2 concentrations in the

aquifer (Cozzarelli et al., 2011). Figure 6(a) and 6(b) illus-
trates a time series (1999 and 2006) of plume-scale concentra-
tions of important inorganic and organic constituents in
groundwater along the vertical longitudinal profile from
MLS35 to MLS80 (Figure 5). Arsenic, barium, cadmium, chro-
mium, cobalt, nickel, and strontium also had substantially
higher concentrations in wells downgradient from the landfill
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than in background wells. Dynamic hydrologic conditions at
the Norman Landfill have created a leachate plume that inter-
acts with a shallow wetland and also migrates underneath the
wetland toward the Canadian River. Spatial and temporal

variability in the rates of processes in the shallow aquifer affects
the plume-scale migration of leachate constituents. Figure 7
illustrates a generalized conceptual model of transport and
reaction zones in the landfill leachate-affected aquifer.
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Figure 6 Concentrations of dissolved NVDOC (mg l"1 as C), chloride (mg l"1 as Cl"), alkalinity (mg l"1 as HCO3
"), iron (mg l"1 as Fe2þ), sulfate

(mg l"1 as SO4
2"), methane (mg l"1 as CH4), and ammonium (NH4

þ, in mg l"1 as N) in March–April 1999 and May 2006. The location of the wells on
transect MLS35-80 is shown in Figure 5.
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Chloride and nonvolatile dissolved organic carbon
(NVDOC) profiles along the well MLS35-80 transect in 1999
and 2006 confirm that the plume extends through the entire
thickness of the alluvium between the landfill and the slough
and has migrated beneath the slough (Figure 6(a) and 6(b)).
Groundwater at the edge of the landfill has high concentrations
of NVDOC (maximum 113 mg l"1) compared to groundwater
collected upgradient and northeast of the landfill, where the
median concentration was 3.3 mg l"1 (Cozzarelli et al., 2011).
The high NVDOC concentrations result from the dissolution
and partial degradation of organic waste in the landfill. The
NVDOC, which reached a concentration of 300 mg l"1 in the
landfill well (WLMLF), is a highly heterogeneous mixture of
nonvolatile organic components and fragments from proteins,
lignin, cellulose, hemicellulose, polysaccharides, lipids, and
waxes that have undergone extensive biological and chemical
reactions (Leenheer et al., 2003; Nanny and Ratasuk, 2002).

Temporal variability of constituents at the plume scale
shows persistence in the NVDOC concentrations in the center
of the plume, with a similar pattern to the Cl" concentrations,
indicating little differentiation between NVDOC and a conser-
vative component (Figure 6(a) and 6(b)). The biodegradabil-
ity of NVDOC has been studied using a bioassay technique by
Weiss et al. (2005) and with in situ experiments by Harris et al.
(2006). These experiments indicated that the overall reactivity
of the organic carbon in this system is poor and is consistent
with the persistently high NVDOC concentrations observed in
the plume. However, some degradation of organic compounds
to inorganic compounds is evident by the increase in alkalinity
(up to 7 times the background concentrations) of groundwater
downgradient from the landfill resulting in an alkalinity plume
similar in shape to the NVDOC plume (Figure 6(a) and 6(b)).
Background water pH values ranged from 6.9 to 7.2, whereas
values throughout the high-chloride plume along transect
MLS35–80 (Figure 5) ranged from 6.7 to 7.3.

Degradation processes in the leachate-contaminated aquifer
have resulted in the depletion of oxidized chemical species
(such as O2 and SO4

2") and the accumulation of reduced
products (such as Fe2þ) in groundwater (Figure 6(a) and 6(b)).
Groundwater within the plume between the landfill and the
slough is largely anoxic (<0.2 mg l"1 dissolved oxygen), and
therefore, the reactions that dominate within the plume are
anaerobic. Aerobic respiration is of limited importance in
most of the contaminated aquifer, except near the water table
where mixing with oxygenated recharge water occurs (Scholl
et al., 2006; Tuttle et al., 2009; see Chapter 11.12).

Ammonium was the dominant N species in the landfill
leachate plume; concentrations in the center of the plume had
a median value around 151 mg l"1 (concentrations expressed as
mg l"1 of N), compared with approximately 1–2 mg l"1 in
upgradient groundwater (see Chapter 11.12). The NH4

þ

plume formed downgradient from the landfill most likely
results from the transport of NH4

þ produced during the fermen-
tation of organic matter within the refuse mounds. At the
boundaries of the plume, the concentration of NH4

þ decreases
sharply. The front of the NH4

þ-rich region, as defined by the
75 mg l"1 contour (Figure 6(a) and 6(b)), moved downgradi-
ent 35 m in the 7 years between 1999 and 2006 (average of
5 m year"1), substantially slower than the estimated median
groundwater flow velocity (15 m year"1) and apparent flushing
rate of high Cl" (Cozzarelli et al., 2011). This pattern of slow
front migration is consistent with a sustained leachate NH4

þ

supply that was attenuated by sorption and/or biodegradation/
oxidation within the leachate plume. The concentrations and
isotopic composition of ammonium indicate retention onto
sediment by ion exchange and oxidation at the upper plume
boundary are the major controls on the transport of ammonia
in this system (Cozzarelli et al., 2011; Lorah et al., 2009).
Periodically, nitrate concentrations greater than 70 mg l"1

(as N) were measured during monthly sampling of water table

100 m

Mixing of anoxic plume
with background
groundwater

Mixing of plume
with recharge Slough

Interactions between
contaminated shallow
groundwater and slough

Preferential flow along
high permeability
layer at base of alluvium

Landfill

Core of anoxic plume

5 m

0

0

Figure 7 Conceptual model of redox (transport and reaction) zone at the Norman Landfill (United States).
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wells that intersected the plume/recharge water mixing zone
(Figure 7). Active redox cycling, including NH4

þ oxidation and
NO3

" production and reduction, occur in this zone of tran-
sient hydrologic conditions.

High concentrations of Fe2þ in the groundwater
(>23 mg l"1 Figure 6(a) and 6(b)) are consistent with
microbial dissolution of sediment-bound Fe(III) oxides that
are responsible for the pervasive red-brown color of the aquifer
sediment. High concentrations of dissolved Fe2þ persisted
along the length of the plume throughout the study period,
consistent with transport under reducing conditions. Readily
reactive iron oxides were depleted from the sediments within
the saturated zone (Breit et al., 2005; 2008), indicating the
source of the Fe2þ in the plume may largely be from dissolu-
tion and reduction of Fe(III) oxides farther upgradient or from
dissolution of Fe in the landfill waste (Cozzarelli et al., 2000,
2011). Dissolved Fe2þ concentrations are irregular, spatially
and temporally (Figure 6(a) and 6(b)), and although the
shape of the Fe plume largely corresponds to the high
NVDOC plume, high Fe2þ concentrations do not correspond
directly to concentrations of CH4 and HCO3

" or the depletion
of SO4

2". The variation may reflect the precipitation of sec-
ondary mineral phases or the heterogeneous availability of
reactive-iron phases along variable flow paths. Báez-Cazull
et al. (2007) found shallow groundwater beneath the slough
was greatly oversaturated with respect to siderite, and Tuttle
et al. (2009) describe the abundance of FeS and pyrite in the
alluvium. With increased exposure to the plume over time, the
remaining Fe(III) oxides are expected to become less accessible
such that solution transport will eventually exceed the rate
of Fe(III) oxide reduction and dissolved Fe2þ concentrations
in the plume (Figure 6(a) and 6(b)) will decline.

The dominant dissolved S species in the leachate plume and
background groundwater is SO4

2" (Cozzarelli et al., 2011;
Tuttle et al., 2009). Dissolved sulfide (H2S) concentrations
were generally <0.05 mg l"1, consistent with the presence of
dissolved Fe2þ and solid FeS and FeS2 within the sediment.
Sulfate reduction in the plume has resulted in the depletion of
SO4

2" from the center of the plume (Figure 6(a) and 6(b)),
where sulfate concentrations were <1 mg l"1. Near the lower
boundary of the plume, SO4

2" ranges from 10 to 60 mg l"1,
consistent with the mixing of background groundwater with
SO4

2"-depleted plume water. The plume-scale distribution of
SO4

2" concentrations shows that between 1999 and 2006, the
extent of the SO4

2" depletion zone had increased substantially.
Numerous investigators have used the Norman Landfill as a
model system to study the progress of SO4

2" reduction in an
anaerobic aquifer (Harris et al., 2006; Kneeshaw et al., 2007;
Scholl et al., 2006; Tuttle et al., 2009; Ulrich et al., 2003).
Quantitative analyses of the different SO4

2" sources in the
aquifer along with S isotopic analyses indicate SO4

2" plays a
major role in supporting biodegradation processes. Bacterial
SO4

2" reduction lowered SO4
2" concentrations resulting in

residual dissolved SO4
2" having d34S values much greater

than the recognized sulfate sources (Tuttle et al., 2009). The
variable sources and sinks for sulfur in this aquifer reflect the
effect of the leachate superimposed on natural sulfur cycling
within the alluvium. Although dissolved sulfide concentra-
tions in the plume were low, analysis of the sediment cores
indicated that iron sulfides have accumulated in the aquifer.
The highest concentrations of iron sulfides in the upper por-
tion of the plume, measured by Ulrich et al. (2003), were
detected just beneath the water table where increased sulfate
reduction rates were measured (Figure 8). Tuttle et al. (2009)
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sediment, and dissolved organic carbon in groundwater obtained from an area adjacent to well 40. Reproduced from Ulrich GA, Breit GN, Cozzarelli IM,
and Suflita JM (2003) Sources of sulfate supporting anaerobic metabolism in a contaminated aquifer. Environmental Science and Technology
37: 1093–1099.
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and Scholl et al. (2006) proposed active S cycling in this zone;
the oxidation of iron sulfides explained the relatively low
d34SSO4 values of sulfate measured in wells screened at this
unsaturated/saturated zone interface where atmospheric oxy-
gen was available to react with FeS phases.

Concentrations of CH4 are highest in the center of the anoxic
plume. The highest CH4 concentrations occurred slightly
beneath the top of the sulfate-depleted zone (Figure 6(a) and
6(b)). The distribution of CH4 concentrations did not change
appreciably over 7 years, indicating that attenuation mecha-
nisms balanced the production and transport of CH4. The dD
values for groundwater downgradient from the landfill indicate
that the groundwater is enriched in deuterium (Cozzarelli et al.,
2000; see Chapter 11.12). Hackley et al. (1996) reported
30–60% deuterium enrichment in leachate from three landfills
in Illinois and speculated that most of the enrichment was a
result of methanogenesis, with some enrichment resulting from
isotopic exchange with hydrogen sulfide. The greatest enrich-
ment in deuterium at the Norman Landfill was measured in the
center of the plume where dD of H2O values ranged from"10.6
to "3.4% in 1999, compared to background values of "45.8
to"27.9%. The samples that contained the greatest enrichment
in deuterium also had enriched 13C of total dissolved inorganic
carbon (TDIC) values. The d13C of TDIC values in the most
contaminated groundwater downgradient from the landfill was
as heavy as 11.9%, which indicated significant enrichment in
13C compared to typical d13C values for shallow groundwater
from theCentral Oklahoma aquifer, which ranged from"17.8%
to"12.5% (Parkhurst et al., 1993). This large shift in isotopes to
enriched values in the groundwater most likely results from
biogenic CH4 production. The high concentrations of CH4 com-
bined with the heavy dD of H2O values at the edge of the landfill
and analysis of landfill gases (see Chapter 11.12) indicate that
methanogenesis largely occurs within and underneath the land-
fill and that the products of this process are transported in
groundwater. Methane in the Norman Landfill leachate plume
was attenuated by anaerobic oxidation within the center of the
plume and aerobic oxidation near the water table (Grossman
et al., 2002, see Chapter 11.12). Grossman et al. (2002) esti-
mated that 27% of the plume CH4 was oxidized in the anoxic
core of the plume with an average oxidation rate of
56 mM year"1.

11.16.6.2.2 Availability of electron acceptors
The fate of NVDOC was investigated in the plume in order to
understand the natural attenuation potential of this system.
As illustrated previously, the NVDOC concentrations showed
little change with distance in the core of the plume, indicating
that NVDOC was not efficiently degraded in this zone. The
most rapid reactions in this system occurred at the upper
boundary of the plume where electron acceptors are available
(Figure 7). Direct rate measurements made in the laboratory
combined with field observations and experiments suggest that
sulfate reduction is the most important microbial reaction that
affects aquifer geochemistry downgradient from the Norman
Landfill. The core of the plume is strictly anaerobic and sup-
ports sulfate reduction and perhaps small amounts of iron
reduction and methanogenesis, whereas the boundaries of
the plume appear to support iron reduction and sulfate reduc-
tion, to a greater extent, due to the increased availability of
reactive electron acceptors at these boundaries. Background

groundwater in this system was reducing except near the
water table, where oxygenated recharge mixes with anoxic
groundwater and the plume during recharge events (Figure 7;
Cozzarelli et al., 2011). The nonuniform availability of elec-
tron acceptors and the mixing of the contaminant plume with
water at the plume boundaries have a significant effect on
biogeochemical processes.

Soluble and solid-phase geochemical investigations coupled
with laboratory rate experiments were used to evaluate the
factors that control the availability of electron acceptors in this
system (Cozzarelli et al., 2000; Scholl et al., 2006; Tuttle et al.,
2009; Ulrich et al., 2003). The sources of electron acceptors vary
significantly over relatively small spatial scales (on the order of
meters). Several sources of sulfate that support sulfate-reducing
activity in the leachate-affected aquifer have been identified.
Each of these sources supplies sulfate to a different region of
the aquifer to varying degrees. First, the oxidation of iron sul-
fides to sulfate and/or dissolution of sulfate during recharge
events are important in shallow regions near the water table
where high rates of sulfate reduction have been measured.
In situ evidence for aerobic iron sulfide oxidation is found at
the water table, where despite relatively high rates of sulfate
reduction, the concentration of iron sulfide is comparatively
low (Figure 8; Ulrich et al., 2003). Further, sulfate concentra-
tions are highest near the water table and decrease rapidly with
depth. Experiments conducted with sediment collected from the
study site have shown that hydrogen sulfide precipitates rapidly
in the sediments as immobile iron sulfide minerals. Such min-
erals were not easily oxidized to sulfate under anaerobic condi-
tions in the presence of a variety of potential electron acceptors
(Ulrich et al., 2003); however, when aerobic conditions prevail,
as expected to seasonally occur at the water table, the iron
sulfides readily oxidize and sulfate concentrations increased.
The observation that iron sulfide oxidation near the water
table contributes to the supply of SO4

2" is analogous to findings
from an uncontaminated aquifer in the Yegua formation of East
Central Texas (Ulrich et al., 1998).

The abundance of solid forms of Fe and S in the sediment
within the upper 2.8 m of aquifer was quantified to further
assess whether water table fluctuations affected the availability
of solid-phase electron acceptors at this plume boundary (Breit
et al., 2008). Oxidation of FeS minerals during dry periods and
decomposition of particulate organic material containing ester
sulfates increased both the available Fe(III) iron and sulfate
pools at this interface (Tuttle et al., 2009). More rapid Fe
reduction is expected in the shallow alluvium where fine-
grained and poorly crystalline Fe(III) oxides are regenerated
in response to water-level fluctuations. At this mixing interface,
the seasonal lowering of the water table can expose labile
Fe(II)-containing phases to reoxidation, thereby renewing the
supply of Fe(III) as an electron acceptor when the water table
rises again. Iron reduction in sediment samples collected near
the water table progressed at a rate of 6.5 nmol Fe per gram
sediment per day (Cozzarelli et al., 2000).

Sulfate reduction within the core of the plume (at interme-
diate aquifer depths) is limited by the availability of sulfate,
which is supplied by the slow process of barite (BaSO4) disso-
lution. Under conditions of low dissolved sulfate (<1 mg l"1),
as is the case in the center of the anoxic leachate plume, barite
is undersaturated and dissolves releasing both barium and
sulfate to the solution. Barite grains within the core of the
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plume show dissolution features (Figure 9). Rapid dissolution
of barite is unlikely given its low solubility; however, the
amount of barite present in the sediment is sufficient to impact
the sulfate budget of the aquifer (Ulrich et al., 2003). In addi-
tion to the slow dissolution of barite, the isolation of Fe(III)
oxides largely within clay particles further limits rates of
oxidation–reduction reactions in the core of the anoxic
plume. Complete reduction of Fe(III) oxides in these sedi-
ments is possible as indicated by the sparse intervals of gray
alluvium (including mud clasts) recovered in sediment core
near accumulations of entrained plant fragments, which likely
favored reductive dissolution of Fe(III) oxides during the thou-
sands of years of burial (Cozzarelli et al., 2011). The results of
this analysis suggest that reductive dissolution of detrital Fe(III)
oxides in reducing environments within the alluvium con-
tinues both within the leachate and in the generally anoxic
background groundwater, but at a slow rate.

Another source of dissolved sulfate in the aquifer is through
advective flux occurring above the confining layer at the bottom
of the aquifer and at the upgradient mixing zone between the
anoxic plume and background water. Hydraulic conductivity is
relatively high (Scholl and Christenson, 1998) in this depth
interval where coarse-grained sands and gravel are the predom-
inant sediment types. The lower chloride concentration and
lower specific conductance of groundwater in deeper portions
of the aquifer relative to the leachate plume are consistent
with mixing of leachate and uncontaminated groundwater. Dis-
solved sulfate in this interval approaches background concen-
trations and is important in maintaining rates of sulfate
reduction near the base of the aquifer (Figure 8). Investigations
of plume biogeochemistry (Cozzarelli et al., 2000) indicate that
the influx of electron acceptors by mixing with recharge or
upgradient groundwater is limited to the boundaries of the
plume. Thus, although anaerobic oxidation was supported by
electron acceptors from background groundwater in mixing
zones, aquifer solids were more important as sources of electron
acceptors in the core of the plume.

11.16.6.2.3 Fate of XOCs
Organic compounds identified in Norman Landfill leachate in
2000 included numerous organic wastewater contaminants
(OWCs), including detergents, insect repellents, plasticizers,

fire retardants, polycyclic aromatic hydrocarbons, and fecal
indicators (Barnes et al., 2004; Cozzarelli et al., 2011). Although
the concentrations of OWCs generally decreased downgra-
dient from the landfill, a similar composition and distribution
were detected in 2009 (Cozzarelli et al., 2011). Several OWCs
detected in the core of the plume during both the 2000 and
2009 sampling events included bisphenol A (a plasticizer),
p-cresol (a disinfectant), DEET (an insect repellent), and
tri(2-chloroethyl) phosphate (a fire retardant). Persistence of
these compounds 95 m downgradient from the edge of the
landfill and over a 9-year period indicates that natural attenua-
tion was relatively slow for these contaminants and that the
landfill was a continuing source of OWCs.

Volatile organic compounds (VOCs) in the Norman Landfill
leachate plume were measured in 1995, in 1996 (Eganhouse
et al., 2001), and in 2009 (Cozzarelli et al., 2011). Some of the
same compounds identified by Eganhouse et al. (2001) were
still detectable in the leachate 14 years later, including those
identified as good molecular markers of the leachate because of
their apparent persistence within the core of the anoxic leachate
plume – cholorobenzene, 1,4-dichlorobenzene, and isopropyl-
benzene. Naphthalene had the highest concentration of the
VOCs detected (99.6 mg l"1 in WLMLF), and benzene was the
only VOC with a concentration that exceeded the USEPA
drinking-water standard (>20 mg l"1 in WLMLF). Low VOC
concentrations in the leachate plume at Norman Landfill are
similar to those of other old municipal landfills that were not
used for the disposal of large quantities of industrial chemicals
(Eganhouse et al., 2001).

Various in situ approaches have been used to assess the
biodegradation potential and fate of priority pollutants and
other emerging contaminants in the Norman Landfill leachate
plume. Investigation of the distribution of volatile organic
carbon compounds (VOCs) has provided evidence of natural
attenuation of several priority pollutants (Eganhouse et al.,
2001). Although VOCs make up <1% of the mass of organic
carbon in the Norman Landfill leachate plume, they are useful
indicators to show that biodegradation is occurring in the
leachate plume. Eganhouse et al. (2001) compared concentra-
tions of two different isomers of benzene, isopropylbenzene
and n-propylbenzene, in landfill leachate. Isomers of benzene
have the same number and type of atoms but the molecules

Figure 9 SEM micrographs contrasting textures of detrital barite grains. Grain on the left with dissolution textures was collected from sediment exposed
to leachate; nearby porewater contains <10 mg l"1 sulfate. Grain on the right was collected from sediment unexposed to leachate and containing
100 mg l"1 sulfate. Bar scale is 10 mm. Reproduced from Ulrich GA, Breit GN, Cozzarelli IM, and Suflita JM (2003) Sources of sulfate supporting anaerobic
metabolism in a contaminated aquifer. Environmental Science and Technology 37: 1093–1099.
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have slightly different structures. These different isomers of
benzene have similar physical properties, so it should be
affected by volatilization, dilution, and sorption in a similar
manner. The concentration of n-propylbenzene decreases
much faster as leachate flows away from the landfill than do
the concentrations of isopropylbenzene. This decrease in con-
centration of n-propylbenzene is caused by biodegradation,
indicating that biological degradation is decreasing the con-
centrations of some contaminants at Norman Landfill. These
techniques can be applied at sites with contaminants other
than landfill leachate.

In situ field experiments of microbial processes in zones
with different chemical and physical properties have been
conducted at Norman Landfill using push–pull test technology
and small-scale tracer tests (Harris et al., 2007; Scholl et al.,
2001; Senko et al., 2002). Push–pull tests are single-well
injection–withdrawal tests (Istok et al., 1997). During the
injection phase of the test, a solution consisting of ground-
water amended with tracers, electron donors, or electron accep-
tors is injected or pushed into the aquifer. During the extraction
phase, the test solution is pumped (pulled) from the same
location and concentrations of tracer, reactants, and possible
reaction products are measured as a function of time in order
to construct breakthrough curves and to compute mass bal-
ances for each solute. Reaction rate coefficients are computed
from the mass of reactant consumed and/or product formed.
These tests can be conducted anywhere in the aquifer, making
it possible to investigate processes and rates in different geo-
logic textures and geochemical environments.

At Norman Landfill, investigators are using these field injec-
tion techniques to investigate how biodegradation rates vary
with aquifer permeability (Scholl et al., 2001). Push–pull tracer
tests were conducted to measure in situ biodegradation rates of
simple organic acids in the leachate plume. Replicate wells were
placed in three layers: medium sand, silt/clay lenses in sand, and
poorly sorted gravel. In situ biodegradation rates of two simple
organic acids, formate and lactate, were compared in three
different permeability zones within the anoxic leachate plume
at the site. These organic acids were used as microbial process
probes since they degrade at different rates depending on the
dominant microbial processes. The results show that there are
differences in biodegradation in areas of different permeability.
These may be related to differences in microbial community
structure, sediment chemistry, and water flow regime.

The conceptual model of biogeochemical zones developed
for the Norman Landfill study (Figure 7) provides a frame-
work for understanding the transport of organic contami-
nants and provides insight into the natural attenuation of
leachate compounds in the aquifer. This type of approach
to assessing the active microbial processes and the availability
of electron acceptors can be applied at other sites contami-
nated with leachate. Once the biogeochemical framework of a
system is established, detailed experiments on the rates of
processes and fate and transport of compounds of concern
can be undertaken. In evaluating the effectiveness of natural
attenuation, plume-scale chemical and isotopic patterns can
elucidate long-term interactions between leachate and aquifer
water and sediments, whereas monthly monitoring data
allow the identification of transient processes along plume
boundaries.

11.16.7 Grindsted Landfill Site (DK)

The Grindsted Landfill site in Denmark has been subjected to a
number of investigations since 1992. The site has been inves-
tigated using a multidisciplinary approach by a large group of
researchers with different background (environmental engi-
neering, environmental chemistry, ecotoxicology, geology,
and microbiology) from the Technical University of Denmark.
The work has for certain topics been accomplished in cooper-
ation with researchers from other universities and research
institutions all over the world.

11.16.7.1 Source, Geology, and Hydrogeology

The site is located in the western part of Denmark on top of the
original land surface (Figure 10). Disposal of waste took place
between 1930 and 1977, and approximately 300000 tonnes of
waste have been deposited, mainly between 1960 and 1970
(Kjeldsen et al., 1998a). The waste consists of municipal solid
waste (20%); bulky waste, garden waste, and street sweepings
(5%); industrial waste (20%); sewage treatment sludge (30%);
and demolition waste (25%). The spatial variability of the
leachate quality was investigated by sampling (31 wells)
below the landfill in the uppermost groundwater (a small
unsaturated zone exists beneath the landfill). The results
revealed a significant spatial variability in the leachate
composition, and based on this, the landfill could be divided
into four main areas (Figure 11). The average concentrations
in the strong leachate were typically 20–40 times higher than
in the weak leachate with respect to concentrations of ammo-
nium, chloride, and NVOC. The strong leachate was located in
the northern part of the landfill and originated from dumping
of industrial waste. The large heterogeneities in the leachate
quality may generate multiple plumes with different properties
and call for differentiated remedial actions mainly directed
toward the industrial hot spot area.

Geology: The Grindsted Landfill is located on a glacial out-
wash plain. The upper 10–12 m of the unconfined aquifer
consists of an upper Quaternary sandy layer and a lower Tertiary
sandy layer, locally separated by discontinuous silt and clay
layers (Heron et al., 1998). Investigations of the hydraulic con-
ductivity and hydraulic gradients resulted in pore flow velocities
of approximately 50 and 10 m year"1 for the Quaternary and
Tertiary sandy layers, respectively. A clay layer of approximately
1 m thickness located 12 m below ground surface extends over a
large area of the landfill. Below this layer is a more regional
micaceous sandy layer of approximately 65 m thickness. This
layer is vertically limited by another low-permeable clay layer
approximately 80 m below ground surface.

The overall groundwater flow direction is northwesterly,
but the isopotential contours are semicircular, indicating a
diverging flow. Locally, inside and close to the landfill, the
flow field shows significant seasonal variation (Figure 12).
The reasons for this mounding have not been fully understood,
but Kjeldsen et al. (1998b) suggest three possibilities: (1)
higher infiltration in this part of the landfill; (2) lower hydrau-
lic conductivity in the aquifer underlying this part of the land-
fill possibly due to differences in geology, bacterial growth,
precipitates, or gaseous bubbles of methane and carbon
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dioxide; or (3) higher infiltration in the borders of the mound-
ing area. The effects of this local mounding are enhanced
lateral spreading of the plume and also downward-directed
hydraulic gradients in the groundwater below the landfill.
The latter can cause an unexpected vertical spreading pattern,
while the enhanced spreading affects the dilution of the plume.
Degradation could be increased by enhanced mixing of elec-
tron acceptors into the anaerobic parts of the plume. The
seasonal variations in the flow field are also important for the
design of the monitoring network and interpretation of time
series monitoring data.

In order to illustrate the spreading of leachate into the upper
aquifer, the groundwater quality along the downgradient border
of the landfill wasmapped. Figure 13 shows a three-dimensional
sketch of the distribution of chloride, ammonium, and NVOC
along the northern and western borders of the landfill and the
leachate concentrations beneath the landfill.

11.16.7.2 Landfill Leachate Plume

The investigations of the landfill leachate plume at the
Grindsted Landfill have been restricted to the upper aquifer
(10–12 m) in two transects starting at the western border of the
landfill. Transect I (Figure 10) has been characterized in great
detail with respect to

• geology and hydrogeology (Bjerg et al., 1995; Heron et al.,
1998; Petersen, 2000),

• inorganic and /or redox-sensitive compounds (Bjerg et al.,
1995; Jensen et al., 1998),

• hydrogen levels and in situ energetics (Bjerg et al., 1997;
Jakobsen et al., 1998),

• aquifer solid composition (Heron et al., 1998),

• microbiology and microbial redox processes (Ludvigsen
et al., 1997, 1998, 1999),

• distribution of XOCs (Holm et al., 1995; Rügge et al.,
1995), and

• toxicity related to XOCs (Baun et al., 1999, 2000).

Redox environments: At the Grindsted Landfill site, the redox
environments were addressed in terms of dissolved redox-
sensitive species (Bjerg et al., 1995), aquifer solid compositions
(Heron et al., 1998), activity of microorganisms performing
each electron-accepting reaction (Ludvigsen et al., 1997), and
the concentration of dissolved hydrogen in the groundwater
(Jakobsen et al., 1998).

The distribution of dissolved redox-sensitive species (exam-
ple given in Figure 14) showed that the redox zones were
somewhat different in the two parallel vertical transects, sepa-
rated by only 30 m (Figure 15). The overall sequence was
consistent with the one depicted in Figure 3, although the
water chemistry of the Grindsted Landfill (DK) leachate
plume suggested that several of the redox zones overlapped.
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Certainly, methanogenic and sulfate-reducing zones over-
lapped (Figure 15). Iron-, manganese-, and nitrate-reducing
zones overlapped in some cases but were separate in others.
Also, the sizes of the zones varied considerably between neigh-
boring transects (Bjerg et al., 1995), which is interesting in light
of the conclusions drawn earlier for sites with much less data.
In this, plume methane and ammonium migrate further
than dissolved organic matter (Figure 14) and, thus, are the

dominant reductants at distances greater than 100–150 m
from the landfill.

Detailed geologic and geochemical description of the aqui-
fer sediment resulted in an improved understanding of the
distribution of iron species in the plume (Heron et al., 1998).
The majority of the aquifer consisted of mineral-poor fine
sands, low in organic matter and iron oxides. It was concluded
that iron and manganese reduction was less important than
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that at the Vejen Landfill (DK) located in the same geograph-
ical area, even though very high concentrations of dissolved
Fe2þ and Mn2þ were observed in the Grindsted Landfill (DK)
leachate plume. Both a lower initial iron oxide content and a
different iron mineralogy (presumably solid grains of crystal
iron oxides) indicated lower iron reactivity.

Bioassays (microbially active and unamended incubations
of aquifer solids and groundwater, Ludvigsen et al., 1998)
monitored all the redox processes that occurred and allowed
for estimating rates of the individual redox processes, as shown
in Figure 16. The rates were fairly low for many of the redox
processes. The bioassays also showed that in several samples,
more than one redox process was significant. However, in most
cases, one electron acceptor dominated in terms of equivalent
rates of organic matter oxidation, and altogether, the rates bal-
ance fairly well the degradation of dissolved organic carbon
observed in the plume. However, the rates determined for deni-
trification exceeded the dissolved carbon available in that part
of the plume suggesting that other electron donors also played
a role, maybe ammonium. It was furthermore demonstrated

that low-permeability layers can lead to unexpected redox
activities. This was exemplified by the high sulfate reduction
activity 170 m from the landfill caused by localized sulfate and
organic matter-rich deposits and not by the leaching from the
landfill.

Measurements of dissolved hydrogen have been used to
characterize redox levels according to distinct criteria based
on competitive exclusion of terminal electron acceptors for
hydrogen oxidation (Chapelle et al., 1995; Lovley andGoodwin,
1988). In the Grindsted Landfill plume, the variations in hydro-
gen concentrations (52 sampling points) were limited, and the
values were low (0.004–0.88 nmol l"1) indicating, according to
the previous criteria, iron-reducing conditions in most of the
anaerobic part of the plume (Jakobsen et al., 1998). This was
surprising since the microbial assays and the geochemistry have
indicated other active redox processes in the plume (see previous
text). This suggested a need for refining the use of hydrogen in
identifying terminal electron acceptors in complex plumes. The
hydrogen measurements were used along with the measure-
ments of groundwater chemistry in thermodynamic calculations
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of free energies of the redox reactions at the actual temperature of
the plume (11 %C). These calculations showed that both sulfate
reduction and iron reduction could occur in the plume, since
DGr values for each reaction were below a proposed threshold
value of"7 kJ mol"1 ofH2 in several places.Methanogenesis (by
CO2 reduction) showed in all samples higher DGr values, sug-
gesting that methanogenesis only occurred in stagnant pore-
water, where more reducing conditions may prevail. The small
differences in calculated DGr values actually suggested that sul-
fate reduction and iron reduction could take place simulta-
neously in the same sample.

Overall, this refined use of hydrogen concentrations sup-
ported the results of the bioassays and the complex system of
redox zones observed from the distribution of dissolved redox-

sensitive species. The Grindsted Landfill (DK) plume is host
not only to all of the proposed redox reactions but also to
secondary oxidation–reduction reactions involving ammo-
nium, methane, manganese oxides, ferrous iron, and sulfides.

Fate of XOCs: The distribution of xenobiotic compounds was
mapped in Transect I (Figure 17). More than 15 different organic
compounds were identified close to the landfill, with the BTEX
compounds dominating. Concentrations of BTEX in the range of
0–222 mg L"1 were observed close to the landfill, with single
observations of o-xylene concentrations up to 1550 mg L"1

(Rügge et al., 1995). No chlorinated aliphatic compounds were
present in this part of the pollution plume. Most of the XOCs
were no longer detectable approximately 60 m from the edge of
the landfill site. Since dilution and sorption could not account
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for the disappearance of the xenobiotic compounds, it was pro-
posed that the majority of the xenobiotic compounds in the
leachate were transformed under methanogenic/sulfate-reducing
or iron-reducing conditions in the aquifer. It should be empha-
sized that the apparent attenuation close to the landfill was not
based on a direct proof but on a comparison of the actual
distribution to the leaching period, dilution, and sorption in
the plume. This was convincing for a number of compounds
and was also supported by reactive solute transport modeling
(Lønborg et al., 2006; Petersen, 2000). However, benzene shows
a distribution that can indicate recalcitrance in the most reduced
parts of the plume but fast disappearance in more oxidized
environments (see discussion on benzene in Petersen, 2000).
Final conclusions based on field observations may therefore be
a difficult task and only feasible where substantial data from
different disciplines are available.

The degradation of xenobiotic compounds can also be
investigated by microcosm/column experiments and field
injection experiments. At the Grindsted Landfill site, the deg-
radation of a mixture of xenobiotic compounds (seven aro-
matic hydrocarbons, four chlorinated aliphatic hydrocarbons,

five nitroaromatic hydrocarbons, and two pesticides) was stud-
ied using in situ microcosms (ISM) and laboratory microcosm
(LM) (Bjerg et al., 1999; Rügge et al., 1998, 1999a,b). The data
from degradation experiments were compared to the field
observation data of the aromatic hydrocarbons, and the dis-
cussion of these compounds will be limited.

An anaerobic stock solution of the XOCs was injected along
with bromide as tracer into five injection wells, installed 15 m
downgradient of the landfill. The amount of water injected in
the natural gradient experiment was approximately 5% of the
groundwater flux passing the injection wells, yielding approx-
imate concentrations of 75–330 mg l"1 of the XOCs and of
bromide of 100 mg l"1 immediately downgradient of the
injection wells.

The migration of the compounds was monitored in a dense
sampling network consisting of a total of 140 multilevel sam-
plers (1030 sampling points). Over a period of 924 days,
samples were collected from approximately 70 discrete sam-
pling points in the central part of the cloud for the determina-
tion of breakthrough curves (BTCs). From the BTCs,
degradation and sorption could be determined. After the end
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of the injection, seven cloud snapshots were established cov-
ering approximately 400–700 sampling points each time.
From the snapshot, moment analysis provided an evaluation
of the mass loss of solute in the system and the spatial distri-
bution of the cloud in the aquifer. The redox conditions in the
studied area of the plume were determined by the analysis of
water soluble redox-sensitive compounds sampled every
6–8 weeks during the experimental period and by groundwater
and sediment characterizations combined with microbial
assays conducted on sediment and groundwater sampled 800
days after the start of the injection (Albrechtsen et al., 1999).

In the injection experiment, degradation of toluene was
observed as complete mass removal within the most reduced
part of the aquifer where iron reduction, sulfate reduction, and
methanogenesis occurred. Partial degradation was observed for
o-xylene. The degradation of o-xylene was not initiated before
the cloud had reached the part of the aquifer where iron
reduction was predominant. Examples of the cloud movement
after 649 days are given in Figure 18. Benzene was not
degraded within the experimental period of 924 days. Due to
highly varying background concentrations, it was not possible
to determine whether any degradation of the compounds eth-
ylbenzene and m-/p-xylene occurred.

In parallel with the anaerobic field injection experiment,
in situ microcosms were installed at five locations downgradi-
ent of the landfill (see Nielsen et al. (1996) for description of
this technique). Also, laboratory batch experiments (LBs) were
conducted with sediment and groundwater from the corre-
sponding locations. The experimental periods of the ISMs
and the LBs were up to 220 and 537 days, respectively. Both
systems involved the same mixture of the 18 compounds
(Bjerg et al., 1999). For the aromatic compounds, only toluene
was degraded in the ISM, while also o- and m-/p-xylene were
degraded in the LB. Benzene, ethylbenzene, and naphthalene
were not degraded in either the ISM or the LB.

In general, a good accordance was observed between the
results obtained in the injection experiment, the ISMs, and the
LBs; however, a few differences can be noticed, as shown in
Table 5. These differences were mainly due to the different
experimental periods, namely, 924 days in the injection
experiment and up to 210 and 537 days in the ISMs and LBs,
respectively. However, also differences between static and flow
systems influenced the results. This comparison indicated that
the ISM is a good method for studying degradation in the field
for compounds with lag periods shorter than 50–100 days. LBs
are also a useful and cost-saving approach for studying degra-
dation. The batch setup allows for very long experimental
periods. Therefore, the LBs are useful for the mixtures of com-
pounds with both shorter and longer lag periods and for
compounds with varying degradation rates. The results on
degradation, however, have been obtained for rather simple
compounds, and it is not known how well the batch experi-
ments mimic the field situation for more complex compounds.

The experiments carried out in the anaerobic part of the
leachate plume indicate that natural attenuation of toluene
and o-xylene takes place close to landfill. However, the results
for ethylbenzene are not in accordance with the plume obser-
vations. In the case of benzene, the degradation may take place
at larger distance from the landfill in more oxidized environ-
ments (see Petersen, 2000).

In summary, a description of natural attenuation processes
for XOXs in a landfill leachate is not an easy task and may
involve different approaches, including field observations,
experiments in laboratory and field, and also reactive solute
transport modeling. The latter is as an important tool for the
integration of data on geology and hydrogeology, redox con-
ditions, distribution of xenobiotic compounds, and degra-
dability/degradation rates.

11.16.8 Monitored Natural Attenuation

Natural attenuation refers to processes that naturally transform
contaminants to less harmful forms or immobilize contami-
nants so that they are less of a threat to the environment; see
“Natural Attenuation for Groundwater Remediation” by the
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National Research Council (National Research Council, 2000).
This includes the following:

• Dispersion/dilution

• Sorption

• Volatilization

• Degradation (abiotic, biotic)

Degradation is the most interesting process because the
contaminants can be transformed into less harmful products
(carbon dioxide and water). Engineered application of natural
attenuation processes as a remedy is termed monitored natural
attenuation (MNA, see US EPA). This involves a monitoring
component in addition to an evaluation of the natural attenu-
ation processes.

The results from the landfill sites reviewed here indicate a
significant potential for natural attenuation of XOCs at landfill
sites. There are to date, however, only a few examples, com-
pared to the number of landfill sites around the world, and
therefore, additional well-documented field examples are
needed. Experience from more landfill sites will also help in
developing procedures for the demonstration of natural atten-
uation, which is not a straightforward procedure. Currently,
the experience presented in this chapter and the evaluation of
natural attenuation as a remedy at landfill sites by Christensen
et al. (2000a) and reviewed by Bjerg et al. (2011) suggest that
five points will be critical:

• Local hydrogeological conditions in the landfill area may
affect the spreading of the contaminants.

• The size of the landfill and the heterogeneity of the source
may create a variable leaching pattern and may be also
multiple plumes.

• The complexity of leachate plumes with respect to com-
pounds (inorganic and XOCs) and biogeochemical pro-
cesses may be an obstacle.

• The time frame for leaching from a landfill site will be very
long and call for long-term evaluation of the attenuation
capacity.

• Demonstration of natural attenuation in terms of contam-
inant mass reduction at the field scale is difficult.

The importance of each issue will depend on the actual
landfill. It should also be emphasized that even though these
problems may be difficult to solve, very few alternatives exist
for remediation at landfill sites (see Section 11.16.9).

11.16.9 Future Challenges

The number of detailed landfill studies has so far been quite
limited. A few sites have been characterized to a high degree
(including Banisveld Landfill, Borden Landfill, Grindsted
Landfill, Norman Landfill, Vejen Landfill, and Sjoelund
Landfill) by the use of multidisciplinary approaches. These
studies consistently show the importance of integrated studies
in order to understand the biogeochemical processes in landfill
leachate plumes. The results presented in this chapter have
revealed a number of topics, where future research using sim-
ilar approaches could be beneficial. Suggestions for future
challenges and research topics are listed as follows:

• Geologic setting.Most of the work on landfill leachate plumes
originates from studies in sandy aquifers. Many landfills are
found in such geologic settings, but investigations of landfill
leachate plumes in geologic settings with clayey till deposits
and fractured consolidated sediments are lacking. In addi-
tion, landfills located in former wetlands or leaching into
surface water are only studied in few cases.

• Source and spreading of landfill leachate. Density flow is most
likely at landfill sites, but the current understanding of
instability effects and the ability to predict the impact of
density flow under field conditions are poor. Also, the
reasons for the often observed mounding of the groundwa-
ter table beneath landfills are not fully understood and
need more attention.

• Biogeochemical processes. A good conceptual understanding
of the biogeochemical processes in landfill leachate plumes
exists, and the overall understanding of redox processes is
good. The challenge is to quantify rates and capacity so the
relative importance of core processes (e.g., microbial iron
RDC) and fringe processes (mixing of electron acceptors)

Table 5 Potential for degradation of the aromatic compounds in anaerobic leachate-affected groundwater at Grindsted Landfill (DK)

Grindsted Landfill Benzene Toluene Ethylbenzene m-/p-Xylene o-Xylene Naphthalene

(1) Field injection 15–45 m " þ ? ? " "
(1) Field injection 45–65 m " þ ? ? þ "
(2) ISM and LB
LB (I) 15 m " þ " " " "
LB (II) 15 m " þ " " " "
LB (II) 25 m " þ " " " "
ISM 25 m " " " " " "
LB (II) 35 m " " " " " "
ISM 35 m " " " " " "
LB (II) 45 m " þ " " " "
ISM 45 m " " " " " "
LB (II) 55 m " þ " þ " "
ISM 55 m " þ " þ " "
LB (I) 60 m " þ " þ þ "

(1) Rügge et al. (1999a) and (2) Bjerg et al. (1999).þ, degradation observed; ", no degradation observed; ?, not possible to determine due to highly varying background conditions.
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can be evaluated in order to predict long-term behavior of
the plume. Application of stable isotopes and molecular
techniques may be useful in such studies.

• Application of simple model/mass balance approaches or advanced
multidimensional reactive solute transport models are needed in
order to integrate flow, transport, and reactive processes.
Unfortunately, models are often applied after field investiga-
tions are completed instead of as an integrated part of the
field investigations. Used as integrative tools, models can be
viewed as a quantitative representation of the conceptual
model for the landfill leachate plume.

• Fate of XOC compounds. Significant degradation of XOC has
been demonstrated at most landfill sites, but discrepancies
between field observations and experimental work have been
observed. Lack of knowledge in terms of the expected fate is
mainly related to new compounds, such as pesticides,
pharmaceuticals, and phthalates. However, the discrepancies
also reveal that the methods used for the documentation of
natural attenuation processes are poor in landfill leachate
plumes. A few studies have applied probe compounds as
tracers, degradation products, stable isotopes, and enantio-
meric ratios, but thesemethods all have their limitations, and
improvements are needed before they can be applied in
practice for the documentation of natural attenuation. Con-
taminantmass discharges (mass flux) have been suggested for
quantification of mass removal for XOCs; however, current
applications at landfill sites are few.

• Risk assessment. Landfills are difficult to handle as a homoge-
nous contaminant sources, because of the complex compo-
sition and large size. Standard risk assessmentmethodologies
often fail or give misleading results when applied at landfill
sites. Thus, development of better risk assessmentmethods in
particular at screening level is needed. In addition potential
chemical or ecological impact from landfills located in for-
mer wetlands or near surface water bodiesmay deserve atten-
tion in future studies.

• Remediation of landfill leachate plumes has been performed
only in very few cases. The most promising technique is
monitored natural attenuation, but guidelines and practical
experiences are necessary to ensure a proper implementa-
tion. A matter of discussion is the need for monitoring and
length of the monitoring period taking the lifetime of a
landfill into account.
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