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The world has changed since we fi nished the fi rst edition of this book. We have 

experienced a major fi nancial crisis, a dramatic economic downturn, and the 

political fallout from both. The idea of global convergence—a belief that liberal-

ized international trade and investment, free fl ows of capital, and deregulation 

will fuel global prosperity—faces fresh skepticism and new challengers. Govern-

ments around the world have become more involved in both economic crisis 

management and corporate regulation. As a direct result, the core argument of 

this book has taken on new urgency: A sophisticated understanding of unfore-

seen (and sometimes unforeseeable) political risk has never been more relevant 

for markets, investors, and business decision-makers.

At the geopolitical level, concerns have grown about America’s economic and 

security primacy. The world’s largest capital markets—particularly those in the 

United States, Britain, Western Europe, and Japan—face the prospect of onerous 

new regulations and constraints on risk-taking. In key emerging market coun-

tries, the importance and infl uence of “national champion” fi rms with direct ties 

to governments are growing. Fearing a form of “reverse contagion,” governments 

have become more selective and cautious about privatizing state companies and 

assets. We only need to look at new doubts over the  creditworthiness of Dubai 
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World (Dubai’s largest state-owned conglomerate), and of Dubai itself, to realize 

that economic risks tied to the roles that governments play in domestic econo-

mies are growing. Each of these trends makes political risk more directly relevant 

for market players and policymakers.

The fi nancial crisis highlighted the ongoing relevance of “fat tails”—down-

side risks that are potentially catastrophic for fi rms, industries, and even coun-

tries. Major companies failed, markets crashed, and the foundations of the entire 

global economic system appeared to be at risk of being undermined. The crisis 

was linked to a series of factors (subprime loans, CDOs, leverage ratios, etc.) that 

were ultimately understandable and manageable but that were collectively over-

looked by the people and institutions with the power to manage and mitigate the 

risks. The fi nancial crisis was not driven primarily by politics, but it reminds us 

that a surprising number of fat-tailed risks are. And in an environment where 

government intervention in markets is increasing rather than decreasing, the 

number of potential political fat tails is growing as well.

The Crisis

The storm began to take shape as credit markets tightened in 2007, but the 

 Western fi nancial crisis fi nally made landfall on September 15, 2008, when the 

collapse of Lehman Brothers stunned global fi nancial markets. The U.S. dollar 

overnight LIBOR rate—the reference that sets the rate at which banks lend to 

other banks—more than tripled in just four days between September 12th and 

16th, as banks lost faith in the ability of other banks to meet their obligations. 

In September and October 2008, nearly every major global investment bank 

took a heavy hit to its market capitalization. Goldman Sachs fell 37%, Barclays 

sank 48%, and Morgan Stanley dropped 59% over those two months. The fear 

plaguing banks and investment houses spread to other markets. Many emerging 

markets’ credit default swap (CDS) spreads, which refl ect investor perception 

of default risk, skyrocketed following Lehman’s collapse. Over those same two 

months, CDS spreads increased by 156% for Brazil, 167% for Mexico, 169% for 

Indonesia, and 395% for Russia.

Policymakers around the world responded to these shocks with unprece-

dented steps. After the Lehman collapse, major central banks cut interest rates 

sharply to kickstart the fl ow of capital, and some injected money directly into the 
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fi nancial system. In September and October 2008, balance sheets of the European 

Central Bank and the U.S. Federal Reserve expanded by 40% and 111% respec-

tively. Governments nationalized or bailed out more than a dozen banks, includ-

ing Citigroup, the Royal Bank of Scotland, and Germany’s Hypo Real Estate. The 

U.S. government facilitated the merger of several banks, including JPMorgan 

Chase’s fi re-sale purchase of Washington Mutual.

The crisis also sent shock waves through the global real economy. In Decem-

ber 2008, industrial production fell year-over-year by 8.9% in the United States, 

11.6% in Germany, 14.7% in Brazil, and 20.7% in Japan. Of these, only China 

rebounded strongly in 2009. In the fourth quarter of 2008, global exports fell 

10.8%, and continued to fall by 31.3% and 33.1% in the fi rst two quarters of 2009.

Overall, the U.S. economy contracted by 2.4% and the euro zone by 4% in 2009.

Brazil’s growth was essentially fl at. Unemployment rose dramatically in several 

countries, including to 10.2% in the United States in late 2009. It is likely to 

remain above 9% throughout 2010.

The global economy has now stepped back from the precipice, but the risk 

of aftershocks remains very much with us.

U.S. Model Under Stress

In December 2008, Russian Prime Minister Vladimir Putin pinned the crisis on 

“U.S. irresponsibility,” and President Dmitry Medvedev vowed that “the time of 

domination by one economy and one currency has been consigned to the past 

once and for all.” In March 2009, Brazil’s President Luiz Inacio Lula da Silva 

blamed the market meltdown on “the irrational behavior of white people with 

blue eyes.” However colorful the criticism, American-style free-market capital-

ism has clearly taken much of the blame for the crisis, whether for the U.S. gov-

ernment’s inability or unwillingness to properly regulate the banking sector, to 

control powerful fi nancial fi rms and individuals, or to reverse global imbalances 

created by U.S. consumer spending.

While the fi nancial crisis and its aftermath have highlighted the importance 

of the United States as a global leader (and a safe haven for capital), it has also 

eroded some of the country’s “soft power” in the international fi nancial and eco-

nomic sphere. In particular, the market meltdown has damaged the longer-term 

credibility of the U.S. model of fi nancially driven free-market capitalism. Given 
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the $787 billion U.S. stimulus package and the Obama administration’s ambi-

tiously expensive plans for domestic energy and healthcare reform, it will be 

enormously diffi cult for U.S. offi cials to argue persuasively that other govern-

ments should minimize state involvement in their domestic economies.

Leaders of governments that champion alternative economic models, par-

ticularly in China and Russia, are feeling vindicated. In India, where the rul-

ing Congress Party emerged stronger from national elections in 2009, there is 

renewed confi dence in the country’s long-standing tradition of limiting trade 

integration with the global economy and exposure to foreign fi nancial markets. 

Even the leaders of Western, industrial democracies like France and Germany 

are highlighting the perceived advantages of their more tightly regulated vari-

ants of market capitalism. The crisis has emboldened political offi cials in these 

and other countries to commit their governments to relatively higher levels of 

state intervention in key economic sectors, the use of sovereign wealth funds to 

stabilize teetering commercial and fi nancial institutions, and heavier state regu-

lation of fi nancial fl ows. At least until states with relatively open markets begin 

to demonstrate new dynamism, state-managed capitalism will remain the move-

ment of the moment.

Financial Regulation

In other words, the dramatic government crisis management plans that helped 

the world avert a catastrophic failure of capital markets were far from the end of 

state involvement in the fi nancial sector. A broad range of new fi nancial regu-

lations and government oversight is emerging, including in the United States. 

In Washington, a comprehensive legislative fi nancial regulation reform package 

will likely pass in 2010, one that represents the most signifi cant shift in the U.S. 

regulatory framework since the 1940s. The package will likely create a systemic 

regulator with powers to break up fi nancial institutions that pose a signifi cant 

risk to domestic fi nancial stability. The law will include creation of a resolution 

authority mechanism to phase out failing non-depository fi nancial institutions. 

Prudential bank regulation will be tightened, and both higher capital ratios and 

regulatory standards will probably become law. The plan will raise regulatory 

requirements for trading derivatives and securitization. Lightly regulated insti-

tutions like hedge funds and insurance companies will face heavier regulatory 
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burdens. It will signifi cantly enhance investor and consumer protection mea-

sures and strengthen regulatory oversight of investment advisers and providers 

of consumer credit. Finally, corporate governance and executive compensation 

will be regulated. The package will inevitably impose higher transaction and dis-

closure costs, and products like securitized assets and the trading of derivatives 

will become more expensive. The process of re-regulation is also under way in 

a range of countries with large fi nancial markets, including Britain, Germany, 

France, and Japan.

Regulatory standards will also be updated at the multilateral level by orga-

nizations like the G20, the Bank for International Settlements (BIS), and the 

Financial Services Board (FSB). These organizations will not have the ability to 

impose new rules on their member states, but their guidelines are already infl u-

encing U.S. and EU efforts to regulate such issues as executive compensation and 

securitization. The BIS and FSB will play an important role in determining the 

guidelines for increases in capital requirements and the imposition of new pru-

dential banking standards. Fundamentally, however, the key efforts at interna-

tional harmonization of fi nancial regulation will be driven by the United States, 

European Union, and the United Kingdom.

National Champions

“National champion” companies—such as Russia’s natural gas monopoly 

Gazprom, Brazil’s metals giant Vale, and oil companies like China National 

Petroleum Corporation, Saudi Aramco, and Brazil’s Petrobras—are a defi n-

ing, and increasingly important, feature of the emerging markets business and 

investment environment. In part, their role is to extend their government’s infl u-

ence abroad and to enhance their political leverage at home by helping create 

jobs, support local industry, and further the interests of local political lobbies 

or clans. In the wake of the crisis, emerging market governments forced to make 

sharp budget cuts are working to maximize the economic and political returns 

on their investment in these companies, and some will use them to insulate their 

economies and markets from future global market volatility.

Gazprom, the world’s largest natural gas producer, epitomizes the national 

champion company. Its leadership wields considerable geopolitical power as a 

critical supplier of natural gas to much of Europe and, increasingly, the Far East. 
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Its shares are publicly traded, but the company is managed as an appendage of 

the Russian state. It often acts to further the government’s domestic- and foreign-

policy objectives, even at the expense of maximizing profi ts. Its habit of turning 

off the taps on natural gas deliveries to Ukraine, for example, has highlighted 

Moscow’s ability to intimidate a geopolitically important neighbor.

National champions also fi t seamlessly into China’s hybrid economic sys-

tem. Beijing develops and supports centrally administered state-owned enter-

prises, many of which are being slowly transformed into globally competitive 

companies. Nationalism has helped fuel the rise of national champion compa-

nies and brands and protected them from foreign acquisition. For example, the 

Chinese government has at times played into anger over foreign investment bids 

by blocking the purchase of domestic companies (as when Coca-Cola failed in 

2009 to take over China Huiyuan Juice Group).

After years of market liberalization in Brazil, national champions are mak-

ing a comeback there. Some of these companies have become truly global fi rms, 

but Brazil’s government uses them increasingly often to create local jobs and 

further other domestic policy aims. The fi nancial crisis heightened the trend. In 

particular, the government wants to favor state-owned Petrobras in the develop-

ment of newly discovered deep-sea oil reserves at the expense of international 

oil companies. It has also become much more directly involved in strategic deci-

sion-making at mining giant Vale.

This large-scale injection of political factors into economic decision-making 

in both the developed and developing worlds ensures that the understanding of 

political risk that we detail in this book will only become more valuable in the 

years ahead. The crisis itself provides a timely reminder that fat tail risk remains 

an underappreciated fact of life.



Political risk matters. That was clear when we started out as political scientists, 

clearer when we developed our company, and clearer still today.

There are a number of reasons for this. The world’s energy supply increas-

ingly comes from parts of the world that are politically unstable. The world’s 

economic growth is increasingly driven by emerging markets—countries with 

less defi ned rule of law, less well-developed institutions, and greater political 

volatility. Dangerous technologies, from improvised explosive devices to ballistic 

missile componentry, are becoming more widely available, making rogue states 

and organizations a greater threat to global markets. And all of this is occurring 

at a moment when the United States, the world’s only superpower, increasingly 

lacks both the political capital and the political will to promote and protect the 

security and prosperity of the global marketplace.

These emerging trends require a serious shift in how companies go about 

their business. Executives need to understand and assess political risk—how 

politics affects the markets where they operate or want to operate—if their 

businesses are to thrive. The business world isn’t yet well placed to handle this 

 challenge.
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August 15, 1998, was a rough day for bankers. Leading economists were reassuring 

the leaders of Western fi nancial institutions that Russia had both the ability and 

willingness to make payments on bonds held by international investors. With the 

1997 Asian fi nancial crisis still fresh in their minds, investors needed the reassur-

ance, especially since Russian stock, bond, and currency markets had weakened 

substantially in recent days. Still, the advice of these economists seemed to make 

sense, and nobody panicked. Two days later, the Russian government devalued 

the ruble and defaulted on its debt. The fallout for investors was immediate and 

dramatic.

How did the experts get it so wrong? They missed a number of important 

political factors: Russia’s weak and unfocused leadership, the pervasiveness of its 

corruption, poor market regulation, and the fact that a handful of well-placed 

Russian offi cials would actually benefi t personally from a devaluation. In sov-

ereign credit models used by banks, all these factors were absent or stuck in the 

“error term.” They were considered too diffi cult to measure or to manage. But 

they were vitally important.

What do we mean by a “fat tail?” Fat tails are the unexpectedly thick “tails”—

or bulges—that we fi nd on the tail ends of distribution curves that measure risks 

ONEIntroduction

As a general rule, the most successful man in life is the man 

who has the best information.

—Benjamin Disraeli
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and their impact.1 They represent the risk that a particular event will occur that 

appears so catastrophically damaging, unlikely to happen, and diffi cult to predict, 

that many of us choose to simply ignore it. Until it happens. Russia’s 1998 fi nancial 

meltdown represents a quintessential fat tail, one much worse than anyone’s risk 

model considered possible at the time. We generally expect that dramatic, high-

impact events occur only rarely, appearing as “thin tails” on a curve. Yet, history 

shows that they happen with surprising frequency.

Russia’s fi nancial crisis offers one of many cases in which a better under-

standing of a fat tail would have made a big difference for both investors and 

policy makers. The world of politics is dynamic and complex. It is not incompre-

hensible. Political risk can be understood and managed with much more success 

than most of us think.

Investors and corporate decision makers tend to approach the political risks 

they face in unfamiliar markets in one of three ways. There is the “We are all 

doomed” approach. We’ll simply ignore the risks, because they’re too scary and 

too complex, and what can we do about them anyway? There is the “Let the big 

guys lead” philosophy. We’ll ride along in the wake of the companies that have 

more resources and are better equipped to deal with the risks. If the big boys are 

safe there, so are we. Finally, there is the “We have our expert” strategy. We’ve 

already got a guy in-house who lived in that country for more than a year. His 

wife went to school there. He used to vacation there. He seems like he knows 

what’s going on.

None of these strategies are effective. To succeed in the current global envi-

ronment, decision makers must acknowledge the limitations—and serious pit-

falls—of these approaches. Management of political risk requires a dynamic 

worldview that includes a combination of fl exibility, creativity, and demon-

strated expert knowledge.

There is no single formula for understanding and managing political risk. 

In Brazil, monitoring and evaluating the behavior of political parties and poli-

ticians in the National Congress are crucial for the accurate forecast of policy 

outcomes. In China, analysis of the personal power dynamics within an opaque 

Communist Party and among elite factions is vitally important. But the tools 

most helpful in evaluating political risk in Brazil or China are almost useless in 

Saudi Arabia, where politics are a family matter.

A growing number of investors and policy makers understand the impor-

tance of political risk. Yet, they also know that they lack a comprehensive and sys-
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tematic set of tools for evaluating these risks. Most corporations actively manage 

enterprise risks that directly affect business organizations, such as credit, market, 

and operational risks. Credit risk, for example, has become an enormous indus-

try—in 2008, banks will likely spend $8 billion on credit risk software alone.2

Yet, most businesses spend far less energy on the assessment and manage-

ment of political risk. A recent survey of executives on risk management in the 

fi nancial services industry3 revealed that political risk was considered the least

likely of all risk categories to be managed well. Geopolitical risk was also per-

ceived as least likely to impact a corporation—and thus least likely to be included 

in a company’s risk management planning. Business decision makers, investors, 

and risk managers tend to ignore political risk until it produces a crisis—like the 

one that roiled Russian markets in 1998.4

Why do intelligent policy makers and corporate decision makers so often 

ignore these types of risk? First, they view political risk as too complex and too 

diffi cult to forecast. Perhaps some changes are simply not foreseeable. Second, 

risk managers like data, and they haven’t yet found much hard data on political 

risk. Many of the risk analysts working in the private sector have backgrounds in 

economics or fi nance. “How do we quantify political instability?” they ask. When 

it comes to data-driven forecasts, politics is too diffi cult to deal with. Third, com-

panies often manage risks, such as credit or market risks, because the law says 

they have to. But there are no regulatory or legal requirements that corporations 

and fi nancial institutions must manage political risk.

Yet, the dramatic increases in global economic integration, trade, and capi-

tal mobility in recent decades, combined with growing political instability and 

government intervention in markets, have created a climate in which political 

risk is more relevant than ever for companies and governments. This book will 

illustrate how political risks can be identifi ed, analyzed, and mitigated—just like 

any other risks.

Political risk matters both at the macro (national and transnational) level 

and at the micro (local, regional) level. Geopolitical strategies drawn up in 

Moscow, Beijing, Tehran, and Washington will shape and reshape the interna-

tional investment environment over the coming decades. So will efforts to enact 

market-friendly pension reforms in Ankara and Budapest that infl uence mar-

ket sentiment on currency, bond, and equity prices. So will decisions made by 

local politicians and interest groups in the provinces, towns, and villages of the 

 Brazilian and Indian countrysides.
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In addition, investors’ time horizons vary substantially. In the near term, cur-

rency strategists and bond and equity traders manage the impact of today’s political 

developments on their market positions. Over the intermediate term, more strategic 

capital market participants take “long” views on country risk dynamics. Company 

managers cope with underlying local political and social stability. In the long term, 

corporations with substantial fi xed capital assets on the ground and strategic planners 

for companies and governments must plan for a broad range of future scenarios.

Politics matter even in “safe” places. In the most politically stable markets 

like the United States, the European Union, or Japan, regulatory issues, often 

driven by politics, can have a dramatic impact on the business environment. The 

global banking crisis of 2008 exposed a number of serious fl aws in companies’ 

risk management systems and highlighted the importance of effective regulation. 

Governments in the United States and Europe intervened with massive infusions 

of capital and vowed to dramatically overhaul the regulatory frameworks govern-

ing the fi nancial system. In addition, consider the growing anxiety in the United 

States over foreign investment in politically sensitive U.S. assets. The Committee 

on Foreign Investments in the United States (CFIUS) has become a political foot-

ball following the controversies over the aborted bid by a Chinese oil company 

(CNOOC) to acquire the assets of U.S. oil fi rm Unocal and the failed attempt by 

a state-owned Arab fi rm (Dubai Ports World) to operate several major U.S. ports. 

Concern is growing among EU member states that have faced off with the Euro-

pean Commission over energy policy and fi nancial market deregulation. Germany 

recently passed a law to regulate investments by sovereign wealth funds (SWFs) 

in “strategic” domestic companies. External fi nancial and corporate interests have 

been unhappy with Tokyo over regulatory constraints that both suppress merger 

and acquisition activity and favor domestic fi rms. Taken together, these regula-

tory changes in developed world governments intensify concerns among interna-

tional investors that “backdoor” protectionism is on the rise.

Risk and Political Risk

Risk is the probability that any event will turn into a measurable loss.5 It is com-

posed of two factors, probability and impact. How likely is the risk to occur? If it 

does occur, how big an impact will it have? Yet, in some cases it can be extremely 

diffi cult to answer either of those questions—or to determine what has created 

a particular risk.6
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A relatively straightforward risk comes with smoking. For Canadian men 

who smoke, the lifetime probability of developing lung cancer is 17.2%. For male 

nonsmokers, it’s just 1.3%. Data from medical research and life insurance compa-

nies allow us to establish a clear connection between smoking and cancer—and 

to accurately predict the consequences of smoking. Male nonsmokers in Canada 

have a life expectancy of 80.5 years. Male smokers can expect to live to about 73.7

Any “risk event” is part of a causal chain. A certain cause (or causes) can 

increase the chances that a specifi c event will occur. Once it does—whether it’s a 

market crash, a terrorist attack, or a change in government—it will have conse-

quences. The consequences of an event depend on who is exposed to it.

Political risk is the probability that a particular political action will produce 

changes in economic outcomes. It is quite different from the risk of disasters, like 

earthquakes, disease outbreaks, and droughts. It is also distinct from economic 

risks, such as infl ation or sovereign credit risk. Most political risks are much 

harder to quantify than the risk of smoking. Yet, on a fundamental level, political 

risk is no different than any other form of risk

The Complexity of Political Risk

Often, it is not easy to deconstruct political risk in terms of its causes, prob-

ability, and impact. That does not mean that the process of analyzing diffi cult 

issues is not valuable. Take the Bolshevik Revolution of 1917.8 In October, after 

months of confusion and competition for political power following the abdica-

tion of the czar, Vladimir Lenin and other leading Bolsheviks overthrew Russia’s 

Provisional Government. They set in motion a series of momentous changes 

that would eventually lead to the establishment of the world’s fi rst Commu-

nist regime. As the Bolsheviks transformed Russia into the Soviet Union, their 

new government nationalized private property, seized assets, ignored demands 

from foreign governments for repayment of debt, and forged new international 

alliances. The political, social, economic, and foreign policy profi le of one of 

the world’s great powers changed quickly and dramatically. Could the risk of 

upheaval been  mitigated—or at least recognized in advance?

Nearly a century later, historians still argue over how and why the Bolshevik 

Revolution took place. Some emphasize the economic crisis generated by Russian 

participation in World War I. Others place greater emphasis on the mobilization 

of peasants and workers already active before the war began. Other experts stress 
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the cruelty and incompetence of the ruling Romanovs. Still others point to eco-

nomic problems, like runaway infl ation. Still others emphasize the emergence of 

a coherent and ambitious Bolshevik leadership.

A risk event has complex and interrelated causes, and there is simply 

not enough available historical data to definitively determine the probability 

that the rarest of them will come to pass. Bolshevik Revolutions don’t come 

along very often. Yet, if we had monitored political developments in Russia 

in January 1917, we would have recognized that the situation was unstable—

and getting structurally worse. That assessment would have helped policy 

makers and investors better prepare themselves for the upheaval soon to be 

unleashed by an unstable Russia. How that can be done is the subject of 

this book.

Interdependencies with Other Risks

For our purposes, it is useful to separate political risk from economic,  fi nancial, 

and other types of risk. But in reality, one form of risk can easily generate another. 

Gamal Abdel Nasser’s rise to power in Egypt in 1952 (a political event) led to 

the expropriation of the Suez Canal in 1956 (a political and economic event), 

which had a direct fi nancial impact on those who owned shares in it. The politi-

cally motivated seizure of farmland by the Mugabe government in  Zimbabwe 

(2000–05) has led to, among other things, hyperinfl ation (an economic risk) and 

famine (a threat to social stability).

This problem is not a new one. We can look back to the surprisingly 

momentous consequences of a decision made in 1575 by King Philip II to default 

on Spain’s debt.9 A series of economic and political risks produced a politically 

motivated credit default, the independence of the Netherlands, and the decline 

of Spanish imperial power.

Philip II inherited one of the world’s superpowers, giving him effective polit-

ical control of Spain, southern Italy, the Netherlands, Flanders (part of today’s 

Belgium), and parts of France. Added to these possessions was Spain’s extensive 

colonial empire in the Americas. Philip’s army and navy were probably the best 

in the world. Soon, he would send the Spanish Armada to invade England (and 

almost succeed).
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So much power must have seemed a good thing, but the burdens that come 

with it had driven his father into a monastery. In 1575, Philip found himself 

fi ghting a series of seemingly intractable wars. His navy had been battling the 

 Ottoman Empire in the Mediterranean for more than a decade and his army had 

struggled with Dutch separatist rebels for four years.

These wars were expensive, and Philip was running out of money. Most of 

his income came from the revenues collected from those widespread territorial 

possessions. Unfortunately, taxes had to be approved by local parliaments (or 

estates). Almost all the provinces had one, making it more complicated to simply 

raise taxes. After many years of war, these parliaments were increasingly upset 

by new requests for cash. Philip II had to borrow the money. Spain happened to 

be closely allied with the city-state of Genoa, the Wall Street (or the City) of the 

time. The Genoese gladly lent Philip money, as long as he paid the interest. But 

after years of borrowing, it became harder and harder to make those payments. 

Philip faced the diffi cult choice of asking his estates for new taxes or renegotiat-

ing the loans with the Genoese.

For Philip II, both options proved problematic. He fi rst tried to increase 

taxes, but the Spanish estates said no. His Genoese creditors then refused to rene-

gotiate the interest rates on his loans. With no better option, Philip decided to 

default in September 1575.10

The impact of this political act was swift and drastic. Genoese bank-

ers refused to extend further credit to the Spanish crown. Without funds, 

Spain could no longer pay the large mercenary army fighting the rebel Dutch 

provinces on its behalf. By July 1576, the Spanish army in the Netherlands, 

which had not been paid in months, mutinied and began to attack Span-

ish-held towns. This unrest eventually provoked the sack of Antwerp (one 

of the great industrial centers of Europe) and the massacre of as many as 

18,000 citizens. The Spanish reputation in the Netherlands and Europe col-

lapsed almost overnight, as did any chance that Spain might quell the Dutch 

 rebellion.11

Philip’s quandary reveals how one type of risk produces and fuels another. 

Spain’s political risks from wars with the Dutch and the Turks, combined with 

economic imbalances, signifi cantly increased the risk of a sovereign credit 

default. The default then generated a new series of political and economic risks 

and imbalances.
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Political Risk and the Past

What do the Bolshevik Revolution and a 16th-century Spanish debt default have 

to do with the political risks facing today’s policy maker and investor? Though 

political risks have become increasingly complex, the forces driving a politi-

cally motivated 16th-century credit default or a 20th-century revolution are not 

fundamentally different than those that create similar risks today. An especially 

important constant: political interests often trump economic ones in the perfor-

mance of markets. In many cases, as in Russia in 1998, economists have argued 

that a certain event, like a default, will not happen because it would so badly 

damage that state’s economy. Yet, the politicians who will decide whether to 

default may very well make their decision with political, rather than economic, 

goals in mind.

Consider the problem of expropriation, the classic political risk faced by 

companies directly investing abroad. Mexico’s 1938 decision to nationalize its 

hydrocarbons sector provides a landmark example of how political motives can 

shape economic actions. It has also served as a kind of “best practice” model for 

the nationalization of natural resources in Venezuela, Bolivia, Russia,  Kazakhstan, 

and Algeria. Iraq may well be next.

In March 1938, Mexican president Lázaro Cárdenas signed an order expro-

priating Mexico’s petroleum industry, which until then had been dominated by 

foreign companies such as Standard Oil of New Jersey, Gulf Oil, and Royal Dutch 

Shell. The decision yielded estimated losses of $200 million for U.S. companies 

and similar losses for the Anglo-Dutch investors.12 It also illustrates several fac-

tors that have traditionally led governments to seize private property and foreign 

direct investments: ideology, nationalism, domestic interest groups, national 

economic development, and geopolitics.

The nationalization of the oil industry formed one important element of 

a wider series of reforms under the slogan “Mexico for Mexicans.” Cárdenas 

sought to consolidate his power among core supporters from the labor move-

ment and the political Left. The nationalization fi t with a developing anticapital-

ist and nationalist agenda, and rewarded key domestic political constituents. The 

biggest winner was the petroleum workers union, which gained access to a steady 

stream of revenues and side benefi ts. The statist-minded Cárdenas also saw the 

foreign oil companies as an obstacle to Mexico’s economic development. As with 

future oil industry nationalizers in other countries, Cárdenas believed that his 
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administration, not foreign companies, could best manage Mexico’s economy 

and natural resources.

A fi nal, and perhaps defi ning, factor was the geopolitical environment of 

the time. In the 1930s, the United States had begun to shift its approach to Latin 

America from “gunboat diplomacy” toward a “good neighbor” policy. With a 

political crisis looming in Europe (which led to World War II), the likelihood of 

an American or European backlash against Mexico had signifi cantly diminished.

The nationalization was a resounding political success, and Cárdenas is 

revered in Mexico to this day. It also helped the ruling Institutional Revolution-

ary Party (PRI) maintain its grip on power by providing bases for patronage and 

by burnishing its nationalist credentials. But in economic terms, the expropria-

tions and the creation of a national oil company (PEMEX) were a disaster. They 

provoked the fl ight of foreign know-how and capital; by 1940, foreign invest-

ment in Mexico had plummeted to a quarter of the level that the country had 

attracted two decades earlier.13 The loss of foreign expertise made oil exploration 

much more diffi cult. Revenues declined, and national debt increased.14

Mexico’s 1938 oil expropriation continues to impact the political risk land-

scape in Latin America, where President Hugo Chávez’s agenda in Venezuela 

borrows heavily from the logic of Cárdenas’s decision. Seven decades later, Mex-

ico has a pressing need to reform the energy sector and to upgrade declining 

fi elds with the help of outside investors. Venezuela will face precisely the same 

problems in coming years, as foreign oil fi rms are driven from the country and 

as oil profi ts diverted for politically inspired spending projects push state-owned 

energy company PDVSA’s production into sharper decline.

Understanding Political Risk

What is the best way to analyze political risk? Given the complexity of its causes, 

its many potential impacts, and the diversity of forms it takes, there is no easy 

answer. Any political event that can (directly or indirectly) alter the value of 

an economic asset can be considered a political risk. A declaration of war, an 

act of terror, a law that expropriates private property, and a change in the rules 

governing foreign investment are all examples of political risk. Governments, 

rebel groups, nongovernmental organizations, individuals, and anyone else who 

engages in a political action can create political risk.15 The impact of a particular 



10 | the fat tail

table 1.1 Types of political risk

Main types of risk events shocks Examples

Geopolitical International wars

Great power shifts

Economic sanctions and embargoes

Global energy Politically decided supply and demand issues

Terrorism Destruction of property

Kindapping/hijackings

Internal political strife Revolutions

Civil wars

Coup d’etat

Nationalism

Social unrest (strikes, demonstrations)

Expropriations Confi scations of property

“Creeping” expropriations

Breaches of contract Government frustration or reneging of contracts

Wrongful calling of letters of credit

Capital market risks, currency, 
and repatriations of profi ts

Currency controls

Politically motivated credit defaults and market 
shifts

Repatriation of profi ts

Subtle discrimination and 
favoritism

Discriminatory taxation

Corruption

Unknowns/uncertainty Effects of global warming

Effects of demographic changes

Political events that cannot be foreseen
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risk depends on who must absorb its worst effects. Corporations can lose people, 

money, or infrastructure as a result of political events. Governments can lose all 

of those things, as well as their independence.

There are a wealth of tools, methods, and ideas that can help corporations 

and policy makers better understand and forecast political risk. Effective man-

agement of political risk requires three skill sets: an understanding of which tools 

and methods are best suited to a particular political environment, awareness of 

how a particular analyst’s style and temperament may produce a particular kind 

of bias, and an ability to transcend preexisting assumptions about what is pos-

sible to successfully communicate a forecast.16

Style and Temperament

The disposition of those who assess risk helps determine how accurate or biased 

the analysis and understanding of political risks will be. Philip Tetlock argues 

that analysts can be divided into two types: “hedgehogs” and “foxes.”17 The 

hedgehog knows one big thing—and may display a near-fanatical adherence to 

it—while refusing to consider alternatives. The fox knows many things—and 

can draw on a wide array of data and analytical frameworks in making forecasts. 

Tetlock argues that foxes, who tend to be more tolerant of counterarguments 

and see the bigger picture, make better risk analysts. But risk analysis is contex-

tual. In some cases, the simplicity of hedgehog analysis yields better results; in 

others, the complexity of fox analysis produces a more accurate forecast. When 

it comes to communicating the analysis, the hedgehog approach is sometimes 

better suited for reaching decision makers and cutting through existing cultural 

and organizational biases.

Foxes tend to be less successful than hedgehogs with scenario analysis. They 

can imagine many competing scenarios and too often exaggerate the probabil-

ity of each of them. Hedgehogs believe in simple explanations, often consistent 

with a broader set of ideological beliefs, and can be overly confi dent forecasters. 

Equally important, they can remain unwilling to reconsider the merits of rival 

hypotheses after they have made a forecasting error.

The best forecasters whom Tetlock studied have two characteristics. They 

are eclectic thinkers who are tolerant of counterarguments. They also avoid 
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the common mistake of overestimating the probability of change. The approach 

to political risk we will set forward in this book refl ects this basic spirit. We are 

eclectic in our methodology rather than wedded to a single model of political 

risk or political change. And we are cautious about exaggerating the probability 

of fundamental change, whether for better or for worse.18

Making Risks Known

Another key component of understanding political risk is its successful commu-

nication. If a risk is not properly communicated, timely identifi cation and accu-

rate analysis are useless. Al Qaeda’s attacks on New York and Washington, DC, on 

September 11, 2001, killed nearly 3,000 people, the largest death toll  produced by 

warfare or terrorism on American soil since the end of the Civil War. In hindsight, 

all the data needed to predict the attacks was there. So was much of the analysis. 

Al Qaeda–associated Islamic terrorists had in the 10 years prior to September 11

tried to crash planes into tall buildings (in Paris, for one) and had attacked the 

World Trade Center in 1993. The U.S. government’s domestic security agencies 

had at least in passing considered an airplane suicide plan scenario.19

Yet, miscommunication between security agencies, failure of imagination, 

and the constraints on risk managers who must process large amounts of often 

competing bits of information on many different sources of risk prevented any 

warning of imminent danger from being successfully transmitted to those in a 

position to thwart the attacks. Some things get lost in the information fl ow. Oth-

ers are blocked by social and organizational biases.

One common type of bias is bureaucratic. Organizations develop idiosyn-

cratic cultures and processes that produce specifi c worldviews. During the Cuban 

missile crisis, the Kennedy administration worked hard to avoid a “tunnel vision” 

scenario in which institutional assumptions about Soviet intentions and behavior 

might have ignited direct and unnecessary confrontation with Moscow.

Idées fi xes and wishful thinking constitute another type of bias. When 

 German forces invaded the Soviet Union in June 1941, Stalin’s initial reaction was 

to discount the reports. The invasion did not fi t his expectation, and he rejected 

it. Could reporting of the risk have been successful, given Stalin’s personality and 

his reputation for punishing the bearers of bad news? Diffi cult personalities and 

biases of decision makers pose a challenge to effective risk management.
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These are only two of the many biases that can block accurate and timely 

reporting of risk. Ultimately, our understanding of political risk is inherently 

tied to our cultural and ethical values.20 The potential events we consider most 

frightening are those that threaten the things we most want to protect, like our 

independence and the value of our assets and investments. Thus, perception of 

risk is as important as the risk itself. We don’t necessarily face more risks than 

our ancestors did. In many respects we are more secure.21 The plagues, famines, 

and political unrest faced by those who came before us (think Mongol invasions) 

now offer little more than entertainment (think “Conan the Barbarian”).

Generations past often blamed gods or fate for unforeseen and unhappy 

events. Modern societies understand risk differently.22 Our risks may have not 

increased, but economic globalization and the sophistication of our technology 

have expanded both the complexity and the interdependence of the challenges 

we face, including nuclear proliferation, terrorism, state failure, and the more 

rapid pace of political and social change. As the stakes for global stability have 

risen, the need to better understand and more successfully manage political risk 

has become more urgent.

Book Overview/Roadmap

In this book we discuss a broad range of political risk types, ranging from global 

risks, which play out in the international system, to country risks, which mani-

fest themselves in a specifi c society or government, to micro-level risks, which 

occur at the substate and industry level.

But we will start by acknowledging how much we cannot know. To under-

stand political risks, it is essential to accept that much is beyond our ability to 

forecast. Many have argued that the interaction between the enormous variety 

of actors making policy decisions—individuals, groups, and states—and human 

psychology, history, and economics, as well as the natural environment, has cre-

ated a world that is largely driven by unexpected, undeterminable, and frequently 

catastrophic events.23 It is worth exploring fi rst the things that are unpredictable 

and uncertain—and there are many. The next chapter will focus on this theme.

However, much can be predicted, and there is a signifi cant amount that 

corporations and governments can do to understand and mitigate the negative 

potential of political risk. The following six chapters will focus on broad types of 
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political risk, the geopolitical (those resulting from international wars or great 

power politics), expropriation, regulatory changes, or social unrest (a broad cat-

egory that can include anything from civil wars and revolutions to mass dem-

onstrations). Each chapter will detail how each risk is identifi ed, weighed, and 

mitigated and explain how companies and governments did and didn’t assess 

the risk effectively.

Understanding risks is only half the game. They must also be effectively 

communicated. In chapters nine and ten, we consider the challenges of ensur-

ing that risks are understood by the right people at the right time. The fi nal step 

in the process—mitigation. Even if you correctly identify a risk it is not always 

obvious what a fi rm or government should do about it.

We are not at the mercy of fat tails. Now we turn to why that is.



Today, the palm-fringed beaches of Yucatán and Cozumel are known mainly as a 

holiday getaway spot for raucous college students. But in 1519, the Yucatán coast 

saw the beginning of what perhaps comes closest in human history to an alien 

invasion. Hernán Cortés and 600 Spaniards sailing from Cuba landed there and 

set in motion a remarkable chain of events that would culminate in the Spanish 

conquest of the Americas.1

Cortés, like many adventurers of the time, came in search of great riches and 

new lands for himself and his king. Once ashore, he eventually made contact 

with the Aztecs, who then controlled a powerful empire of city-states extending 

across much of today’s Mexico. As the Aztecs and their emperor, Montezuma, 

struggled to understand the sudden appearance of fair-skinned, bearded, armed, 

and armored men on horseback, Cortés forged alliances with rival city-states 

and prepared his battalion-sized warband to conquer a civilization of as many 

as 30 million people.2 Within two years, Cortés had crushed the Aztec Empire, 

killed a succession of its  emperors, and laid the foundation for 300 years of Span-

ish colonial rule in Mexico.

Spain boasted one of the most feared armies in Europe, and its frontal 

assault tactics were devastating for a foe unfamiliar with European norms of 

TWODealing with Uncertainty

If we begin with certainties, we shall end in doubts; 

but if we begin with doubts, and we are patient in them, 

we shall end in certainties.

—Sir Francis Bacon
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warfare. The impact of Spanish cavalry and fi rearms has been overstated (the 

former were too few, the latter unreliable), but Spanish armor and steel-edged 

weapons offered a material technological advantage when used against warriors 

from a civilization that lacked ironworking.3

Yet the Aztecs were not defeated by superior tactics and technology alone. 

Cortés drew strength from three additional factors. First, he cultivated allies 

among the Aztecs’ most bitter local rivals, who provided the conquistadors with 

both manpower and strategically useful information.

Second, there was disease. In H. G. Wells’s classic story of a Martian inva-

sion, War of the Worlds, aliens conquer the Earth’s native population, but are 

ultimately felled by the common cold, to which they have no immunity. In 

fact, Wells drew inspiration for his story directly from reports of the numerous 

encounters that took place between European explorers and indigenous people 

from 1492 onward. During the Spanish conquest of Mexico, the natives, not the 

invaders, fell victim. Various estimates have placed Aztec deaths from European 

diseases like smallpox at 10% to 50% of the population between 1520–21,4 making 

it an early (though inadvertent) use of a biological weapon of war.

Third, and most interesting for our purposes, the shock of the new and unex-

pected paralyzed the Aztecs. When people do not know how to respond to a cat-

astrophic event, they often ascribe it to the supernatural. The common story of 

Cortés’s conquest credits the initial Aztec inaction to their association of  Cortés 

with the myth of Quetzalcoatl, an important god in the Aztec pantheon. In Aztec 

mythology, Quetzalcoatl was portrayed as a light-skinned, bearded  fi gure with light 

eyes who would one day return. Spanish chronicles of that time assert that Mon-

tezuma II, the Aztec emperor, believed that Cortés’s appearance represented Quet-

zalcoatl’s return. Modern scholars have cast doubt on that view. But there is little 

question that the Aztecs were fascinated with the newcomers, their manners, style of 

dress, beliefs, and technology. Whatever the precise circumstances,  Montezuma and 

his subjects were catastrophically slow to respond to the Spanish threat.

Nothing in the Aztecs’ experience prepared them for the horses, muskets, 

steel, and infantry shock tactics that suddenly threatened their survival.5 Yet, 

when it comes to political risks, the unimaginable happens more often than you 

might think.

Unlike risk (which is probability times impact), uncertainty implies an 

inability to determine the probability or the impact (or both) of a certain future 

event. The main task and challenge of risk management is to transform uncer-
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tainty into probabilistic, measurable assessments, or risks. That is not always 

possible. Risk analysts and managers must accept that they will always have to 

contend with some level of uncertainty.6

The United States military didn’t fi nd weapons of mass destruction follow-

ing its 2003 invasion of Iraq, but the search did produce an important insight 

in the form of a much-derided comment from then-Defense Secretary Donald 

Rumsfeld.

Reports that say that something hasn’t happened are always interesting to me, 

because as we know, there are known knowns; there are things we know we know. 

We also know there are known unknowns; that is to say we know there are some 

things we do not know. But there are also unknown unknowns—the ones we don’t 

know we don’t know. And if one looks throughout the history of our country and 

other free countries, it is the latter category that tend to be the diffi cult ones.7

Grappling with Unknowns: Understanding “Fat Tails”

How does an organization deal with “known unknowns” and “unknown 

unknowns”? No one accurately predicted the end of the Cold War, the  Bolshevik 

Revolution, or the 9/11 attacks. Or, to take a more recent corporate example, 

there is the story of Arla Foods.

In its September 30, 2005, issue, the Danish newspaper Jyllands-Posten pub-

lished a series of 12 cartoons depicting the prophet Muhammad. This attempt 

to provoke public debate in Denmark triggered an explosion of anger across the 

Muslim world. Outrage over what was seen as an insult to Islam was subsequently 

directed not only at Jyllands-Posten, but at Denmark and its business interests.

Many in Denmark fully expected angry reactions to the cartoons, but the 

magnitude, intensity, and persistence of the crisis and its damage to both pri-

vate and diplomatic interests were completely unforeseen. The sophistication 

and organization of the reaction in many countries was particularly surpris-

ing as e-mail and mobile phone text messaging dramatically boosted efforts to 

 coordinate collective action against Danish products.

Saudi religious leaders targeted Arla Foods, one of Scandinavia’s largest dairy 

producers, and called for boycotts of its products during Friday prayers. Images of 

Arla butter and cheese were shown on Saudi television as part of the coverage of 
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the cartoon controversy.8 Denunciations echoed across Islamic Web sites and via 

e-mail and mobile SMS messages, and the protests reportedly cost the company 

$1.5 million per day.9 As the boycotts had everything to do with Arla’s country of 

origin and nothing to do with its products, the fi rm was powerless to respond.10

No one advising Arla before the cartoons were published could have foreseen 

this low probability, high impact risk. Even after they were published, it would have 

required extraordinary foresight to do so: they did not provoke an uproar in the 

Middle East until ten months after they fi rst appeared. The cartoons became an 

issue only when a small group of religious activists decided to make them one.

Perhaps the most diffi cult aspect of all risk management is in providing 

accurate probabilities for events that are both rare and potentially  devastating. 

 Nassim Nicholas Taleb’s provocative book The Black Swan: The Impact of the 

Highly Improbable argues precisely that the most important events in the world 

tend to be those that are rare, extreme in their impact, and not predictable 

 statistically (or otherwise) with any consistency. Such events are rare enough 

that they cannot be accurately described by a bell-shaped (standard normal) 

statistical distribution that relies on historical data series.

Taleb’s insight is that modern society has been conditioned to think about risks 

and probabilities in terms of “normal distributions,” or bell curves, and that this is 

a deep analytical fl aw. Normal distributions indicate that catastrophic events are 

extremely unlikely to happen. Historically, when these models have been applied 

to calculate the likelihood of catastrophic events, like mortgage meltdowns, fi nan-

cial crashes, sovereign credit defaults, and terrorist attacks, they have failed badly.

In the standard statistical assumption about how the world works11 (see 

 fi gure 2.1), you notice that the ends of the curve are “thin.” This signifi es that 

events in those ranges are very unlikely to occur.  “100-year” fl oods happen far 

more often than once a century. The same goes for fi nancial crises.

This approach works for polling samples, for example, because these surveys 

assume that the distribution of political views present in a large enough group of 

people will be approximately equal to the views of the entire country. It is often 

assumed that other political and social behavior can be predicted with a similar 

set of tools. This assumption is misleading, because many of the risks we face 

today do not follow a normal distribution, but one that is highly skewed. Really 

unexpected things happen far more often than our usual statistical  models would 

indicate. Taleb calls these events “black swans.” They are more commonly (and 

less poetically) known as “fat tails” (see fi gure 2.2).12
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fi gure 2.2 “Fat tail” or “long tail” for downside risk

For Taleb, this shows that people have very limited predictive ability when 

it comes to rare events. Before European explorers fi rst landed in Australia, they 

assumed that all swans were white. Every swan they had ever seen had been white. 

Yet, in Australia, they found a previously unknown species of black swan, forcing 

scientists to refi ne their defi nition of what a swan was. The understanding that 

swans were white was a theory built on inference. The theory had been affi rmed 

many times—until a single black swan proved the theory wrong.13 Taleb’s black 

swan represents an event that is extremely rare, yet also has an extreme impact, 
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disproportionate to its probability. Taleb then argues that these events  cannot be 

predicted or perceived in advance, because human beings are especially bad at pre-

dicting irregular events, even if they are relatively good at assigning  probabilities 

to more likely ones.14 And to Taleb, critical events in the world, from the spread of 

Christianity and Islam to World War I and 9/11, are fat tails. Accordingly:

History and societies do not crawl. They make jumps. They go from fracture to 

fracture, with a few vibrations in between. Yet we . . . like to believe in the predictable, 

small incremental progression.15

This is a disturbing proposition. As we discussed earlier, predicting the 

 Russian Revolution or Arla Food’s troubles would have been impossible; even 

now, with the benefi t of hindsight, it is diffi cult to agree on what caused them. 

Even if the causes are well known, it is impossible to say how an event will occur. 

If you drop a glass, you know it will break. But you cannot predict with any con-

fi dence where each piece will come to rest.

In the case of 9/11, even if we had known that terrorists wanted to attack 

U.S. interests and that their plan would involve airplanes, it would still have been 

extremely diffi cult to fi gure out the number, place, timing, and tactics that were 

used.16 In fact, Taleb argues that accurate forecasting of catastrophic events is 

simply impossible.17 These are “black swan” events.18

Taleb’s approach has fundamental limitations. First, most organizations are 

more likely to face the impact of frequent minor disturbances (strikes, corrup-

tion, etc.), rather than catastrophies like revolutions, wars, and state failure.19

The collective impact of many smaller events can surpass that of a fat tail event.

Consider the cumulative effect of corruption. As part of the cost of doing busi-

ness in Nigeria, work permits, access to utilities, and so forth sometimes require 

bribes for local offi cials. Foreign corporations accept risks to their  reputations, 

and even legal action, at home by playing this game. By itself, petty corruption 

ranks relatively low as a political risk, more an annoyance than a disaster.20 Yet the 

impact of petty corruption over several years can be catastrophic for a country’s 

stability—even its survival—and for a company’s bottom line. In several African 

countries, the cumulative effects of petty corruption have undermined the ability 

of governments to deliver basic services and security— sometimes even within the 

capital city.21 During the 1990s, corruption contributed to risks of state failure in 

countries like Congo, Liberia, and Sierra Leone.
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But these risks can be predicted, and their gradual effects can be measured. 

It’s like the risk of smoking. The risk over time from smoking cigarettes is death, 

which is a pretty well-established (and catastrophic) fact. Yet there is no unpre-

dictable “black swan” death from smoking: all the facts are known. Arguing that 

all catastrophic events and disasters are only obvious in retrospect ignores the 

fact that people regularly engage in risky behavior they know will have serious 

and predictable consequences.

An organization facing political risks does not have the luxury of worry-

ing only about black swans, but must assess all risks in a comprehensive way. 

Low-impact risks like smoking and petty corruption do cumulatively result in 

catastrophe over time. There is signifi cant value in predicting the things we can. 

But the question of how to deal with those earthshaking events that we cannot 

envision, much less predict, remains important.

Those who would apply Taleb’s theory to political risk face another impor-

tant problem. Unlike fi nancial, economic, or environmental risks, political risks 

are usually generated by individuals, people with particular and identifi able sets 

of motivations and limitations. This makes them predictable—and not black 

swans. If we can map these incentives and constraints, it is considerably easier to 

forecast downside risks (and the limitations on upside outcomes).

Let’s look at Business Bank, a small and successful private bank in Uzbeki-

stan. In 2005, the Uzbek Central bank closed Business Bank and liquidated its 

assets.22 Press coverage noted that the closure came without warning. Western 

diplomats pointed out that Business Bank had been praised during a meeting 

of the central bank just days before.23 If you were Business Bank’s owner or one 

of its business partners, this closure and liquidation would seem a catastrophic 

“black swan” event.

Banks are not shut down for no reason. The Uzbek Central bank cited 

unspecifi ed (and probably bogus) violations of the state’s banking and fi nance 

laws as the basis for its decision. But in the months before the seizure, Busi-

ness Bank’s parent corporation, Naitov Group, had partnered with the U.S. fi rm 

 SkyTel to enter the Uzbek mobile telephone market, bringing it into confl ict with 

mobile telephone investments held by Gulnara Karimova, the eldest daughter 

of Uzbekistan’s president.24 The presence of politically infl uential people in the 

mobile phone sector should have raised all sorts of red fl ags.

Further, press coverage suggested that a pending investment in Business 

Bank by the European Bank for Reconstruction and Development (EBRD) was 
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also a primary trigger for Business Bank’s liquidation.25 The EBRD has had a long 

and contentious relationship with the Uzbek government, especially on issues of 

human rights and transparency, and the involvement of the EBRD in an already 

politically troublesome business may have driven the Uzbek government to act.

This is why politically motivated events like the seizure of Business Bank are

predictable. Most political risks hinge on the actions and policies of people and orga-

nizations. That implies, in most cases, planning and deliberation. So, with perfect 

intelligence, it would be entirely possible to predict a large number of high-impact 

and low-probability political events. If the United States and Soviet Union had had 

better spies and better risk-reporting mechanisms, both Pearl Harbor and the 1941

German invasion of Russia could have been predicted. The same goes for 9/11 or for 

most terrorist attacks. One analyst of strategic studies, Richard Betts, notes that in 

politics, “pure bolts from the blue hardly ever occur.”26 Perfect intelligence and warn-

ing could predict all threats that originate from human actions.

Of course there is no such thing as perfect intelligence. For one, there is the 

issue of complexity, especially when it comes to revolutions, civil wars, and other 

forms of large-scale confl ict. In 1917, following the tsar’s abdication, Lenin, then 

in exile in Switzerland, saw an opportunity to create a Communist revolution. 

Between Switzerland and Russia lies Germany, with which Russia was at war. 

To take the shortest route to Russia, Lenin needed the support of the German 

government. He was able to win offi cial German help to cross the front lines and 

return to Petrograd, then Russia’s capital.

The Germans provided this service to Lenin in hopes of fueling instabil-

ity within Russia. Did they believe he could topple the Russian government? 

Would they have provided him with safe passage had they foreseen the sort 

of  government he would create? The answer to both questions is probably no. 

Lenin  succeeded more than anyone, probably including Lenin himself, thought 

possible. Many factors, including luck, played a role in his ultimate triumph.

So, in many respects, the Bolshevik Revolution of 1917 was both unpredictable 

and unexpected. But it was not a black swan. Both the British Foreign Offi ce and 

their Russian allies knew the Germans were providing transportation and funding 

for Lenin to cause trouble at home. They knew this before Lenin got off the train 

at Petrograd’s Finland Station.27 The Russian Provisional Government, which took 

power following the tsar’s abdication, knew Lenin would prove a threat, and yet it 

did nothing to stop him. Had Lenin remained in Switzerland, the history of the 20th 

century could have taken an entirely different turn. But his return was not a “bolt 



dealing with uncertainty | 23

from the blue,” despite the large number of events that might have changed the 

course of history and the complexity they added to any forecast of Russia’s future.

Risk Mapping and Data Collection

To better understand how political risk works, let us start with things that are 

known and can, to some extent, be understood and forecast. We must fi rst 

distinguish between ordinary and catastrophic risks. Figure 2.3 plots risk fre-

quency (how often it is likely to occur) versus magnitude of impact (how big an 

effect it would have if it did occur). Financial institutions use tools like this to 

plot the operational risks they face. They are also useful in understanding how 

political risks are distributed. This right-sloping curve shows that most orga-

nizations face many low-impact risks that happen with regular frequency (say, 

changes in taxation rates or minor strikes) and a few high-impact/ catastrophic 

risks that happen relatively rarely (like World War II or the 9/11 attacks). The 

noncatastrophic events (ordinary risks) can be plotted using standard statisti-

cal techniques, such as normal distributions, given that they happen relatively 

often—and therefore provide risk analysts with plenty of data. Unfortunately, 

that doesn’t apply to the high-impact, low-probability events—the fat tails.

Creation of a risk map can help an organization develop a common risk 

language and identify the kinds of risks it faces. For operational risk, fi nancial 

institutions routinely collect data from their losses on previous events. With this 

information, they can create a large database that allows them to determine the 

probability of similar losses in the future. For catastrophic events, standard sta-

tistical data does not have much predictive power (although statistical models do 

offer ways of modeling the impact of fat tails28).

Political risk maps abound and can be useful. Yet political risk is not as 

quantifi able or “mappable” as operational or other fi nancial risks. In part, that 

is because losses from political risk events are harder to quantify than losses 

from fi nancial risks. The cumulative losses from 9/11, for example, are still being 

debated.

A problem with risk maps: things get left out. They too often look like maps 

of the medieval era. Early modern maps always contained some degree of uncer-

tainty, of half-drawn contours, as much of the world remained  undiscovered 

country. At the edges of these maps, artists sketched terrifying sea snakes, 
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human-headed sharks, and dragons, all ready to devour the explorer as he 

crossed into the unknown. Catastrophic events can inspire much the same con-

fusion and terror.

Much of what we call political risk is in fact uncertainty. This applies to all types 

of political risks, from civil strife to expropriations to regulatory changes. Political 

risk, unlike credit or market or operational risk, can be unsystematic and therefore 

more diffi cult to address in classic statistical terms.29 What is the probability that 

terrorists will attack the United States again? Unlike  earthquakes or hurricanes, 

political actors constantly adapt to overcome the barriers created by risk managers.30

When corporations structure foreign investments to mitigate risks of expropriations, 

through international guarantees or legal contracts, host governments seek out new 

forms of obstruction, such as creeping expropriation or regulatory discrimination, 

that are very hard and legally costly to prove.31 Just as with Heisenberg’s principle:32

observation of a risk changes the risk itself. There are ways to mitigate fat tail–type 

events. But analysis of these risks can be as much art as science.

The Value of Contrarian Thinking

It is wise to accept, as Rumsfeld did, that there are sharp limits on what we can 

know. Too much certainty can generate some very big mistakes. Remember when 

Director of Intelligence George Tenet told President George W. Bush that fi nding 
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weapons of mass destruction in Iraq would be a “slam dunk?” Or when analysts 

and journalists forecast, as many did in 1990, that Yugoslavia would prove the 

best (most stable) place in Eastern Europe to invest? Too much confi dence stops 

policy makers from thinking about the unthinkable.

The subprime mortgage crisis in the United States illustrates a similar 

problem: elaborate risk analysis systems can breed false confi dence. Most of the 

fi nancial institutions involved used sophisticated risk management approaches. 

But they were lulled to sleep by their own perceived analytical sophistication and 

took on too much high-risk debt.

Their models did not consider the possibility of a devaluation in the hous-

ing market and a simultaneous credit contraction. As the crisis began to unfold, 

The Economist noted, “The lifeguards had been scanning the horizon for an 

oil-price shock, a bankrupt buy-out or a terrorist attack. But when the big wave 

struck last week it surprised them by coming from inside the fi nancial system.”33

Simply put, organizations too rarely challenge their own most basic assump-

tions. The U.S. intelligence community and the U.S. military use a “red team” 

approach to avoid precisely this problem. Red teams are groups of selected 

 analysts charged with playing devil’s advocate and directly challenging conven-

tional wisdom and existing plans. They use “what if ” types of questions to fi nd 

the fl aw in a decision, forecast, or piece of intelligence. It is time- consuming 

work, and like auditors at corporations, they are not always viewed kindly by 

those they second-guess. It also frequently helps to expose dangerous false 

assumptions.

But the process only works if those who evaluate its fi ndings do so with 

an open mind. In the run-up to the war in Iraq, the U.S. administration led 

a massive war-gaming exercise called Millennium Challenge 2002.34 The game 

was predicated on the U.S. invasion of a country that clearly stood for Iraq. The 

gaming exercise involved all four branches of the U.S. armed forces, and report-

edly cost about a quarter billion dollars.35 The planning for the invasion by Blue 

Force (standing for the United States) was based on using the blue team’s enor-

mous technological superiority to overwhelm the enemy Red Force, which was 

to simulate possible Iraqi responses. The red team, led by retired General Paul 

van Riper quickly unraveled the blue team’s invasion plans.

Van Riper used motorcycle messengers to transmit orders to Red troops, rendering 

useless the Blue team’s super-sophisticated eavesdropping technology. He kept the 
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Red forces in constant motion. When the Blue team’s fl eet entered the Persian Gulf, 

he used suicide-bombers in speed boats to sink several of its ships. Managers then 

stopped the game, “refl oated” the Blue fl eet, and resumed play. Robert Oakley, a 

retired U.S. ambassador who played the Red civilian leader, told the Army Times that

Van Riper was “out-thinking” Blue Force from the fi rst day of the exercise.

Despite his success, Van Riper complained that the game’s managers had 

restricted some of his moves and blocked others altogether. According to the 

Army Times summary, “Exercise offi cials denied him the opportunity to use his 

own tactics and ideas against Blue, and on several occasions directed [Red Force] 

not to use certain weapons systems against Blue. It even ordered him to reveal 

the location of Red units.36

Van Riper quit in protest, charging that the event had been unfairly scripted 

to confi rm the Pentagon’s preconceptions about the effi ciency of high-tech, net-

worked warfare. Van Riper’s red team accurately predicted the kinds of low-tech 

but effective tactics that Saddam Hussein’s army—and, later, Iraqi insurgents—

would use against U.S. and allied forces.

Scenarios

Scenario analysis is a particularly useful means of understanding uncertainty 

and fat tails. Where data are lacking and standard statistical analysis will not 

work, scenario analysis proves useful in understanding how the future might 

develop. It does not produce probabilities and predictions; it is a collaborative 

and iterative process that helps to prepare an organization for a number of plau-

sible paths. The main objective is to inspire creative problem solving and to spur 

managers to think about unthinkable outcomes.

Consider the example of Royal Dutch Shell, which successfully used 

scenarios in the 1970s to prepare for the possibility of an oil crisis. The 

company’s success in weathering the price shock triggered by the 1973 Yom 

Kippur War cemented scenario planning as a viable tool for the firm.37 Pierre 

Wack, who led the first scenario planning group at Shell Française, success-

fully argued that the firm’s existing planning system was flawed, because it 

drew too  heavily from projections of past trends in oil production and con-

sumption to inform major decisions on infrastructure and capital invest-
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ments.38 Wack’s argument was essentially that Shell was not preparing for 

fat tail events: linear forecasts could not foresee major breaks with historic 

trends.39

Starting in 1971, Wack’s scenarios focused primarily on energy markets, 

but went well beyond assessments of commodity price fl uctuations or the 

 possibilities for new crude oil discoveries. His team’s approach divided the 

 operating en vironment into known “predetermined elements” and uncertain 

ones, what Shell knew and what it didn’t know. He then developed alternate 

futures based on assessments not only of Shell’s core knowledge areas, such as 

how oil is most effi ciently drawn from the ground and moved to market, but also 

of geopolitical trends related to the oil industry and the different incentives faced 

by oil-producing and consuming states.40 Wack’s team treated the governments 

of oil-producing countries as rational, self-interested actors seeking to increase 

the state’s wealth and its security. In the process, Shell’s scenarios uncovered a 

possible future gap between the amount of oil that consuming states needed to 

meet their projected demand and the amount of oil that producing states were 

likely to pump, given political and economic constraints.41 One of the six sce-

narios that Wack developed in 1972 demonstrated that only a 10-year period of 

low economic growth could maintain oil demand at existing levels in relation to 

available supplies.42

At fi rst, Shell’s managers treated Wack’s scenarios with skepticism. Follow-

ing the onset of the oil shocks of the 1970s, his work won wider acceptance. It 

revealed that a shock was far more likely than most believed, but it also forced 

management to contend with the problem of uncertainty and to allow for the 

possibility of fat tail effects.43 As a direct result, Shell was better prepared than its 

competitors to withstand the worst effects of an oil shock.44

Wack noted that scenarios serve two purposes: they help us anticipate and 

understand risk, but they also uncover strategic options and opportunities that 

we might never have imagined.45 Nearly 40 years after his group introduced sce-

nario planning to the fi rm, Shell has expanded its planning exercises to focus 

on multiple levels of analysis and to generate potential scenarios at the project 

(not just the global) level. Internally, managers assessing specifi c investments or 

capital projects must demonstrate that they can withstand both local and global 

alternate scenarios.46 Shell’s successes owe a great deal to the development of 

analytically rigorous “signposts,” indicators that allow managers to see how cur-

rent trends indicate which scenario may be developing.47
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Assessing Country Stability

Financial institutions use the Value at Risk (VaR) method to assess many differ-

ent kinds of risk. VaR, a mathematically sophisticated way of analyzing the prob-

ability that a portfolio will decline in value over a particular time period, offers a 

precise way of estimating a given portfolio’s ability to weather market volatility.

For political risk, analysis of a country’s stability accomplishes much the 

same thing. Some catastrophic events may be literally unpredictable. It is much 

easier then to measure a country’s ability to survive various forms of catastro-

phe. In other words, instead of predicting when an earthquake will hit, predict 

what would happen to a particular city if and when it does.

To capture the broader defi nition of stability (which can include government 

changes that are not adverse), think of it as a state of political equilibrium.48 The 

stability of a state lies in its ability to maintain its political equilibrium in the face 

of different shocks. A shock can be almost anything—an earthquake, a fl ood, a 

drought, or an epidemic.  Hurricane Katrina along the U.S. Gulf Coast (2005) or 

the tsunami that devastated parts of Southeast Asia (2004) provide two obvi-

ous examples. Other shocks are man-made—terrorist attacks, assassinations, or 

revolutionary and secessionist movements can impact the political stability of a 

country. Shocks can originate outside a country, as when Iraq invaded Kuwait 

in 1990. Or they can originate from within, as when demonstrations and unrest 

brought down the Bolivian government in 2005.

A shock is far less likely to undermine the stability of a strong, resilient state. 

The fi ercely contested and controversial 2000 presidential election results did 

not destabilize the United States or its government because the ultimate legiti-

macy of the country’s governing institutions were never seriously called into 

question. But an equally contested election in an unstable state can ignite dan-

gerous political upheaval, as the “Rose Revolution” toppled Georgia’s govern-

ment in 2003. Measurements of stability allow political risk analysts to gauge 

which states—and at a more micro level, which economic sectors, social groups, 

institutions, and projects—will likely be most dramatically impacted by sudden 

and unforseen events. The resilience of the U.S.  government and the American 

economy following the September 11 terrorist attacks was entirely predictable—

though few foresaw the attacks themselves. New York was never in danger of 

civil unrest. The U.S. economy and specifi c companies took signifi cant hits, but 

the fi nancial system (the terrorists’ target) proved resilient. The Federal Reserve 
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Bank was able to pump some $100 billion in liquidity into the market for each 

of the next three days, averting a fi nancial crisis. Ultimately, it was the Taliban 

government in Afghanistan that could not survive the 9/11 attacks, as the United 

States invaded the country just 26 days later.

A terrorist attack in a less stable society could elevate social tensions and 

trigger communal violence. That’s precisely what happened with the 2005

assassination of former Lebanese prime minister Rafi k Hariri, a public mur-

der that fueled a sharp rise in tensions between the country’s pro-democracy 

and pro-Syrian factions. It is too early to tell how this crisis will end, but the 

killing has thrown Lebanon into a period of profound political unrest, one 

in which risks of instability have sharply intensifi ed. These risks have shifted 

both regional politics and international perceptions of Lebanon as a sound 

 investment bet.

In a weak state, a shock can come from something far less dramatic than a 

terrorist attack, such as an increase in the price of basic commodities. In 1998, in 

the wake of the East Asian fi nancial crisis of the previous year and the collapse 

of its currency, Indonesia’s government felt compelled to impose austerity mea-

sures that fueled, among other things, higher unemployment and a rise in the 

price of rice. The riots that followed toppled the authoritarian Suharto regime, 

which had held power since 1967.

Stability can be measured and calculated. But, though stability metrics are 

useful, they come with two important caveats. First, the stability of a political 

regime is not necessarily a good indicator of the stability of its policy, because 

some regimes, however resilient, have a way of generating their own shocks. 

As the Hugo Chávez government in Venezuela has consolidated power, it has 

launched radical nationalization plans for several industries. His government 

remains fairly stable, but the country’s policy environment is anything but. At 

the same time, the fall of some governments can dramatically improve a coun-

try’s business climate, as a new more business-friendly government embarks 

on a steadier and more predictable path. Beyond Suharto, consider the collapse 

of Communist governments in Poland, Hungary, and Czechoslovakia in 1989

and 1990.

Second, assessments of political stability, however accurate, cannot by them-

selves predict how markets will perform. Some governments, companies and 

even individuals thrive in a climate of political instability, fi nding ways to suc-

ceed in diffi cult and complex environments. As Harry Lime (Orson Wells) tells 



30 | the fat tail

his friend Holly Martins (Joseph Cotton) amid the rubble of postwar Vienna in 

Carol Reed’s classic fi lm The Third Man:

In Italy, for thirty years under the Borgias, they had warfare, terror, murder, 

 bloodshed—they produced Michelangelo, Leonardo da Vinci and the Renaissance. 

In Switzerland, they had brotherly love, fi ve hundred years of democracy and peace, 

and what did that produce? The cuckoo clock.49

Dealing with the Unknown

Andrew Grove, the former CEO of Intel Corporation, titled his autobiography 

Only the Paranoid Survive. Grove’s book details how corporations should handle 

what he calls a “strategic infl ection point,” a radical technological, marketplace, 

or regulatory change. Grove argues that abrupt (sometimes radical) shifts in the 

trajectory of a trend, create both risks and opportunities for every organization.

A company’s success in adapting to these game-changing events depends 

on its ability to spot them as early as possible and on the fl exibility and com-

petence with which its organization adapts to the new circumstances it creates. 

One such political/regulatory infl ection point,50 the Telecommunications Act of 

1996, allowed increased competition in the U.S. telecom sector, especially among 

long-distance and short-distance carriers, and in the cable television industry. 

The event was not unpredictable. Congress debated the idea long before the leg-

islation was approved. But the act’s implications were far harder to forecast. It 

produced a number of corporate mergers valued at more than $150 billion. Some 

of them were successful, like the acquisition by SBC Communications of AT&T 

in 2005. Others were disastrous: the 1997 MCI/WorldCom merger, worth $37 bil-

lion at the time, became a symbol for corporate scandal as the company spiraled 

into  bankruptcy.

How to Prepare

Beyond adaptability there are a few general rules that make a signifi cant differ-

ence. Experts on corporate and government management of uncertainty, like 

Paul Bracken, highlight several core themes and approaches.
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Isolating

We can manage future risks by isolating and separating critical assets, either to 

lower their overall vulnerability or simply to ensure that not all our critical assets 

are open to the same set of threats at the same time.51 This is the principle behind 

portfolio diversifi cation and the distribution of “deterrent” nuclear weapons 

across submarines at sea, land-based missiles in hardened silos, and aircraft at 

widely distributed bases.52 In short, don’t put all your eggs (or assets or weapons) 

in one basket.

Smoothing

Uncertainty can also be managed by distributing risks over time and across vari-

ous theaters, business subsidiaries, and entities. Firms confronting Wall Street 

pressures for consistent corporate earnings may choose to take on some expenses 

sooner than planned and to confront selected risks later. That way, they spread 

uncertainty and risk into manageable quantities.53 “Isolating” means spreading 

risks, costs, and vulnerabilities across space. “Smoothing” means spreading them 

across time.

Warning

Warning systems and political forecasting can also be used to better prepare for 

specifi c contingencies. Warning systems incorporate specifi c reporting require-

ments, internal structures, and “triggers” based on preselected criteria to inform 

decision makers of impending threats.54 It is a trip wire designed to warn in 

advance that trouble is on the way.

Agility

Reducing the time and costs of response to crises can substantially lower the 

risks associated with them. Flexibility in strategy, the use of plant and equipment 

that can be moved quickly and effi ciently, and the reduction of  unnecessary 

bureaucratic oversight in operations can help a fi rm respond more nimbly when 

unforeseen trends or events emerge.55
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Alliances

Alliances among fi rms and private corporations, nongovernmental organizations 

(NGOs), international institutions, and private stakeholders can help mitigate 

the risks inherent in uncertainty by spreading risk among them. The response 

to recent disasters such as Hurricane Katrina reveals the importance of coor-

dination between levels of government and private organizations.56 Similarly, 

when it comes to foreign direct investment, many corporations work with local 

stakeholders, NGOs and community groups to win public approval for projects 

and to diminish the risk of being branded a “bad neighbor.” After the mid-1990s, 

Shell actively engaged local communities while developing new gas fi elds in Peru 

to avoid the kinds of problems it encountered in Nigeria’s Niger Delta.57

Environment Shaping

Organizations can mitigate risk by infl uencing the environment where they 

operate.58 They can lobby legislative bodies for more favorable regulation. They 

can also speak directly with local stakeholders and ordinary citizens in areas 

impacted by their operations. The international mining company Anglo Ameri-

can has spent large sums of money in several countries to help shape public 

perceptions of its work. In 2006, $50.3 million went not only for training and 

infrastructure that directly benefi ted the fi rm’s business but for support for 

community activities, the arts, and education.59 This investment helps maintain 

friendly relations with local social and political leaders and an environment in 

which disputes can be more easily resolved. The point may seem obvious, but 

some companies shape their environments more successfully than others.

Wal-Mart and Katrina

Consider Wal-Mart’s preparations for and response to Hurricane Katrina. 

The federal and local governments failed to respond effectively to the storm’s 

impact, but Wal-Mart was ready to provide signifi cant relief. Before the storm 

hit, the company’s business continuity offi ce increased its usual complement 

of between 6 and 10 employees to more than 50, who drew from existing con-

tingency plans based on previous hurricane experiences to develop a fi rmwide 



dealing with uncertainty | 33

response.  Wal-Mart used its own hurricane tracking software and weather 

forecasts, providing high-quality information on the projected effects of the 

storm.60 The ability of managers in the fi eld to make decisions regarding busi-

ness operations and the presence of senior managers equipped with satellite 

phones allowed Wal-Mart’s strategy to be executed effi ciently and in coordina-

tion with local authorities.61

Wal-Mart’s Brookhaven, Mississippi, distribution center had 45 trucks full 

of relief supplies loaded, and had secured a dedicated fueling line at a local gas 

station in anticipation of Katrina’s landfall.62 Ultimately, Wal-Mart was able to 

deliver donations totaling $20 million in cash and over 100 truckloads of necessi-

ties to the affected areas, as well as continued employment for workers displaced 

by the disaster and food for 100,000 meals—within days of Katrina’s impact.63

By many accounts, Wal-Mart was better prepared for the hurricane than either 

the local or the federal government. The success of its response was a function 

of its thorough business continuity planning process and of a highly effi cient 

distribution system. The government response, on the other hand, was plagued 

with silo-style management fl aws, as various groups and agencies failed to com-

municate and coordinate effectively.64

The Risk Society

The advance of globalization has created an interconnected world, one in 

which the boundaries that once separated domestic from international prob-

lems have eroded. Governments are no longer the only players in the political 

arena; plenty of sub-state groups and individuals have joined the game. It is 

not simply the belligerent, heavily armed countries that now stir up trouble. It 

is also weak states that become safe havens for those who would rather disrupt 

the global marketplace than shop there. Most of us use new technologies like 

the Internet for information, communication, and entertainment. A few use it 

to recruit militants, disseminate hatred, or to attack the infrastructure of the 

Internet itself.

Threats are no longer bound by traditional political borders, social struc-

tures, and geographic boundaries. Some have argued that we now live in a 

risk- dominated world—a “risk society”—one in which a fast-growing num-

ber of threats have made risk calculation virtually impossible.65 Faced with this 
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 increasingly complex landscape, governments and businesses now focus simply 

on minimizing the risk of worst-case scenarios.

During the Cold War, there was a clear and dominant threat that shaped the 

security conception of the Western world—the Soviet Union. Dangers were cal-

culated in numbers of Soviet bombs, troops, tanks, ships, and other measurable 

factors controlled by a dominant and centralized Soviet leadership. Organiza-

tions and governments could deal with such large, slow-moving threats through 

preemption, diplomacy, and, if need be, direct action.

Risks like global warming, nuclear terrorism, and revolutions, on the other 

hand, can only be mitigated—not eliminated. The current era has no Soviet-

scale dominant threat, but rather an array of dangers with different levels of 

consequence (e.g., pandemics, refugee crises, and the cross-border diffusion of 

dangerous technologies). Coupled with the new security environment is the 

advance of globalization. The rapid expansion in the movement of people, infor-

mation, ideas, money, goods, and services across international borders has cre-

ated unprecedented challenges for risk managers.

Local ethnic confl icts or state failures in distant countries can now quickly 

produce ripple effects across the globe. This transformation has empow-

ered substate actors and individuals to play a greater role in international 

 politics.

These risks often cascade from one into another.66 The most frightening 

of them may compel governments or corporate decision makers to take action 

against the danger before it develops into a full-blown crisis. This is the so-called 

precautionary principle. To a large extent, this was the thinking behind the 

 preemptive U.S. invasion of Iraq in 2003. 67

NATO’s military involvement in Yugoslavia in 1999 is widely considered a 

case of post-Cold War risk-society planning. The leaders of NATO governments 

understood the turmoil in the Balkans in terms of risk probabilities—and they 

feared that inaction might generate catastrophic consequences.68 Tony Blair, then 

British prime minister, best captured this idea:

[T]wenty years ago we would not have been fi ghting in Kosovo. We have to establish 

a new framework . . . the world has changed in a more fundamental way . . . globaliza-

tion is not just economic. It is also a political and security phenomenon . . . we cannot 

turn our backs on confl icts and the violation of human rights in other countries if 

we want to be secure.69
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In short, many leaders feared that inaction might have consequences in other 

parts of the world—a type of domino theory. They feared that what appeared to 

be genocide against Albanians within the tiny province of Kosovo would gener-

ate instability in Albania, Macedonia, Turkey, and then Greece. Rather than face 

this potential catastrophe, NATO governments decided to hit the already bank-

rupt Yugoslavian government with a 10-week precision bombing campaign to 

force it into submission.

To view the world through the prism of the “risk society” is to believe that 

states and corporations are more vulnerable to instability and dangers than 

ever before. Governments and corporations therefore must be more vigilant 

in monitoring problems (and potential problems) across the globe. They must 

develop protective measures to avoid, or at least to safely absorb, the fallout from 

many different kinds of threats. Defensive measures can no longer be reactive, 

but must be actively constructed to deal with emerging threats before they fully 

form. Leaders may need to take preemptive measures to meet security challenges. 

According to the theory, the new complexity of global threats will require gov-

ernments and businesses to live with greater uncertainty than ever before.

Ironically, efforts to aggressively anticipate emerging dangers and to take 

preventive measures to avoid them can themselves create confusion and a poten-

tially volatile political situation—especially among actors who are already para-

noid. One government can interpret a neighbor’s defensive move as a belligerent 

military act. “Is he arming because he is afraid of me? Or because he wants my 

land?” Companies must take a harder line in negotiations with one government 

to protect their interests with others.

Adapting Successfully

Fat tails and uncertainty affect different governments and companies in differ-

ent ways, and the ability to adapt to these risks can be critically important. In 

1543, not long after the Spanish obliterated the Aztecs, another set of European 

explorers, the  Portuguese, made contact with the Japanese Empire. Nearly fi ve 

centuries later, Japan still has its emperor. The Aztec and Portuguese empires 

have long since collapsed.

Following this fi rst Portuguese contact, Dutch, British, and Spanish mer-

chants and missionaries arrived in Japan, with Western tools, technologies, 
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 sciences and religious doctrines—as well as ambitions to dominate the  country. 

The Japan they encountered was weakened and divided by civil wars. The 

 Europeans had better weapons and superior navies. European missionaries drew 

Japanese converts to Christianity (half a million by 1615). European infl uence 

spread steadily across the country. Japan might have suffered a fate similar, if 

not to the Aztecs, then to Vietnam, the Philippines, or China, which, to vary-

ing degrees, were all brought within European spheres of infl uence between the 

1500s and 1800s.

Yet the Japanese adapted. They had two advantages over the Aztecs: They 

were immune to diseases such as smallpox, and they possessed a highly literate 

culture with a tradition of craftsmanship and ironwork. These traits allowed the 

Japanese to quickly absorb Western technology. When the Europeans introduced 

military technology like rifl es and cannons to Japan, the Japanese copied them. 

Local warlords put them in mass production and incorporated them into mili-

tary strategy.

By the end of the 16th century, guns were at least as common in Japan as they 

were in Europe. Japanese engineers also adopted Western ship designs ( galleons) 

and European castle architecture. Using these innovations, the Tokugawa 

 Shogunate ended the civil wars between the Japanese warlords and centralized 

government authority. Concentration of power and the adaptation of European 

military technology transformed the Tokugawa into a political and military 

force formidable enough to resist Western pressure and infl uence and to halt the 

spread of Christianity. In 1637, the Tokugawa government mobilized more than 

100,000 samurai to crush 30,000 Christian samurai and peasants who rose up 

against the leadership in the Shimabara Rebellion.

The Japanese could not have anticipated the arrival of the Portuguese nor 

the tactics they would use to try to dominate them. Yet, unlike the Aztecs, they 

responded to these threats very effectively. First, Japan was able to “shut out” 

all foreigners. When complete isolation became impossible in the 19th century, 

Japan embarked on a uniquely successful program of modernization. By the 

early 20th century, roughly 50 years after Japan had decided to rapidly indus-

trialize, its modernized army and navy were able to decisively defeat imperial 

Russia, one of the great European powers. With that victory and its annexation 

of Korea, Japan emerged as an important world political player and entered the 

fi eld of “geopolitics,” to which we now turn.



The above quote may sound like the musings of a Bond villain bent on world 

domination. But it comes from one of the founding fathers of geopolitics, 

 Halford John Mackinder (1861–1947). A British academic and sometimes politi-

cian, Mackinder developed the infl uential strategic theory that control of Central 

and Eastern Europe could provide control of the entire Eurasian landmass—“the 

World-Island”—and therefore of the world.

Most politicians treat academic theories lightly, perhaps with good reason. 

But Mackinder’s geopolitical formula, as further developed during the 1920s and 

1930s by German strategists like Karl Haushofer and Erich Obst, inspired Nazi 

planners as they formulated the invasion of Russia, where much of the Eurasian 

“Heartland” lies.2

There are many reasons why that plan ended in catastrophe.3

Geopolitics, despite its problematic intellectual beginnings,4 remains crucial 

for any understanding of global politics (or, at the very least, how policy makers 

understand global politics5). At its most basic, geopolitics is the study of how 

geography, politics, strategy, and history combine to generate the rise and fall of 

great powers and wars among states.6

THREEGeopolitics

Who rules East Europe commands the Heartland:

Who rules the Heartland commands the World-Island:

Who rules the World-Island controls the World.

—Halford Mackinder1
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What do we mean, then, by geopolitical risk? Two things, in particular: the 

risks posed to economic actors and governments by the relative rise and decline 

of great powers and the impact of conventional wars on states and corporations.

Geopolitical risk, more than any other kind of political risk, can pose an 

existential threat, such as mutually assured destruction during the Cold War, the 

impact of a large-scale conventional war on markets, or nuclear proliferation. In 

a fundamental sense, geopolitical events, particularly international warfare, can 

make or break fi nancial markets. The London Stock Exchange achieved preemi-

nence because of war (or rather, a series of wars, military blockades, and eco-

nomic sanctions—all tools of geopolitical statecraft). It lost its preeminence to 

the New York Stock Exchange because of another war (World War I).

Geopolitical Events and Capital Markets

London owed its rise as the preeminent global fi nancial center to a shift in geo-

political circumstances. Amsterdam, a great trading and industrial power from 

the late 16th century, had become the main center for international fi nance by 

the latter half of the 18th century. The Amsterdam Stock Exchange was probably 

the fi rst stock exchange in the modern sense of the word.7 But a series of wars 

with Britain and France in the late 17th and 18th centuries weakened the Nether-

lands and forced many of Amsterdam’s traders to seek safe haven in London. The 

invasion of the  Netherlands by revolutionary France in 1794 provided the fi nal 

blow. The decline of the Amsterdam Bourse and the rise of the London Stock 

Exchange were in a way quirks of geopolitics, as the Netherlands were far easier 

to invade than the islands of Great Britain.

London’s fortunes fell more suddenly, the result of an international crisis 

in July 1914 and the onset of World War I, which soon followed. Until that 

time, Britain dominated international fi nance at least as much as it dominated 

global politics. London was vital to the system of credit and currency exchange 

that supported international trade, including that of its future adversary, 

 Germany.

The signs that a general European war could end London’s position as a fi nan-

cial center emerged during the last week of July 1914, when Austria’s ultimatum to 

Serbia sparked a global stock market crash and a liquidity crisis, with devastating 

effects on global trade. Despite warnings from British bankers that war would 
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infl ict tremendous damage on both Britain’s fi nancial system and its reputation as 

guarantor of international trade, Britain joined the fi ght in August 1914.

The war burdened London with increasingly large levels of debt, allowing 

New York to pick up the slack in the international system and to become a vital 

lender to a number of countries, including Britain.8 The U.S. government, which 

undertook reforms to its nascent Federal Reserve System, survived the 1914 crisis 

and emerged from the war in a much stronger position than when it began.9 The 

changes enacted during wartime helped to ensure New York’s rise to dominance 

of the international fi nancial system. London recovered, and remains a global 

fi nancial power in its own right, but World War I, a geopolitical crisis, ended its 

paramount importance to the fi nancial world.

If politics and war served as catalysts for New York’s ascendancy in fi nan-

cial markets, it sometimes takes a Cold War to create an entirely new class of 

fi nancial products. The 1950s, a time of growing tensions between the United 

States and its allies and the Soviet bloc, were also a time of geopolitically driven 

fi nancial innovation. Eurodollars—U.S. dollars held by foreign banks outside 

the United States—proved a major contributor to changes in the international 

fi nancial system in the 1960s and 1970s. Their impact extended far beyond the 

Cold War–era decision that spawned it.

In fact, choices made by the political leadership of the Soviet Union, one of 

the world’s least liberal states, gave birth to Eurodollar deposits, which eventually 

made capital more mobile and loosened the control that sovereign states held 

over the global fi nancial system. The Soviet decision to move some of its dol-

lars from U.S. banks to U.K.-registered banks in the 1950s was a pragmatic one 

motivated by geopolitics: The Soviet Union acquired U.S. dollars thanks to its 

exports, largely for crude oil, and held this currency in U.S. banks to pay its vari-

ous foreign obligations. But given the Cold War tensions at the time, Soviet lead-

ers worried that economic sanctions might freeze or otherwise restrict its U.S. 

dollar accounts. Months prior to its initial Eurodollar deposit in 1957, the Soviet 

Union had invaded Hungary, a move that worsened an already tense interna-

tional environment. By holding the dollar deposits in a British- registered bank, 

the dollars were far less likely to come under threat from U.S. authorities.10

Eurodollars proved useful not just for the Soviets, however. Eurodollar 

deposits continue to be a major part of the international capital market and 

are still used by governments and corporations for a variety of purposes. In the 

1960s, the volume of Eurodollar deposits rose rapidly, as governments loosened 
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banking regulations and controls on foreign currency. Eurodollars, which were 

typically used by banks to issue loans and whose deposits faced signifi cantly 

fewer regulations than regular U.S. dollar deposits, became increasingly attrac-

tive as a source of capital. As these deposits grew and had a greater impact on 

international fi nancial markets, the United States and other governments found 

it increasingly diffi cult to manage the international fi nancial system.11

The Vexing Nature of Geopolitical Risks

There are at least three factors that make analysis and identifi cation of geopoliti-

cal risk more diffi cult than for other forms of political risk. They are duration, 

bias, and complexity. These issues pose challenges for all risk analysis, but they 

are especially complex when it comes to geopolitics.

First, let’s take duration. Geopolitics can take a long time to play out. The 

most obvious instance is identifying and analyzing the relative rise and fall of 

great powers. This is something of a parlor game—after all, the careers of most 

political analysts last about 40 years, while great powers sometimes take much 

longer than that to rise and fall. It is impossible to tell how long it took the 

 Byzantine Empire to decline,12 yet for about fi ve hundred years its fortunes ebbed 

and fl owed with a number of dramatic defeats and victories. Even with hindsight 

it is hard to tell when exactly this particular state was on a terminal path, and 500

years is the type of hindsight that only future historians can afford.

Another more recent example is that of the United States, which has been 

judged to be in decline relative to other powers a number of times in recent 

decades. Supposed infl ection points have included the stagfl ation of the late 1970s

following the Vietnam War and the late 1980s, when Japan was seen as the emerg-

ing great power (Michael Crichton’s novel Rising Sun and the eponymous movie 

based on it are interesting cultural artifacts of that fear). But the end of the Cold 

War in 1991 left the United States as the only superpower left, and Japan went 

into an economic tailspin from which it has yet to fully recover. Might the United 

States have fi nally entered a period of relative decline? Yes. In fact, we will make 

that very case toward the end of this chapter. But as one analyst wrote in 2003:

Between 1990 and 1998, the United States’ gross national product grew 27 percent, 

Europe’s 16 percent, and Japan’s 7 percent. Today, the American economy is equal to 
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the economies of Japan, the United Kingdom, and Germany combined. The United 

States’ military capacity is even more in a league of its own. It spends as much on 

defense as the next 14 countries taken together.13

A second factor that adds complexity to geopolitical risk analysis is risk 

identifi cation and analytical bias. There is no shortage of experts ready to 

sound the alarm on all sorts of geopolitical threats—from enemy states, to 

the causes of the decline of this or that great power (the power of budget defi -

cits to permanently stunt America’s growth provides a perennial favorite), to 

new types of threats on the horizon, such as terrorism, global warming, and 

 disease.14

Samuel Huntington’s infl uential, if controversial, “clash of civilizations” 

theory offers a case in point.15 Huntington maps a world of future geopoliti-

cal confl ict driven by wars among great civilizational or cultural blocs. Yet, U.S. 

government offi cials, Russian generals, and al Qaeda supporters have each used 

it to bolster arguments in favor of this or that worldview. Yet, like earlier ideas set 

forth by Mackinder and Haushofer,16 Huntington’s theory raises an important 

question common to all geopolitical theories: Does it truly allow us a glimpse of 

the future? Or is it simply a self-fulfi lling prophecy used by different groups and 

individuals to further their particular agendas? Figuring out geopolitical risks is 

no straightforward matter: identifi cation of risks drives political interests, which 

by defi nition are biased.17

Complexity poses a third set of problems. Geopolitical risks tend to reinforce 

one another and to develop feedback loops, as one type of risk generates another, 

reinforcing the fi rst. Arms races provide an example. Country A, fearing invasion 

by Country B, begins to arm. Country B sees its neighbors’ new weapons and 

arms in self-defense. The fear takes on a life of its own, fueling an arms race. As 

the stakes rise, one of the two countries decides that only a preemptive attack can 

protect its security. World War I erupted, at least in part, because several of the 

great powers of the day (France, Russia, Germany, Austria-Hungary) had estab-

lished precise mobilization schedules in advance that were activated when a rival 

began to mobilize. As soon as Austria-Hungary and Germany began to mobilize, 

France and Russia felt compelled to do the same. Yet, the decision to go to war was 

not automatic. There were painful debates in the various capitals between army 

and politicians as to whether to mobilize or not. While the  politicians went along 

with the mobilization decision and set in motion the set of events that resulted in 
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a war, this was not a foreordained outcome. Geopolitical analysis has a hard time 

identifying such complex relations.18

Early Warning and Geopolitical Risks

Attempts to identify and to analyze emerging geopolitical dynamics in today’s 

world—whether the potential for international wars, the rise of China, the new-

found assertiveness, of Russia, or the potential impact of Iran’s nuclear program 

on energy markets and regional security dynamics—is essential for both cor-

porations and governments. Identifying geopolitical threats before other gov-

ernments or market competitors do can be essential for profi tability and even 

survival.19

Having access to news before anyone else is, needless to say, a useful thing. A 

cursory look at the growth of the news media, whether CNN, CNBC, BBC, and 

Fox News or wire services such as Dow Jones, Reuters, and Bloomberg, high-

lights the growing international demand for accurate, real-time information. 

Governments, whether through embassies or intelligence agencies, often try to 

gather additional information about both friends and foes. Early warning will 

not determine whether a great power is in decline and is likely to act belliger-

ently to slow the erosion of its power; that is the realm of long-term analysis. But 

early warning helps determine whether a short-term economic or security crisis 

looms.

An important caveat: the right information is useless unless it is correctly 

processed. In 1941, Soviet intelligence services warned the Kremlin of an impend-

ing German attack. Alarm bells rang in the United States before both Pearl  Harbor 

and the 9/11 attacks. In all three cases, policy makers failed to process the informa-

tion and to act on it.20

The Benefi ts of Early Warning: Napoleon and the House of Rothschild

If early warnings are successfully received and understood, they can make an 

enormous difference. But a glimpse of the future is not always enough. In 1815,

Napoleon had just escaped from captivity on the island of Elba and had begun 

to reform his army to march on the rest of Europe.21 Markets, unsure whether 
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Napoleon would succeed (and undermine government bonds in Britain) or fail 

(and send British bonds soaring), remained on edge. Was it possible to know 

with certainty the outcome of the confl ict before it reached the British markets? 

Nathan Rothschild is rumored to have achieved just that—effectively receiving 

tomorrow’s newspaper today.

The head of the Rothschild banking family, Nathan Rothschild had 

fi nanced signifi cant elements of the anti-French forces—providing subsidies to 

British allies in continental Europe and supplying British forces with gold bul-

lion in the fi eld. Among his competitive advantages was his bank’s maintenance 

of an effective network of informants and couriers who provided information 

and news, often ahead of governments or the markets. With the telegraph still 

decades away, the Rothschilds had the next best thing.22 As the legend goes, 

Rothschild received news of the Battle of Waterloo before the British govern-

ment or the London exchanges. Some have claimed that Rothschild made £25

million to £135 million at the London exchange by trading on the news days 

before it reached London. As with all good stories, there is a kernel of truth in 

it, but the reality is much more complicated—and reveals important lessons 

about political risk.

It is true that on the night of July 19, the Rothschild couriers delivered their 

boss in London a copy of a Brussels newspaper printed the night before. Thus, 

Nathan Rothschild learned of Napoleon’s defeat nearly 48 hours before the offi -

cial British dispatch reached the Cabinet. News of the battle’s outcome was also 

confi rmed by another Rothschild courier from Ghent. But the Rothschilds made 

no large sums of money on this news. In fact, Napoleon’s defeat nearly ruined 

them. Months before, on hearing news of Napoleon’s escape from Elba, Nathan 

Rothschild had begun buying up large amounts of gold bullion, forecasting a 

long military campaign against a resurgent France. When Napoleon was defeated 

quickly and decisively at Waterloo, the Rothschilds were left holding bullion that 

was depreciating as market fears eased. Rothschild probably made money from 

early news of Waterloo’s outcome, but analysis of shifts in government bond 

prices indicates that the amount probably did not exceed £7,000—far less than 

he would have made in commissions on supplying bullion during a protracted 

campaign.

This case illustrates the undeniable value of immediate and accurate infor-

mation—but it also demonstrates that identifying risks is not enough. They must 

also be correctly analyzed. His information network usually allowed  Rothschild 
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to adapt to changing circumstances, but, in this case, his forecast of a long mili-

tary campaign infl icted serious fi nancial losses.

Frameworks and Theories

Analysis of geopolitical risks depends greatly on approach and on different 

schools of thought that we will now briefl y describe. One problem is that many 

experts tend to shoehorn all the evidence to fi t their favored theory. For political 

risk analysis (whether geopolitical or not), it is best to think of different types of 

analysis as complementary tools. Some work better in explaining and forecasting 

some situations than others.

Historical Analogies

More than any other type of political risk management, geopolitical risk depends 

on knowledge of history. A person who earned a penny every time the literature 

on geopolitics mentioned the Peloponnesian War, World War I, or the 1814–15

Congress of Vienna (which settled the Napoleonic Wars) would have enough 

money to have fi nanced all three events. But not all historical analogies are 

equally useful, and many are overused.

History can also be used selectively. During the 2003 debate in the United 

States on whether to invade Iraq and depose Saddam Hussein, historical 

analogies seemed to be everywhere. Those in favor of the invasion invoked 

the post–World War II experience in Germany and Japan, where the United 

States and its allies successfully facilitated the development of a range of stable 

governmental and civic institutions. Invasion critics cited France’s traumatic 

occupation of Algeria. Some pointed to the Marshall Plan, others to the Battle 

of Algiers.

That said, the (rather hackneyed) adage that those who do not know 

their history are destined to repeat it holds rather well in geopolitical risk. 

Hitler’s ill-considered invasion of the Soviet Union provides an example for 

the ages.

Sweden’s king Charles XII (in 1707) and Napoleon (in 1812) invaded Russia. 

Charles’s invasion ended Sweden’s reign as a great European power. Russian 

 Cossacks followed what remained of Napoleon’s divisions all the way back 
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to  Paris. Hitler and his army planners closely studied Napoleon’s invasion 

plans and determined that his strategy had taken too long to develop. Hitler 

settled on a three-pronged attack strategy (one army striking in the north, 

one in the middle, and one in the south) that was specifically designed to 

quickly overwhelm Soviet troops. But the Nazi command, overconfident of a 

speedy victory, planned for neither the muddy Russian autumn nor the harsh 

Russian winter. A failure to supply troops with adequate winter clothing and 

supplies played a crucial role in Germany’s inability to hold Soviet territory. 

Nor did the Germans plan for the dogged Soviet resistance they encoun-

tered once the Soviet command and Stalin recovered from the initial shock 

of invasion. Remorseless cold, the burdens of long and vulnerable resupply 

lines, and a determined Soviet counterattack eventually crippled the Nazi 

war machine.

But it was not a lack of speed that defeated Sweden’s king or France’s 

emperor. It was the same defensive prowess, relentless scorched-earth tactics, 

and the harshness of its winter that ultimately decimated the Wehrmacht. The 

Nazi command learned nothing from history.

Theories for Geopolitical Risk Analysis

Yet, well-informed knowledge of history is not enough. Other, theory-driven 

approaches can also prove useful. In general, analyzing different kinds of risk is 

done through a number of different analytical lenses. Debates over which tools 

work best dominate the study of international relations. We think it best to steer 

clear of these debates. Instead, we’ll treat them as a set of lenses for a single 

camera, each of them potentially useful, depending on the desired angle and 

distance.

We began the chapter by citing Mackinder’s theory that domination of East-

ern Europe provides the foundation for global dominance. Since then, many 

other theories of how geopolitics operates have been used to identify and analyze 

geopolitical risks. Generally, most geopolitical theories try to explain the world 

as it exists today as well as its future state.

Geopolitical theories tend to be highly speculative, much like scenario anal-

ysis. The value of a good geopolitical theory similarly lies in providing a glimpse 

of a possible future. Many recent geopolitical theories do not focus on the state 

system, because they are premised on the view that future threats to the great 
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powers will originate not from other states, but from challenges that states do 

not or cannot control. True or not, this idea provides a glimpse into the anxieties 

of the current world, where terrorism, global warming, and demographic change 

have replaced mutually assured destruction or the advance of foreign tanks in 

the collective imagination.

globalization The theory that the spectacular growth in international 

trade, industrial production, travel, and communication of recent decades has 

become increasingly independent of the state system has emerged as the domi-

nant geopolitical idea of our time. The mobility of goods, people, and services 

can undermine as well as strengthen a state. Likewise, the question of what makes 

a state successful in a globalized world is a tricky one. Can states insulate parts 

of their culture, economy, and society from the impact of globalization (new 

McDonald’s restaurants or new immigrants)? What will globalization mean for 

the traditional idea of a world system made of states? Will globalization create 

zones that cannot be governed—on the Internet, in derivatives markets, or in 

the deserts of Somalia? A globalizing world creates new geopolitical risks and 

opportunities for states and corporations alike.

environmental degradation Consider the geopolitical implications of 

large-scale environmental degradation, poverty, and demographic growth.23

Will environmental damage (like desertifi cation) combined with growing demo-

graphic pressures fuel ethnic and social pressures in weak states, as well as ten-

sions between states in areas facing shortages of key resources?

The description of this world can look like something out of a Mad Max 

movie,24 with global chaos and ungovernability as the dire end state. Many of these 

theories have not panned out, and they have frequently been criticized for having 

a neo-Malthusian bent—that is, claiming that states and peoples will eventually 

fi ght over increasingly scarce natural resources.25 Yet, theories that explore the rela-

tionship between environmental change and social confl ict deserve our attention.

Take global warming. Government offi cials in Russia, Canada, Norway, and 

other countries have recently begun to think seriously about how the melting of 

the polar ice caps will impact the discovery of new hydrocarbon resources and 

the opening of new shipping lanes.26 This frees up not only new commercial 

avenues but also the possibility of tensions created by competing national claims 

over what had previously been frozen wastelands.



geopolitics | 47

the clash of civilizations A theory mentioned earlier that has had sig-

nifi cant impact is that of a world increasingly dominated by cultural blocs based 

on the world’s great religions. Huntington’s theory posits that the borders that 

separate concentrations of people of different religious traditions (which pass 

through places like Bosnia, Nigeria, and Kashmir) will become the fault lines for 

future warfare and confl ict.

Theories of International Relations

International relations is the study of how states interact with one another. 

A brief review of this fi eld highlights how international relations theories under-

pin much of the analysis of geopolitical risks. Unlike specifi c geopolitical theo-

ries, international relations theories do not predict which great power will rise 

or decline or where the next international confl ict will take place. Instead, they 

provide systematic (often contradictory) ways of thinking about how the inter-

national system operates.

To illustrate the best known international relations theories, we’ll detail how 

adherents to each of these schools of thoughts might formulate a policy solution 

to a real-world problem and consider possible U.S. responses to Iran’s nascent 

nuclear program.

realism Perhaps the oldest theory of international relations, realism 

dates, by some accounts, to Thucydides and the Peloponnesian Wars.27 (Add 

a penny to your collection.) Its foundation is premised on the conviction that 

states exist in an anarchic world, one with no international force or institu-

tion capable of arbitrating disputes between and among them. As a result, 

states exist in perpetual fear of being attacked, overtaken, or conquered by 

rival states (the “security dilemma”). The theory also assumes that states are 

rational actors (which, admittedly, will not explain exceptions, such as why 

Caligula declared war on the sea, or why Idi Amin proclaimed himself the 

Last King of Scotland) and will act to maximize their economic and military 

power.

Realists understand international politics as a zero-sum game: all state power 

is relative to that of other states, and one state’s gain is, by defi nition, another 

state’s loss. Thus the security dilemma: one state can only become stronger at 

the expense of other states. So when a great power rises or when a state becomes 
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militarily or economically stronger, it inspires insecurity and fear in other pow-

ers. This creates confl ict. In the realist worldview, the best way to alleviate con-

fl ict is through alliances that create stable balances of power, forcing states to 

behave peacefully.

Realism and its intellectual offshoots28 represent a tragic view of the world,29

in which warfare and geopolitics can never be eliminated as long as there are 

sovereign (and selfi shly rational) states with independent military capabilities. 

International institutions (such as the United Nations) matter, but only at the 

margins. They are merely refl ections of existing balances of power and cannot 

sustain great infl uence.

In the case of Iran, two realists might offer very different prescriptions. One 

might argue that it is irresponsible to allow Iran to acquire nuclear weapons and 

insist that it must be prevented at all costs and by any means necessary. Another 

might argue that Iran’s neighbors should develop nuclear arsenals of their own 

to restore the regional balance of power—and, therefore, the region’s stability. 

No realist would argue that the United Nations or International Atomic Energy 

Agency could have any impact on Iran’s nuclear plans.

liberal institutionalism The traditional critique of realism comes from 

neoliberal thinkers, especially institutionalists. Liberal institutionalists share the 

realist belief in an anarchic world, but they believe that international institutions 

(such as treaties and organizations) can and do provide a framework that can 

mitigate the security dilemma. They also argue that realists ignore the internal 

workings of the state and obsessively focus only on security issues.

Neoliberal institutionalists argue that institutions can overcome fears of 

cheating and unequal gains and allow cooperation to emerge between states.30

They hold that states, especially in a multipolar world, by participating in treaties 

and international organizations, can mitigate the security dilemma and focus 

on winning relative gains. Further, by participating in multilateral institutions 

and trade, states can become increasingly interdependent, which further reduces 

friction and the risk of war. Given its focus, much of the literature on institution-

alism deals with how to create international institutions that work and ensure 

that their members neither cheat the institutional rules nor act as free riders 

(actors who benefi t from a collective action without paying their fair share of 

the costs).31
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In the case of a nuclear Iran, a neoliberal institutionalist32 could provide 

varied policy recommendations, though these would emphasize a multilateral 

approach to the issue, preferably one involving diplomatic consensus reached 

within existing international organizations like the U.N. Security Council. This 

might include a gradual tightening of economic sanctions on Iran. He would 

not renounce the use of force as an option of last resort, but would try to build a 

multilateral consensus in favor of military action before taking this step.

constructivism Constructivism is a radical departure from both the real-

ist and neoliberal institutionalist traditions of international relations. An out-

growth of literary deconstruction and postmodernism,33 it focuses on how ideas, 

social identities, and theoretical concepts are created and employed in strategic 

politics. For instance, in explaining the end of the Cold War, Alexander Wendt 

analyzes how the breakdown of the Soviet Union’s Leninist thinking opened the 

door for Gorbachev’s glasnost and perestroika.34 The main idea is that noth-

ing is foreordained in international politics and that strategy and geopolitics are 

 heavily dependent on how they are conceptualized.

Our hypothetical constructivist analyst could address the question of what 

the United States or the international community should do in the case of Iran’s 

nuclear arsenal in a number of ways—from recommending direct U.S. diplo-

matic engagement with Iran, to regime change in that country. Overall construc-

tivism is more a critique than a school of thought and does not lend itself to 

policy prescription.35

foreign policy analysis Foreign policy analysis is not so much a theory as 

a fi eld of study that looks at how states make foreign policy decisions. In gen-

eral, foreign policy analysis concerns itself with the sources of decision  making. 

It differs from international relations theory in that it strongly considers the 

locus of foreign policy decision making to be based in domestic politics. Most 

international relations theories (especially realism), like traditional geopolitics, 

only look at how states interact with one another, but foreign policy analysis 

“unpacks” the foreign policy decision-making process.

There are a number of things an analyst employing foreign policy analysis 

could look at, including a state’s institutions, regime, elites, ideology, and inter-

est groups. There are many variations and schools of thoughts about foreign 
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policy analysis (with different ideas about, for instance, whether bureaucracies 

are more important than elites in decision making, and when). Foreign policy 

analysis applied to the question of the Iran nuclear issue would try to break 

down what motivates the various parties in the Iran nuclear crisis, and ask a 

number of pertinent questions. What are Iran’s motives? What is motivating the 

respective positions of the United States, Israel, and the European Union? What 

drives their foreign policy? What institutions, interest groups, or interpretations 

of history motivate them?

The foreign policy analysis method is complex, messy, and contentious. But 

at its best, it yields some of the fi nest geopolitical analysis. This was the case 

with a July 1947 article by George F. Kennan, a high-ranking diplomat in the 

U.S. embassy in Moscow, that provided the basis for the United States’ Cold War 

containment policy.

The article, titled “The Sources of Soviet Conduct” and published in 

Foreign Affairs, exemplifi ed geopolitical analysis at its best. As its name implied, 

it detailed the sources of Soviet behavior as extensions of its Communist ide-

ology and of Russian history. The article described how Russia’s geopolitical 

condition—as a fl at, open landmass lacking natural barriers to invasion—left 

it perpetually insecure in the face of potential marauders like the Mongols, 

Swedes, Napoleon, and Hitler. As a consequence, Kennan argued, Russia had 

always sought expansion, both to create buffers and to fulfi ll a sense of “mani-

fest destiny.”36 The article further described how Soviet ideology and current 

policy making, married with Russian expansionist experience, would lead the 

Soviets to try to extend the reach of communism throughout the world—and 

into Western Europe in particular.

Kennan’s analysis identifi ed the Soviet expansionist threat and suggested a 

number of ways to counter it. The essay appeared in 1947, a year when Greece, 

Turkey, Italy, and even France seemed on the brink of seeing domestic power 

passed to Communist parties with ties to Moscow. Kennan’s proposal, which dealt 

mostly with countering Soviet propaganda and infl uence, advocated a number 

of “soft power” measures, such as better education and support for democratic 

governments and a commitment to lead by example across the world. These 

ideas contributed to the development of the Truman Doctrine (which provided 

signifi cant economic and military aid to Turkey and Greece) and of the U.S. 

containment policy, which was meant to stop the spread of Soviet power across 

the globe.37
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Kennan’s historical analysis proved astute and stood as the basis for mitigat-

ing the risk of Western governments turning Communist. There is, however, a 

problematic side here as well: the analysis could be misapplied. Consider the 

impact of America’s containment policy on Vietnam.

Kennan intended that containment be conducted on a peaceful basis wher-

ever possible, by attracting people and their governments to side with the United 

States through education and military and economic aid. By the time of  Vietnam, 

however, the containment policy had morphed into the “domino theory,” which 

posited that the fall of one country to communism might well trigger the fall 

of others.

Proponents of the domino theory argued that the U.S. government had 

to intervene militarily to prevent this from happening. But the domino theory 

ignored the local historical and political context in favor of an abstract idea. U.S. 

policy makers did not recognize that Vietnam’s Communists were also national-

ists, a failure of analysis that contributed signifi cantly to the U.S. defeat in that 

confl ict. Adherents to the domino theory also failed to recognize that national-

ism in the states around Vietnam would limit the spread of communism beyond 

Vietnam’s borders. Ultimately, Kennan’s article and the ways in which it has been 

misused reveal the advantages of foreign policy analysis and the problems that 

rigid adherence to a single abstract theory can create.38

Mitigating Geopolitical Risks

By defi nition, governments have always been geopolitical risk-mitigation enter-

prises because they are charged with protecting their territories and peoples. 

Most states, when faced with a threat from a rival power, have a number of tradi-

tional means at their disposal. These range from diplomatic moves, to economic 

sanctions and foreign aid, to military action, to combinations of these means. 

The choice of tools depends on factors ranging from domestic politics, to regime 

type, to economic, international, or sociocultural constraints.

In the previous section we detailed how governments have traditionally dealt 

with geopolitical risks. The literature on international relations, with its focus on 

alliances, strategy, and the construction of threats explains just that.

The United States, like other governments, is increasingly interested in 

applying corporate risk management techniques to strategic problems, and 
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sees inspiration in creating scenarios that are methodologically similar to those 

employed by Royal Dutch Shell.

Risk management as a philosophy is becoming ever more popular. In the 

past governments focused on dealing with threats, which are specifi c and can 

be eliminated or contained.39 Risk, on the other hand, is a probabilistic concept. 

Risks never go away and must constantly be mitigated. Instead of aiming for 

specifi c solutions, risk management is about coping with known and unknown 

possibilities.40 Risk management is also a tricky issue, because it generates other 

risks,41 possibly creating feedback loops.

An interesting result of the use of risk management techniques to deal 

with national security and geopolitics: preemptive warfare. Launching a war to 

defeat your rival before he can attack you is not a new phenomenon, but hav-

ing a military doctrine based around this idea, such as the Bush Doctrine,42 is a 

novel concept, and one that is tied to the idea of risk. Recent United States–led 

interventions, whether the NATO bombing of Kosovo (1998) to preempt ethnic 

cleansing by Milosevic’s regime or the war in Iraq (2003), were implemented 

with the hope of “averting speculative scenarios rather than attaining specifi c 

outcomes.”43

Do preemptive wars successfully mitigate geopolitical threats? That is a mat-

ter of considerable debate. Preemptive wars have produced strategically mixed 

results for those who prosecute them. NATO’s Kosovo bombing was successful in 

preventing the Milosevic regime from ethnically cleansing the province’s ethnic 

Albanians, but it also provoked a more antagonistic relationship between the 

United States and Russia.

The Benefi ts and Drawbacks of Preemption

Consider two more examples of the intended and unintended effects of preemp-

tive war: Israel’s 1967 attack on Syria, Jordan, and Egypt in what became known 

as the Six Day War and the United States’ 2003 invasion of Iraq. When measuring 

the success of preemptive strikes on a perceived threat, it is important to con-

sider a strike’s short- and long-term implications as well as whether the strike 

achieved tactical and strategic objectives.

Israel’s 1967 preemptive attacks on Jordanian, Egyptian, and Syrian forces 

produced a quick military victory. Just 19 years after the founding of the state of 

Israel, the political leadership in Tel Aviv became convinced that the country’s 

neighbors were determined to attack and destroy the young country. Israel has 



geopolitics | 53

already fought border skirmishes with Egypt and Syria. Egypt had remilitarized 

and blockaded the strategically vital Straits of Tiran. The threat to Israel was 

clear, and belligerent speeches from Egyptian leader Gamal Abdel Nasser made 

the threat appear immediate.

Israel then launched simultaneous attacks on Syria, Jordan, and Egypt, sur-

prised their militaries, and expanded its territory by acquiring the Gaza Strip, 

the West Bank, and the Sinai Peninsula. We can’t know what would have hap-

pened had Israel not attacked fi rst. Some analysts argue that miscommunication 

veiled the likelihood that the confl ict between Israel, Syria, Jordan, and Egypt 

was on the verge of a diplomatic solution. Others warn that had there been no 

preemptive attack, the combined Syrian, Jordanian, and Egyptian forces would 

have easily overwhelmed the smaller Israeli forces and destroyed the country. In 

this sense, Israel’s preemptive strike was a success.

The United States’ 2003 invasion of Iraq provides an example of a less suc-

cessful use of preemption. Following the September 11, 2001, attacks, President 

George W. Bush’s administration determined that Iraqi dictator Saddam  Hussein 

was developing weapons of mass destruction and that he might use them against 

the United States—a compelling case for a preemptive strike. The fall of his 

regime would also allow the United States to cultivate a democratic government 

in Baghdad, triggering democratic momentum across the Middle East.

The preemptive attack achieved its tactical objectives: It toppled Saddam 

Hussein’s government and prevented it from obtaining and deploying weapons 

of mass destruction (although it later became clear that he did not in fact have 

such weapons at the time of the invasion). But it failed to achieve its strategic 

objective of creating a wave of democracy across the region. The U.S. strategic 

position in the Middle East in 2008 was arguably weaker than it was before the 

strike on Iraq, and Washington’s ability to militarily defend its interests else-

where in the world was diminished by the ongoing troop commitment in Iraq.

In traditional geopolitics, the key actors are typically states rather than com-

panies. After all, corporations cannot do much to prevent geopolitical shifts from 

happening. As we described earlier in the chapter, most British and  German bank-

ers bitterly opposed movement toward World War I, which they rightly perceived 

as disastrous, but they could do nothing to prevent it. Typically, when corporations 

face risks of embargoes or war, they make contingency plans—by planning for 

alternate work sites and, in some cases, acquiring insurance against war damage.

That explains the divergent fates of two German aircraft manufacturers, 

Fokker and Pfalz. Both companies created military aircraft for the German army 
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during the war. But once the war ended, Pfalz was shuttered while Fokker pro-

duced commercial aircraft in Holland and the United States. What accounted for 

the difference? The main factors were intellectual proprietorship, geographical 

mobility, and some element of neutrality.

When the Treaty of Versailles restricted German aircraft production,  Fokker 

and Pfalz at fi rst appeared to have equally poor prospects. In fact, the Fokker 

D.VII fi ghter was the only weapon that the treaty explicitly prohibited. But the 

Allies’ demand to destroy the Fokker factories in Germany did not push the 

company out of business. The founder and owner, Anthony Fokker, fl ed to his 

native Netherlands, where he reestablished the company. Fokker corporation 

could be relocated and relaunched because the founder was able to preserve the 

know-how of production (planes and engines were smuggled out of Germany 

to the Netherlands, and Fokker himself was involved in the design and testing of 

planes), as well as his business acumen and leadership. Fokker successfully redi-

rected production to the civilian aircraft sector in both Holland and the United 

States. Thus, his ability and willingness to relocate saved the company, despite 

the hostile geopolitical environment.

The Pfalz corporation, on the other hand, went bankrupt following the 

Treaty of Versailles, when French troops occupied Germany’s western territories 

and confi scated the company’s equipment. The factories were later reused by 

various companies. A company under the name of Pfalz Flugzeugwerke (PFW) 

was reformed in 1997. But the corporation ceased to exist under its original own-

ership not long after the end of World War I. Pfalz could not simply relocate its 

production or start civilian plane manufacturing as Fokker had done because its 

wartime success relied less on intellectual property, technical innovation, and 

managerial talent than on simply taking advantage of wartime opportunities. 

Before the war, Pfalz engaged in licensed production of aircraft models of vari-

ous companies. During the war, it launched a number of original models, but 

Fokker’s models performed better.

Companies cannot prevent wars between states, but they can prepare for dif-

ferent geopolitical scenarios and develop contingency plans and insurance policies 

for projects that have geopolitical exposure. Most companies (with a few excep-

tions) do a pretty poor job at this, for a number of perfectly rational reasons.

First, most companies do not have the luxury of planning 20 years ahead, 

particularly when management is often judged by its annual (and even quar-

terly) performance. Second, most corporate management is simply not struc-
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tured to consider how geopolitical shifts could affect corporations. Third, and 

most importantly, most corporations still consider risks to be normally distrib-

uted (they take the shape of a “bell curve” in terms of probability and impact), 

whereas political risks are often much more likely than normally distributed risk 

events would suggest.

How could companies better plan for geopolitical risks? For a large corpora-

tion, or one dealing in the international economy, it is important to consider the 

following:

Keep an open mind on long-term risks. While most companies’ short-term bias 

is understandable, not having planning for the big events that can be either grave 

threats or great opportunities can pose a signifi cant risk. Over the past 50 years, 

major geopolitical changes have occured at least once a decade. Think of the decol-

onizations of the 1950s and ’60s, the U.S.-Soviet entente of the 1970s, the end of 

the Cold War, or the post-9/11 world. Large geopolitical changes happen regularly. 

It pays to pay attention.

Structure yourself organizationally to be nimble and know your strengths in case 

of a major shock. In Fokker’s case, the company’s ability to move production to a 

neutral country and to maintain control of its intellectual property was a quick 

and creative solution to a crushing event.

To address geopolitical fat tail risks, plan for radically different worlds. That is 

what Royal Dutch Shell does with its energy scenarios, which contain a number of 

geopolitical variables. These scenarios are then used to develop internal strategies 

that can be quickly applied if the world changes. Except in specifi c industries, such 

as oil and gas exploration, such planning remains exceedingly rare.

Consider buying political risk insurance. It is possible for corporations to buy 

insurance for specifi c projects with geopolitical risks, such as wars between states 

and business disruptions associated with war-related embargoes and border clos-

ings. Insurance has signifi cant limitations, as we shall discuss, but in particular 

circumstances, it can prove invaluable.

insurance and geopolitics Some political risk insurance policies cover 

losses from wars, civil wars, politically motivated internal violence, and terror-

ism (though since 9/11, terrorism insurance has become a separate fi eld).

But for geopolitical risk, insurance is a bit tricky. First, wars between and 

among countries are not all that common. Most of the world’s organized  confl icts 

•

•

•

•
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since the end of World War II have been civil wars within developing countries.44

Buying insurance to offset the risk of World War III doesn’t make much sense, 

especially given the small and illiquid nature of the political risk insurance mar-

ket. In the case of a major confl ict, such obligations would in any case be diffi cult 

to fulfi ll, and a corporation would have bigger issues to deal with than collecting 

on an insurance policy.

But political risk insurance can also cover the symptoms of great power ten-

sions, like embargoes and trade disruptions. Given that most political insurance 

is negotiated directly with insurers, it is often possible to write policies that cover 

the effects of country or economic sanctions. One interesting recent case involv-

ing the former Soviet Union highlights some of the benefi ts and problems of 

political risk insurance.

Despite U.S. trade embargoes, U.S. corporations engaged in signifi cant busi-

ness with the Soviet Union, including investments in strategic industries. In the 

early 1970s, U.S. investment in the Soviet KamAZ (Kama River) truck plant (in 

Tatarstan, Russia) is estimated to have reached $500 million.45 The French-based 

Renault corporation built the plant, but several U.S. fi rms supplied the equip-

ment,46 and U.S. insurance corporations and the U.S. Export-Import (Ex-Im) Bank 

provided insurance and loan guarantees.47

When the Soviets invaded Afghanistan in 1979, KamAZ trucks were used to 

transport troops across the border in violation of U.S. export agreements. The 

Afghanistan invasion generated U.S. economic sanctions and trade restrictions 

(and thus fi nancial losses) for the U.S. fi rms involved in the investment.

One of the main companies affected, Ingersoll Rand,48 was prevented from 

providing engine assembly lines to KamAZ. Some of Ingersoll Rand’s losses (and 

those of other U.S. companies) were recoverable thanks to the existing political 

insurance policies that covered the possibility of embargoes.

Investment in a militarily sensitive Soviet industry was recognized as risky 

from the outset, which is why many of the U.S. fi rms involved in it bought 

private and government insurance policies. The main U.S. investments were 

made in 1971–72, only a few years after the Soviet invasion of  Czechoslovakia 

in 1968. Given previous Russian military actions (and the sales of military 

hardware to other Communist states involved in different confl icts) and the 

common use of trucks to transport military personnel, U.S. companies bought 

insurance to mitigate the potential risks posed by investing in a controversial 

Soviet project.
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But insurance policies did not cover (and could not have covered) the 

reputational—or public relations—risks these companies accepted. The use of 

American-built trucks by Soviet troops for the invasion of Afghanistan created 

plenty of bad publicity for the U.S. companies involved with KamAZ. It also trig-

gered congressional investigations and more restrictions on U.S. investments in 

the Eastern Bloc.

Political risk insurance has other limitations. Most insurers, especially those 

run by governments, require corporations claiming insurance protection to turn 

over their investments to the insurer. Most insurance only covers about 90% of 

the value of the investments.49 Finally, most insurance requires a legally enforce-

able event, such as an embargo or act of war, to produce a payout. In other words, 

it is practically impossible to insure against certain occurrences: the economic 

and fi nancial consequences of, say, great power decline or the relative rise in 

strength of a competing nation and its companies.

Capital Markets and Geopolitical Analysis

The era of great power wars, colonial adventures and a steady stream of revolu-

tions may have passed, but correctly analyzing geopolitical risk is no less impor-

tant for business leaders today.50 This is not necessarily easy or straightforward 

(losses are also common), and it depends on a thorough understanding of both 

the historical background and of the theories we have just discussed.

Making Money and Chinese Saber Rattling

Take, for instance, China’s determination to use any means necessary to prevent 

Taiwan from declaring independence. The Chinese Communist Party claims 

Beijing’s sovereignty over Taiwan and believes that any move by Taiwan’s govern-

ment to formally declare the island nation’s independence would pose a funda-

mental challenge to the party’s legitimacy. A Chinese invasion of Taiwan is often 

discussed as a real possibility.

This widely perceived risk has fueled Taiwanese market volatility whenever 

election cycles or offi cial remarks raise the specter of Taiwanese independence 

and, therefore, of a violent reaction from Beijing. When Taiwanese president 

Lee Teng-hui advocated Taiwanese independence in a speech in 1995, China 
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staged a missile exercise in the Taiwan straits. The following day, the Taiwanese 

stock exchange (TAIEX index) fell 4.2%.51 Lee delivered another explicitly pro-

 independence speech in 1999, triggering a market slide that pushed the index 

lower by 20% over the course of a month. In March 2000, the index fell 2.6% on 

the day that Chen Shui-bian was elected as the fi rst Taiwanese president from 

the Democratic Progressive Party, a party founded on the principle of Taiwan’s 

independence.52

Yet, fears that China will invade Taiwan are misplaced. China’s strategy for 

tamping down Taiwanese public demand for independence has been far too 

nuanced and far too successful for the risk of invasion to raise too many con-

cerns. For China’s leaders, losing Taiwan would prove a disaster. Losing a war 

against U.S. and Taiwanese forces would be worse. That is one reason why an 

all-out Chinese military invasion is highly unlikely. More relevantly, China is also 

shrewdly co-opting Taiwanese businesses that are unhappy with restrictions on 

direct investment in the mainland and giving them a powerful fi nancial incentive 

to exert their infl uence within Taiwan in favor of policies that preserve a peaceful 

status quo. Beijing hopes that Taiwan’s deepening reliance on the mainland econ-

omy will strengthen the island’s mainland-friendly constituencies. Given these 

constraints, and China’s “mixed” Taiwan strategy (belligerent posturing plus nur-

turing of economic interdependence), most investors consistently overestimate 

Beijing’s threat. The knowledge that the TAIEX dips whenever China and Taiwan 

rattle their sabers is useful information for savvy market  participants.

Geopolitical Tensions in Iran and Oil Markets

Understanding the timing and “volatility zones” of a specifi c issue can be just as 

important as the ultimate outcome for market participants. Even if it is impos-

sible to predict the endgame of a particular political or policy dispute with a 

high degree of confi dence, mapping out a time line that details when tensions are 

likely to build or recede, and drive market and investor sentiment, can be critical 

for certain types of investors. If you know when things will appear to worsen (or 

improve)—regardless of the ultimate outcome—you can better understand the 

market volatility that these developments produce. The story of the round of 

U.S.-Iran tensions that began in 2004 provides a good recent example.

It became clear in 2003 to many observers in the United States, key European 

Union states, the United Nations, and the International Atomic Energy Agency 
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(IAEA) that Iran was working to acquire the technology needed to enrich ura-

nium from start to fi nish entirely within its borders. Many analysts argued that, if 

they succeeded, the Iranians could develop nuclear weapons in the intermediate 

term. If so, Iran’s success would directly undermine the nuclear nonproliferation 

efforts of the world’s nuclear powers, as other Middle Eastern states—like Saudi 

Arabia, Turkey, Egypt, and even Iraq might one day feel compelled to respond 

by developing nuclear arsenals of their own. Some worried that Iran might share 

nuclear material with allied militant groups like Hezbollah. Some feared that 

Iran might launch a nuclear attack on Israel, despite Israel’s ability to retaliate 

with its own nuclear weapons.

As tensions grew, a preemptive U.S. or Israeli strike on Iran’s nuclear facili-

ties began to appear increasingly plausible—even likely. Imagine the impact on 

global markets, particularly energy markets, of such an attack. Energy investors 

monitored the situation closely, and markets reacted each time the risk of con-

fl ict appeared to rise. Many experts began to talk of an “Iran premium” in the 

price of oil.53

In early 2005, tensions appeared to recede. The IAEA adopted a less con-

frontational stance and sent encouraging signals that Iran was edging toward 

some form of acceptable compliance. At the United Nations, Iran’s talks with 

Russia, France, and Germany appeared to yield progress. Oil traders began to 

ask two questions: “Have we turned the corner in this confl ict?” and “Can we 

expect the Iran premium to come out of the oil price in the coming months?” 

Regardless of the end game of “attack or no attack,” there was a key timing 

issue with respect to tensions and markets. If you believed the corner had 

been turned, all else being equal, oil prices could be expected to soften. If you 

believed that tensions would soon return, oil would likely move in the other 

direction.

Thoughtful analysis of the incentives, agendas, and bargaining positions 

of the relevant countries—particularly of the domestic political incentives that 

Iran’s leaders had for pushing ahead with nuclear development—suggested that 

this was a temporary cooling of tensions. By summer, some believed, the polit-

ical temperature would rise again. Oil market investors who took that bet in 

early 2005 did very well. The IAEA, United Nations, European powers (including 

 Russia), and the United States became increasingly frustrated and impatient with 

Iran’s diplomatic stall tactics. Tensions spiked, an attack on Iran again appeared 

plausible, and the “Iran premium” returned to oil prices.
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From Global Politics to Global Capital Markets

While geopolitical trends and developments impact global capital markets, 

much of the dynamism and risk associated with liquid global markets is in fact 

local and regional. National-level political decisions that do not even register in 

the realm of geopolitics, such as the resignation of a fi nance minister or tensions 

between a central bank head and a prime minister, can move currency, bond, 

and equities markets.

The impact of geopolitics on markets can be trumped by other, local drivers.  

In recent years, as geopolitical tensions have risen between Russia and the West, 

Russia’s local markets have actually improved dramatically. From a U.S. perspec-

tive, Russia has been a bad story for Washington but a very good story for Wall 

Street.54 These local and regional drivers of political risk provide the theme for 

the next chapter.



In late 1994, Jaime Serra Puche, a rising star in Mexico’s Institutional Revolution-

ary Party (PRI) and the country’s newly appointed fi nance minister, was expected 

to manage a currency devaluation without stirring up a lot of political or eco-

nomic trouble. The celebrated negotiator, famous for delivering on the North 

American Free Trade Agreement (NAFTA) failed on both counts. Mexico expe-

rienced a massive, rapid devaluation of its currency (the peso). The currency’s 

downward spiral helped strip the PRI of its dominant hold on Mexico’s political 

landscape. Saddled with expectations that he remain faithful to his party’s politi-

cal agenda, despite the demands of modern capital markets, Serra was probably 

doomed to fail. But the real story is about the PRI and its approach to maintain-

ing single-party power, a decades-long dominance dependent on the power iof 

graft and patronage.2 The PRI, run as a kind of massive-scale Tammany Hall 

organization, bolstered its power by dispensing economic spoils to the leaders 

of trade unions, state and agricultural employees, and regional political parties.3

The operation was, as Peruvian novelist Mario Vargas Llosa aptly called it,“the 

perfect dictatorship.”4

Yet the manipulation of economic policy for political gain would ultimately 

break the PRI’s grip on power. Its inability to retire its patronage machine contributed 
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substantially to the 1994 peso crisis and the party’s fi rst ever political defeat two years 

later. This crisis illustrates perfectly how political factors can trigger a fi nancial crisis.

In the years preceding the 1994 currency collapse, the Carlos Salinas admin-

istration (1988–94) carried out ambitious market-oriented economic reforms 

that brought a signifi cant reduction in infl ation—and the North American Free 

Trade Agreement. Before the peso crisis, Mexico’s economy was in reasonable 

shape, though a growing account defi cit would probably have made an eventual 

currency devaluation necessary.5

Economic factors alone cannot explain the peso crisis. A devaluation could 

have been managed to ensure a soft landing. Instead, the Mexican currency crisis 

was driven by poor political decisions: “The state of illiquidity at the end of 1994

was due to unexpected shocks that occurred throughout the year, and the inad-

equate policy responses to those shocks, according to economist Jeffrey Sachs.”6

Mexico was running a current account defi cit, at least in part, because the ruling 

party had increased government spending to curry favor with voters in an elec-

tion year—a formula that had served the PRI well for the previous 70 years.

The Salinas government launched its spending spree, enabled cheap credit, 

and avoided engineering a much-needed correction in the exchange rate. It was 

no secret in early 1994 that Mexico would have to devalue its currency. Markets 

expected it, and waves of investors headed for the exits to beat the rush. But the 

PRI decided that a preelection devaluation or a rise in interest rates amounted 

to a pill it was not prepared to swallow. Not in 1994. Not six years after Carlos 

Salinas had won only by the narrowest of margins, quite possibly as a result of 

electoral fraud.7

Other political surprises followed. The left-wing Zapatista guerrilla uprising 

in the state of Chiapas frightened foreign investors. Three months later, the PRI’s 

presidential candidate, Luis Donaldo Colosio, was murdered during a campaign 

stop in Tijuana, Mexico’s fi rst high-profi le political assassination in decades. 

Ernesto Zedillo, an uncharismatic technocrat, took his place. A series of kidnap-

pings of prominent businessmen added to investor anxiety. The government’s 

decision that sound corrections to fi scal, monetary, and exchange rate policies 

were too politically risky in this environment made matters worse.

The political strategy paid political dividends as Zedillo was elected presi-

dent of Mexico in December 1994. But in the process, the PRI had activated an 

economic time bomb with a very short fuse. Less than a month after Zedillo’s 

victory, the PRI decided the moment had arrived to devalue the peso by 15%—to 
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4 pesos per dollar. It was too little too late. Market players panicked as the peso 

quickly fell from 4 pesos to more than 5.5 pesos per dollar, and then to 7.45 in 

March 1995, triggering Mexico’s worst economic crisis in half a century. Fears 

that Mexico would default on its sovereign debt prompted the  International 

Monetary Fund and the U.S. government to stabilize the peso with a $50 billion 

bailout.

The “December mistake,” as the crisis came to be known, crippled Zedillo’s 

political standing. The PRI’s rivals demanded political and economic conces-

sions in exchange for support for his stabilization plan. Zedillo’s rivals within the 

PRI called on him to resist. By 1996, he had little choice but to defy hardliners 

within his party and to implement an electoral reform package that proved a sig-

nifi cant step toward political liberalization. A year later, the PRI lost its absolute 

majority in the lower house of congress for the fi rst time since it was created in 

1929. In 2000, Vicente Fox became Mexico’s fi rst non-PRI president in 71 years.

The moral of the story: What at fi rst appears an irrational choice might 

not be. Those who assume that presidents, prime ministers, and members of 

parliament care more about sound economic policy than about their politi-

cal fortunes are doomed to the occasional surprise, because political leaders 

sometimes make market-moving (even market-crashing) economic decisions 

to satisfy their political needs. Economists knew that the peso was overvalued; 

some called for devaluation well before the crisis began.8 Players in capital mar-

kets recognized the Mexican budgetary and currency imbalances; foreign capi-

tal had already begun fl owing out of the country. Yet, very few market analysts 

understood that the PRI would decide it could not devalue the peso, for political 

reasons.9

How Politics Impact Capital Markets

Currency controls and devaluations, fi nancial regulatory changes, declarations 

of war, strikes, sovereign credit defaults, the confi scations of banks’ assets, cor-

ruption, outright theft, and fraudulent bookkeeping are just a few of the many 

political factors that infl uence money fl ows and change the value of an invest-

ment, whether a stock, a currency, a bond, or a commodity.

A growing number of investors and business decision makers now under-

stand that political choices and events move capital markets and alter the value of 
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portfolio investments. But as they develop their economic models and indexes, 

the ones they use to calculate a country’s sovereign creditworthiness, they con-

sider economic factors (like levels of infl ation, growth, and defi cits) with no sys-

tematic way of including political risk in the equation. The architects of these 

economic models too often push political risk into the miscellaneous uncertain-

ties category, what statisticians call the “error term.”10

A government announces that it will change the value of its country’s cur-

rency or limit the ability of individuals and investors to hold or trade it. That is 

a common form of political risk, one that impacts just about everyone with an 

interest in the value of that particular currency: holders of the country’s debt, 

foreign companies operating there, exporters to that country, and those who 

live there. The United States’ Overseas Private Investment Corporation (OPIC), 

whose mission includes the insuring of U.S. investments abroad against political 

risks, estimated that between 1966 and 1999, about one-fi fth of its claims arose 

when corporations found themselves unable to convert profi ts earned abroad 

into other currencies.11

Politically driven currency risks come in three basic forms. First, a govern-

ment can simply devalue its currency. In the case of the peso crisis, the Mexican 

government revalued the peso’s value relative to the U.S. dollar. Second, politi-

table 4.1 Some ways in which politics can impact capital markets

Government actions Nongovernmental 
political events

Direct impact Currency devaluations Boycotts

Sovereign credit defaults Terrorism

Currency controls Strikes

Regulatory changes Civil wars

Confi scations of bank assets

Indirect impact 
(market panics)

Declarations of war

Changes in government makeup

Public statements

Elections
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cal events that generate investor concerns about a currency’s value can force a 

devaluation. Any number of events—the collapse of a ruling coalition, a cabi-

net reshuffl e, a political scandal—can trigger that level of anxiety.12 Third, gov-

ernments can impose regulations that make it diffi cult for others to convert or 

transfer the local currency into another—by limiting the amount that a com-

pany or individual can hold, regulating the timing of exchanges, increasing taxes 

and fees on conversions, or imposing an outright prohibition.

Consider Malaysia’s experience during the 1997–98 East Asian fi nancial 

crisis, which reveals how heavy-handed government intervention in capital 

markets can stabilize an economy, though at signifi cant cost to investors. 

The Asian fi nancial meltdown triggered enormous capital fl ight from the 

region, including from Malaysia. Asian exchange rates collapsed, prompt-

ing a vicious cycle of capital outflows and asset price deflation. Thailand, 

Indonesia, Korea, and the Philippines turned to the International Monetary 

Fund (IMF) for emergency fi nancial assistance.  Malaysia, on the other hand, 

managed the crisis alone. Initially, Malaysian fi nance minister Anwar Ibrahim 

responded with orthodox market policies, raising interest rates and cutting 

public spending to improve fi scal and trade balances. But these austerity mea-

sures threatened major Malaysian businesses, including many that supported 

then Prime Minister Mahathir bin Mohamad and his ruling party, United 

Malays National Organisation.

On September 1, 1998, Mahathir introduced strict capital controls and 

famously blamed “speculators” (notably George Soros) for instigating  Malaysia’s 

economic troubles. He also sacked Anwar Ibrahim. Mahathir restricted capital 

outfl ows by requiring nonresidents to wait one year before converting their 

ringgit proceeds from Malaysian securities sales. Later, this restriction was 

replaced with a stiff exit tax on capital gains. Mahathir eliminated the off-

shore market for ringgits by repatriating all of Malaysia’s currency, prohibited 

lending by  Malaysians to foreigners, and recalibrated the Malaysian exchange 

rate. After taking control of the capital market, Mahathir reduced inter-

bank interest rates and passed a fi scal stimulus package to rejuvenate the 

economy.13

The prime minister imposed these currency controls to manage the eco-

nomic recovery without jeopardizing the government’s ability to distribute 

wealth across the country to reinforce its political popularity. The unfettered 

workings of free markets might have threatened the delicate balance among the 
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country’s various ethnic communities and its constituent federal states. In addi-

tion, Asia’s fi nancial crisis had put an end to Suharto’s 30-year rule in  Indonesia, 

and UMNO’s leaders had no desire to share his fate. Finally, Anwar had won 

praise from fi nancial market players for effective stewardship of the fi nance 

ministry and was positioning himself for a run at the presidency. By sacking 

him, Mahathir removed a political rival. To prevent another round of capital 

fl ight following Anwar’s ouster, Mahathir announced the capital control one day 

before removing Anwar from offi ce.

Mahathir’s risky policy choice paid off politically and, over time, economi-

cally. Though Malaysia’s GDP declined by 7.4% in 1998, it rebounded with 6.1%

growth in 1999 and another 8.2% in 2000. Mahathir remained in power until his 

retirement in 2003.

Investors must contend with changes in currency values as well as trading 

rules and regulations, but their impact depends on the degree and type of expo-

sure. For a local producer, a currency devaluation makes products cheaper to sell 

abroad. But for those holding a local currency, the effects are largely negative. 

Investors are often dependent on the free fl ow of money across borders. When 

this process is interrupted, they may not be able to transfer profi ts out of the 

country or even to pay their employees. Exporting fi rms are not paid, bond divi-

dend payments are not made, and everyone faces a surge in paperwork as they 

learn the new rules.14

This is why Malaysia’s actions had signifi cant costs for portfolio inves-

tors who were holding its currency or assets denominated in it. The  Singapore 

Stock Exchange ran a very liquid over-the-counter trade in Malaysian equities. 

When the Malaysian government imposed currency controls, it also banned 

the trade of Malaysian shares on the Singaporean exchange, leaving investors 

there with $4 billion worth of shares in more than 100 Malaysian compa-

nies that were suddenly “frozen,” and therefore temporarily worthless.15

Not all currency devaluations or restrictions are politically motivated. Gov-

ernments can impose currency controls or engage in devaluations for what they 

see as sound economic reasons; such motives certainly played a part in  Mahathir’s 

decision. It is not always easy to separate a government’s political considerations 

from its economic motives in analyzing currency policy-related risks. But for 

most market players, attention to political motivations is a vitally important part 

of any sound risk management strategy.16
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Emerging Markets—Where Political Analysis 

Meets Economic/Financial Analysis

In 2003, Goldman Sachs released an important piece of research on emerging 

markets. Dreaming with BRICs: The Path to 2050.17 In it, the authors argued that 

by 2050 Brazil, Russia, India, and China would have larger economies than any 

country in the world except the United States and Japan. The report has helped 

fuel intense interest in the inevitable shift in the balance of global political and 

economic power over the next half century. It has provided intriguing glimpses 

of a world no longer dominated by U.S.,  European, and Japanese interests.18 Some 

analysts have argued that it makes little sense to throw Brazil, Russia, India, and 

China together into a single emerging market category. These four economies 

have four very different sets of advantages and vulnerabilities. Others question 

the economics behind the prediction. Still, the report has generated compelling 

debate, and the term “BRIC” has become universally known in political, fi nan-

cial, and economic circles.

But the BRIC story has one fundamental fl aw. To combine so many complex 

variables into such a long-range forecast, the report’s authors had to make a 

series of questionable political assumptions. The largest is that the governments 

of these four countries would exist in pretty much the same form for the fol-

lowing 47 years. Given how much political systems and attitudes toward state 

intervention in economies can change, that’s quite an assumption. What sort of 

political leaderships governed Brazil, Russia, India, and China in 1956, 47 years 

before the Goldman report appeared? Russia formed a single republic within the 

Soviet Union. Only two of the four countries, India and China, had (roughly) 

the same form of government they have today; India was already a democracy; 

China was—and still is—a one-party authoritarian state. Brazil was a democ-

racy in 1956—though the country later endured a period of military dictatorship 

between 1964 and 1985.

More importantly, in 1956, none of the BRICs pursued the economic course 

that they do today. Had you predicted in 1956 that by 1992 the Soviet Union 

would yield 15 capitalist successor states and that China would become a capi-

talist powerhouse, you would have faced more than your fair share of ridicule. 

The fundamental problem with 50-year political predictions is that virtually 

no one gets them right. We simply cannot know how leaders in Brazil, Russia, 
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India, and China will defi ne their political and economic interests half a century 

from now.

Thoughtful analysis of the impact of politics on capital markets depends on 

the ability and willingness to accept the limits of what can be known. An under-

standing of politics will not necessarily tell you whether a stock price will rise 

or fall tomorrow, but it can tell you where and how political events may limit or 

alter an investment’s value. At the very least, it can tell you whether the underly-

ing political assumptions of an economic forecast are plausible.

In no area is political risk more relevant than in analysis of globalization and 

the rapid growth of emerging markets. Globalization—the processes by which 

ideas, information, people, money, goods, and services cross borders at unprece-

dented speed—has been the driving force in international politics for the last 

two decades. Globalization has meant, among other things, explosive economic 

growth and investment abroad. The core developed states (the United States, 

Japan, several Western European countries, and others) have aging populations 

and more mature economies, offering relatively low risks and, therefore, rela-

tively low returns. But over the past several years, nothing has fueled the opti-

mism of pundits and the ambitions of investors more than the words “emerging 

market.” In that magic phrase, there is hope for a more stable and less violent 

future. Investors see growth and underpriced assets. Yes, there are risks. But 

emerging markets will surely emerge, and there’s plenty of money to be made 

in the meantime.

But ask a random sampling of global investors to name some emerging-

market countries, and you will get a long list of states that do not belong in the 

same political or economic category. Some of those markets will emerge. Others 

will not, at least not in their present forms. Each faces challenges unique to its 

social and political circumstances.

In general, political risk analysis has more to offer in emerging markets. An 

emerging market country is one in which politics will matter at least as much 

as basic economic fundamentals for the performance of markets.19 Developed 

industrial countries are often defi ned as states in which economics and culture 

are independent of politics. In Germany, you probably won’t need political con-

nections to operate a grocery store. In many developing states, however, it can be 

expensive or even dangerous to run a small business without them. Capital and 

business acumen will help you turn a profi t, but only if you also know how to 

navigate a politicized economic and regulatory environment.
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A defi ning distinction among emerging market states: How different are 

their responses to the demands of globalization? When India ran dangerously 

low on foreign exchange reserves in 1991, the Reserve Bank of India was forced 

to airlift some 47 tons of gold to London as security against a $400 million 

emergency loan. Facing bankruptcy, the ruling Congress Party made a political 

decision to begin to dismantle decades of state control of the economy and to 

open India as never before to foreign investment. Reform debates and plans had 

begun to form years earlier, but the crisis atmosphere created by the threat of 

collapse in 1991 provided a tipping point. The country’s political infi ghting still 

ensures that liberalization moves forward by fi ts and starts. Plenty of political 

and cultural obstacles remain. But India is emerging because its political leaders 

have tightened their embrace of  globalization.

Nor is there any way to separate China’s aggressive growth strategy from 

the country’s authoritarian politics. Former leader Deng Xiaoping determined 

in the late 1970s that the Communist Party’s future legitimacy would depend on 

its ability to attract foreign capital and know-how to the still isolated country 

and to deliver the Chinese people from poverty to prosperity. China is emerg-

ing because its leadership fi nds political benefi t in a commitment to economic 

liberalization.

In Russia, on the other hand, the political leadership’s commitment to glo-

balization is more limited. Russia, unlike China and India, is blessed with an 

abundance of crude oil and natural gas deposits that the state can manage for 

both economic and geopolitical advantage. The Kremlin has opened the Russian 

economy to foreign investment in a range of retail and other sectors, but the fi ve-

fold rise in global oil prices between 2002 and 2008 ensures that much of Russia’s 

wealth can be pumped from the ground. A full embrace of globalization is not 

necessary when it is not politically useful.

Ways of Analyzing Political Risk in Markets

Political risk can be directly relevant for changes in the values of bonds, stocks, 

currencies, and commodities. The how, when, and where depend on a number 

of highly specifi c circumstances.

One study of a very specifi c subject—the liberalization of fi nancial mar-

kets in a group of middle-income emerging market countries—fi nds that 
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the  openness of capital markets in countries like Chile, South Korea, Mexico, 

and Turkey varies a great deal—a result of the varying ways in which politi-

cal leaders in these countries defi ne and pursue their political and economic 

 interests.20

There can be no grand unifi ed theory that explains how political risk 

impacts all capital markets. There is only a broad range of tools and methods 

that can help us apply ideas to the particular cases for which they are best 

suited.

Some of these tools take the form of answers to a specifi c set of  questions:

Regime type: Do different types of regimes behave differently when it comes to 

markets?

Ideology: What are a government’s stated policies and ideas?

Constraints: What kinds of voting, constitutional, organizational, and political 

interest groups limit the ability of a government to act?

Policy changes: What policy changes can impact markets?

Elections and government makeup: How do elections impact markets?

Exogenous factors: What role do wars, panics, etc., play in the performance of 

 markets?

Regime Types

Dividing emerging market countries into broad categories can help us under-

stand how they interact with markets. Call these groups the best bets, potential 

backsliders, resource nationalists, and authoritarian globalizers.

First, the best bets, the true emerging markets. Countries like Brazil, India, 

Mexico, South Korea, and many of the former  Communist states that have 

recently joined the European Union have embraced openness to globalization 

as their route to prosperity. Politically, these countries are governed not by the 

whims of individual leaders and small elites but by the legitimacy of strong 

(and fairly independent) political institutions and the rule of law. To protect 

their stability, governments of the best-bet countries have committed them-

selves to disciplined fi scal and monetary policies. They believe that foreign 

investment in their economies and the reputations their  governments have 

earned for honoring their international commitments are among their most 

prized assets.

•

•

•

•

•

•
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The potential backsliders include states that continue to emerge, but in 

which special political and social circumstances threaten to generate a slide 

toward various forms of isolation. Turkey,21 Lebanon, and Israel fi gure among 

this group. These states risk more than the label of laggard. If their considerable 

political and security challenges are not well managed, the gains these countries 

have enjoyed over the last generation could be lost.

States like Russia, Iran, and Venezuela fall squarely into the third group: 

the resource nationalists. The governments of these countries have leveraged 

their countries’ energy wealth to consolidate power at home and to fl ex their 

muscles abroad. All three have changed the rules for foreign investment in 

what they consider to be “strategic sectors” of their economies—especially 

natural resources. With revenue pouring in from high energy prices, the 

governments of these states believe they can afford to declare independence 

from the need to observe some international rules of the road and norms of 

 behavior.

Resource nationalists often have elected governments, but they also fall short 

of the key elements of genuine rules-based democracy. The whims of leaders still 

matter much more than in more politically mature states. To varying degrees, 

ruling elites in these countries use the law as a tool to consolidate political con-

trol. Domestic institutions such as courts, legislatures, and civil society organiza-

tions struggle to preserve their independence.

Finally, there are the authoritarian globalizers. The elites that govern states 

like Saudi Arabia and China have decided to gamble on opening their economies 

to the energies of globalization. Although the nature of their embrace of global-

ization varies considerably, both governments have accepted the need for foreign 

presence (and therefore foreign infl uence) in their economies (and therefore 

their societies). These are the countries in which the stakes for global politi-

cal and economic stability are unparalleled, as their regimes could eventually 

face tough challenges that are a direct by-product of their increased openness to 

people, ideas, and information from abroad.

To varying degrees, the increasingly free movement of ideas, information, 

people, money, goods, and services bolsters the stability of the best bets, potential 

backsliders, and resource nationalists. The authoritarian globalizers are another 

story. In these states, small elites hold a virtual monopoly on political power. 

 Foreign infl uences that encourage their citizens to challenge that  monopoly 

pose a serious long-term threat to their positions. The Chinese Communist 
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Party leadership and the most powerful members of the Saudi royal family have 

decided that they must learn to live with this threat, because they calculate that a 

higher standard of living for their peoples and the growth of a middle class give 

them a better shot at long-term survival.

But authoritarian states are potentially brittle and face several unique chal-

lenges. First, unlike established democracies where intense political competi-

tion is the norm, political rivalries among elite factions within an authoritarian 

state can threaten the survival of the regime. Second, authoritarian globalizers 

typically base their legitimacy on their ability to provide for their people, leav-

ing them particularly vulnerable to changes in the international environment. 

China’s economic stability, increasingly important for the health of the global 

economy, continues to depend on political decisions made within the Commu-

nist Party elite—in particular, a Politburo Standing Committee composed of 

fewer than a dozen men. Imagine the political pressures these men might face 

if a global recession dramatically reduced the country’s economic growth. How 

would the Saudi government cope with a sustained and substantial long-term 

reduction in the price of oil?

Ideology, Constraints, Policy Changes

We can also divide governments by ideology. Revolutionary governments 

(especially of the left-wing variety) play a more direct role in local markets 

than other governments do. Following World War I, the Bolshevik government 

in Russia chose to default on its outstanding sovereign bonds, debts which had 

been accumulated by its tsarist predecessor. The decision instantly transformed 

France, which held about 75% of Russia’s sovereign debt in 1917, into an inter-

national debtor.22 In fact, France lost more that $4 billion, about one-fourth of 

its reported 1913 assets,23 or in today’s terms upwards of $80 billion—an object 

lesson in the importance of asset diversifi cation.

Markets can also misinterpret the nature of a government’s ideological 

commitments. The political ideology that helps lift a party to power does not 

always signal how it will govern. This is especially true of countries in which 

there are strong institutional constraints on a ruling party’s ability to exercise 

power freely. Consider Luiz Inácio Lula da Silva’s 2002 election as president of 

Brazil. Lula, head of the leftist Workers’ Party (PT), defeated the incumbent 

administration’s centrist candidate José Serra of the Brazilian Social  Democratic 
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Party (PSDB). It’s not diffi cult to understand why so many analysts and inves-

tors believed Lula would lose. He had come up short three times before—in 

1989, 1994, and 1998—as doubts grew among middle-class voters that he could 

(or would) keep infl ation under control. Observers had little apparent rea-

son to doubt that Lula’s perceived “radicalism” would sink his candidacy one 

more time.

Investors underestimated not only the probability that Lula would win, but 

the likelihood that his government would honor campaign pledges to pursue 

sound macroeconomic policies. In particular, investors feared a Lula victory 

would bring a default on Brazil’s external debt, generating a sharp devaluation 

of the Brazilian currency and a surge in infl ation as it became apparent that Lula 

would win.24

But the new Lula administration neither defaulted on Brazil’s sovereign debt 

nor engaged in the kind of fi scally expansionary policies that markets feared. 

Investor concerns weren’t entirely groundless. Lula’s presidential predecessor, 

Fernando Henrique Cardoso, had been elected in 1994 thanks largely to his abil-

ity to rein in infl ation while serving as Brazil’s fi nance minister. Much of the 

effort of his two administrations was focused on winning approval for struc-

tural reforms that were needed to consolidate the government’s macroeconomic 

adjustments. Lula had opposed government-sponsored plans to privatize state-

owned enterprises and reduce pension expenditures, and his party repeatedly 

accused Cardoso of worrying too much about Brazil’s debt obligations and 

neglecting the need for greater government spending on social welfare. No won-

der that so many investors feared the newly elected Lula would allow his govern-

ment to default on the country’s external debt.

But a few experts25 were able to accurately forecast both Lula’s victory and 

the political incentives he would inherit to stick to restrictive fi scal and mon-

etary policy. This is how political risk analysts can anticipate market trends. 

Looking at a candidate’s electoral track record and his party’s political platform 

makes sense—as a starting point. But the political drivers that would deter-

mine both the outcome of Brazil’s 2002 election and its market implications 

were critically important. Preelection opinion polls suggested that an economic 

slowdown was feeding a desire for political change, and that Serra would strug-

gle to expand his share of the electorate beyond about 30%. In addition, Lula’s 

previous defeats had persuaded the candidate and his party to moderate their 

electoral message.
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Voter perceptions in 1994 and 1998 that the PT might threaten the gains 

associated with low infl ation not only led Lula to call for “responsible change” in 

2002, but also generated strong incentives to chart a moderate economic course 

once he was elected. Voters did not directly associate market volatility with Lula, 

but he recognized that unless his administration could tackle infl ation, he would 

quickly lose public support. Careful study of the political incentives facing Lula, 

his party, and Brazilian voters allowed political risk analysts to look beyond 

the conventional wisdom and to build an accurate forecast that was useful for 

 investors.

There are also constitutional, organizational, and bureaucratic constraints 

on a government’s room for maneuver. The Mexican constitution requires state 

ownership of the oil industry. If a pro-market, liberal government wants to 

privatize some part of the industry, it will need enough votes in parliament to 

amend the constitution.

In 1996, a nominally reformist, pro-market coalition government won 

power in Romania for the fi rst time since the fall of communism in 1989. Its 

ideology and political platform called for the sweeping judicial, political, and 

pro-market reforms needed to meet the requirements for membership in NATO 

and the European Union. For four years, the new government struggled with 

little success to implement its plans; it is now remembered as a well-intentioned 

but deeply incompetent administration. Why did it fail? It inherited a national 

bureaucracy that was both corrupt and heavily staffed with supporters of the 

previous Social Democratic Party government. The bureaucracy, ill disposed to 

the new government and mired in the old statist ways, stalled some plans and 

simply refused to implement others. As reformist president Emil Constantinescu 

later admitted, “We had won the elections but not the power.”26

Interest groups can also limit a government’s freedom. To some extent, all 

governments look to lobbyists, industry groups, nongovernmental organiza-

tions, and other interest groups for various forms of support, creating a depen-

dency that can work in both directions.

There’s another lesson here from  the 1998 Russian fi nancial crisis. On August 

15, 1998, the chief Europe economist of a large Western bank briefed its executive 

committee on Russia’s sovereign debt. Like most other Western fi nancial institu-

tions, this bank had purchased substantial amounts of short-term GKO Russian 

bonds. It had also loaned money to others who held the bonds. So soon after the 

turmoil of the previous year’s Asian fi nancial crisis, committee members were 
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hungry for persuasive reassurance that the Russian government could continue 

to meet its debt obligations. The Russian economy was hardly booming, but 

it was performing far better than at any time since the collapse of the Soviet 

Union. In 1997, for the fi rst time since 1991, Russia had seen positive GDP growth 

(albeit less than 1%), its infl ation rate had dropped to about 15% (down from 

about 1,500% in 1992), and it enjoyed a positive trade balance.27 The GKO bonds 

offered very attractive returns. By late 1997, some analysts had begun to talk of 

Russia’s economy as the next “star” emerging market, and “the world’s fi nancial 

markets swung from viewing Russia as a complete loser to deciding that it was 

very interesting.”28

But some economic indicators—a high budget defi cit, falling commodity 

prices (about 80% of Russia’s exports), and the government’s commitment to a 

strong ruble—made fears of a default seem reasonable. The Russian government, 

faced with a budget defi cit and restricted in its ability to collect taxes and revenues 

or to borrow from the Russian central bank, repeatedly resorted to short-term 

borrowing via short-term government bills (the GKOs) to fi nance its defi cits.29

To complicate matters further, the costs of security in Chechnya and strikes by 

 Russian miners weighed heavily on the government’s time and money.

The chief economist in question did what good economists do: he performed 

sovereign credit analysis to determine whether Russia could pay its debts. He 

considered the country’s GDP growth, per capita income, infl ation, fi scal bal-

ances, external debt, default history, and other economic factors. Weighing them, 

the economist issued his verdict: the risk of a Russian sovereign debt default was 

not signifi cant.30

Two days later, the Russian government imposed a moratorium on some 

of its debt, effectively amounting to default. It allowed the currency to fl oat in 

relation to the U.S. dollar. Within a month, the ruble that had bought between 

17 and 20 U.S. cents was worth a nickel. Infl ation surged over the course of the 

year to more than 80%.

Why did economists miss the crisis? They recognized that Russia could pay 

its debts, but they did not address the essential political question: would Russia 

pay its debts? The ruble devaluation and credit default were, in part, a govern-

ment response to domestic interest groups.

Some analysts did warn that Russia might default, in part because they rec-

ognized that important political interest groups within Russia favored a sharp 

devaluation. Between December 1997 and April 1998, Yeltsin sacked a number of 
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reformist government offi cials, including a prime minister and a fi nance min-

ister, provoking doubts about the ability of individual members of the govern-

ment to negotiate emergency loans and stoking tensions within the parliament.

This executive and legislative tension made it diffi cult to implement tax 

and land reform or cut spending, which in turn delayed passage of a budget 

for months.31 During the same period, the private sector operating environment 

became less stable, as unpaid workers in the energy, agriculture, medical, edu-

cation, and mining sectors went on strike and began to call for Boris Yeltsin’s 

resignation.

The strong ruble was becoming a political liability in the government’s rela-

tions with key groups of workers and trade unions. By devaluing the ruble, Yelt-

sin’s government could more easily meet wage demands. Russian industry groups 

favored devaluation, because they saw a strong ruble as a drag on their ability to 

export, especially at a time when world commodity prices were already low. Both 

the left-wing opposition in the Duma and factions within Yeltsin’s cabinet were 

unwilling to keep the ruble strong at the expense of political stability. Then came 

a collapse in global oil prices, which squeezed the government’s fi nances even 

further. By devaluing Russia’s currency, the Yeltsin government could no longer 

service its short-term sovereign debt. Yet, forced to choose between shocking for-

eign investors and antagonizing powerful domestic interest groups, the Yeltsin 

government decided to improve its standing at home.

Government Makeup and Election Results

The composition of a host government can generate risk for capital market 

investors as well, given that government offi cials make decisions on regula-

tion, default, and a number of other policy questions. A change of fi nance 

minister may implicitly or explicitly signal a change in the government’s will-

ingness to pay its debts. A change of economics minister may alter expecta-

tions about a country’s growth potential, impacting its ability to service its 

debt.32 Changes in the leadership of a central bank, other government resig-

nations, and, of course, the outcomes of elections can generate uncertainty 

and risk, as well.

When looking at how politics impact markets, elections play a special role. 

(This is true only, of course, in countries that hold genuinely competitive elec-

tions. Contests in places like North Korea, Zimbabwe, or Saddam Hussein’s 
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Iraq, or even Russia or Vietnam don’t count.) For starters, there appears to 

be a relationship between electoral contests and fi nancial changes.33 In Latin 

America between 1970 and 2000 about 76% of changes to currency regimes 

intended to make a currency more stable occurred just before elections.34 As 

in the case of the prelude to  Mexico’s peso crisis, governments tend to defend 

the value of a currency before an election and to let its value slide afterward.35

For those with risk exposure to currency valuations, this is especially useful 

information.

In fact, quantitative political analysis has much to offer when mapping the 

relationships and correlations between political movements and markets. There 

are many discrete ones that when used in conjunction with qualitative judg-

ments can provide useful forecasts.

For instance, you wouldn’t typically expect the landslide reelection of a 

party known for its Islamist roots to make foreign investors feel that their capital 

is secure. Yet in Turkey in 2007, fi nancial markets cheered the triumph of the 

Justice and Development Party (AKP) in the July 22 general election. A day after 

the election, the Istanbul stock market’s benchmark IMKB-100 index rose 5%

while the Turkish lira gained 2.3% against the dollar.

Why would fi nancial markets celebrate the reelection of a party suspected of 

trying to undermine Turkey’s secular constitution and to impose some version 

of an Islamic form of government? The AKP was, after all, the reincarnation of a 

political group that the Turkish state (rightly or wrongly) banned for challenging 

Turkey’s political order.36

The AKP won the elections, in part, because the party had proven an astute 

manager and capable steward of Turkey’s economy following its fi rst election 

victory in 2002. During its fi rst fi ve-year term, the AKP’s commitment to fi scal 

discipline and economic modernization paved the way for an unprecedented 

period of macroeconomic stability. Turkey’s annual growth rate averaged around 

7.3% in the period 2002–06, while infl ation declined from 29.7% in 2002 to 7.7%

in October 2007. Foreign investment surged from $1 billion in 2002 to more than 

$20 billion in 2006.

To win reelection in 2007, the AKP ran on its economic accomplishments. 

The Turkish and international media, missing the point, focused their attention 

on the party’s social policy, branding the balloting a “battle for Turkey’s soul.”37

Voters, much more concerned with pocketbook issues than with disputes over 

secularism, provided the AKP with nearly 47% of the vote—a massive fi gure 
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by Turkish standards. The AKP became the fi rst government to win reelection 

in 20 years, and the fi rst since 1954 to increase its vote (up from 34% in 2002). 

Following its landslide victory, the party built on its already strong majority in 

parliament.

Another reason that foreign and domestic investors welcomed the result had 

little to do with the AKP’s policy platform—or even with Turkey. Market play-

ers were biased in favor of single party government. Too many parties within a 

coalition government mean too many internal rivalries to manage and too many 

political demands to satisfy—a problem that creates uncertainty, unpredictabil-

ity, and incoherent policy. Having earned the trust of the investment class over 

the previous fi ve years, the AKP’s landslide ensured it need not share decision-

making power.

Electoral systems with single-seat districts (the United States, U.K., India, 

Canada, Australia) empower fewer parties. As a result, political competitors 

must appeal to broader, more diverse collections of voters. This allows politi-

cians to rely (relatively) less on rewarding organized special interests with expen-

sive policy favors and (relatively) more on representing voters as consumers or 

taxpayers. When debt payments compromise support from vital political con-

stituencies, as they did in Russia in 1998, governments are sometimes less willing 

to pay. The more necessary or unpredictable that domestic special interest sup-

port, the greater the risk of debt default—especially to foreign creditors. But in 

electoral systems that produce high party system fragmentation (lots of political 

parties, as in Turkey or Italy), parties must fi nd consistent sources of voter sup-

port in exchange for championing policy favoritism for their core constituents.

The classic fi nancial measure of sovereign country risk, the likelihood that a 

country will default on its debt, is the bond yield spread. In simple terms, a yield 

spread is a measure of how much riskier one country’s bonds are than another’s, 

because it refl ects how much return one particular bond must offer an investor 

to prevent him from buying a safer one. If a U.S. Treasury bond (considered safe, 

since the U.S. government is thought highly unlikely to default) returns 5%, then 

the bonds that Argentina or Russia (which have both defaulted on their debt 

within the last 10 years) issue might return, say, 8%. In this hypothetical case, the 

spread is 3%.38

As in the case of Turkey, elections offer a useful time line for assessing likely 

changes in the strength of government and market expectations of sovereign risk. 

Governments that are expected to fragment as parties proliferate or coalitions 



political risk and capital markets | 79

splinter into warring factions should appear much riskier than governments in 

which power is being consolidated. Political analysis offers early warning of these 

kinds of risk.

But bond yields and other useful statistics do not provide a complete pic-

ture of a country’s stability. There were also factors unique to Turkey that help 

explain why the AKP’s victory reduced political risk. The country’s most deter-

mined secularists wanted voters to believe that an AKP triumph would prove as 

damaging for Turkey as the Hamas 2007 victory in the Palestinian Territories 

has proven for many Palestinians or the Islamic Liberation Front’s (FIS) 1991

victory in Algeria proved for stability in that country. A strong plurality of Turk-

ish voters saw it differently. Many appear to have considered the AKP more like 

a conservative Christian Democratic party in Western Europe than like Hamas 

or the FIS.

Ultimately, in analyzing the impact of political risk on a country’s economy 

and markets, both qualitative and quantitative measures are needed. Indices 

and statistics alone do not explain the outcome in Turkey, but simple country-

based qualitative analysis misses important and revealing risk and risk-miti-

gation factors—like the historical (and market-moving) perception that fewer 

parties within a governing coalition create less risky governments in market 

terms.

Policy Changes

Regulatory changes can have an enormous impact on a country’s investment cli-

mate, but monitoring these changes is diffi cult work. They can be subtle enough 

that even an attentive analyst can miss their signifi cance. Their most important 

effects are not always immediately obvious.

The decision makers who lead multinational companies want hard data, 

and they rely on macroeconomic indicators to help them make investment 

decisions. Infl ation fi gures, fi scal balances, and other revealing statistics are 

crucial elements of most country risk indices. Investment houses tend to form 

their own  estimations of these indicators, but much of their information comes 

from the central governments of the countries in question. These  governments 

sometimes have political motives for manipulating the information they  provide, 

creating a new risk for investors, particularly those that trade in  sovereign 

debt.39
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This is a bigger problem than you might imagine. Since early 2007,

 Argentina’s government has been suspected of manipulating infl ation statistics 

via the Consumer Price Index (CPI). This has taken a variety of forms, including 

the replacement of multiple heads of Argentina’s National Institute of Statistics 

and Census (INDEC), the direct manipulation of components of the CPI, and 

the proposed introduction of a new CPI calculation method.

In October 2006, the government requested that INDEC turn over the 

names of stores and sources for its CPI methodology. INDEC refused to do so in 

order to maintain statistical integrity. The head of INDEC was then replaced by 

a government economist, reportedly for refusing to directly manipulate infl ation 

statistics. Under the new administration (also replaced at the end of 2007) the 

CPI was calculated using data that would underestimate infl ation.40

Why would the Argentine government do this? Understanding the politics 

behind a government’s manipulation of statistical data is essential for anyone 

with economic assets at stake. The answer provides another example of how 

political factors can generate economic outcomes that have little to do with eco-

nomic rationality.

In 2005–06, Néstor Kirchner’s government, for reasons both historical and 

ideological, found itself unable to manage infl ation. The problem was not new; 

Argentina suffered hyperinfl ation throughout most of the 1980s. In the early 

1990s, the government brought infl ation under control by pegging the Argentine 

peso to the dollar and through a program of privatization and fi nancial auster-

ity. But these decisions contributed to Argentina’s 1999–2002 economic crisis, a 

meltdown that helped elect Kirchner’s populist government. Infl ation returned, 

and by 2005, the Kirchner government had neither the fi scal discipline needed 

to tame it nor the political motive to simply accept (and try to manage) its worst 

effects. Financial austerity measures would have undermined the purchasing 

power of workers represented by trade unions that actively supported the gov-

ernment. Higher infl ation would upset investors and the business community. 

Neither choice appealed to much of Argentina’s population.

In addition, the Argentine government chose to manipulate the CPI num-

bers because infl ation has a direct effect on public debt and is used to adjust 

around 40% of total government debt. By holding the infl ation statistic down, 

the government pays less on current outstanding debt.

Did the CPI manipulation work? Yes and no. On the one hand, investors were 

no more fooled by this than foreign governments were by the Soviet Union’s fake 
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records of food harvests. Capital markets compensated for the manipulation by 

increasing Argentine bond spreads, which more than doubled during this time 

frame. On the other hand, Kirchner’s party managed to win another round of 

elections. In 2007, his wife Cristina became president.

Conclusion

Investors are vulnerable to domestic constituencies and interest groups, whose 

actions directly impact capital markets and can provide politicians with good 

reasons to act in ways that seem “irrational” in market terms. In extreme cases, 

these competing domestic interests can create situations that are far more dra-

matic than a currency devaluation or a debt default. But there are times when the 

stakes are even higher. When revolution, insurrection, and regime change are in 

play, foreign exchange rules may look like an afterthought compared with other, 

more pressing risks. To those risks we now turn.41
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In January 1978, Tehran experienced a “revolutionary upswing.” Protesters fl ooded 

the streets day after day in mass demonstrations against Shah  Mohammad Reza 

Pahlavi, the Iranian monarch, hated by many of his subjects for the repressive-

ness of his regime and for his close alliance with the West. A year after the protests 

began, the political fallout for the West—and the economic cost to Western com-

panies—would be immense. Trade between Iran and the United States, valued 

at $5.7 billion in 1977, would be effectively wiped out. A new government would 

expropriate vast amounts of U.S. and other foreign-owned property.2 These 

companies would recoup some of the losses years later in an international claims 

tribunal, but a combination of Iranian hostility toward America and U.S. embar-

goes would guarantee a loss of potential revenue for these fi rms for decades to 

come. The shah would be gone; Iran would be ruled by a theocracy hostile to the 

West. The Islamic revolution and the regional political realignment it provoked 

are still very much with us. After the Japanese attack on Pearl Harbor and the 

September 11 terrorist attacks, the shah’s overthrow in 1979 may well represent 

modern America’s greatest intelligence failure.

Revolutions offer just one example of the kind of sudden and violent chal-

lenge or change of regime that can quickly undermine both corporate and 

FIVEDomestic Instability—Revolution, 
Civil War, State Failure

Sweeping emotions feel vulgar or untrue to those sophisticated 

to the point of detachment from real life. Yet, without this 

factor, any understanding of revolutions falls fl at. 

That is why clerks, bankers, generals, and social 

scientists so often fail to see revolutionary 

upswing even when looking at it directly.

—Teodor Shanin1
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 geopolitical interests. Of all the categories of political risk faced by corporations 

and states alike, domestic (intrastate) violence and strife is both the broadest and 

most widespread. Today, when we speak of the risk of civil strife, we include any 

kind of severe regime or government instability and crises such as state failure, 

civil war, revolutions, coup d’états, and riots.

Growing exposure to risk from civil strife can be partly explained by struc-

tural changes in the post–Cold War state system, changes that have increased 

the likelihood of state collapse—the creation of new, potentially unstable states 

across the former Soviet Union and the cutoff of superpower subsidies to tra-

ditional allies. But it is also a logical by-product of an increasingly globalized 

marketplace, as an ever larger number of companies have begun to invest—and 

to expose themselves to risk—in an unprecedented range of emerging market 

countries. Today, as the “fl attening” effect of globalization exposes more and 

more businesses to overseas competition, many business decision makers have 

cut costs by shifting or expanding their operations overseas. As a result, it’s not 

just the big oil and mining companies that must manage risks created by threats 

of revolution, civil war, state collapse, or coup d’état.

Identifying Civil Strife before It Happens

Exposure to risks of domestic instability have broadened and deepened, but 

the capacity to manage them has not. The Iran example provides a good intro-

duction to many of the indicators and warning signs of civil strife. Before the 

mass demonstrations and nationwide strikes began, Western diplomatic and 

intelligence agencies and the approximately 30,000 American expatriates then 

living in Iran and working in its oil sector saw little cause for concern. The 

shah, an ally of the United States, controlled (at least in theory) one of the 

strongest, most modern militaries in the developing world. His army boasted 

the latest and most advanced British-made tanks—vehicles so expensive that 

not even the British military could yet afford them. Why should a man with 

50,000 special security police (SAVAK) at his disposal worry over internal 

dissent?

Many factors ignited the revolution, including the return from exile of a 

charismatic opposition leader, Ayatollah Khomeini. President Jimmy Carter’s 

political pressure on the shah to liberalize in the face of popular resistance 
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played a role, effectively transforming the shah’s rule into a halfhearted dic-

tatorship, illustrating the danger of civil strife associated with slow, incre-

mental steps toward political liberalization. More than any other factor, it 

was the failure of the shah, and of outsiders, to recognize the true depth 

and intensity of popular Iranian anger toward his government that blinded 

almost everyone to the latent potential—under the right circumstances—for 

revolution.

Revolutions and civil wars are notoriously diffi cult to predict. Yet, there are 

ways to determine how prone a particular country or region might be to danger-

ous levels of instability.

For a fi rst indicator of potential political turmoil, watch the young. Few 

of the elderly in any society enjoy manning barricades or throwing Molotov 

cocktails at police. Young people are another matter. Two-thirds of Iran’s pop-

ulation is under the age of 30.3 Any state with an exceptionally high number 

of people between the ages of 15 and 254 has more revolutionary potential—all 

else being equal—than a country with an average age of 40. Any country with 

a relatively male-heavy youth population is more likely to generate violence 

(both internal and external). In some respects, places like China and India, 

where tradition and family planning combine to create a strong preference for 

male babies, may in time portend more violent trouble.5 Other commomly 

tracked  indicators include infant mortality, lack of access to housing and 

 potable water, and other measures of human misery. This is not to say that 

poor or youthful places are always more violent than a more prosperous and 

older neighbor, but these factors, in combination with others, can create a 

volatile mix.

Thus, one approach to analyzing domestic political instability is to use 

a series of indicators that are strongly associated with political unrest. The 

strength of each indicator is monitored as it fl uctuates over a given period 

of time, and a composite level of risk is then created. Usually, this method 

involves both qualitative and quantitative aspects. Some indicators (like infl a-

tion or infant mortality rates) are easily measured in quantitative terms. Other 

indicators, like the level of a state’s democratic development or its corrup-

tion, require a more qualitative approach. Though one-off events like revolu-

tions or civil wars can be virtually impossible to predict, measurements of a 

country’s stability can reveal which countries are unusually vulnerable to these 

sorts of risks.
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Another way to analyze domestic instability is to look at cities. Historically, 

cities have provided the center stage for a variety of internal political upheav-

als. Capital cities are symbolic centers of a country’s political life. They are also 

home to a country’s most important government buildings—and therefore the 

staging ground for coups d’état, rebellions, revolutions, mass strikes, and other 

popular demonstrations. Paris offers a paradigmatic example: it was the center 

of the French Revolution of 1789; of Napoleon’s seizure of power; of rebellions in 

1830, 1848, and 1871; of mass popular demonstrations throughout the twentieth 

century, including the student uprising in 1968; and, more recently, of a series of 

antiglobalization protests in 2003 and violent ethnic riots in 2005. St. Petersburg 

and Moscow have played a similar role in Russia, as have Mexico City in Mexico, 

Managua in Nicaragua, Cairo in Egypt, Algiers in Algeria, Istanbul in Turkey, 

Tehran in Iran, and so on.

A city’s demography, infrastructure, and political signifi cance can be gauged 

to see if they suggest a likelihood of instability and violence, and can also mea-

sure the degree to which individual cities and city crises impact states and thus 

can serve as vehicles for the transmission of urban crises to states, as well as the 

extent to which rural crises can overwhelm cities. Experts can then better deter-

mine just what types of cities with which combinations of transmission factors 

are most likely to affect state stability.6

Consider Manila, capital of the Philippines. Since its rebuilding by  Spanish 

conquistadors in 1574, Manila has been the country’s political and economic cen-

ter. An urban concentration with more than 16 million people,7 Manila is a typi-

cal developing-world capital. It contains all of the main government branches 

and a disproportionate percentage of Philippine industry and economic activity. 

It also suffers from the typical issues that affect many megacities of the develop-

ing world, such as income disparities and a constant infl ow of rural migrants.

The politics of urban Manila have long had a signifi cant impact on the poli-

tics of the Philippines. This was evident during the protests against  Ferdinand 

Marcos’s authoritarian regime, which began in the late 1960s and peaked in the 

early 1970s when protesters attempted several assaults on the presidential palace. 

The antigovernment movement had acquired a specifi c metropolitan charac-

ter by 1983, when almost a million of Manila’s residents (then about a fi fth of 

the city’s population) attended the 1983 wake of slain opposition leader Benigno 

Aquino Jr. In 1986, approximately the same number gathered on the city’s main 

avenue, Epifanio de los Santos (popularly known as EDSA), and successfully ral-

lied for Marcos’s ouster.
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In what would prove a double-edged dynamic, Metro Manila was seen both 

domestically and internationally as a proxy for the country’s political senti-

ment. Local conventional wisdom then evolved that forcing a government from 

power required support from the military—and a suffi cient number of people 

in Manila’s streets. As a result, the Philippine political elite (Manila-based, of 

course) has sought to exploit critical municipal constituencies on several occa-

sions since 1986. The fi rst effort, in  January 2001, was successful, when a largely 

middle-class movement forced President Joseph Estrada out of offi ce. Then, in 

May 2001 and July 2003, pro-Estrada politicians unsuccessfully attempted to 

motivate poor constituencies against his successor, Gloria Arroyo. All of these 

factors helped to ensure that, during times of political crisis, developments in 

Metro Manila will determine the course of events in the rest of the country. If 

prominent social organizations and groups like the Catholic Church, business 

community, students, middle class, and urban poor do not actively participate in 

an incipient political confl ict, it is much less likely to destabilize the country.

Types of Civil Strife

One of the very few confi dent predictions social scientists have made since the 

statistical modeling revolution of the 1960s has been the connection between 

democracy and war. Perhaps the only thing approaching a law of politics is 

that democracies do not go to war with one another.8 While democracy has not 

offered the same level of immunity to domestic political violence, in general, the 

more democratic a state, the less likely that it will suffer potentially destabilizing 

levels of civil strife.

In the past, this observation had led some to believe—falsely—that the 

political stability of nondemocratic states will increase in steady and predict-

able increments as they move toward democracy. Today, it is clear that partial 

democracies—states with an autocratic government that makes halfhearted and 

limited moves toward democracy—are much less stable than either strictly auto-

cratic states or full democracies. Why is this so? Autocratic, repressive regimes 

clamp down on all forms of political dissent (think Tiananmen Square), making 

political tensions between the populace and government both less likely to sur-

face and, when they do, less likely to spread.

Standard indicators cannot tell what form instability will take when it 

erupts. Iran’s young population is potentially as likely to spell trouble for the 
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ruling theocratic regime as it is for the West. Similarly, in Manila, an urban riot 

can topple a government that is business-friendly as easily as one that is not. 

What is needed, then, is a way to interpret that data, and what different types 

of civil strife mean.

One categorization of political risk sees all forms of civil strife—from riots 

to revolutions—as “internal/societal” political risks. According to this frame-

work, risks as diverse as riots, civil war, and coups d’état are classifi ed as internal

because both their causes and their effects occur within the territorial bound-

aries of the state. They are logically opposed to external risks, such as interstate 

war or international terrorism, which cross political boundaries between states.

Civil strife is a societal risk. Phenomena such as riots, popular revolutions, 

endemic violence, and civil war originate within a country’s broader society and 

are not caused directly by the government. These risks are logically opposed to 

governmental risks, political risks that originate from the government itself, such 

as property nationalization or tax and regulatory discrimination. Below, we con-

sider fi ve distinct types of civil strife: revolutions, civil wars, state failures, coups 

d’état, and riots.

Revolutions

How do we know a revolution when we see one? Political scientist Samuel 

 Huntington offered an early and infl uential defi nition: Revolution is “a rapid, 

fundamental, and violent domestic change in the dominant values and myths 

of a society, in its political institutions, social structure, leadership, and govern-

mental activity and policies.”9 By combining a rapid change in the political con-

trol of the state—and the creation of a new state elite—with the simultaneous, 

mass-participatory social transformation of society as a whole, revolutions are 

unequaled in their ability to produce rapid and truly transformative long-term 

political risks for both fi rms and governments.

Revolutionary change that sweeps away the old political order in a country 

can also sweep away the old economic order, with dramatic consequences for 

domestic and foreign businesses alike. Businesses can sometimes become entan-

gled in the rivalries that revolutions create. Far-left revolutions that espouse 

radical political and economic programs of wealth redistribution and collective 

(i.e., state) ownership of property, such as the Communist revolutions of Russia 

and Cuba, are particularly problematic for corporations.
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Following the Russian Revolution of October 1917, the Bolshevik govern-

ment expropriated all private land, agricultural holdings, banks, and industrial 

enterprises, including assets held by foreign investors. As supporters of the tsarist 

order, these foreign investors were not welcomed by the new Communist regime. 

Following the economic devastation of the Civil War, Lenin’s New Economic 

Policy of the 1920s allowed a degree of foreign investment back into the country. 

But the Soviet government refused to compensate companies that lost property 

in 1917, despite repeated attempts on the part of foreign governments to reach 

an agreement.

U.S. companies lost everything in Cuba following the January 1959 revolution 

that brought Fidel Castro to power. The new Communist regime’s revolutionary 

goals were in direct opposition to capitalism, and the new state expropriated pri-

vate property of both domestic and foreign actors. As Cuba moved more toward 

the Soviet orbit and relations with the United States worsened, the situation for 

U.S. companies declined dramatically. Refi neries held by U.S. oil producers that 

refused to refi ne crude oil imported from the Soviet Union—the U.S. govern-

ment encouraged them not to—were nationalized in 1960. These expropria-

tions, valued at roughly $1 billion,10 formed part of the larger ideological confl ict 

between the United States and Cuba that led to the severing of diplomatic rela-

tions and the subsequent U.S. embargo.

Not all revolutions result in property confi scations, gulags, cults of person-

alities, and secret police-like surveillance. If Communist-inspired revolutions 

send shivers down the spines of investors, revolutions inspired by the desire to 

overthrow communism can have the opposite effect. On November 17, 1989,

Czechoslovakia’s “Velvet Revolution”—one of the anti-Communist revolutions 

sweeping across Eastern Europe at the time—ousted that country’s Soviet-

dominated Communist government and ushered in the fi rst democratic elec-

tions in 40 years. The sheer speed of this transformation brought a great deal of 

political uncertainty and inexperienced leadership, but the new government’s 

focus on the rehabilitation of free-market principles—like private ownership 

and liberal business law—created extraordinary commercial opportunities. Rev-

olutions inspired by a liberal ideology frequently create markets with new open-

ings for entrepreneurial investors.

Russia, China, Nigeria, and Iran have all experienced substantial social 

turmoil, upheaval, and revolutionary change. Their histories illustrate a larger 

truth: a revolutionary past does not imply a revolutionary future. In fact, you 
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could as easily argue that these are cases of “nonrevolutions” waiting to happen. 

History tells us that a revolution or a violent or noninstitutionalized overthrow 

of a central government requires a combination of factors to succeed, includ-

ing strong political opposition with charismatic leadership within the country; 

external support for political change, possibly from a stronger and infl uential 

neighbor; broad support for an unoffi cial revolutionary movement from a polit-

ically engaged population; and a weak government, often combined with inef-

fective political institutions.

Not all these factors are necessary for a revolution to occur. As we have seen, 

the Iranian revolution of 1979 can be largely attributed to a strong opposition 

with a charismatic leader, acting against a background of common socioeco-

nomic grievance that mobilized an angry population. More recently, Ukraine’s 

“Orange Revolution” in 2004 grew from a strong and popular political opposi-

tion movement that mobilized a politically engaged population, winning invalu-

able external support from the European Union.

Even when all these factors are in play, there is no guarantee that revolution-

ary upheaval looms just beyond the horizon. Forecasting “nonrevolutions” is just 

as important as explaining when they are increasingly likely. Without the right 

combination of factors in place, a revolution can be diffi cult to achieve, despite 

pressures on an incumbent government. Iran, China, Russia, and Nigeria pro-

vide examples of states where revolution remains unlikely, despite the presence 

of many troubling factors associated with regime instability.

In several of these states, the leadership is simply too genuinely popular to 

be vulnerable to a violent, noninstitutionalized overthrow. As of this writing, 

former Russian president (now prime minister) Vladimir Putin enjoys over-

whelming popular support within his country’s borders, and is credited—by 

his own people (as well as by Time magazine, which made him Person of the 

Year for 2007)—with bringing political stability and strong economic growth 

to  Russia after he took offi ce in 2000. As long as Putin retains his central posi-

tion on Russia’s political stage, his considerable stockpile of political capital and 

public goodwill will ensure that “fl ashing indicators” such as corruption, foreign 

policy entanglements, and violent domestic separatist movements will have little 

impact on Russia’s state stability. In China, the central government continues to 

enjoy popular support, drawing on both popular nationalism and new social 

initiatives that address many of the social grievances that might provoke unrest. 

China’s environmental disasters, rural violence, mass migration to cities, and 
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rapid economic change do not necessarily move the country toward dangerous 

instability. In Iran, despite the unpopularity of the regime among many young 

people, there remains broad public agreement that some form of Islamic repub-

lic—combined with a strong elected presidency—has legitimacy. As a result, 

there is limited support for a radical change in the Iranian political system. Fur-

ther, in each of these states, governments can be expected to use violence (with 

loyal militaries and police forces) to quell dangerous levels of unrest, creating a 

further deterrent to destabilizing antigovernment activity.

Weakness or fragmentation of internal opposition is also an important fac-

tor in making revolutions unlikely in these countries. Russia and China have 

effectively quashed political opposition movements and hampered the develop-

ment of civil society. This prevents the opposition from drawing enough pub-

lic support to credibly threaten mass mobilization and a sustained campaign 

against the government. In Nigeria, activist groups are fragmented and often 

have confl icting goals and agendas. A complex web of religious, economic, and 

ethnic fault lines complicates the political scene. While these divisions persist, 

the central government, along with the opposition, is seen as the overall arbiter 

of political stability, and the emergence of a united and powerful revolution-

ary movement is unlikely. That said, the same ethnic and regional divisions that 

diminish the risk of a revolution in Nigeria can lead to other forms of instability, 

such as ethnic riots and even civil war.

But a severe economic crisis could fatally undermine the popularity of an 

incumbent government and help to engage and mobilize the public over a com-

mon cause. This risk is particularly acute in states where current political and 

economic stability is based on resource-driven economic growth, such as Russia, 

Iran, or Nigeria. Government failure to deal with a major environmental cri-

sis, in China for example, could also generate risks. But in all these cases, other 

destabilizing scenarios, such as riots, ethnic clashes, coups d’etat, and civil war-

fare are more likely than a revolution to topple the government.

Civil Wars

A civil war can be defi ned as a violent confl ict within a country fought by orga-

nized groups that aim to either take over central or regional power or force a 

change in government policy. The U.S. Civil War was launched by Southern 

secessionists hoping to establish control of their region (the South); the Spanish 
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Civil War was fought for control of the entire country. There is disagreement 

over how to differentiate civil war from other forms of domestic political vio-

lence. A common threshold is a death toll of at least 1,000 killed over the dura-

tion of the confl ict. By this defi nition, there have been about 125 civil wars since 

World War II. About 20 civil wars were ongoing as of April 2007.11

Civil wars have occurred in rich and developed states, but most occur in 

countries that are poor, regionally divided, and weakly autocratic. Separatist 

movements driven by the suppressed or manipulated nationalism of an ethnic 

or religious minority are a major cause of such wars, exemplifi ed in both the 

Nigerian Civil War (the 1967–70 confl ict driven by the attempted secession of 

several provinces to form the Republic of Biafra) and more recently in the violent 

disintegration of the former Yugoslavia in the 1990s. As a result of the heightened 

risk posed by nationalist-inspired movements, models used for generating pre-

dictions of civil war rely heavily on mapping religious and ethnic/linguistic dif-

ferences within a state’s boundaries.

Corporate Management Strategies for Civil War The eruption of 

civil war need not force a company’s immediate withdrawal from the country in 

question. “You can’t move 15 million tea bushes. That’s where they are, so that’s 

where we are.”12

For Joseph Wertheim,13 of the Connecticut-based fi rm Tea Importers, Inc., 

this explains in a nutshell why his fi rm stayed in Rwanda, despite the brutal 

violence of the Rwandan Civil War of the early 1990s. Operating in the region 

since 1975, Tea Importers, Inc.—in tandem with its Rwandan partner fi rm 

 SORWATHE—was for a long time the only U.S. investor in Rwanda, one of the 

poorest countries in the world. Today, it remains the sole American privately con-

trolled producer of tea in the country, with more than 650 acres in  cultivation.

During the 1990–94 civil war, this small U.S. fi rm suffered a series of losses 

common during such confl icts. The company’s tea processing factory was 

shelled by rebel forces, its vehicles were stolen, and its offi ce furniture and com-

puters were looted, with nearly $250,000 in total damages.14 The company’s 

employees were also placed at risk, with some management personnel being 

forced to fl ee the country via roads that had become unsafe to travel. As for the 

company’s operations, they were forced to shut down for the duration of the 

armed confl ict, and to wait it out and see what, if anything, would be left of its 

plantation.
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This example clearly illustrates the most obvious risks associated with vio-

lent civil war: damage to property, physical threats to employees, and the dangers 

and problems associated with degraded or unsafe public infrastructure. It also 

shows  the risks of wasted time, and all the associated costs of failure to comply 

with time-sensitive delivery contracts.

Though Tea Importers, Inc. faced the kinds of risks that few small com-

panies can survive, its leadership decided to continue with its long-term busi-

ness in Rwanda after the war ended. Crucially, the fi rm’s foresight in purchasing 

the necessary political risk insurance coverage bolstered its ability to absorb the 

fi nancial losses incurred during the war—and the company managed to expand 

its operation in 1997.15

Another example is Skanska,16 a Swedish multinational construction com-

pany that managed to run multiple, simultaneous projects in places that were at 

war or highly unstable, like Somalia, Colombia, Kosovo, and Kashmir. Skanska 

focuses primarily on project-level risks. It operates in confl ict-torn countries so 

long as they are not under United Nations sanctions and the political risks are 

judged to be tolerable at the project level. Had the fi rm relied only on country-

level political risk reports, they probably would not have profi ted from invest-

ment opportunities in these places.17

At the same time, operating in the middle of a civil war, while potentially 

profi table at a project-level, can bring signifi cant reputational risks for a mul-

tinational corporation. Perhaps the best example of this phenomenon is the 

experience that De Beers had with African “confl ict diamonds.”18 With nearly $8

billion in annual revenues and 40% market share in the global diamond indus-

try, De Beers has long been at the forefront of diamond-rich confl ict zones dur-

ing civil wars, including those in Angola, Sierra Leone, and Liberia.

Yet, since 1990, De Beers has reduced its exposure to war-torn nations as a 

result of negative publicity over “confl ict diamonds.” Criticism in the West was 

driven by nongovernmental organizations and resulting pressure from share-

holders. In some cases, De Beers suspended or terminated its mining operations; 

in others, such as Liberia and Sierra Leone, it ended its purchase arrangements 

as well. De Beers pulled out of Angola in 1999 despite a long-standing and profi t-

able alliance with the UNITA rebels during the country’s civil war. Its strategy in 

Angola had been to purchase UNITA diamonds in-country through its  Central 

Selling Organization, but at an arm’s-length distance from the rebels in the 

interest of “plausible deniability.”19 At the same time, De Beers had  purchasing 
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 agreements in place with the state-owned corporation Endiama, effectively play-

ing both sides of the confl ict to insulate itself from risk should one side gain 

a decisive advantage. The company even hired private South African forces to 

protect Endiama diamond assets from UNITA, while continuing to do business 

with the rebels.

By the late 1990s, the company shifted its focus to more stable African 

nations that posed fewer security and reputational risks. De Beers embarked 

on a two-pronged strategy, reducing its exposure to war-torn regions (though 

it has maintained purchase operations in many cases) while aggressively back-

ing the Kimberley Process, which certifi es that diamonds are confl ict-free. The 

company now claims that 100% of its diamonds are confl ict-free, although the 

United Nations and others dispute that claim. As competition from  Russia 

and elsewhere has eroded its long-standing monopoly, De Beers has tried 

to reposition itself, from a marketing perspective, as the industry leader for 

clean diamonds. Looking to the future, De Beers is poised to reenter many of 

the troubled nations it left in the 1980s and 1990s, as peace is consolidated in 

Liberia, Sierra Leone, Angola, and the Democratic Republic of Congo. This 

provides a major new opportunity for the world’s largest diamond com-

pany, though one fraught with potential risks given the fragility of peace in 

regions like the eastern Congo and De Beers’ zero-tolerance policy on confl ict 

 diamonds.

These cases illustrate two important points. First, it is possible for corpo-

rations to fi nd ways to successfully operate during a civil war. But second, as 

De Beers learned fi rsthand, an increasingly politically informed public may pun-

ish corporations it believes are acting unethically or in an exploitative fashion 

during periods of violent confl ict. Oil companies doing business in countries 

with unpopular and discredited regimes (such as those of Sudan and Burma) 

have also been targeted by public boycott campaigns, and this reputational risk 

remains for any company that decides to do business with an unsavory govern-

ment or rebel group in times of violent confl ict.

State Failure

State failure typically refers to the complete or partial collapse of state authority, 

such as in Somalia and Bosnia. Failed states have little or no political authority 

that can enforce the rule of law within the state’s borders, and they are usually 
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associated with widespread crime, violent confl ict, and humanitarian crises.20

Failed states, like civil wars, often involve sustained military confl icts between 

governments and insurgents, as well as genocide, mass murder, and the displace-

ment of citizens by government or insurgent forces. According to one study, 

127 state failures occurred between 1955 and 1998.21 Today, from Afghanistan to 

Zimbabwe, state failure remains a persistent risk for governments and corpora-

tions alike.

In the early 1980s, Zimbabwe was regarded as a market-friendly environ-

ment, with an independent judiciary, stable political institutions, and one of the 

best education systems in Africa. It also had an impressive cadre of talented politi-

cians and ministers, led by the Western-educated Robert Mugabe. Circumstances 

there have changed.

Since 2000, when the Zimbabwean government started its accelerated 

land reform program, the economy has shrunk by one-third and infl ation has 

exceeded levels at which normal commerce can be conducted. Government pol-

icy has become increasingly uncertain. Skilled workers have fl ed. Infrastructure, 

suffering from a lack of investment, has decayed. Power, fuel, and food shortages 

are now common. The black market has thrived, as has government corruption, 

and the judiciary can no longer maintain even a semblance of independence.

Despite all this, a number of foreign companies remain in the country, 

defl ecting criticism that they are operating under a repressive regime by insisting 

that they have a responsibility to their employees. Some foreign investors have 

sought out opportunities to pick up cheap Zimbabwean assets, but many fi rms, 

and mining companies in particular, are believed to be clinging to investments 

in the hope that their intrinsic value will be realized once the political climate 

improves. One platinum miner, Zimplats, is even considering a $340 million 

expansion program.

How do companies operate in a country that verges on state failure? Hyper-

infl ation forces many fi rms to adjust wages on a quarterly (or even monthly) 

basis to offset the erosion of employees’ buying power. Shortages compel them to 

supply their workers with food to maintain their productivity. Companies must 

also accept responsibility for investing in and maintaining roads and bridges—

and for generating their own power. Zimplats has agreed to fund the construc-

tion of a power substation. In other words, these fi rms must provide a wide 

range of goods and services and invest in basic infrastructure—functions that 

are normally considered the responsibility of governments.
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Companies must also cope with constant and signifi cant risks of political 

and social instability. Increasing crime levels, political protests, and the risk of 

wider confl ict can force fi rms to undertake threat and vulnerability assessments, 

implement risk management programs, and plan for worst-case scenarios, 

including full evacuation. Many companies will opt to downscale operations, 

with only essential staff remaining behind. This allows them to maintain opera-

tions with lower levels of risk, while positioning themselves to quickly ramp up 

operations once the situation improves, or at least stabilizes.

Maintaining the balance of continuing to operate in the country while not 

being associated with the failed regime is another key challenge. Increased activity 

by nongovernmental organizations and the emergence of the 24-hour news cycle 

have increased the reputational issues that can arise from continuing operations.

In the case of Zimbabwe, the government has made increased demands for 

foreign exchange, supplier contracts, and employment. Companies may fi nd 

themselves looking for ways to increase their political leverage by supporting the 

current regime. But if a company becomes associated with the regime of a failing 

state, it also faces the prospect of being in a weaker position once political change 

comes—being associated with a losing regime can clearly be bad for business.

Coups d’État

A coup d’état implies the sudden and illegal overthrow of a government, usually 

by a small segment of a state’s armed forces. Much more common than civil war, 

coups typically involve the illegal capture and arrest of the government executive. 

Along with the removal of key members of the government, coups often involve 

the simultaneous symbolic display of military force in city streets and the physi-

cal capture of critical political and economic infrastructure—most notably the 

executive government offi ces, power plants, and television and radio stations.

Unlike civil wars, which also involve a violent and ostensibly illegal chal-

lenge to a government’s rule, coups are often bloodless, frequently avoiding even 

the death of the individuals they seek to overthrow. Often, this is achieved by 

the military’s taking power when the head of state is out of the country, leaving 

the executive at a distinct disadvantage. Recent coups in Mauritania (2005) and 

Thailand (2006) occurred when the head of government was abroad.

This observation has led some to suggest that the immediate probability 

of a coup increases whenever the executive crosses the country’s border. Others 
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have analyzed coups in the hopes of fi nding longer-term warning signs. In The

Likelihood of Coups, Rosemary O’Kane has sought to predict the probability of a 

coup by analyzing a single discrete indicator—export specialization, or the total 

amount of revenue derived from a single source. She has argued that this lack of 

diversifi cation leads to high levels of income fl uctuation and instability, creating 

low levels of development and reduced government legitimacy. This, in turn, 

increases the risk of a coup.22

Because of the often bloodless nature of coups, and the fact that many 

 citizens (as well as foreign fi rms) experience them via television broadcasts 

rather than via fl ying bullets, coups rarely expose fi rms to the same levels of risk 

that civil wars or violent revolutions do. In many instances, day-to-day operation 

of foreign fi rms is largely unaffected. In other ideologically driven or populist-

inspired coups, the political risks can be much more severe.

failed coups may be worse than successful ones: thailand and the 

philippines In Thailand, the successful 2006 military coup d’état was 

the result of a long struggle that pitted former Prime Minister Thaksin 

 Shinawatra against key political groups that included the monarchy, the 

middle class, and the military. The success of the coup can be attributed to 

the eventual alignment of these key institutions, a process that stretched over 

several years.

Initially, only the middle class and the institutions associated with it (such 

as nongovernmental organizations, the media, and academics) disapproved of 

 Thaksin’s rule. But as the former prime minister’s power grew, his popularity 

began to threaten the military and the monarchy. In a brazen act that brought 

matters to a head, Thaksin attempted to seize control of the military by placing 

personal cronies from Thailand’s military academy in key positions. This even-

tually turned senior commanders against him, culminating in the September 

2006 coup.

Prior to this move by the military, there were signals that a coup was possible. 

The threat had been discussed and debated since the time when public protests 

broke out following some of Thaksin’s more controversial fi nancial dealings. A 

previous prime minister’s public pronouncement that a soldier’s loyalty was to 

king and country provided another strong indication of a possible overthrow.

The economic effects of the coup were limited. Markets retreated briefl y 

following Thaksin’s ouster, but because the uprising generated no violence and 
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most believed that the coup simply exposed competition among political pow-

erbrokers, the public saw little reason to fear drastic economic policy changes. 

Markets rebounded quickly. There is also no sign that the coup affected for-

eign direct investment infl ows, nor did it force investors themselves to fl ee the 

country. But subsequent warning signs of capital controls, changes to the foreign 

business law, and the weakening of consumer confi dence appeared to cause some 

foreign investors to reevaluate their Thailand investment strategies.

The Thai example is notable because its economic impact has been limited 

and because a return to democratic rule there is virtually guaranteed. Strange 

as it may seem, a failed coup attempt can be more destabilizing for a country’s 

economy than a successful one. That was the case in the Philippines, where, 

since the ouster of President Ferdinand Marcos in 1986, there have been at least 

four unsuccessful coup attempts—two against President Corazon Aquino (1987,

1989) and two against President Gloria Arroyo (2003, 2006). This tally does not 

include the successful 2001 “withdrawal of support” by the armed forces’ com-

mand, which, along with a civilian uprising in Manila (discussed earlier), forced 

the resignation of President Joseph Estrada. Before each of these coup attempts, 

warnings that military adventurism might be in the works appeared several 

weeks before the conspirators moved into action.

All four attempts were led by junior offi cers; in each case, the plotters and 

their forces comprised just a small fraction of the armed forces. But it was not 

their small numbers that did them in. Subsequent studies and surveys have shown 

that troops outside Manila watched developments in the capital and waited for 

the outcome before taking sides.

Both Arroyo and Aquino strove to ensure that senior military command-

ers remained loyal to them. More importantly, unlike the successful 1986 and 

2001 revolts, the broader middle class in Manila and key institutions such as 

the church, media, and the business community remained on the sidelines. 

Every extra-constitutional ouster of a government in the Philippines (and 

some say even Marcos’s declaration of martial law in 1972) needed the coopera-

tion of key middle-class institutions to provide the political legitimacy needed 

for success.

In each case, the coup attempt depressed equity and bond prices. The earlier 

Aquino coups had more unfavorable effects on the economy and foreign direct 

investment, because foreign investors continued to worry that possible govern-

ment changes might undermine policy stability.
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Coups are diffi cult to predict because the number of people involved is small 

and because they tend to depend on secrecy. But on a country level, there’s still 

work to be done. In the case of the  Philippines, coup plotters usually come from 

certain classes at the Philippine Military Academy. Monitoring these classes, 

for instance by looking at spikes in e-mail chatter among their members, is an 

important indicator of discontent, which in turn correlates to coup plotting. But 

such assessments depend on an intimate knowledge of the country, its institu-

tions, and its people that only an expert can provide.

Riots

If you have never experienced a riot, you might assume that the risks they cre-

ate are minimal. But those that are large and sustained can be tremendously 

costly. They can destroy businesses and infl ict huge insurance losses. The 1992

Los Angeles riots generated estimated costs in excess of $775  million in property 

damage alone.23

The May Day rioting in London in 2000, the violent demonstrations at 

the World Trade Organization Ministerial Conference of 1999 in Seattle, and the 

banlieue uprising in Paris in 2005 reveal that riots continue to create risks and 

headaches for businesses and governments in developed countries. In develop-

ing or emerging market states, rioting can have effects not unlike those of a civil 

war. The damage from the L.A. riots, for example, pales in comparison with the 

devastating turmoil that shook Nuku’alofa, the capital of the small Pacifi c island 

nation of Tonga, in November 2006.

The cause of the riot, ultimately involving hundreds of Tongan youths, is dis-

puted. Some have claimed that it was triggered by a small, violent splinter group 

from a pro-democracy demonstration campaigning against the island nation’s 

hereditary monarchy, the lack of elections, and a slow rate of promised reforms 

by the king. Others claim that the real culprits were a business mafi a intent on 

using the democracy demonstration as a front to destroy ethnic  Chinese busi-

ness competition.

Whatever the ultimate cause, the outcome was clear. The rioting damaged 

or destroyed approximately 80% of the capital’s business center, leaving the city’s 

power infrastructure badly damaged, its newspaper offi ces ransacked, and the 

majority of its businesses looted and set ablaze. The immediate damage to local 

businesses was catastrophic; the longer-term effects have been even worse. Over 
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a year later, empty buildings cast long shadows across vacant lots throughout the 

capital. Tonga’s economy recorded zero growth in 2007, due in large measure to 

a lack of available funds for redevelopment. Tourism, a crucial source of hard 

currency and Tonga’s second largest source of income, dropped 30%.24 The state 

of emergency enacted after the riot remains in effect, and Tongan security forces 

continue to patrol the streets of the capital.

The spontaneity of these riots makes them the most diffi cult form of civil 

strife to forecast. Warning signs can appear just days or even hours, rather than 

months, in advance. Political grievances ignite and fuel many of these distur-

bances, but riots are rarely organized in any meaningful way and can surprise 

those who stoke them as much as those charged with containing them.

Yet we can identify political patterns underlying these events. Ethnic 

minority–owned businesses and residences, particularly those that are fi nancially 

successful at a rate disproportionately higher than the country’s ethnic majority, 

are often targeted for arson and looting, illustrating that much of the violence 

associated with riots is not always as random as it appears. Frequent attacks on 

Chinese business communities in Southeast Asia, as well as the targeting of over 

a dozen Thai-owned businesses during rioting in Phnom Penh in January 2003,

are notable cases.25

Mitigating Risks from Internal Strife

Companies have a range of strategies available to them to mitigate the risks 

associated with civil strife. These range from the extreme case of risk absorp-

tion—where a company simply lives with the risk, usually with the intent of 

avoiding expensive insurance costs or self-insuring—to the other extreme of risk 

avoidance. With risk avoidance, a fi rm will either divest from a project or region 

or delay market entry, waiting for a change in the political circumstances. Other 

strategies include risk transfer, risk pooling, and risk diversifi cation. Below we 

outline several of these strategies and how they relate to risks of civil strife.

The case of the Chrysler Corporation in Peru in the late 1960s reveals how 

“international integration” can protect a fi rm from the vagaries of domestic 

instability. In late 1968, the democratically elected government of Peru was over-

thrown in a coup d’état led by the head of the Peruvian armed forces, General Juan 

Velasco Alvarado. The Revolutionary Government of the Armed Forces, as the 
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Velasco left-leaning regime became known, quickly launched a reorganization of 

the country’s economy that included the rapid nationalization of entire indus-

tries. The banking and railroad sectors, public utilities, and important segments 

of the fi shing, oil, and mining sectors experienced substantial expropriation. In 

some cases, the new government simply monopolized them. North American 

business interests were hit particularly hard due to their relatively heavy presence 

in Peru, and many American corporate properties were seized, including those 

of the International Petroleum Company, a subsidiary of Standard Oil.

Despite Velasco’s sweeping seizure of foreign-owned properties and the 

populist appeal of taking American foreign investments, the Chrysler Corpora-

tion, using a strategy of international integration, managed to avoid becoming a 

nationalization target. It did so by organizing its production line in such a way 

that if any one country’s government decided to nationalize a Chrysler factory, it 

could not complete production of the fi nal product and profi t from the takeover. 

The Chrysler plant in Peru manufactured just 50% of the total product. Comple-

tion depended on imports of crucial parts manufactured in sister factories in 

Brazil, Argentina, and Detroit. Since Peru’s Chrysler plant could not effectively 

operate without the inputs manufactured from these other factories, the Chrysler 

Corporation’s policy of international integration successfully defended the com-

pany from the political risk associated with the Velasco coup.26

A fi rm can carry out a number of options before engaging in an overseas 

project. First, it can and should perform due diligence on its business partners. 

This can be especially important in emerging markets, where the history of a 

local company and its political connections can be uncertain. Forging joint ven-

tures with local equity partners can help reduce risk exposure, but the success of 

this strategy depends entirely on choosing the right partner.

Another technique involves minimizing local equity. By borrowing locally, 

a fi rm can create local allies with a vested interest in the success of the fi rm’s 

project in the country. This strategy limits the risk of currency exchange rate 

fl uctuations, since earnings from the local project can be used to repay local 

capital and interest payments. International integration—the strategy of creat-

ing interdependence between operations in various countries—is another tool 

of risk mitigation, as Chrysler’s experience in Peru demonstrates.

In many emerging market and other developing countries, personal relation-

ships with well-connected individuals—especially government offi cials—can be 

a tremendous asset for a company. Formal regulations in these states are often 
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technically weak, opening the door for arbitrary governmental rulings. Offi cials 

at both the national and regional levels often have considerable personal dis-

cretion over decisions pertinent to a foreign business’ operation.27 This is why 

it is crucial that a fi rm treats a host government as both a source of political risk 

and potentially vitally important ally in navigating an often poorly established 

legal system.

Personal government contacts can also mitigate risks from civil strife. Since 

governments themselves are extremely interested in gathering intelligence on the 

potential for internal political instability, the cultivation of relationships with 

local offi cials can provide a useful hedge against the risk of civil war and other 

types of violent confl ict. Networking with government offi cials facilitates infor-

mation exchange and increases the fi rm’s environmental awareness.28

Until the late 1990s, Shell cultivated personal contacts with government offi -

cials to shield itself from political risks while operating in Nigeria, a historically 

unstable country. It was the only major Western company that did so successfully 

from Nigerian independence through the 1990s, because the company hired and 

trained locals to create a pool of energy experts that later went to work for the 

Nigerian government. By creating personal and professional links between its 

staff and the Nigerian oil bureaucracy, Shell developed a competitive advantage 

over other foreign energy fi rms operating in Nigeria that allowed it to operate in 

a very risky political environment.29 (This approach has had its downsides too, 

as it made Shell’s subsequent claims to antigovernment groups that it was acting 

independently of the government less credible.)

“Social accommodation,” a process of acting as a good neighbor who 

responds to the needs of a local community, offers another means of mitigating 

risks associated with civil strife. Accommodation usually involves such substan-

tive goodwill gestures as the construction of schools, hospitals, playgrounds, and 

other facilities that directly enhance the quality of life for local residents. The 

informal channels that these actions create can reduce the risk that government 

offi cials and local inhabitants will resent the presence within their communi-

ties of a foreign fi rm. Social accommodation efforts may not provide a robust 

defense against broader, countrywide risks like revolution or civil war, but they 

can make an enormous difference when local violence erupts.

Political risk insurance can strengthen a company’s position with both 

lender and investors. Banks, which occasionally require a company to purchase 

political risk insurance as a precondition to fi nancing, may improve the lending 
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terms once a company has this protection in place.30 When catastrophe occurs, 

the right political risk policy can make the difference for a company’s survival. In 

Rwanda, Tea Importers, Inc. relied on offsetting its damages with four separate 

political risk insurance policies. Without them, this small fi rm might not have 

survived.31

Political risk insurance can protect against risk not only from the host gov-

ernment but also from the home government. For instance, U.S. fi rms that export 

products that may have a dual-sue (military) application may face signifi cant fi nan-

cial losses if the country that they export to comes under U.S.-imposed economic 

sanctions or trade restrictions. Political risk insurance offers “contract frustration” 

policies that are specifi cally designed to protect against home country risk.

Companies looking for political risk insurance can use public or private 

insurers. Most public insurers are export credit agencies created by a govern-

ment to offer credit export or long-term foreign investments to lenders or inves-

tors from their home country doing business in overseas developing markets. 

On occasion, these have certain advantages over private insurers. They may be 

more willing to insure longer-term investments (up to 20 years) than their pri-

vate counterparts. Perhaps more importantly, they have government connections 

that can be used to help settle disputes between host governments and foreign 

investors before an insurance policy needs to be enforced. One offi cial from a 

public insurer noted that of the more than 850 contracts the insurer had written 

in the past two decades—with coverage worth more than $16 billion—its abil-

ity to use connections to leverage amicable resolutions to disputes meant that it 

had only paid three claims.32 On the downside, public insurers in recent years 

have narrowed the types of coverage they provide. The Overseas Private Invest-

ment Corporation (OPIC), for example, insures emerging market investments 

but is constrained in some instances by broader U.S. foreign policy objectives. 

As a result, private specialist underwriters like Lloyds, Chubb, and AIG are still 

important suppliers of political risk insurance.

Conclusion

In May 1990, the Wall Street Journal recommended Yugoslavia as the most prom-

ising place to invest in Eastern Europe.33 Roughly a year later, Yugoslavia began to 

descend into civil wars, the deadliest European violence since the end of World 
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War II. Yugoslavia, a country with a highly educated workforce and the most 

liberal policies in Eastern Europe until 1989, endured waves of ethnic cleansings, 

atrocities, and bloodshed, while neighbors like Hungary prospered.

We should have little confi dence in economic forecasts that ignore political 

risk factors. The Wall Street Journal authors can be forgiven for missing the warn-

ing signs that few outside Yugoslavia had recognized. Yet the clues were there for 

those trained to see them, particularly in the nationalist trends that dominated 

local politics in many parts of the country throughout the 1980s. A few U.S. gov-

ernment offi cials sounded alarms at the time that Yugoslavia might be at risk of 

violent dissolution.34 The promise of political risk analysis lies precisely in its abil-

ity to accurately identify early signals of potential political turmoil.

Warning signals are also critical for another by-product of social discontent: 

terrorism. Terrorist groups—the subject of the next chapter—often have objec-

tives that fall short of regime change or mass insurrection, but their pursuit of 

specifi c, attainable ends can still have a dramatic impact on investors.



Each November 5, in England and in former British colonies, celebrants light 

bonfi res and launch fi reworks to mark Guy Fawkes Night, a commemoration of 

the failure of the Gunpowder Plot in 1605. The plot was an attempt by a group 

of English Roman Catholics1 to kill the Protestant king of England, James I, 

together with the English Protestant nobles and elites, by using barrels of gun-

powder hidden in the cellars of the Houses of Parliament.

Terrorism, even in 1605, was not a new phenomenon. Assassinations, kid-

nappings, and murders are as old as history itself. In fact, the word “assassin” 

comes from what might have been one of the earliest known terrorist groups. 

“Assassin” is the Europeanized version of “Hashishin,” a name (used by the ene-

mies) of the Persia-based, mystical Ismaili Shia sect of Muslims.2 During the 11th

and 12th centuries, the Hashishin used assassinations as a weapon against their 

religious (both Christian and Sunni Muslim) and political enemies. Their assas-

sins would infi ltrate royal courts and palaces under different pretences, but they 

always killed their high-ranking victims in the same way, using daggers.3 At the 

time, they were dreaded by both the Sunni caliphs and by the European  Crusader 

states in the Middle East.4 As the historian Walter Laqueur noted, “Their fi rst 

leader . . . seems to have realized early on that his group was too small to confront 

SIXTerrorism

There is no terror in a bang, only in the anticipation of it.

—Alfred Hitchcock
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the enemy in open battle but that a planned, systematic, long-term campaign of 

terror carried out by a small disciplined force could be a most effective political 

weapon.”5

While terrorism is often a strategy used by the weaker party in a struggle, 

terror has also been used by the strong. The word’s root comes from the Latin 

terrere, meaning “to frighten,” and it was fi rst coined by the government of 

Revolutionary France under Maximilien Robespierre. The revolutionary offi -

cials called their own rule the Terror (1793–94), and used the guillotine to purge 

France of enemies of the regime. Great powers like France in the 1790s and the 

Soviet Union under Stalin have used mass-scale extrajudicial killing as a method 

of cowing and eliminating internal dissidents and consolidating power—of 

 “terrorizing” potential challengers.

What then is terrorism? By one account, there are 109 defi nitions of the 

term,6 though many overlap. Some of the diffi culty in defi ning terrorism stems 

from the fact that any act or threat of violence can technically terrorize someone 

else. At what point do separate or cumulative acts of terror constitute terrorism? 

And what makes one a terrorist, as opposed to an insurgent, a freedom fi ghter, 

or the security arm of a government?

One of the better defi nitions of the term comes from the U.S. Depart-

ment of Defense, which defi nes terrorism as “the calculated use of unlawful 

violence . . . to inculcate fear; intended to coerce or to intimidate governments 

or societies in the pursuit of goals that are generally political, religious, or 

 ideological.”7

It is clear from the examples above (the Hashishin or the  Stalinist-era, Soviet 

People’s Commissariat for Internal Affairs, the NKVD) that terrorism is, at root, 

a strategy. As such, it “can be used by people of very different political convic-

tions . . . It is truly all-purpose and value-free.”8 At the very least, we can say 

that the idea that “one man’s terrorist is another’s freedom fi ghter” is a cliché: 

terrorism is not defi ned by the righteousness of the terror-user’s goals, but 

simply by whether terror is used as a strategy for the achievement of political 

objectives.

Given the scope of this book, we focus on political terrorism. We avoid talk-

ing about religious terrorism, inasmuch as religious terrorism does not have 

political goals. Examples of religious terrorism that are nonpolitical (and there-

fore not discussed here) include the Thugee sects of India that operated until 

their suppression by the British Raj in the 1830s9 and the Japanese Aum Shinrikyo 
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sect that carried out the 1995 sarin gas attack on the Tokyo subways. Similarly, 

economically motivated terrorism, such as Mafi a-type racketeering, is beyond 

the scope of this chapter.10 That said, often a religiously based or economically 

motivated group, such as a Mafi a organization, does have political interests and 

pursues them through terrorist actions. For instance, both Al Qaeda’s attacks 

in the West since the 1990s and certain Mafi a attacks against the Italian state, 

like the bombing of Florence’s Uffi zi art galleries in 1993, had specifi c political 

goals.

Because terrorism is such a broad concept, the most sensible terrorism risk 

mitigation strategy for fi rms and governments begins with a detailed under-

standing of the goals, tactics, internal organization, operational environment, 

and potential strengths and weaknesses of individual terrorist groups. This exer-

cise can be worth the time and effort, because some situations and environ-

ments that appear extremely risky may actually present lucrative commercial 

 opportunities.

Given the extreme complexity of the topic, the aim of this chapter is to 

provide a basic road map for classifi cation and management of terrorism 

risks—for thinking about where the real risks are and how to mitigate them. 

We will use three core examples—Al Qaeda, the Red Brigades, and the PLO in 

Jordan—for understanding terrorism and its practitioners. We consider what 

terrorists are after, how they are organized, their operating environments, their 

tactics, and how companies and governments respond to and mitigate associ-

ated risks.

Understanding Terrorism and Its Perpetrators

One of the most memorable skits in Monty Python’s classic comedy The Life 

of Brian—a spoof of epic Bible-based movies, radical 1960s politics, and pretty 

much everything in between—revolves around the main character’s attempt to 

join a terrorist organization called the Judean People’s Front. The catch is, the 

terrorists themselves are not exactly sure whether they belong to the Judean Peo-

ple’s Front or another terrorist splinter group, the Popular Front of Judea. Add-

ing to the confusion, the terrorists in question are not sure whether they hate a 

rival group, the People’s Front of Judea, more than they hate the movie’s putative 

oppressors, the Romans.11
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Monty Python was on to something. Even experts sometimes struggled in 

the late 1980s to correctly differentiate between Italy’s Red  Brigades–Combatant 

Communist Party and the Red Brigades–Union of Combatant  Communists.

When dealing with terrorism, most analysts and policy makers are inter-

ested mainly in three questions: “Who are they?”; “What do they want?”; and—

ultimately—“How can we stop or mitigate terrorism?” There are rarely simple 

answers to these questions.

First, terrorist organizations constantly evolve in terms of their membership, 

goals, and tactics.12 Take the Italian Red Brigades, an organization that signifi cantly 

undermined the stability of the Italian state during the 1970s. From 1969 to the 

early 1980s, Italy experienced “the worst epidemic of terrorist violence in the West-

ern world” at the time—the so-called years of lead.13 During this period, Italy was 

racked by terrorist bombings, kidnappings, sabotage, and assassinations carried 

out by competing far-left and far-right terrorist organizations, which, though at 

war with one another, were united in their hatred for Italy’s liberal democracy.14

Born in 1969 in the universities and industrial centers of northern Italy, the 

Red Brigades moved throughout the 1970s from industrial sabotage and labor 

agitation to kidnappings and bank robberies to targeted killings of govern-

ment offi cials, businessmen, and media fi gures. In all, from 1969 through the 

1980s the Red Brigades carried out 14,000 acts of violence. Their most notable 

attack was the 1978 abduction and murder of former Italian prime minister 

Aldo Moro. Another famous attack was the 1982 kidnapping of U.S. brigadier 

general James L. Dozier, the deputy chief of NATO’s Southern Command.

How would one approach the question of who the Red Brigades were and 

what they wanted? Mapping the terrorist groups, their intentions, tactics, and 

memberships, depends to a large extent upon specifying a number of categories 

that can be compared and discussed. Understanding the environment in which 

they operate can offer useful insight.

Environment

Guerillas, Mao Zedong said, are effective when they operate like fi sh in a sea of 

people. This concept also applies to terrorist organizations. Environment mat-

ters. Does the group sustain itself in a hostile environment? Does it draw support 

from a state or from certain population groups?



terrorism | 109

Though they drew fi nancial support from Eastern Bloc intelligence ser-

vices, the Red Brigades operated within a generally hostile environment, and 

like all groups that face sustained government action, they developed techniques 

to survive relentless pressure. This environment forced them to rely on friend-

ship networks built in radical circles. The Red Brigades drew signifi cant sup-

port from many Italian hardcore left activists and workers who viewed attempts 

by the Italian Communist Party (PCI) to move toward the political center as a 

betrayal. Specifi cally, the Red Brigades had a base in the northern Italian univer-

sities, underlining the validity of one of the oldest stereotypes about terrorists: 

the disillusioned intellectual. The Red Brigades and similar leftist organizations 

in Europe, like the German Red Army Faction or the Greek Revolutionary Orga-

nization 17 November, were forced to operate in decentralized cells that were 

composed of close friends and confi dants. Such networks are more secure from 

penetration by hostile security services. Al Qaeda, after the U.S. invasion of 

Afghanistan, has become the preeminent modern example of such an organiza-

tional framework.

In contrast, a supportive environment can make it much easier for terrorist 

groups to generate resources and manpower. Before 9/11, the Taliban regime in 

Afghanistan provided sanctuary to Al Qaeda and other Islamist militants fi ght-

ing, among others, India, Russia, Uzbekistan, and the United States. After 9/11,

the loss of state sponsorship forced Al Qaeda to evolve from a centralized to a 

decentralized structure. Analysis of changes in the group’s operating environ-

ment provides valuable insight into changes in its structure.

Organization

During the trial of José Padilla, the U.S.-born Al Qaeda operative accused of 

plotting a “dirty bomb” attack within the United States, one of the prosecution’s 

more remarkable pieces of evidence was Padilla’s Al Qaeda job application: 

a document that proved strikingly similar to the standard employment form 

used by human resource departments within many large corporations, govern-

ments, and NGOs.

Like other complex organizations, terrorist groups must manage matters of 

governance, personnel, fi nancing, and the raising and management of capital 

and labor. Organizational models are conditioned by a group’s cultural heritage, 
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political environment, and leadership. In turn, organizational models go some 

way toward explaining how terrorist groups behave.

Given the strength of the Italian state, the Red Brigades were largely decen-

tralized.15 Like most decentralized organizations, it contained a number of 

branches that were self-suffi cient and capable of autonomous operation. Decen-

tralized groups typically have fewer resources than bureaucratic ones and rely 

on fewer interconnections among units; at the peak of their popularity, the Red 

Brigades did not have more than around 1,000 members, of which about 100

were full-time. This is why destruction of individual nodes within such orga-

nizations can disrupt particular operations and cells but cannot infl ict exten-

sive and lasting damage on them. Only identifi cation of the hubs that hold the 

system together can accomplish that. Yet decentralization has a downside for 

the terrorist group itself: Disagreements within the groups are especially likely 

to splinter the organization. That’s how the Red Brigades ultimately produced 

the Red Brigades–Combatant Communist Party and the Red Brigades–Union of 

Combatant Communists.

Other terrorist organizations can be organized as strict bureaucracies, 

mimicking the structure of the state or the modern fi rm. These organizations 

typically want to usurp the powers of state governments or to become the lead-

ing parties within a specifi c state. Lebanon-based Hizbullah is such a group. Its 

rhetoric is religious, but its legitimacy springs from its ability to project itself as 

a modern Lebanese nationalist political movement that can effectively employ 

violence.

Still other groups operate more like cults, relying on their leaders’ charisma 

rather than their organizational strength to draw recruits and motivate fi ght-

ers. Unlike bureaucratic and decentralized organizations, charismatic groups 

depend on leaders who can be sources of both the group’s strength and its weak-

ness. From the 1960s to the 1990s, the Peruvian Shining Path was one of the dead-

liest insurgent groups in the Americas, readily engaging in terror. It was largely 

organized around the cult of personality of its leader, Abimael Guzmán (another 

disgruntled academic). When Peru’s government captured Guzmán in 1992, the 

Shining Path declined as a threat.

Terrorist groups evolve over time, and their types of organization are typi-

cally mixed. The Red Brigades were decentralized and yet hierarchical. Al Qaeda 

bridges several organizational typologies, and refl ects an organization’s ability 

to mutate into different forms over time. The group was initially characterized 
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as charismatic and bureaucratic. As its operating environment shifted from sup-

portive to hostile, it moved away from a bureaucratic structure, but retained its 

charismatic character.

What Do They Want?

When the Red Brigades assassinated Aldo Moro in 1978, the former prime min-

ister was brokering an historic compromise between his conservative Christian 

Democrats and the increasingly mainstream PCI. The Communists, despite fi n-

ishing among the top two parties in every Italian election since 1945, had been 

kept from government by a coalition of non-Communist parties that feared a 

PCI government would inspire a Communist takeover of Italy. Aldo Moro was 

negotiating a deal that would allow PCI to eventually come to power, in exchange 

for the party’s full acceptance of Italian democratic processes and Italy’s mem-

bership in Western organizations like NATO.

Moro was targeted because his actions made the Red Brigades’ goal of a 

 Communist revolution in Italy less likely. In this sense, the Red Brigades, like 

many Marxist-based terrorist organizations, operated as a classical revolution-

ary group, one dedicated to bringing about an ideologically radical regime.16

Islamic fundamentalist groups frequently fall into this category, especially 

if they advocate the replacement of existing state structures with religiously 

inspired ones.

Generally, such groups are diffi cult to contain as long as the attraction 

of their ideology persists; the worldwide decline of Marxist-based terror-

ist groups took place only in the 1990s, when Soviet collapse undermined 

the global appeal of Marxist principles. But terrorist organizations need not 

be  ideologically radical. Some can be decidedly conservative, or even pro–

 status quo.17  Others, like the Irish Republican Army (IRA), are now generally 

 reformist.18

Terrorist objectives are also framed by geography. Does a particular terror-

ist group want to change a state, a part of the state, or a large part of the world? 

The Red Brigades wanted to change Italy’s form of government. Other groups 

with national goals include the leftist Revolutionary Armed Forces of Colombia 

(FARC) and the Salafi st Group for Preaching and Combat (GSPC), which seeks 

to implement its Islamic fundamentalist vision in Algeria.19
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Some groups, however, are too weak to try to take over an entire country. 

Subnational groups, like Spain’s ETA, usually have a strong ethnic component 

and are seeking to carve out independent homelands from their host countries.

Finally, many subnational and national insurgent groups feature a transna-

tional component in the form of support from a diaspora living abroad. Yet only 

a select few pursue transnational goals far from a specifi c homeland. Al Qaeda 

and its affi liates are the preeminent example, seeking to attack the United States 

and its allies wherever they are vulnerable to force them from the Middle East.

What Are Their Tactics? And Why?

We can also identify types of terrorist groups by their actions and analyze them 

by their tactics. The Red Brigades tended to engage in assassinations and kidnap-

pings of individuals, while avoiding mass bombings. Other groups, such as far-

right terrorist organizations operating in Italy in the 1970s and 1980s or today’s 

Al Qaeda, prefer attacks that generate mass casualties. The style of violence var-

ies widely, but it is usually determined following rational calculations of how 

best to achieve a set of clearly defi ned goals.20

Another technique that has become more prevalent is the suicide attack. 

Suicide attacks are a time-honored tradition; they were employed by the Assas-

sins in the 12th century and more recently by Japanese kamikazes during World 

War II.21 The technique has been used increasingly by Islamic fundamentalist 

terrorists, although it has also been used by secular groups, such as the Kurdish 

PKK in Turkey and the Tamil Tigers in Sri Lanka.

One problematic assumption is that suicide bombing must be considered 

irrational because it depends on the willingness of fanatical adherents to kill 

themselves. Many analysts argue this is not necessarily the case.22 In  Southern 

Lebanon and in the Occupied Territories, for instance, suicide attacks are often 

carried out by poor young men without promising social prospects; in exchange 

for their “martyrdom operations,” organizations such as Hamas and  Hizbullah 

provide for their bereaved families, whose social standing is considerably 

improved. These benefi ts are important incentives in a society where family and 

honor are valued as highly as individual life.

Further, it’s dangerous to presume that the leaderships of the organizations 

that carry out suicide attacks are clearly rational. They use suicide  bombers 
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because they believe this tactic has a signifi cant psychological impact on the 

targeted states. Suicide terrorism has been on the rise in recent years because 

terrorists have realized that it is effective, particularly against democratic states. 

The threats posed by determined, intractable, and apparently irrational attackers 

force those who must defend democratic societies to acknowledge that suicide 

bombers can make for highly effi cient terrorists.

Terrorism is also employed to polarize different social groups. In deeply 

divided societies, radical groups attempt to marginalize moderates. Sunni radicals 

in  Pakistan launch attacks on Shiites in an attempt to promote Sunni radicalization 

by provoking Shiite attacks (another goal is to weaken the Pakistani government 

and break its morale). Some Sunni groups in Iraq have a similar agenda. The logic is 

that instability provoked by violence will draw people into their own identity groups 

and end dialogue by producing a rally-round-the fl ag effect. Polarization, though, 

can backfi re on the people using it, and it sometimes makes terrorists unpopular 

with those they are trying to sway. Al Qaeda’s atrocities in Iraq have undermined 

the organization’s reputation with Sunni Iraqis, Al Qaeda’s natural “constituency.” 

The Red Brigades’ assassination campaigns eventually drew condemnation from 

the majority of the Italian left wing, including many of its radical elements.

Media access is another important factor in the choice of tactics. The Red 

 Brigades were successful for many years in part because they knew how to use the 

Italian media to promote their goals—often by intimidating journalists. If a terrorist 

group’s intention is to terrorize, it is likely to go for the most spectacular or frighten-

ing actions it can conceive and implement. Success is heavily dependent on public 

awareness of a group’s power to inspire terror. That is why, “in the fi nal analysis, it is 

not the magnitude of the terrorist operation that counts but the publicity.”23

Terrorist organizations, from Al Qaeda to the Tamil Tigers, spend a great 

deal of time on the transmission of communiqués, programs, and propaganda. 

This partly helps to explain why terrorism is more sustainable in countries with 

a relatively free exchange of information and personal mobility.  Terrorist attacks 

do not tend to occur as often in closed and totalitarian societies (e.g., North 

Korea), because in closed societies movement of people is highly restricted and 

such attacks would not be reported.

Axiomatically, if terrorists aim for specifi c political gains or changes within 

a society, they need to target the social class that is politically relevant within that 

society. For instance, up to and during the 19th century, most terrorist activities 

targeted crowned heads of state or politicians. The Assassins, as we mentioned 
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earlier, attacked mostly leadership fi gures. Toward the end of the 19th century 

in Western Europe and Russia, left-wing or anarchist terror groups, such as the 

 Russian People’s Will, began to attack members of the bourgeoisie, which they 

saw as the ruling class. This may also explain why the Italian Red Brigades avoided 

mass bombings, as their ideology would dictate attacks on the ruling classes, not 

the general population. By contrast, right-wing terrorist groups operating in Italy 

at the same time as the Red Brigades preferred to bomb trains or public places.

In the West, after World War II, mass suffrage has given every citizen a vote 

on how a country is ruled. Some terrorist groups, therefore, blame their griev-

ances on the general public, which helps explain the rise of mass terrorism and 

mass attacks on populations. For instance, Al Qaeda is explicit in holding U.S. 

citizens responsible for the grievances it has with American policies. The broad 

point is that in democracies, more of the population is likely to be at risk of ter-

rorist attacks. In a more authoritarian society, the elite leadership of that society 

is at a higher relative risk of terrorist attacks, as the attempts by Al Qaeda to 

assassinate fi gures like Benazir Bhutto or Pervez Musharraf in Pakistan show.

Yet there are some caveats to this rule, which have to do with “event terrorism” 

and with the symbolic value of the target. Al Qaeda has not focused on small-

scale attacks on shopping malls or cinemas, places where many citizens congre-

gate. Such attacks would be plausible and terrifying, but would not have the same 

spectacular impact as bringing down the twin towers. Al Qaeda aimed at what it 

saw as the centers of U.S. power: lower Manhattan, the heart of the U.S. fi nancial 

industry, and the U.S. Department of Defense. Aldo Moro was killed because he 

was a former Italian prime minister, and his body was symbolically left to be found 

between the headquarters of the Christian Democrats and Communists in Rome.

In other words, many terrorist groups try to create mega-events rather than con-

certed campaigns of small-scale events. They aim for dramatic effect. This, of course, 

is part and parcel of trying to gain maximum attention and media coverage.

Dealing with the Aftermath: How Corporations 

Handle the Impact of Terrorism

Terrorism will be with us for a long time, if for no other reason than that there will 

always be disaffected groups and individuals with access to weapons. In 1605, Guy 

Fawkes and his associates had amassed 1,800 pounds of gunpowder in their sophisti-
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cated but ill-fated attempt to blow up Parliament. It was quite an unusual feat for the 

era. Since then, access to weapons of mass destruction has increased exponentially. 

The 1995 Oklahoma City bombing and the 9/11 attacks show how relatively simple 

plots can infl ict horrendous damage with weapons available to ordinary citizens.

There are many ways to measure the losses of 9/11. Al Qaeda’s attacks in 

New York, Washington, DC, and Pennsylvania killed 2,970 people. The economic 

toll of the attack was immense: U.S. equities are estimated to have lost about 

$1.2  trillion in value in the immediate week after the attacks. Large fi nancial 

institutions in Lower Manhattan, like Deutsche Bank and Lehman Brothers, saw 

buildings destroyed or damaged by the attack. At least one airline immediately 

fi led for bankruptcy protection. The city of New York suffered enormous losses 

of jobs, offi ce space, and tourism revenue.24

Let’s look at the attacks’ impact on the Bank of New York (BoNY), the 

world’s largest custodian and settlement bank, whose facilities and communica-

tion systems were disabled on that day. Many other fi nancial institutions suf-

fered signifi cant damage and disruptions, as well as terrible human costs. But 

BoNY suffered much of its damage because its headquarters and two additional 

sites were located almost literally in the shadow of the World Trade Center, a 

particularly obvious terrorist target given that the buildings had already been 

attacked by Islamic terrorists in 1993.

BoNY’s three sites housed more than 5,000 of its employees and its central 

computer system. On September 11, the bank lost two of these offi ces and the 

equipment inside. The failure of the bank’s planners to locate clearing and settle-

ment operations further from a prime terrorist target produced operating delays 

that created turmoil for trading in the market and increased demand for liquid-

ity.25 When the building housing the communication system was evacuated fol-

lowing the attacks, BoNY was left with a heavy backlog of transactions that had 

to be “reconstructed and reconciled.”26

During that week, BoNY was publicly reported to be overdue on $100 billion 

in payments,27 creating a drain of reserves from the entire banking system. Bank of 

New York’s settlement systems were handling half of all trade in U.S.  government 

bonds, and the bank’s emergency planners in fact had had the foresight to back 

up its government bond processing operations with a second computer. But the 

emergency system failed to function as intended because backup communication 

lines to clients had not been properly tested. The result was considerable confu-

sion and extended delays.
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Planners had also set up redundant telecommunications facilities in case a 

single line suffered damage and operations needed to continue from centers out-

side New York. But they discovered too late that all the lines were routed through 

the same physical phone facilities. The terrorist attack had infl icted substantial 

damage to a vital nearby switching station, leaving the bank without the band-

width it needed for voice and data communications to Lower Manhattan.28 Lack 

of location and communication diversifi cation resulted in a more serious impact 

for BoNY than for its competitors.

Terrorist attacks cannot always be prevented or even anticipated. Still, pre-

cautions can be taken. For both business and government decision makers, a 

failure to take basic precautions can multiply the impact of a terrorist attack. 

Overall, large corporations face signifi cant risks from terrorist attacks, especially 

when operating in dense urban areas that can easily be disrupted. Companies 

cannot engage in standard counterterrorism measures, but they can plan for the 

potential impact of terrorist attacks.

Most corporations do not plan for terrorist attacks per se. But many corpora-

tions, and especially fi nancial institutions, plan for a range of potential business 

disruptions, such as building damage, failure of public utilities and transport, 

and telecommunication and data processing failures, as well as threats to their 

employees. Most of these plans implicitly cover the potential impact of terrorist 

attacks.

At the time of 9/11, Morgan Stanley was the World Trade Center’s largest tenant. 

When the fi rst aircraft struck Tower One, Morgan Stanley immediately deployed 

its response plan. Though WTC security offi cials instructed tenants in the other 

buildings to stay where they were, the fi rm’s own security executives ordered all 

Morgan Stanley employees to immediately evacuate the second tower.29

Morgan Stanley also deployed its communications plan to provide relevant 

information to managers and employees, regulatory agencies, clients, and the 

media. Less than an hour after the fi rst attack, the fi rm had its backup sites for 

essential operations and management personnel (located elsewhere in New York 

City) up and running. Firm executives used a dedicated emergency telephone 

patch network, routed through London, to communicate with other offi ces. 

Morgan Stanley lost 13 employees that day, but the fi rm’s extensive and well-

 conceived planning helped prevent a far greater loss of life and assets.

The origins of Morgan Stanley’s response go back at least to the fi rst 

terrorist attack on the WTC on February 26, 1993, which killed six people 

and injured more than a thousand—this incident had persuaded the fi rm’s 
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executives that its response plan needed to be updated. As part of a major post-

incident review, Morgan Stanley analyzed its business operations and related 

disaster risks and developed an integrated preparedness, response, and continu-

ity strategy for crises. The strategy included written and web-based employee 

evacuation plans, business-system continuity redundancies, an enhanced on-site 

security presence, and an expansive emergency communication plan (covering 

management, employees, investors and clients, federal and state government 

regulators, and the media). A vital, and mandatory, component of the strategy 

was to practice its components frequently in preparation for another attack on 

the WTC and to cultivate a strong corporate culture of preparedness.

During the 1993 attack, it took more than four hours for all Morgan Stanley 

employees to exit the World Trade Center. On September 11, 2001, more than 

3,000 people needed just 45 minutes to fully evacuate the twin towers.

Damned if You Do, Damned if You Don’t: 

How Governments Deal with Terrorism

Unlike corporations, governments can take actions to prevent terrorist attacks 

from happening in the fi rst place. They can capture terrorists, attack them mili-

tarily, or try to address their demands. More often than not, governments try to 

implement a combination of these three options. But what sometimes works in 

one situation may not work in another.

Policing

In 2006, terrorist plotters living in the U.K. and Pakistan planned a simultaneous 

suicide attack against as many as 10 commercial aircraft by smuggling peroxide-

based liquid explosives on board and then detonating them with cell phones or 

MP3 players. In a massive British surveillance and sting operation called Opera-

tion Overt, 25 suspected terrorists, mostly Muslims of Pakistani descent, were 

arrested in and around London.30 Another 17 suspects were arrested in  Pakistan. 

The raid included 69 residences and businesses, resulting in the capture of 

bomb-making materials and chemicals and jihadist materials. Later, 17 of the 

25 arrested were charged with conspiracy to murder and to commit acts of ter-

rorism or failure to disclose information about acts of terrorism.31
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The successful disruption of the liquid bombing plot was the culmination 

of months of surveillance and analysis by London’s Scotland Yard and MI5 that 

began soon after the July 7, 2005, London subway and bus bombings. Infor-

mants tipped off London police about a small group of militant Muslim men 

in Walthamstow, London’s largest enclave of Pakistani immigrants. MI5 bugged 

the residences and vehicles of the suspects and monitored their communica-

tion, travels, and fi nancial transactions. Rather than fi nding connections to the 

subway and bus bombings, British authorities discovered a nascent terrorist cell 

and an apartment used as a bomb-making lab where these men were develop-

ing liquid explosives to smuggle through airport checkpoints. An undercover 

agent later infi ltrated the group and provided more detailed information on the 

plan and dates for attack. Using counterterrorism methods called “sneak and 

peek” developed during the efforts against the IRA, British intelligence and law 

enforcement allowed plots to reach near-fruition in order to collect information 

and evidence for prosecution. The danger was that civilian lives might be lost 

should anything go wrong. According to news reports, the liquid bombing plot 

was disrupted a week before its planned execution.

The U.K.’s successes were in part due to preexisting government infrastruc-

ture to carefully supervise and rapidly respond to potential threats. Surveillance 

activities were regulated and approved by the Home Secretary, and established 

legal processes provided legal means to conduct covert operations to monitor 

suspected terrorists, such as eavesdropping and clandestinely entering private 

property, while providing civil protection. Finally, the U.K. was able to foster 

interagency cooperation and responses from senior offi cials to rapidly moving 

events related to counterterrorist activities. If anything, this example shows that 

acts of terrorism are often preventable through good intelligence work, analysis, 

and swift counterterrorist action.

The relative success that the Italian state had in reducing (though not com-

pletely eliminating) the threat of the Red Brigades does too. Despite relative state 

weakness, the Italian government ultimately waged a successful counterterrorism 

campaign that led to the defeat of the Red Brigades by the mid-1980s. A confl uence 

of external and internal factors ultimately doomed the Red  Briagdes. First there 

were extensive prosecutions undertaken against the group and its sympathizers. 

Changes in Italian law created amnesty for terrorists who began to see little future 

in militancy, and new mandates for counterterrorism groups, which in many cases 

infi ltrated the Red Brigades and squeezed them to the point of collapse.
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But the key factor in the Red Brigades’ demise was the loss of popular sup-

port and internal coherence. Internal dissent weakened their ranks, particularly 

as the viability of real proletarian revolution in Italy diminished amid economic 

growth in the early 1980s and the birth of homegrown anti-Communist move-

ments in Eastern Europe. In addition, within and outside the Red Brigades, left-

ists and workers became disillusioned with their violent methods. They were 

appalled by the Moro killing, as well as by the assassination of a factory worker 

who had informed on Red Brigades activists. The Dozier kidnapping was a last-

ditch attempt to recapture the initiative, but during a massive manhunt to fi nd 

the perpetrators, Dozier was freed, and the group was essentially defeated by 

late 1982. Although individual militants claiming to act in the name of the Red 

 Brigades have killed Italian politicians in recent years, the group itself has not 

been a signifi cant threat or political force for more than two decades. The defeat 

of the Red Brigades was in no small measure a matter of a changing international 

context that led to ideological dissent within the group.

Yet for every success there is a spectacular and tragic failure. In 2004, when 

the U.S. National Commission on Terrorist Attacks Upon the United States 

released its 570-page report on the September 11 attacks, one phrase stood out: 

“failure of imagination.”32 Commission members argued that the sheer scale of 

the assault and the ability of terrorists to use commercial planes as “weapons of 

mass destruction” succeeded in large measure because policy makers and secu-

rity agencies had simply failed to imagine such an attack.

Treating terrorists as criminals and using standard policing measures to 

avert the threat of terrorism is both politically less costly than military action 

and typically more effi cient than meeting terrorist demands. But policing action, 

as the British found out during their long campaign against the Irish Republican 

Army, has its limits as a deterrent. As has been noted many times, the police must 

succeed every time; a terrorist group must succeed just once.

Military Action

Few question the ethics of using military force against terrorists and their sup-

porters. The question is rather: does it work? In some cases it does, as in 1970,

when the Jordanian monarchy expelled the Palestinian Liberation Organization 

(PLO) from the country.
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Jordan’s confl ict with the PLO began in 1967, when Yasser Arafat established 

Palestinian paramilitary organizations in the country. Arafat presented the PLO, 

organized in the wake of the stunning Israeli defeat of conventional Arab armies in 

the Six Day War, as the only effective weapon against Israel. Arafat chose  Jordan for 

its large Palestinian refugee population and its proximity to the Israeli-occupied 

West Bank. Jordan’s King Hussein, however, foresaw the threat that the PLO posed 

for the stability of his kingdom. Between 1967 and 1970, PLO fi ghters and  Jordanian 

forces fought a series of street battles, bursts of violence kept in check only by rec-

ognition on both sides that fi nal victory for either was all but impossible.

In the end, the PLO’s objectives and the limited room for political activity 

afforded by Jordan’s monarchical system forced a decisive military confrontation. 

The Palestinians’ hijacking of several airplanes to Jordan provided Hussein with 

a justifi cation for military action and one that assured him of the international 

community’s support. In September 1970, Palestinian groups hijacked four inter-

national fl ights and brought them to Jordan. The PLO and its allies released the 

passengers and then blew up the planes in front of the media.  Hussein used the 

incident to swiftly deploy his military and overwhelm the PLO. Jordanian troops 

routed Arafat’s forces and pushed them into Syria and Lebanon. The  Jordanians’ 

action forced the PLO to abandon its goal of replacing the monarchy and of 

using Jordan as a launchpad for military confrontation with Israel. The PLO 

remained a threat to Israeli security, but Hussein’s decision to use overwhelm-

ing military force against the organization eliminated the threat it posed to his 

political power.

The success of military force in suppressing terrorism depends on a series 

of interrelated factors, ranging from the number of fi ghting forces to the level of 

existing popular support for the terrorist group to whether the use of military 

force pushes moderates to support the terrorists. Military force can eliminate 

the terrorist threat in the most decisive way possible, but it can also transform 

small numbers of outlaws into a full-blown insurgency, fueling the recruitment 

of new terrorists.

Accommodation

Another way to deal with a terrorist threat is to accommodate the terrorists’ 

demands. This can create dangerous precedents. Countries paying ransom money 
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for citizens kidnapped by terrorists only encourage further kidnappings. A gov-

ernment seen as accommodating terrorist demands also runs the risk of being 

perceived as “weak” on terrorism and unable to defend its citizens.33

Yet, accommodation, especially in conjunction with policing, sometimes 

works. In 1974, the U.K. government legalized the nationalist Sinn Fein party, 

despite its ties to the IRA and terrorism, to encourage nationalist participation 

in the political process as an alternative to violence. Twenty years later the U.K. 

government was credited with bringing an end to political violence by maintain-

ing contact with Sinn Fein, despite disagreements within the group over the use 

of violence and its refusal to abandon its weapons. This approach was nearly 

undermined between 1982 and 1992, when Sinn Fein’s participation in the politi-

cal process was jeopardized by ongoing IRA violence. British counterterrorism 

operations and the successes of British intelligence suggested that the IRA could 

continue to use violence, but only to maintain the status quo rather than to 

achieve genuine progress toward secession. Following the cease-fi re of 1994, Sinn 

Fein gradually managed to increase its electoral success. In the 2003 Assembly 

elections, it dominated the nationalist vote, appealing to nationalists in both 

 Ireland and Northern Ireland.

In dealing with the IRA, the U.K. was able to leverage viable political institu-

tions to gradually incorporate Sinn Fein into the political process and to reduce 

political violence by degrees. The U.K. used its history of representative political 

institutions and successful elections to convince the IRA of the merits of participat-

ing in the political process as a way of achieving its objectives. Unlike King Hussein’s 

Jordan, which lacked political institutions with publicly recognized legitimacy, the 

British government was able to use popular politics as a means of incorporating a 

nonstate actor into state processes and of persuading it to disavow violence.34

Conclusion

Revolution, civil war, and terrorism are extreme examples of social turmoil and 

violence, and companies can face extreme consequences as a result. But more 

tranquil environments can also generate substantial downside risks. In fact, cases 

of outright expropriation of property are surprisingly common in “nonrevolu-

tionary” situations. In the next two chapters on expropriation and regulation, we 

consider these types of risks.
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Until 1951, Iran’s oil industry was dominated by the Anglo-Iranian Oil Company, 

the forerunner of today’s BP. That year, amid growing resentment of the British 

presence in the oil industry, Iran’s government passed a law nationalizing Anglo-

Iranian’s concession. The company’s management failed to recognize signals that 

political change would soon force an adjustment in the company’s relationship 

with Iran until it was far too late. This expropriation was driven not only by the 

Iranian government’s demand for a greater share of the country’s oil revenue 

but also by a growing wave of wounded national pride inspired in part by the 

exploitation of Iran’s natural resources by foreigners.

Anglo-Iranian’s management, led by Sir William Fraser, initially resisted 

Iranian demands for a greater share of its profi ts, despite pleas for compro-

mise from the U.S. and British governments, the latter of which owned 51% of 

the company. By the time Anglo-Iranian was ready to make a deal, national-

ist politicians, led by Mohammed Mossadeq, had shifted their demands. No 

longer content with a larger piece of the pie, Mossadeq called for the company 

to be nationalized. Mounting political violence and pressure forced the shah 

to sign a nationalization law in April 1951, offi cially voiding Anglo-Iranian’s 

 concession.

SEVENExpropriation

A prince never lacks legitimate reasons to break his promise.

—Niccolo Machiavelli
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The nationalization issue helped make Mossadeq prime minister. It also was 

a major part of the ensuing political instability in Iran that led to both the tem-

porary ouster of the shah and then the 1953 CIA-generated coup— Operation 

Ajax—which removed Mossadeq from power and restored the shah to his 

throne. A year later, a consortium of foreign companies was brought in to run 

the  Iranian oil operation, though Iran owned the oil. Anglo-Iranian, while com-

pensated for its losses, was forced to remain in the background of the new con-

sortium. It would never again enjoy the privileged position it occupied in Iran 

before 1951.1

Why Governments Expropriate

When it comes to expropriations, both corporations and foreign governments 

have an interest in avoiding surprise. In some cases, especially when dealing with 

government leaders, that might be impossible. But in most cases, corporations 

and investors do not have the luxury of claiming that they could not have known 

about an expropriation risk. State seizure of foreign companies and assets will 

remain a source of political risk for the foreseeable future. How do we under-

stand this kind of risk? Why do governments expropriate? Where are expropria-

tions most likely to occur?

Since the late 1980s, investors and policy makers have increasingly assumed 

that the risk of expropriations was waning. With the end of the Cold War there 

has been a general trend toward government protection and promotion of own-

ership and investment rights. The privatization of previously nationalized prop-

erty became a core component of the process of economic liberalization in the 

states of the former Communist bloc and Latin America, and even in developed 

states like France and Britain. Developing nations have carried out more than 

8,000 privatizations in recent years (1990–2003), and have raised some US$410

billion in proceeds.2 At the same time, the number of expropriations that took 

place between 1986 and 1992 was lower than in comparable time frames of the 

post–World War II era.3

Yet, the risk of expropriations refuses to die. State expropriations of pri-

vately owned assets make headlines around the world these days with disturbing 

regularity. The Russian parliament passes a law that limits foreign investment in 

“strategic sectors” of the Russian economy and expropriates existing investment. 
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Venezuela squeezes foreign oil companies, takes land, and nationalizes electrical 

and telecommunications fi rms. Ecuador seizes the assets of Occidental Petro-

leum, the country’s largest foreign investor. Zimbabwe’s Robert Mugabe orders 

the large-scale expropriation of white-owned farms.

In fact, we are not witnessing a clear “convergence” process in which eco-

nomic liberalization and privatization become the order of the day. If anything, 

the global foreign investment environment is becoming more varied and complex. 

Even as the number of expropriations declined between 1991 and 2004, they still 

accounted for about 84% of the dollars paid out in political risk insurance settle-

ments by the U.S. Overseas Private Investment Corporation (OPIC).4 A number 

of  governments are still involved in outright expropriations of private property 

and foreign investment. The question for most investors and policy makers is: 

which countries are prone to expropriate, and why? As this chapter will highlight, 

governments have become increasingly sophisticated when attempting to inter-

fere with property rights. Gray-area issues like “creeping expropriations,” done 

through subtle legal and regulatory means, have become increasingly  common.5

Drivers of Expropriation

Governments expropriate for many reasons. “Expropriation” itself can take a 

variety of forms, from the creation of predatory tax regulations to the national-

ization of an entire economy. The causes can be varied and complex, and under-

standing this allows both companies and foreign governments to better plan for 

handling this type of risk. The forces that induce governments to expropriate 

include of international politics, economics, ideology, domestic politics, and 

nationalism.

International Politics

A literary masterpiece relevant to foreign direct investors is Joseph Conrad’s 

Nostromo. It is the story of an English family who operates a silver mining con-

cession in a fi ctitious, unstable Latin American country at the turn of the 20th

century. Some of the quandaries of operating in such an environment still ring 

true today. Yet other things have changed: in Nostromo when political and social 

turmoil push the country into civil war, a U.S. cruiser appears offshore to ensure 
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that Western business interests are protected—a vivid illustration of why expro-

priations were relatively rare before 1917.

Mexico was able to nationalize its oil industry in 1938, because the approach 

of war in Europe ensured that the U.S. and British militaries were in no position 

to threaten the Mexican government. The United States had begun to promote 

the “good neighbor policy” in Latin America, a move away from an earlier era of 

“gunboat diplomacy.”6

The same was true for the wave of expropriations during the decoloniza-

tion process that took place during the 1960s and 1970s across the developing 

world. Between 1956 and 1972, some studies estimate that developing countries 

expropriated about 25% of the total value of foreign direct investment (FDI) in 

developing states, or about $10 billion (1972 values).7 With the Cold War occupy-

ing U.S. and European policy makers, Western governments had fewer available 

military or economic tools at their disposal to resist the nationalization of their 

foreign property.8 Nor did they want to take actions that might push developing 

states into Moscow’s embrace.

Some models of expropriation suggest that broad international events, like 

the wave of Communist takeovers, the decolonization process, or the Great 

Depression, explain why (and when) expropriations occur.9 Although this model 

cannot explain why expropriations happen in some states and not others during 

these “waves,” it does reveal that expropriations are more likely to happen under 

specifi c international circumstances.

So what are the international constraints against expropriation? What are 

the incentives for a country to expropriate? One obvious reason why govern-

ments engage in expropriations is opportunism: they do it because they can. 

Following the 1917 revolution, the Soviet Union was able to nationalize almost 

all private enterprise, because the country was still a great power.10 Similarly, the 

governments of all other Communist countries, such as China and the Eastern 

Bloc states, nationalized almost all private property after taking power: China 

was a great power, and there was little the West could do to coerce states that 

were in the Soviet sphere of infl uence.11

Expropriations have declined in number since the 1970s, although the value of 

expropriation-related insurance claims remains high. One reason for the decline 

is that even in the absence of military retaliation, expropriations still carry costs 

for governments that engage in them. Seizure of private property usually costs the 

governments that resort to them access to international capital markets, loss of 

foreign know-how, and a steep drop in foreign direct investment.
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In 2007, Ecuador’s forced contract renegotiations with foreign oil companies 

generated a dramatic decline in foreign investment in the oil sector. Following the 

Ecuadorian government’s move, foreign energy companies operating in the coun-

try (which included Brazilian, Chinese, French, U.S., and Spanish oil concerns) 

submitted investment budgets for 2008 that totaled a combined $50  million. 

Compare that with their combined investment budget for the previous year of 

$823 million.12

The ability to get away with expropriation depends in large part on 

the position of the home state in the international political economy: how 

dependent is the state on access to capital markets and foreign direct invest-

ment? How vulnerable is the expropriating state to retaliation by other states? 

In today’s world of high oil prices, expropriations have occurred in Russia, 

Bolivia, Venezuela, and Ecuador. All these states have autocratic governments 

and considerable natural resource wealth (oil and gas in particular). The rev-

enue these states earn from high global oil prices limit their vulnerability to 

reductions in foreign investment and to shunning by international capital 

markets. 

The quality of relations among states is also important. Simply put, states 

rarely seize assets from their friends and are much more likely to expropriate 

fi rms originating from a state that is considered an enemy or rival. In today’s 

Zimbabwe, mining and banking investments from Great Britain, which the 

Mugabe government sees as an enemy are at far greater risk than foreign invest-

ments from South Africa, Mugabe’s most reliable foreign source of political sup-

port. In Venezuela, the Chávez government sees the United States as its main 

antagonist, and U.S. companies face greater risk of expropriation there than do 

their Chinese and Russian counterparts. In more extreme situations, when two 

states are at war, the risk that one country will expropriate the other’s companies 

increases signifi cantly.

Economic Interdependence

Then there is the question of economic interdependence.13 If two countries’ 

economies are dependent on one another for stability and growth, it is much 

more diffi cult for one state to expropriate the other’s properties. In 2006, when 

Bolivia decided to nationalize its hydrocarbons industry, the impact was mostly 

on Brazilian interests. Petrobras had led the investment cycle that made natural 

gas Bolivia’s main source of tax and export revenues and was responsible for 55%
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of Bolivia’s total gas production. Petrobras had also invested in the construction 

of a pipeline that made Brazil the destination of 85% of Bolivian gas exports. 

More importantly, Brazil was relying on Bolivia for half of its gas needs, and nat-

ural gas was becoming increasingly important in order to avoid power shortages 

that might weigh heavily on economic growth (and the Brazilian government’s 

popularity).

The move astonished Brazilian president Luiz Inácio Lula da Silva’s govern-

ment, which considered itself friendly toward Bolivia’s president, Evo Morales. 

But energy security constraints limited Brazil’s margin to maneuver. The  Brazilian 

government took a cautious approach both to negotiations over the effects of 

nationalization on Petrobras’s assets in Bolivia and the price of the gas Bolivia 

exports to Brazil. Brazil patiently sought to avoid any escalation and further polit-

icization of the issue. It recognized Bolivia’s right to nationalize and ruled out 

retaliation. Brazil opted instead to negotiate the terms of nationalization and if 

necessary to seek international arbitration to protect its commercial interests.

At the same time, the Brazilian government successfully pressured Morales 

to moderate his stance. The replacement of Bolivia’s minister of hydrocarbons 

in September 2006, after the minister had decided to expropriate two  Brazilian-

owned refi neries without compensation, was partially a by-product of effective 

pressure from Brasília. Negotiations with Bolivia were suspended, and high-level 

Brazilian government offi cials convinced the Bolivians to step back and stop tak-

ing unilateral measures. If Bolivia adopted a hard line, Petrobras could leave 

Bolivia, posing serious operational and fi nancial challenges for Bolivia’s gas rev-

enues. The outcome of the negotiations process was a compromise solution that 

signifi cantly increased taxation on the sector, but allowed Petrobras to main-

tain commercially viable operations in the Bolivian gas fi elds that supply Brazil. 

 Brazil also managed to avoid a signifi cant increase in the price it was paying for 

the Bolivian gas. Strong economic and political ties between the two countries 

helped mitigate the impact of expropriations.14

Economic Drivers

A number of economic factors also affect the likelihood of expropriations. One is 

an overtly statist economic policy. In 1975, Great Britain expropriated the (already 

bankrupt) British Leyland Motor Corporation, which was perceived as having a 

strategic value for Britain and for labor relations.15 This followed an earlier spate 
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of nationalizations in Western Europe, where after World War II, governments 

under the infl uence of Socialist and/or Keynesian economics attempted to either 

set up state-controlled “natural monopolies” in certain sectors such as energy 

and telecommunications or to take over strategic manufacturing industries.

Another rationale for expropriating property, particularly in developing 

states, has to do with structural economic ineffi ciencies, such as a government’s 

inability to collect taxes, tackle corruption, service its debt, or maintain fi nancial 

discipline. In diffi cult budgetary conditions, expropriation (usually surrounded 

by nationalist or ideological rhetoric) can provide a government with a quick 

infusion of cash. Not surprisingly, some analysts point out that there is a rela-

tionship between lack of economic growth and expropriations: Governments 

can expropriate fi rms as a response to economic problems, which they can then 

blame on foreign fi rms.16

Others note that governments are more likely to expropriate commodity-

producing industries when commodity prices are high.17 The recent expropria-

tions in the oil and gas industries in Russia, Venezuela, and Bolivia make sense 

in this context.

A number of technical factors can infl uence a government’s economic moti-

vations for expropriating investment. One is the ability of the expropriating 

country to market18 and sell the seized investment. This is one of the reasons 

extractive industries are often especially prone to expropriation: it is relatively 

easy to sell oil, gas, and other commodities.

The availability of the right technology and managerial talent can make a 

difference, as well. Governments have economic reasons for avoiding the expro-

priation of fi rms in high-tech sectors—bureaucratic mismanagement can kill 

such industries. In high-tech fi elds, governments more typically try to push for 

intellectual property transfers and highly restricted operating environments; 

these may amount to “creeping expropriation” but are rarely examples of “out-

right expropriations.”

For some governments, whose interest is more in gaining greater tax rev-

enue and control of cash fl ows than in the domestic political capital gained, 

“creeping expropriations” are a more common tactic. In 2004, China announced 

a set of regulatory policies in its domestic automotive sector that banned “the 

sale and transfer of manufacturing licenses by bankrupt or failing manufactur-

ers”19 to either domestic or foreign investors. The rules also required investors 

setting up new automotive plants to invest at least $240 million and to invest in 
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research and development, which would then become Chinese-owned intellec-

tual property. By prohibiting automotive companies from selling their licenses 

and imposing intellectual property requirements, the Chinese government lim-

ited the ability of foreign corporations to viably operate as private enterprises in 

China’s automotive sector.

Do expropriations make intermediate-term economic sense? That’s another 

question, and not one that we will address in detail. In brief, however, most 

developing countries that have nationalized entire industries have not achieved 

robust and sustained levels of development. Following the nationalization of 

its oil industry and the creation of the state-run PEMEX oil company, Mexico 

expected to become a wealthy country. That didn’t happen. Nationalization pro-

voked a signifi cant drop in foreign direct investment: by 1940, foreign invest-

ment in Mexico had fallen to a quarter of its 1920 level.20 The loss of foreign 

know-how undermined new oil exploration efforts. Oil revenues declined, and 

national debt increased.21 Mexican governments of the 1940s and 1950s had to 

reverse many of Cárdenas’s economic policies and to encourage new investment 

in the oil industry, though they did not reverse the creation of the state-run oil 

monopoly. Similarly, Khrushchev’s threat that the nationalized state-run econo-

mies of the former Soviet Bloc would “bury” the West was not realized. That 

said, there are some cases where nationalization did not result in showstopping 

economic ineffi ciencies: expropriated French car companies and certain Euro-

pean national airlines were able to operate in a relatively effi cient manner for 

decades.

Ideology and Domestic Politics

Ideology has historically been a key driver of expropriations. This was the case 

not only for Communist states (Cuba, the Soviet Union, etc.) but also for a num-

ber of socialist or statist-minded developing countries like India, Sri Lanka, and 

Mexico—and, in the 1940s and 1950s, for developed countries like Britain and 

France. With the end of the Cold War and the retreat of communism, ideology 

has signifi cantly diminished as a driver of nationalizations, though it remains a 

factor in places like Venezuela, where the Chávez government’s stated goal is to 

create a socialist society.

Expropriations driven by ideology are relatively predictable, because 

those who build political movements on demands for the nationalization or 
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 expropriation of private property are usually not shy about broadcasting their 

intentions. When Iran’s Mossadeq government nationalized Anglo-Iranian’s 

vast oil industry concessions, the writing was already on the wall. Chilean politi-

cians debated nationalization of that country’s copper- mining industry for years 

before the government fi nally pulled the trigger in 1971.

Some assume that governments expropriate investments for the “public 

good,” to restore the national wealth to the nation’s people. Political motivations 

for expropriation are often far more selfi sh. Expropriated property can be used 

to build popular support and political capital, to placate interest groups and 

constituencies, or simply to enrich public offi cials.22 To predict when domestic 

politics will play a role in expropriation, it helps to identify the sources of a par-

ticular government’s political power. An understanding of who benefi ts from 

expropriation can tell us much about how a government will treat questions of 

property rights. For some governments, the political benefi ts of expropriation 

simply outweigh the economic costs and international penalties23—especially if 

valuable natural resources are involved.

In the early 1970s, Zaire and Zambia nationalized all foreign investments in 

their copper and mining industries, transforming the countries into two of the 

largest copper producers in the world (based on their reserves). Both govern-

ments, in charge of weak and newly independent states, saw opportunities to use 

the revenue created by expropriations to pay off friends and foes alike—and to 

line their own pockets.24 But patronage is not limited to extremely corrupt or fail-

ing states. In many cases, such as in Mexico or in Britain (where a newly elected 

Labour government nationalized the coal, steel, and other sectors in 1945), expro-

priating governments draw signifi cant electoral support from labor movements. 

Expropriation and state ownership can be used to placate key constituencies.

The risk of expropriation is also related to treatment of property rights. Risk 

analysts sometimes gauge expropriation risk by looking at how domestic capi-

tal is invested. Investments in emerging markets and developing states gener-

ally provide higher rates of return than investments in developed states. As a 

result, investors based in these markets should have a strong incentive to invest 

at home, especially since they can expect to understand the economic dynam-

ics within their own countries better than foreign competitors. But if domestic 

investors invest heavily abroad (think of Russian moguls buying English real 

estate or soccer teams), this is usually a good indicator that property rights are 

not consistently enforced at home and that domestic investors lack confi dence 
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in their government’s commitment to protect private property. In Brazil, on the 

other hand, wealthy domestic investors are keeping their money at home much 

more than they did several years ago.

This does not mean that democracy is always a good predictor of the climate 

for expropriations. Property rights are generally better protected in advanced 

democracies than in developing authoritarian states. But especially in young 

democracies, property rights may be in a state of fl ux. This was the case following 

the partial privatization of Telekom Srbija by the Milošević regime in 1997. The 

privatization was undertaken to provide cash for the corrupt Milošević regime’s 

drive to buy elections and to stay in power. Once the Milošević regime fell, the 

democratically elected governments that followed charged that these privatizations 

had been politically motivated. Similar privatization challenges have emerged in 

recent years in Poland and Ukraine. The fi rst step in this process is often “renation-

alization.” Privatizations carried out in countries plagued with political instability 

are at signifi cant risk of being renationalized or renegotiated once a new govern-

ment—with a new set of political motivations and interests—takes charge.

Yet while stability of property rights and economic openness are useful 

in understanding how a government will likely behave, they are not enough. 

Revolutionary governments, like the Chávez government in Venezuela, do not 

typically expropriate property immediately after assuming power. They often 

work fi rst to create political stability and to consolidate their political standing. 

Chávez did not begin to nationalize the petrochemicals or telecoms industries 

until four or fi ve years after coming to power, when his regime’s political posi-

tion was secure. So while political stability typically diminishes risks of expro-

priation in a consolidated democracy, under certain types of ideologically based 

regimes, a newly enhanced stability may dramatically increase these risks.

Nationalism

Nationalism is an important factor in expropriation. Take Russia, where politi-

cal appeals to national pride have increasingly become a means of bolstering 

the government’s domestic popularity and of strengthening the Russian state. In 

policy terms, this has meant an increased risk of expropriations in industries that 

the government labels “strategic.” Russian political elites and the broader pub-

lic view the 1990s (when privatizations were the norm) as a period of national 

vulnerability and shame, one in which unscrupulous foreign and domestic busi-
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ness interests defrauded the state and plundered much of Russia’s natural wealth. 

That’s why the state’s efforts to reassert control of these assets enjoys broad pub-

lic support: Russians accept that state expropriations are necessary to restore the 

country to great power status.

The trend in Russia toward state control in certain sectors has advanced 

mainly through ad hoc regulatory and judicial pressure. The most widely pub-

licized case—the dismantling of the oil company Yukos—was carried out using 

the tax authorities, and was sealed by a judiciary that consistently ruled in the 

state’s favor. More recently, the Shell-led consortium operating the Sakhalin-II 

energy project succumbed to attempts by Gazprom, Russia’s state-sanctioned gas 

monopoly, to take a controlling stake in the project after a sustained campaign of 

pressure from Russian environmental and other technical oversight agencies. The 

French fi rm Total and the Anglo-Russian fi rm TNK-BP have come under similar 

pressures. The Russian government has also worked to establish state-controlled 

umbrella holding companies in key sectors such as nuclear power, aircraft pro-

duction, shipbuilding, and arms production. The Kremlin will likely remain open 

to strategic partnerships with foreign fi rms in these areas, and may even conduct 

IPOs of state holdings, but control will remain fi rmly in government hands.25

There is often an historical dimension to fi rms’ vulnerabilities. Nationalism 

most typically becomes a factor when foreigners are seen to dominate a local 

economy and when local politicians exploit this perception by blaming for-

eigners and foreign infl uences for local poverty, gaps between rich and poor, 

worker exploitation, and other social ills. In the mid-20th century, as most Asian 

countries decolonized, many foreign fi rms were identifi ed with former colonial 

regimes as a pretext for the expropriation of their assets.26

Fanning anxiety over foreign infl uence in the economy can help a govern-

ment maintain its popularity and legitimacy. “Foreigners” need not come from 

foreign lands or represent foreign governments; they can be people labeled 

as “internal foreigners,” members of economically powerful ethnic minority 

groups, such as prosperous Han Chinese in Thailand, Indonesia, Malaysia, and 

Burma27 or white South Africa, whom some accuse of profi ting from economic 

and social privileges at the expense of the black majority. Often this results in 

expropriation of domestic investment—“indigenization” campaigns that redis-

tribute property from the economically powerful minorities to the politically 

powerful majority. Idi Amin’s confi scation of nonnative Ugandans’ properties 

provides an early example.
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Paradoxically, expropriations of local ethnic minority business can favor 

foreign investors, as the government may try to replace local know-how and 

capital with foreign investments. Yet ethnic tensions and populist strains of 

nationalism—with slogans like “Mexico for Mexicans” or “Poland for the true 

Poles”—usually increase a country’s political risk. Even if favorable to foreign 

direct investment, chauvinist governments can create other potential risks, such 

as domestic instability.

Predicting Expropriations

Think of expropriation as the mirror opposite of privatization. Both actions 

represent a change in government policy on property ownership. What triggers 

one or the other? One model28 suggests there is a cycle of expropriation and 

privatization. Governments seize properties to address economic woes, promote 

domestic political goals, stoke nationalism, or realize an ideological vision. More 

often than not, expropriations eventually produce signifi cant economic inef-

fi ciencies, increased levels of corruption, and higher levels of national debt. A 

need for new access to foreign investment and capital markets then forces these 

governments to restore their credibility in international economic and fi nan-

cial markets—in part, by privatizing industries that have in many cases been 

nationalized. In the longer term, however, privatization can infl ict social pain by 

destroying jobs and creating new opportunities for corruption. This develop-

ment provokes public anger and empowers a new class of populist politicians 

ready to satisfy public demand for social justice with calls for the renationaliza-

tion of key industries. This cycle has played out in various forms and at various 

speeds in several developing states in Asia and Latin America. The Venezuelan 

government privatized its oil industry in 1976. Chávez completed the process of 

renationalizing in June 2007.

For the foreseeable future, we will live in a world in which the trend toward 

privatization continues. Expropriations in many countries are more likely only 

after privatization has been implemented and operating for a while, and gov-

ernments and consumers can assess its relative effects.29 Yet, we are also begin-

ning to see the signs of a populist anti-privatization backlash in countries rich 

in national resources as well as in states that have gone through fi nancial crises, 

like Argentina. In recent years, governments that draw support from the  “losers” 
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in economic transitions (and privatizations in particular) in post-socialist coun-

tries have threatened to reverse or renegotiate privatizations and asset sales to 

foreigners. Will this eventually produce a wave of expropriations? It’s hard to say. 

But the risk will be with us for many years to come.

Another way to analyze these risks is to determine the relative bargaining 

power of the foreign investor. If a government cannot operate an industry with-

out outside know-how, it is less likely to intervene in it. National governments 

generally prefer national companies. This is why so many countries—like France, 

South Korea, and China—have “national champions” in specifi c industries. Yet 

most governments welcome foreign investment if it helps create new jobs, build 

local economies and gives local workers access to foreign know-how and tech-

nology. In fact, many governments offer attractive terms on taxes, tariffs, and 

other subsidies to attract foreign investment. As the relationship begins, bargain-

ing power usually rests with the investor.

But as a foreign investment becomes operational, the government’s bargain-

ing power increases, giving it greater incentive to impose new taxes or regu-

lations—or even to contemplate expropriation. Just as governments generally 

prefer domestic corporations to foreign ones, companies invested in foreign 

markets have little incentive to walk away from the money they have invested 

and the infrastructure they have built. From the position of the corporation, 

this is an “obsolescing bargain,”30 meaning that its bargaining position becomes 

weaker as its investment in a country matures and begins to generate profi ts. 

Often, the very profi tability of a foreign investment can lead the government to 

question whether the corporation is “exploiting” the country.

The idea of an “obsolescing bargain” fi ts the story of Anglo-Iranian in Iran. 

In 1933, Anglo-Iranian secured a very profi table concession to exploit oil in Iran, 

whose terms were supposed to run for some 60 years. But the terms were simply 

too favorable, and the Iranian government tried a number of times to renegoti-

ate the contract. When Iranian left-wing nationalists took power in 1951, they 

judged that the bargaining power of Anglo-American had declined to the point 

that expropriation of its assets was feasible. In this case, however, the Iranian 

government misjudged the changing geopolitical situation. The British govern-

ment in particular was prepared to retaliate, and did so by freezing Iranian assets 

and by imposing a blockade of expropriated oil shipments in 1952. The United 

States was at fi rst reluctant to back its ally in overthrowing the Iranian govern-

ment and favored negotiations. However, when the Eisenhower  administration 
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was elected in 1953, given the context of the Korean War and increasing Cold War 

tensions, the United States began to favor the British position. This was in no 

small measure exacerbated by Mohammed Mossadeq’s government ties to the 

Iranian Communists (Tudeh Party). The Mossadeq government had miscalcu-

lated, thinking that the world and Britain could not function without Iranian oil, 

and that Iran could withstand the political and economic pressure of two great 

powers.31 Unfortunately for Mossadeq, that turned out not to be true. He was 

overthrown by a  British and U.S.-supported coup in 1953.

Expropriation Risk Mitigation

Spreading Risk

United States–based Kennecott Mines offers a prime example of a company 

that developed a strategy to stave off the worst effects of nationalization. In the 

1960s, Kennecott began to believe that its copper investments in Chile faced a 

real risk of expropriation. The center-left government of Salvador Allende fol-

lowed through on some of its more extreme policy pronouncements, including 

nationalizing selected industries. By 1971, when the Allende government nation-

alized the El Teniente copper mine (in which Kennecott had a signifi cant stake), 

Kennecott already had created a self-defense strategy. It eventually lost control of 

the mine, but it managed to extract a heavy price from the Chilean government 

in return.32

Kennecott in the 1960s was interested in expanding its mining holdings, but 

remained wary of making new investments that the state might eventually seize. 

The company thus embarked on a plan that minimized its risks by engaging 

other parties to share in them. The company did not fi nance the project itself, 

but sold a majority stake in the mine to the Chilean government—the sale pro-

ceeds partially funded the expansion—while keeping management of the mine 

under its control. Kennecott took out loans and insurance from U.S. government 

institutions and arranged fi nancing through other foreign investors. By the time 

the expropriation was fi nally ordered, the company had laid the groundwork for 

legal action to gain further compensation.

These combined actions created an international network of interests that 

would be upset by any Chilean move toward nationalization and saddled its 
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government with some of the responsibility for the consequences of its deci-

sion. Thanks to this strategy and the network of interdependence that it created, 

 Kennecott was not the only interested party upset with Allende. The Chilean 

government eventually agreed to compensate Kennecott for the loss and took on 

the obligations to customers of Kennecott’s former Chilean subsidiary.

Joint Ventures

Joint ventures (JVs), when set up appropriately, can help protect foreign invest-

ments, especially if they are forged with a domestic partner. Integrating domestic 

players into a foreign investment’s supply chains and distribution systems has 

the signifi cant benefi t of increasing the bargaining power of the foreign inves-

tor: government interference would have a negative effect on domestic economic 

interests, which most governments would like to avoid.

The ideal structure of a joint venture and its aims can vary from country 

to country. For instance, in Russia, foreign fi rms operating in strategic sectors 

can meet certain obligations to gain lucrative strategic stakes and partnerships, 

even if outright control is severely restricted. These include establishing chan-

nels for the transfer of desired technology and expertise to Russian specialists; 

guaranteeing markets for Russian products; and assisting Russian fi rms in key 

projects.

In this respect the experience of the aircraft maker Boeing is instruc-

tive. The U.S.-based company has long been active in Russia and maintains a 

large  Russian-staffed design and research bureau in Moscow. It is the major 

buyer of Russian titanium, and works closely with Russian companies on the 

production and marketing of the Sukhoi Superjet, a priority project for the 

Russian government, which hopes it will make Russia a major player in the 

global civilian aircraft market. Planned sales of Boeing aircraft to Russian 

state carrier  Aeroflot have occasionally been vulnerable to political tensions 

between Moscow and Washington. Still, Boeing enjoys a durable relationship 

with the Russian government and faces limited political risk to its business 

there.

Joint ventures are not without risk; for example, a local JV partner with 

government support can expropriate an investment. In addition, governments 

sometimes make demands that a foreign fi rm cannot afford to satisfy, like trans-

fers of intellectual property that would put the foreign investor at a competitive 
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disadvantage. In case of a regime change, having a previous JV with a business 

connected to the old regime can increase the risk of expropriation.

Another risk is reputational. A JV in a country with a poor human rights 

record, or with a partner that engages in questionable business practices, can 

burden a fi rm with enormous public relations problems within its home mar-

ket. For instance, contracting local partners that used child labor was a serious 

issue for Western companies such as Nike in the mid-1990s. So while JVs can 

signifi cantly reduce the risks of expropriations, this depends on the nature of the 

partner and requires signifi cant due diligence both on the business conditions 

and the political stability of the country involved.

Another way to reduce the risk of expropriation is through  structuring 

 foreign investment contracts that work around the “obsolescing bargain” by 

reducing a government’s incentive to expropriate. In the oil, gas, and other 

extractive industries, “profi t-sharing” contracts have been developed that give 

foreign investors control of operations while ownership remains with the host 

nation. These kinds of contracts have been used both to ensure that govern-

ments do not nationalize companies to earn windfall profi ts when commodity 

prices increase and to avoid the politically thorny issue of resource nationalism.33

These contracts are not foolproof: governments can and do change the terms. As 

we discussed above, this was a problem in Ecuador in 2007.

In manufacturing and in infrastructure building, some foreign investments 

have been structured as “build, operate, and transfer” contracts, whereby a for-

eign investor builds a greenfi eld plant (a brand-new facility), operates it for a 

number of years under specifi c tax and regulatory terms, and then transfers the 

operation to national or local ownership. This type of contract allows investors 

to earn a profi t while ensuring that local governments have little incentive to 

interfere with an investment they will eventually inherit.

Government Engagement, Financing, and Legal Recourse

Many developed states use bilateral investment treaties (BITs) to protect their 

investments abroad. These treaties protect against both direct and “creeping” 

expropriation and ensure that if an investment is expropriated, full compensa-

tion is paid. BITs also usually protect intellectual property and contractual terms. 

The number of such treaties has increased, and there are currently about four 

times as many BITs as there were a decade ago.34 The United States and Canada 
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have negotiated some of the most stringent BITs in terms of protecting against 

expropriations.

In addition, some countries have laws that allow their governments to retali-

ate if their companies’ foreign direct investment is expropriated. In the United 

States, there is legislation that reduces U.S. aid to countries that expropriate 

without full compensation. There is also legislation that the U.S. government 

can use to ensure that its representatives in multilateral fi nancial institutions like 

the IMF and World Bank veto loans to countries that expropriate U.S. invest-

ments. Yet, these rules are rarely enforced. The U.S. government has discretion 

to waive penalties against the expropriating government if a waiver serves U.S. 

“national interests.”

Companies can also use creative fi nancing to protect themselves against state 

seizure of their assets—by structuring an investment so that expropriation would 

damage that government’s standing in capital markets. Kennecott’s involvement 

in the Teniente mine reveals a variation on this strategy. Some companies use 

fi nancing from local banks, increasing the default risks that expropriation poses 

for the host country’s banking system. Other companies structure fi nancing 

through international consortiums, using the backing of multilateral or govern-

mental development agencies from several different countries. Any government 

that would seize that company’s assets knows that it would risk making enemies 

in several countries at once.

Still other companies protect themselves with insurance and legal arbitra-

tion. These are usually considered last resorts, because they represent a corpora-

tion’s public recognition that it cannot avoid the risk or negotiate it away. Both 

insurance and litigation are fraught with expropriation-related questions: What 

constitutes expropriation? How can laws and contracts be enforced? What con-

stitutes fair compensation? Exxon and Conoco now fi nd themselves in what will 

likely prove a long legal battle with the Venezuelan government over how much 

they will be paid for expropriated assets. Should Venezuela pay book value or the 

much higher market value?

Another reason that “creeping expropriations” are such a tricky problem: 

Legal distinctions between legitimate government actions and regulations meant 

to loosen investor control of their assets are exceptionally fi ne. This is the case 

with bovine spongiform encephalopathy (BSA), better known as “mad cow dis-

ease.” In the mid-1990s, following an outbreak of this mass  hypochondria–induc-

ing affl iction, the British government banned the use of meat from cow heads. 
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Few could argue that this wasn’t sensible public policy, because the food indus-

try’s use of cow heads and spines had triggered the outbreak. But the companies 

that remove bones from cattle heads and sell the meat for processing into other 

food products faced a big problem: Though they had spent large sums of money 

to comply fully with British food-safety standards, their business had suddenly 

become illegal. The British government compensated companies like Pinnacle 

Meat Processors for some of their unsold stocks, but did not compensate them 

for the loss of equipment—or goodwill. Pinnacle Meats sued the British govern-

ment in the courts of the European Commission of Human Rights, claiming that 

its business had effectively been expropriated.

The court found that the British government had the right to impose new 

health standards even if it meant signifi cant losses for some companies.35 This 

case had all the features of a “creeping” or indirect expropriation, but there was 

very little that Pinnacle Meats could do about it, underscoring the fact that gov-

ernments continue to have considerable leeway in imposing taxes, regulations, 

and exercising their policing powers.

The Future of Expropriations

Governments have a long history of interfering with private property. In 1429,

the Mamluk sultan of Egypt expropriated the right of Egyptian traders to deal in 

spices in order to grant himself a royal monopoly.36 The spice and pepper trade was 

enormously profi table at the time, and Egypt controlled some of the main trade 

routes between its European consumers and the Far Eastern production centers.37

Historians continue to dispute the long-term effects of this expropriation, but it 

probably contributed to both Egypt’s economic decline and its eventual conquest 

by the Ottoman Empire. Within 50 years of the sultan’s decision, European states 

began to sail around Africa and trade directly with the Spice Islands, cutting out the 

politically and economically unreliable Egyptian middleman. In search of spices, 

Columbus sailed west to reach the Far East and found himself in the Americas.

Governments will continue to interfere in private property rights—though 

the forms of interference will change over time—and natural resource–rich 

countries will continue to prove exceptionally risky operating environments.

The combination of the developed world’s thirst for resources and developing-

world populism lurks just beneath the surface of many of today’s  expropriation 
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stories. Many Russians believe that the West took advantage of Russia’s post-

Soviet weakness during the 1990s to strip the country of much of its natural 

wealth. NATO and the European Union fueled Russian anger by extending 

membership to countries along Russia’s borders. Then global oil prices tripled. 

Flush with windfall profi ts, President Vladimir Putin developed a newly assertive 

foreign policy, feeding the sense of anti-Western grievance of many Russians to 

build on his government’s domestic popularity.

Venezuelan president Hugo Chávez has long stoked Latin American resent-

ment toward Washington to bolster his popularity. In the name of resistance to 

“imperialism,” he began in 2004 to demand that U.S. and other foreign oil com-

panies pay his government higher taxes and royalties. Meeting little resistance 

from multinationals operating within a supply-hungry global marketplace, 

he continues to push for more, using the new profi ts to tighten his control on 

domestic political power. Presidents Rafael Correa of Ecuador and Evo Morales 

of Bolivia have followed much the same model.

Governments facing internal challenges to their legitimacy are among the 

most likely to resort to expropriation, seizing foreign assets in the name of their 

peoples to enhance their nationalist credentials. In some cases, this strategy 

will make a bad economic situation much worse. Zimbabwe’s president  Robert 

Mugabe, in power since 1980, once presided over a relatively trade-friendly gov-

ernment. But by the late 1990s, his failure to tackle unemployment and to lift 

millions of black Zimbabweans from poverty threatened his political survival. To 

profi t from lingering racial tensions and rebuild his popular support, he ordered 

a large-scale state seizure of white-owned land.

The strategy worked for Mugabe—but not for Zimbabwe. The country’s 

economy, once among Africa’s strongest, contracted by more than 30%, because 

the government’s arbitrary and politicized treatment of property rights drove 

investors from the country. Infl ation spiraled, the stock market plummeted, and 

the country’s economy is now in ruins. Russia, Venezuela, and other resource 

nationalizers are highly unlikely to suffer such dire consequences any time 

soon. High oil prices will continue to buoy their economic growth rates. But 

 Zimbabwe’s fate offers warnings for all these countries.

Zimbabwe’s downward spiral explains why South Africa’s government has 

taken such pains to assure foreigners that it will not follow Mugabe’s lead. As 

investment dollars move elsewhere, problems develop—even for the oil-rich 

nationalizers. Russia continues to suffer from infrastructure problems that make 
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it extraordinarily expensive to move energy to market. All of its energy exports 

to China, for example, continue to move by rail, a costly and ineffi cient way of 

doing business.

In Venezuela, the state oil fi rm PDVSA once pumped substantially more oil 

than it does now. A strike in 2002 and 2003 by oil workers, angry over Chávez’s 

heavy-handed policies, induced the president to fi re thousands of them—

 including a large percentage of the company’s most experienced and talented 

engineers. The company has not recovered. Venezuela’s problem is not limited 

to oil. In 2002, Chávez ordered that land be redistributed to squatters and the 

unemployed, who would then grow the food needed to feed Venezuela. But 

the haphazard way in which the program has been implemented has damaged 

 Venezuela’s economy. The country is now more dependent on food imports than 

before, because farmers, fearful that their land could be seized at any moment, 

have been unwilling to plant crops they may not be allowed to harvest.

Though most corporate decision makers (and the fi nancial press) consider 

expropriations the most dramatic form of risk that companies face, regulatory 

risk can pose greater (if more subtle) threats to the profi ts (and sometimes the 

survival) of companies doing business overseas. That’s the subject of our next 

chapter.



As any good investor knows, the commonly used adage “buy when there is 

blood in the streets” applies not only to literal times of bloodletting but also 

to metaphorical ones. It is best to buy cheap assets in the wake of some crisis. 

With this in mind, in August 2003 the Dallas-based private equity fi rm Lone 

Star Funds believed it had found an unusually promising investment deal in 

South Korea. The country’s macroeconomic conditions were sound, but twin 

economic shocks—the 1997 Asian fi nancial crisis and a 2002 credit card crisis—

had infl icted heavy damage on local businesses in the fi nancial and industrial 

sectors. Overwhelmed by bad debt, thousands of Korean fi rms faced insolvency. 

Lone Star determined that the Korea Exchange Bank (KEB), the country’s only 

foreign exchange bank, provided a great opportunity to enter the Korean fi nan-

cial market.

Many other Korean fi rms were sold, merged, or simply left to collapse, but 

Lone Star bought KEB for $1.3 billion, injecting new capital into the troubled 

fi nancial institution and assuming management control. Under Lone Star’s 

guidance, the bank was restructured and put on a path to profi tability.

At the same time, the Korean fi nancial sector and the economy in general 

began to recover, generating substantial profi ts for private equity investors who 

EIGHTRegulatory Risk

You have to learn the rules of the game. And then 

you have to play better than anyone else.

—Albert Einstein
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had entered the market a few years earlier. For private equity fi rms, this story 

looks (so far) like a textbook example of intelligent investment. Invest in distressed 

assets like KEB, manage them back to health, and then (hopefully) sell them at a 

signifi cantly higher price during a period of promising economic growth.

Yet with the economy recovering, South Korean attitudes toward foreign 

investors began to sour. Local media began to run stories alleging that foreign 

investors were reaping enormous and unfair profi ts. Local attitudes toward for-

eign private equity investors shifted from gratitude toward economic saviors to 

anger at greedy profi teers.

In 2005 Lone Star decided to sell its KEB stake, offering its majority share 

holdings to a Korean bank, Kookmin Bank, for $6 billion. Lone Star decided to 

use its Belgian subsidiary to transact the bank sales to take advantage of a bilat-

eral tax treaty to recoup $4.5 billion in profi t from the sale tax-free. There was 

nothing illegal or unethical about the move. After all, without going into arcane 

details of tax law, tax treaties are meant to be used, and Lone Star did have a 

Belgian subsidiary.

Yet given the state of public opinion, the decision triggered a storm of pub-

lic outrage—and multiple government and regulatory investigations into Lone 

Star. These investigations were extensive; they did not limit themselves to the 

proposed sale of KEB to Kookmin, but examined the legality of Lone Star’s origi-

nal deal to buy KEB. Even the Korean government offi cials who had approved 

the sale were questioned.

Thus began a sweeping government effort to fi nd fault with Lone Star and 

to prevent the company from recouping this profi t. Government prosecutors 

ultimately charged the executives of Lone Star and Korea Exchange Bank with 

illegal acquisition of the bank, collusion, stock manipulation, and tax evasion, 

locking the fi nancial fi rms into multiple drawn-out legal battles.

Korean fi nancial regulators blocked any approval for Lone Star to sell its 

management control of KEB as long as court proceedings continued. The court 

battles have already derailed two deals to sell KEB, fi rst to South Korea’s  Kookmin 

Bank and then to Singapore’s DBS, and is currently threatening to disrupt a third 

with HSBC.

The Lone Star case illustrates the kind of treatment that foreign fi rms can 

encounter in overseas markets. The problem may be getting worse. Ironically, 

some of the countries that have benefi ted most from globalization (including 

the United States) have exhibited a growing tendency toward government action 
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against foreign fi rms. A closer look suggests a number of concerns driving the 

developed world’s reaction against globalization: fear that national identity will 

fade, anxiety over immigration, growing unemployment in formerly dominant 

sectors, and the rise of new economic powers (e.g., China and India). In the 

developing world, corruption, weak governing institutions, and concern for pro-

tecting noncompetitive indigenous industrial sectors still drive much of the dis-

criminatory actions against multinational corporations.

Most countries have begun resorting to more subtle forms of discrimination 

against multinational corporations, in order to avoid the economic, legal, and 

diplomatic retaliation that accompanies blatant interference. The most pervasive 

and subtle forms of government interference with trade and foreign investment 

can be broadly labeled “regulatory discrimination.” Especially for corporations 

that invest in multiple countries, monitoring and complying with the varying 

regulatory environments across the globe can be both complicated and costly. 

Because they are so prevalent, and also diffi cult to observe and mitigate, regulatory 

risks pose as least as great a threat to multinational corporations’ operations abroad 

as do terrorism, natural disasters, country risks, and other economic risks.1

Varying government agencies use regulatory, legalistic, procedural, and 

prosecutorial means to favor domestic fi rms over outside companies or infl ict 

additional costs on foreign corporations, as in Lone Star’s case. We briefl y dis-

cussed in the chapter on expropriations how it is often diffi cult to distinguish 

between legitimate government concerns regarding regulation and actual use 

of regulatory measures as a politically based instrument meant to discriminate 

against specifi c investors, corporations, NGOs, or other governments operating 

within a country.

One trouble with regulatory risks is that they involve governments that have 

both the sophistication and the need to actively regulate their economies and 

societies. This is partly because more sophisticated economies need to be inte-

grated into the global economy if growth levels are to be maintained for the 

longer term. At the same time, these governments have the legal and regula-

tory capacity to selectively interfere with foreign investments and trade in a way 

that favors domestic interests without attracting too much negative publicity. In 

countries with relatively strong and stable state institutions, traditional political 

risks like expropriations, civil strife, and breaches of contract remain of some 

concern, but the more signifi cant risks usually come from more subtle forms of 

discrimination.2
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Analyzing Regulatory Risks

To understand regulations and their implications, most corporations need 

experienced legal counsel. Without compliance departments, most companies 

and organizations would be unable to deal with the web of complexity created 

by most regulatory frameworks. Yet without understanding the political back-

ground that drives a government toward regulatory changes, it is very hard to 

pinpoint the source of regulatory risks.

Poland’s regulatory climate provides a useful example. Since the fall of its 

Communist regime in 1989, Poland has enjoyed a foreign-investor-friendly 

reputation. Yet between 2006 and 2007, a populist government led by the Law 

and Justice Party (PiS) embarked on a signifi cant change of course. Ideologi-

cally, PiS was a statist party, motivated by a deep suspicion of any devolution of 

centralized power and a philosophical opposition to privatization and deregula-

tion. PiS’s leaders viewed both of these processes as fostering corruption and the 

entrenchment of post-Communist elites, unless they were closely monitored by 

police, prosecutors, and other organs of state control.

PiS therefore focused on creating a new Anti-Corruption Offi ce (ACO) and 

a revamped Financial Supervisory Commission (FSC). Neither regulatory body 

was autonomous. The FSC, while superfi cially resembling the U.K. single market 

regulator model (where one regulatory body is in charge of all capital markets 

regulation), was actually quite different, in that it merged the previously autono-

mous insurance, banking, and securities watchdogs into a single board, four of 

whose seven members could be replaced by the prime minister (three) or the pres-

ident (one). Poland at the time was run by the identical twin Kaczyński  brothers 

(Jaroslaw served as the PiS prime minister and Lech as  Polish president), and it 

was clear that the new regulatory body would follow the government agenda.

But most of the party’s agenda was fueled by resentment. The Kaczyński 

brothers reached the pinnacle of political power by arguing that most of the 

large privatizations enacted during the decade and a half that followed the fall of 

the Communist regime (especially in the fi nancial sector) were either botched or 

completely corrupt. This was a crucial element of PiS’s legitimizing myth, which 

presented Lech and Jaroslaw Kaczyński as tough “sheriffs” who would drive the 

crooks from their privileged positions and impose clean government.

In addition, PiS was deeply tied to certain factions of the labor movement. 

As such, it had a strong electoral incentive to politically favor state employees 
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and their unions. Most of the party’s policies were thus aimed at strengthening 

the control of the state and appointing loyalists in regulatory posts and state-

owned enterprises, regardless of competence. This was coupled with a near-total 

halt to the privatization of large state-owned enterprises during 2006, and an 

emphasis on increased scrutiny of foreign direct investments.

The PiS government lasted just two years. Foreign direct investment infl ows 

remained strong during the period, but anecdotal evidence suggests that percep-

tions of political and regulatory risk kept some investors sidelined or looking for 

opportunities elsewhere. To give one example, many companies were irritated 

by the PiS’s vetting law, which required all board members of publicly listed 

companies to disclose any ties with the Communist-era secret police (and per-

haps other foreign intelligence agencies as well—legal interpretations differ). All 

of those vetted (under some defi nitions, up to 700,000 professionals, including 

many foreign executives) faced the prospect of providing an exhaustive disclo-

sure of personal fi nancial assets, updated yearly.3

There are a number of angles in this story that are worth a second look. First, 

the political orientation of the government matters a great deal. Populist govern-

ments (left or right) with ties to large labor movements that use anticorruption 

platforms to build popular support generally favor regulatory changes that can 

make doing business more diffi cult.

Second, the strength and autonomy of local regulatory institutions—and 

their ability to withstand government pressure—matters, as well. In Britain or 

the United States, the government cannot decide on political grounds which 

bank or corporation should receive regulatory scrutiny or face closure. In part, 

this is because these countries have enacted laws that explicitly separate regula-

tory bodies from the executive branch of government, especially in the fi nancial 

services sector. In South Korea, Poland, and Russia, regulatory institutions have 

far less independence from the government’s political and policy agendas.

Domestic Political Agendas

From the 1960s to at least the 1990s, rising East Asian economic powers like 

Japan, South Korea, and Taiwan implemented economic development policies 

that emphasized symbiotic government-business relationships. Collectively, 

they created an economic “incubator” environment for local fi rms in many 
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 strategic sectors until the companies became competitive in international 

markets. This came to be known as the “developmental model.” In Japan, for 

example, for much of the postwar era, the ruling Liberal Democratic Party 

(LDP) offered fi rms contracts or preferential regulatory environments in 

exchange for fi nancial support and resources for the LDP’s electoral/political 

machines. These exchanges of policy and a supportive regulatory environment 

were the basis for the extraordinarily pro-producer economic environment 

that successive LDP governments refi ned from 1955 onward. In many sectors, 

fi rms were restricted from competing with one another on price, limits on 

product variety were imposed, and market entry was circumscribed. In combi-

nation, these policies created what were essentially government-enforced car-

tels, sometimes formal and sometimes informal. Institutionally, regulators in 

this environment were highly centralized, and cross-functional comprehensive 

agencies played a powerful role in designing industry strategy. The regulatory 

bureaucracy was (and is) relatively free from political (notably, legislative) 

oversight, so that there is little public accountability or transparency, but also 

little political meddling. Outsiders were at a distinct disadvantage when trying 

to enter such sectors.4

In developing countries, the chosen economic policies almost always 

play a large role in determining the kind of regulations that are imposed. For 

instance, China’s authoritarian politics, coupled with an emphasis on devel-

oping a high-tech manufacturing base, ensure that China often uses regu-

lations to abrogate Western intellectual property rights. In 2004, the Patent 

Re- examination Board of the State Intellectual Property Offi ce of the People’s 

Republic of China revoked both Pfi zer’s patent protection for chemical com-

pounds used in Viagra and GlaxoSmithKline’s patent for a diabetes drug. This 

opened the opportunity for China’s 12 pharmaceutical companies to develop 

competing alternatives to these popular drugs. Many outside observers saw this 

move as part of the Chinese agency’s dedicated effort to nurture China’s still 

immature pharmaceutical sector at the cost of foreign patents and profi ts.5

In countries with competitive political systems, analysis of elections and 

incoming governments’ agendas can provide a good sense of the regulations 

that foreign fi rms can expect to face.6 The election of President Evo Morales 

in Bolivia in December 2005 quickly shifted the government’s political dispo-

sition and threatened foreign investment. The Bolivian Congress passed an 

energy law that imposed an additional 32% tax on production on top of existing 
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18%  royalties and required all companies to renegotiate contracts with the state 

within six months or face expulsion. The government also nationalized natural 

resources and took charge of sales. The state would pay foreign companies for 

their services by offering up to 50% of the value of production. The new Bolivian 

government did this to capture greater energy-related revenues from the hydro-

carbon sector, which helped pay for its social welfare programs.

Electoral politics and public sentiment are important issues for regulatory 

regimes in both emerging and developed states. There is some risk of increased 

discriminatory regulation in the United States in the coming years. Job losses in 

the manufacturing sector and heightened anxiety over national security have 

intensifi ed debates over trade policy and foreign investment in American assets. 

Lawmakers in both political parties have responded to growing public demand 

for protection by crafting legislation intended to slow the pace at which trade 

defi cits mount, American jobs move overseas, and foreign fi rms acquire U.S.-

owned companies and other assets.

No commercial relationship generates more friction in Washington than 

trade relations with China. Between 2000 and 2006, bilateral trade fl ows grew 

from about $116 billion to just shy of $343 billion. China needs U.S. consumers 

to spend freely, as the United States is China’s largest foreign market. About one-

fi fth of China’s exports are now destined for the United States,7 and Americans 

draw about 40% of their consumer goods from China.8

But some in the United States charge that low-cost manufacturing in China 

kills American jobs and that state manipulation of China’s currency aggravates 

an exploding bilateral trade defi cit that pushed past $256 billion in 2007.9 Some 

American companies operating in China insist that Beijing refuses to enforce 

protections of their intellectual property rights.

Hence the potential political impact on trade relations of cough syrup. In 

May 2007, at least 100 Panamanians died after ingesting cough syrup contain-

ing a chemical that can produce kidney failure, which had been shipped from 

China by manufacturers looking to cut corners and maximize profi ts. The U.S. 

Food and Drug Administration responded by yanking thousands of boxes of 

Chinese-made toothpaste made with the same chemical from U.S. store shelves. 

Around the same time, hundreds of American pets died after eating Chinese-

manufactured pet food contaminated with a toxic chemical. In June 2007, the 

U.S. government ordered the recall of nearly 450,000 tires imported from China 

because of concerns they might shred during highway driving. Every toy recalled 
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by the U.S. Consumer Product Safety Commission in the fi rst half of 2007 was 

made in China.

Imagine the impact on U.S.-Chinese political and trade relations—arguably 

the most important bilateral relationship in the world—if dozens of Americans 

suddenly died after ingesting toothpaste or cough syrup imported from China. 

American lawmakers would waste no time in attacking the Chinese government 

for corruption and criminal negligence.

Panic often drives regulation. The U.S. Sarbanes-Oxley Act of 2002 was 

imposed in the aftermath of a series of scandals and bankruptcies at companies 

such as Enron and WorldCom. By many accounts, the Sarbanes-Oxley Act is a 

problematic piece of regulation. An oft-cited study by Financial Executives Inter-

national (FEI) estimated that in 2006, total average cost for compliance with the 

core elements to the act (Section 404) was $2.9 million per company.

The U.S. Congress enacted Sarbanes-Oxley to prevent fraud. Yet the new 

law has plainly made it harder and more expensive for some types of medium-

sized corporations to comply with fi nancial disclosure regulations. An increasing 

number of foreign companies have chosen not to list their stocks on U.S.-based 

stock exchanges, preferring to list in Europe or other places with fewer complex 

disclosure rules. This in turn has impacted the competitiveness of U.S.-based 

fi nancial markets, with costs for the U.S. economy. It is a cautionary tale of how 

politicians faced with media-fueled public demand to “do something” often have 

incentive to impose regulations whose implications are not fully thought out or 

understood.

Foreign policy priorities and national security challenges also infl uence 

regulatory treatment of overseas fi rms. The Exon-Florio Amendment and the 

Committee on Foreign Investment in the United States (CFIUS)—examples of 

U.S. regulatory oversight that can make foreign investment in sectors related to 

“national security” more diffi cult—illustrate how foreign fi rms often face a level 

of scrutiny that domestic fi rms do not. Exon-Florio was meant to provide an 

objective, nonpartisan mechanism to review and, if the president fi nds it neces-

sary, to restrict or prohibit foreign investment that may threaten U.S. national 

security. But the more onerous review process has also created an extra step in 

the acquisition of U.S. fi rms that has thwarted some foreign fi rms and driven 

others away.

The Israeli company Check Point Software Technologies Ltd. gave up its 

$225 million deal to acquire U.S. software company Sourcefi re Inc., a network 
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security company whose clients include U.S. intelligence agencies, once Check 

Point’s leadership realized that CFIUS would conduct a second round of inves-

tigations into the fi rm before ruling on the deal. Before a ruling was announced, 

the company broke off the deal. CFIUS has since blocked the acquisition of U.S.-

based 3Com by the Chinese fi rm Huawei Technologies and Bain Capital. The 

U.S. view of China as a long-term rival that refuses to fully enforce intellectual 

property rights protections for U.S. and other non-Chinese companies leads the 

U.S. government to carefully scrutinize any acquisition by Chinese fi rms in the 

national security and critical infrastructure realm.

Emerging Statist Players

Regulatory agendas could also become more aggressive in core emerging market 

countries. A growing number of successful, global multinational corporations 

are based outside the G-7 “wealthy” countries. This dynamic could potentially 

put the governments of these countries at odds with their G-7 counterparts, par-

ticularly if they decide that their companies are not receiving fair treatment and 

access to markets in developed countries—and that they are in a position to do 

something about it.

Today’s fastest-growing emerging market countries—China, India, Russia, 

Brazil, Mexico, Turkey, and others—have produced a new generation of multi-

national companies capable of competing in foreign markets with established 

international fi rms. According to a May 2006 report by the Boston Consulting 

Group, the 100 fastest-globalizing EM-based companies generated combined 

annual revenue of $715 billion in 2005. These fi rms are growing at an average 

annual rate of 24%, “ten times as fast as the GDP of the United States, 24 times 

that of Japan, and 34 times that of Germany.” Collectively, they are expected to 

double their international revenue by 2010.10

Some of these companies are state-owned or controlled, and many of the 

private ones have very close ties to their home-country governments. Their 

growing infl uence is most obvious in the energy sector; as much as 90% of the 

world’s oil and gas reserves are now controlled by national oil companies. In 

many cases, the interests of these state-related energy multinationals are closely 

aligned with those of their governments. Whether those interests diverge over 

the next several years as more of these enterprises seek capital via overseas stock 
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market listings remains to be seen. But over the next generation, these increas-

ingly competitive companies will shift the balance of international corporate 

power away from established multinationals. The governments of these emerg-

ing market countries, fl ush with the revenue generated by these companies’ suc-

cesses, could eventually decide that the current global economic system does not 

serve their interests and challenge its legitimacy. For example, the rise of state-

owned multinationals will almost certainly drive changes in the World Trade 

Organization’s rules on subsidies and the ways in which charges of unfair trade 

practices are resolved.

A number of such countries—including Russia, India, and China—have 

intensifi ed their regulatory scrutiny of inward foreign direct investment 

and merger and acquisition activity based on political and national-security 

grounds.11 Regardless of the pretext, these measures are often intended to shield 

uncompetitive domestic industries and fi rms and to protect lucrative natural 

resources. These pressures are pushing governments to consider a variety of 

measures to tighten assessment of foreign direct investment fl ows, including 

introducing legislation fencing off perceived strategic sectors—such as defense 

industries and critical infrastructure—from foreign bidders.

Local Politics

Politics need not have international or even national implications to infl uence 

the regulatory climate, because in many countries—particularly federal states 

like Germany, the United States, and India—local and regional governments 

wield signifi cant infl uence over taxation rate agreements, business permits and 

other elements of regulatory power. Given that these governments are elected, 

they face signifi cant media, public, and interest group pressures that come into 

play when regulation is enacted and implemented.

When Wal-Mart took steps in 2007 to enter the Indian retail market, it 

faced a mixed reaction in the country. A partnership signed in August 2007 with 

local company Bharti Enterprises to enter the wholesale market was met with 

a strongly negative reaction from antiforeign direct investment groups, retail 

associations, and local retailers afraid of the loss of their livelihoods at the hands 

of giant retailers. Borrowing from Gandhi’s 1947 “Quit India” campaign, these 

groups launched a “Quit Retail” protest against the deal in August 2007.
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Wal-Mart will continue to move into India, but local concerns are likely to 

factor into the pace and scale with which it penetrates the market. For foreign 

direct investors, understanding regional and local political dynamics in the areas 

where they operate can be as important as understanding the national political 

climate. This understanding can work both ways: many organizations in India 

do want the retail market opened up to larger corporations and foreign direct 

investment. The interest of different Indian states to foreign direct investment 

also varies widely.

Federal officials are often the main boosters for increased foreign direct 

investment, but regional and local authorities have the same incentive to see 

outside groups invest in their areas. For foreign investors, this interest cre-

ates opportunities, but it also comes with responsibilities and risks—many 

related to local employment, tax payments, and technology infusion. Local 

officials often expect that foreign direct investment will directly benefit them 

and their political allies. Failure to understand the various expectations of 

officials at the outset and to shape investment plans accordingly can lead to 

problems over the long term. Federal officials will sometimes intervene on 

investors’ behalf, but in many cases they have good reason to side with the 

local leaders.

Another element of risk for foreign investors: state and local governments 

change, and these changes sometimes empower political leaders with very dif-

ferent attitudes than their predecessors toward foreigners and their money. The 

Ford Motor Company discovered in 1998 that a new government in Brazil’s Rio 

Grande do Sul state had revoked the previous administration’s offer of tax incen-

tives. The new governor then took heavy criticism from those communities that 

would have benefi ted from a Ford facility, especially after Ford reached agree-

ment with another state to build its plant there.

Beyond governments, nongovernmental entities—advocacy groups, unions, 

and trade organizations, among others—are often important players in the for-

eign investment process. The same issues that sometimes unite these groups in 

opposition to the actions and plans of some domestic companies—labor issues, 

pro-competition or protectionist activism, environmental concerns, and protec-

tion of impoverished or ethnic minorities—can provoke them to take similar 

stands against foreign investors. Their ability to make their case with sympa-

thetic lawmakers at the local and federal levels can give them considerable sway 

over investment decisions.
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Politicized Regulatory Institutions

In September 2006, the Russian Federal Service for the Oversight of Natural 

Resources called for a halt of construction for the Shell-operated Sakhalin-II 

 liquefi ed natural gas project. The environmental regulatory agency cited dam-

age to salmon-bearing rivers, excessive logging, and irreversibly disrupted eco-

systems on Sakhalin Island that would cost billions to repair. Shell denied the 

violations, but the Russian government used threats to revoke the company’s 

environmental license to pressure Shell to hand over management control to 

Russia’s state-owned Gazprom.

Was the Russian government using regulatory bodies for political purposes? 

Shell’s suspicions were confi rmed when President Vladimir Putin attended the 

Moscow signing of the new agreement that transferred management control 

from Shell to Gazprom and announced that environmental problems with the 

Sakhalin II project had been inexplicably resolved. Because individual regulators 

often enjoy a certain level of discretion to determine whether fi rms are in com-

pliance, some regulatory authorities have abused this power to apply pressure on 

foreign companies. The more relevant point is that the Russian Federal Service 

for the Oversight of Natural Resources is, like many Russian regulatory institu-

tions, strongly infl uenced by the Kremlin.

Firms that have interests in countries with weak institutions, whether 

these are courts or regulatory bodies, are much more exposed to political 

risk. Self-interested regulators discriminating against foreign actors consti-

tute one scenario. When regulators have considerable discretionary power 

over the economy with little oversight, there is always the temptation to abuse 

that power for private gain. They are especially vulnerable to opportunistic 

businesses that are willing to pay for political favors to get ahead. This can 

happen through direct payoffs or, more broadly, where the entire regulatory 

authority is skewed to favor certain local interest groups—a phenomenon 

called “bureaucratic capture.”12 The payoffs can range from direct monetary 

payments for favors to more subtle forms, such as promises of lucrative jobs 

after retirement.13

In Mexico, entrepreneur Carlos Slim successfully “captured” his country’s 

telecommunication sector and the offi cials who oversaw the industry. In 1990,

Mexican president Carlos Salinas announced his decision to deregulate and priva-

tize Mexico’s telecommunication sector as part of a broader market- oriented 
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reform program. Teléfonos de México (Telmex), which held a monopoly over 

telephone services, went up for privatization. Slim successfully purchased the 

fi xed lines, with a guarantee of exclusivity in the long-distance call market for 

six years. With this steady stream of revenue, Slim subsidized the local calling 

market and undercut the price of his competitors, thanks to effective lobbying 

efforts. He controlled the telecommunication agencies by putting allies in key 

leadership roles. Former Telmex executives oversaw the design of the company’s 

concession title, and his company’s lawyers carefully reviewed the Telecommuni-

cations General Law during the drafting to ensure Slim’s interests were protected. 

With his infl uence, Slim also suppressed the Federal Competition Commission’s 

efforts to liberalize the telecommunication market in federal tribunals (particu-

larly between 1997 and 2002). On the back of this skillful lobbying and “bureau-

cratic capture,” Slim built a regional telecommunications empire.

Another source of regulatory discrimination can be a regulatory authority 

that is dysfunctional because it lacks the talent, the training, the institutional 

infrastructure, and/or authority to effectively manage the economy. In other 

cases, such as China’s, the authorities and division of labor are poorly delin-

eated between agencies, creating a situation in which many organizations are 

competing for infl uence and sometimes moving at cross purposes. In the Chi-

nese telecom sector, in addition to one regulatory body inside the Ministry of 

Information Industry (MII), there are at least four national and many local 

government bodies that play a role in the regulation process.14 Fragmented and 

competing, the multiple regulating organizations inevitably  create new sets of 

regulatory risk.

In Peru in 1999, the Engelhard Corporation purchased Peruvian gold and 

exported it to a U.S. refi nery, thereby becoming eligible to receive Peru’s value-

added tax (VAT) refund. Although its refund was legitimate, the Peruvian tax 

authority refused to return the company’s funds even when auditors and the 

country’s courts ordered repayment. Rather than repay, the tax authority seized 

more than $30 million in Engelhard’s assets and tax refunds without any evi-

dence of wrongdoing. On April 28, 2004, the Constitutional Court ruled that 

Engelhard’s rights had been violated. The Peruvian authorities appealed the 

Constitutional Court ruling. On May 28, the Fifth Civil Chamber of the Supe-

rior Court was assigned to decide the appeal. The Superior Court had 20 busi-

ness days to make a decision. To date, the Superior Court has not ruled or even 

rendered oral arguments in the case.15
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This is how competing government institutions can produce chaos. The 

Peruvian government’s tax authority is known for frequently violating legal 

foreign contracts and unlawfully or retroactively changing tax assessments. In 

many cases, Peruvian courts have ruled against the tax regulators’ decisions. But 

the tax authority has circumvented court rulings and used the appeals process 

to prevent the courts and foreign businesses from interfering with the agency’s 

rulings.16

Foreign Firms’  Vulnerability to Regulatory Discrimination

Different types of fi rms have different types of regulatory vulnerability. A bank 

and a meatpacking corporation face radically different regulations (and regula-

tory costs), no matter where they invest. They also face entirely different levels 

of risk that a government will interfere (through regulatory or other measures) 

in their operations.

A dominant approach to studying fi rm vulnerability is Obsolescent Bar-

gaining Theory. Raymond Vernon, a leading proponent, argues that when a host 

government and a multinational corporation sit down to bargain, the govern-

ment has resources that it cannot access unless and until an multinational invests 

in them and provides assistance.17 This is why governments are initially at a rela-

tive disadvantage: The corporation has the fl exibility to go elsewhere in search of 

more favorable investment terms.

To attract these fi rms, the government offers the fi rm incentives (like tax 

breaks and infrastructure support) to mitigate investment risks. Once the invest-

ment has had a period of successful operation, however, the perceived risk to 

the fi rm drops and the host country begins to ask why the multinational corpo-

ration is generating such large profi ts. The multinational’s valuable technology 

has now been transferred or made available in the open market, and locals have 

successfully adopted many of the foreign fi rm’s management techniques.18 In 

the meantime, national priorities may have changed. New political leaders may 

have assumed power. Voters may have developed new expectations about the fair 

division of labor and profi ts between a foreign fi rm and local communities. The 

political landscape has changed, but the corporation has now invested substan-

tial amounts of capital into a money-making project that it wants to continue 

running.19 The advantage has now shifted to the government, which can use 
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its newfound leverage to renegotiate contracts, impose higher taxes, expropriate 

assets, or seize income streams from the fi rm.20 The implication is that a fi rm, 

once heavily invested in a host country, has little leverage to do anything except 

move its production elsewhere. But this will not be a rational and cost-effective 

decision until the cost of discrimination exceeds the cost of moving.

This conceptual approach to fi rm vulnerability is not without problems. A 

closer look suggests that the relationship between host government and foreign 

investments is not necessarily this asymmetric. First, the basic assumption of 

obsolescent bargaining theory, that international fi rms have heavy up-front sunk 

costs and are immobile once invested in the host country, may apply to mining 

or infrastructure companies, but is not so well suited to light or technology-

based manufacturing industries. The investments are not so large that it would 

be diffi cult for these fi rms to move production if they face regulatory threats.21

In addition, in some industries (e.g., software and manufacturing), technology, 

managerial skills, and know-how are often complex and may be beyond the 

capacity of local workers to absorb. Therefore, the shift in leverage toward the 

host government may take far longer.

Product-based industries are more nimble and fl exible than extractive 

industries and can more easily counteract government discrimination to miti-

gate risks and costs. Manufacturing fi rms “have a good deal more fl exibility and 

control than extractive investors. . . . They can move to a new activity such as 

export, begin more complex manufacturing, add more value locally, manufac-

ture new products, or incorporate additional technology to counter government 

requests.”22

Obsolescent bargaining theory also assumes that multinational corpora-

tions are powerless once invested in host countries. But corporations, knowing 

that host countries may have poor property rights, interventionist tendencies, 

or weak rule of law, often actively lobby politicians and use their infl uence to 

pressure governments to develop regulations and laws to protect their foreign 

investments.23 Moreover, investors rarely face governments alone, but increase 

their leverage by pooling their efforts with domestic and international partners 

(coalitions of investors) that have a vested interest in maintaining a support-

ive business environment.24 Thus, fi rm vulnerability can also be gauged by how 

linked international fi rms are to domestic partners, infl uential companies, other 

foreign investors, and international organizations (e.g., World Bank, IMF) with 

leverage over the host country.
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Yet many governments, fully capable of accepting loans from international 

institutions, will resist pressure from them on the treatment of foreign inves-

tors. One recent study found that there is a specifi c risk of negative policy and 

regulatory changes impacting foreign investments, especially in electricity 

and infrastructure, in countries where multilateral institutions are involved in 

 lending.25

Many multinational institutions lend to countries with the explicit require-

ment of macroeconomic policy reforms, such as balanced budgets and reduced 

infl ation. These types of reforms are often politically costly and considered 

illegitimate. In Latin American countries where the IMF pushed for liberaliza-

tion during the 1990s—especially in states with populist political leaders like 

Venezuela, Ecuador, and Argentina—many argue that this pressure amounts to 

unwelcome meddling in their domestic politics. The study we cite26 looked at 

1,400 private investments in 85 countries between 1990 and 2001 and found that 

in countries where the infl uence of multilateral investment agencies and their 

requirements for reforms are seen as illegitimate, there is a higher propensity for 

policy changes that negatively impact foreign investors.

Mitigating Regulatory Risks

The Russian government’s attitude toward its country’s oil sector has under-

gone a radical change. For a decade, the government had been content to allow 

private domestic and foreign operators to exploit Russia’s oil and gas wealth. 

But in mid-2003, it began to shut down this access in favor of greater state con-

trol, and foreign operators interested in acquiring domestic oil companies faced 

unprecedented scrutiny. As in the case of Shell’s Sakhalin Island project, regula-

tory agencies became the Kremlin’s weapon of choice.

The Russian government still recognized the need for foreign capital, 

 technology, and expertise to help develop new oil and gas deposits in the coun-

try, as well as to help with Russian companies’ expansion abroad. Sensitive to 

these concerns, ConocoPhillips sought a minor stake in the oil market. It ini-

tially  pursued a 7.6% stake in Lukoil, with the option to buy more shares—

 ConocoPhillips now owns 20% of the Russian company. This was shy of the 

25%-plus-one share required to exercise veto power over company decisions. 

Additionally, the company kept a line open to the government, making sure offi -
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cials were informed of its intentions. ConocoPhillips CEO Jim Mulva met with 

President Vladimir Putin in 2004 as the deal was being discussed and gained 

Putin’s public approval of the share purchase. In sum, one important mitigation 

strategy is to partner with either state-owned corporations or private companies 

that have good relations with the government, making sure that senior decision 

makers are kept in the loop.

Another mitigation strategy is to use the Build-Operate-Transfer model, 

especially in the case of infrastructure projects. The private international fi rm 

takes control of a project, builds it, and operates it over a period of time to 

recoup its costs. The government (or domestic utility distribution company, in 

the case of a utility project) agrees to buy the output from the project at some 

fi xed and pre-agreed price. Then the project is transferred to the government 

or to a domestic partner. This arrangement has been used to build large infra-

structure projects, such as water treatment plants in Australia and Malaysia, 

as well as sewage treatment plants in Chile and New Zealand. It has gained 

wide popularity because it shares the risk between the local government and the 

international partner, and all participants have a vested interest in the success 

of the project.

In addition to local allies, there are international fi nancial partners that can 

provide leverage for foreign investors and better protect investments vis-à-vis 

host governments. With global fi nance critical to even the most isolated states, 

the backing of these key international players may offset a government’s ten-

dency to misbehave for fear of losing access to international fi nancial markets. 

The problem with regulatory risks, of course, is that they are not as easy to prove 

as other, more evident political risks, such as direct expropriation or civil war. In 

other words, claims of regulatory discrimination often end up in court. Courts 

can take a long time to render unchallengeable verdicts and are generally an 

option of last resort.

In the end, national governments’ attitudes toward “national champions” 

still matter a great deal. In February 2006, the German utility E.ON launched a 

takeover bid for the Spanish utility Endesa. The bid was quickly approved by the 

European Commission, the EU’s primary competition authority.

The Spanish government, eager to keep Endesa in Spanish hands, responded 

by passing a law that granted its national regulator more powers to block take-

overs by foreign companies. The commission protested that this new law 

 violated European Community law by granting the national regulator powers 
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that it should not have. The Spanish government also actively sought to persuade 

Spanish fi rms to buy Endesa, or to take minority stakes in the company, and 

attempted to hive off the assets of most importance to E.ON. The German fi rm 

opted to abandon the deal.

The Spanish government’s active involvement in trying to infl uence the com-

mercial terms and the parties to the transaction is not uncommon in Europe. In 

a highly publicized matter the year before, Banca d’Italia chief Antonio Fazio 

allegedly sought to prevent the Dutch bank ABN-AMRO from acquiring Banca 

Antonveneta by assisting an Italian fi rm, whose chief executive he was close to, 

to buy the Italian bank.

The complex regulatory structure that gave Italy’s national bank wide-

 ranging regulatory jurisdiction provided Fazio with a useful tool. The special 

Spanish law intended to block the E.ON takeover amounted to an attempt to 

create a similar option for Spanish offi cials. Hungary has created a law designed 

to prevent outside takeover of its leading energy company, MOL.

The use of arcane regulatory tools or the passage of transaction-specifi c laws 

represents an effort to shape transactions to advance certain political objectives. 

While Western European countries are hardly emerging markets, competition 

policy there is still in fl ux as the European Commission continues to try to bol-

ster its institutional capacity. The commission depends heavily on political sup-

port from member states to implement its rules. Thus, the politics of competence 

building affect how signifi cant a role the commission can play in countering the 

sort of actions seen in Spain and Italy. This in turn becomes an important com-

mercial variable.

In the ABN-AMRO–Banca Antonveneta case, the commission took a hands-

off approach, hoping to prompt a political shift in Italy without giving domestic 

political fi gures an opportunity to attack the commission. In the Spanish case, 

where the law was enacted after the proposed takeover, the commission was 

more aggressive. In March 2007, the commission decided to refer the matter to 

the European Court of Justice—a far weightier step.

In April 2007, E.ON formally ended its effort to buy Endesa, and instead 

announced that, along with the Italian energy fi rm Enel and the Spanish con-

struction consortium Acciona, it would acquire a minority stake. By contrast, 

Antonio Fazio was eventually forced to resign over disclosures that emerged in 

the course of the deal, and ABN-AMRO was eventually successful in its acquisi-

tion strategy.
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Ultimately, regulatory changes can create opportunities as well as risks. 

When new regulations are drafted, a company well positioned to understand the 

who, what, when, and why behind a proposed change can use these insights to 

develop a competitive advantage. In Brazil in 2007 the Lula government began to 

strengthen the autonomy of telecommunication, power, and oil and gas regula-

tory agencies. It appointed more professional technocrats and signaled that it 

was prepared to accept legislative changes to the regulatory agencies that made 

them less susceptible to government interference. Measures included separate 

funding for the agencies and more public transparency.

Why the change in the Lula government’s approach to regulation? Strong 

economic growth has increased the risk that Brazil’s economy is expanding faster 

than its roads, ports, electricity grid, and energy infrastructure. As a result, bottle-

necks may limit the pace of future economic growth. The popularity of Lula and 

his government depends on their ability to deliver a rising standard of living for 

the country. This future prosperity will depend on greater investment, much of 

it from abroad, in Brazil’s infrastructure. The government is fi nally taking steps 

that potential foreign direct investors have been wanting for a long time—ensur-

ing that the regulatory agencies relevant for key infrastructure projects are better 

funded and staffed and more autonomous. While Brazil is on a positive regula-

tory trajectory, taking advantage of improving environments like this requires a 

great deal of attention to the currents of regulatory politics. Some countries and 

subregions are improving, others are getting worse. The larger point is that they 

are almost all dynamic in one direction or the other.



This page intentionally left blank 



The year 1683 represents the high-water mark of Ottoman expansion, the second 

Siege of Vienna1—the last time the Ottoman Empire had a real chance of con-

quering Central Europe.

The failure of the Ottoman Empire to conquer Vienna, the capital of the 

Habsburg Empire, signaled the slow decline of the Ottoman Empire. The 

 Ottomans were never again to mount a genuine threat to a European power. Yet 

the Ottoman failure to take Vienna was a close call.

There are many reasons why the Ottomans nearly succeeded at Vienna. The 

Habsburg Empire, the main European power facing the Ottoman armies, repeat-

edly ignored warnings of pending invasion and were caught unprepared when 

it came.

There had been ample warning that the Ottomans would soon attack. The 

fi rst signs were the increasingly aggressive demands by Sultan Mehmed IV dur-

ing negotiations ostensibly meant to extend a peace treaty between the two 

empires. The sultan employed this as a strategy intended to provoke war. Yet the 

 Hapsburgs and their emperor, Leopold I, failed to recognize the threat. There 

were clearer signs of trouble. Reports began to circulate that the Turks were 

keen on trying again to take Vienna. The Habsburg envoy to  Constantinople, 
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the  Ottoman capital, was informed that the Hungarian vassals of the Ottomans 

had been told to prepare for war.2 Other European leaders began to warn the 

Austrians of the growing danger. Frederick William, the Elector of Branden-

burg (and Duke of Prussia; a key political and military leader in Europe), sent 

emissaries to Leopold to persuade him to take the Turkish threat seriously. Pope 

Innocent XI, had warned of the threat from the Ottoman Empire since his ascen-

sion in 1676. In 1678, a papal emissary advised Leopold to shore up his defenses 

on the Ottoman border regions. The pope’s man was dismissed.3 The Austrian 

envoy in Constantinople, Albert Caprara, reported to Leopold his discovery that 

a recently returned Turkish emissary from Vienna had sketched the layout and 

fortifi cations of Vienna and given them to the Sultan.4 In fact, not only had the 

Ottomans prepared an army of more than 100,000 to campaign in Austria, they 

had begun to prepare an invasion years before by carefully repairing the roads 

and bridges in their territory that led toward Vienna. The Hapsburg court missed 

or ignored every one of these warning signs.

By the fall of 1682, about one year before the siege began, the Austrians fi nally 

began to get the message.5 The walls of Vienna were strengthened as effectively as 

possible, given the short amount of time involved. The city fi lled its storehouses 

in preparation for a possible siege and to support the Austrian army in the fi eld. 

Yet many still refused to believe that the Turks could move so quickly to the city, 

and discounted reports that indicated otherwise.6

When the Turkish army advanced on Vienna, the Austrians were caught 

woefully unprepared. The city’s defenders lacked both manpower and supplies. 

The Ottomans missed taking Vienna “by a hairsbreadth,”7 following mistakes by 

the Turkish army and, more importantly, the just-in-time arrival of a relief force 

led by the king of Poland. Chasing the retreating Turkish armies the Austrians 

managed to capture much of the Ottoman baggage train. Inside, they found a 

substance that had been ground into a blackish powder and which they assumed 

was some form of horse fodder. It was coffee, the spoils of a barely won war. 

Almost overnight, coffeehouses began to spring up, and legend has it that this 

failed siege was the start of Vienna’s now famed coffeehouse culture.

Why did the Habsburg Empire fail to heed warning after warning—a mis-

take that nearly passed Vienna to Ottoman control? First, Leopold I surrounded 

himself with advisors chosen for their rank and loyalty rather than for their edu-

cation, experience, or erudition. The court was also burdened with a highly com-

plex and convoluted organizational structure prone to bureaucratic infi ghting. 
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Petty squabbling among various nobles and potentates bothered the court with 

constant and needless distractions.

Second, fears of French king Louis XIV’s aggressive policies against Habsburg 

holdings and allies to the west diverted attention from the Turkish threat. Third, 

arrogance and bias proved a stubborn combination. Though warned directly of 

a possible attack, Caprara found the idea preposterous. How, he wondered, could 

a second-rate force like the Ottoman army threaten a capital as grand as Vienna?8

A more thoughtful student of history might have warned him that the Turks had 

almost taken Vienna 150 years earlier and that the Ottoman threat to Central 

Europe had not receded in the interim.

Blindness to a catastrophic threat is an old and common story, and it illus-

trates an important point. Indentifying a risk and providing timely analysis of 

it are not enough. The risk must be understood by someone who can do some-

thing about it. The most elegant story about the inability to see an evident threat 

comes from Greco-Roman mythology. In the story of another siege, that of Troy 

by the Greeks, the god Apollo granted Cassandra, the daughter of Troy’s king, a 

remarkable gift: he allowed her to see the future. Yet, because Cassandra spurned 

Apollo’s subsequent attempts at seduction, the gift came with strings attached. 

The spurned Apollo cursed Cassandra, so that no one would ever believe her 

prophecies. When Cassandra warned the Trojans of their impending doom, her 

warnings were ignored. As old as Homeric legend, the problem is as immedi-

ate as “Bin Laden Determined to Strike in US,” the title of an intelligence brief-

ing that President George W. Bush received just 36 days before the 9/11 terrorist 

attacks.

For a government or corporation, risk warnings can come from anywhere: 

external parties, media, business partners, enemies, and hopefully, more often 

than not, from parts of the organization that are tasked with analyzing and mon-

itoring risks. Why do so many fail to act when warned of impending doom? It is 

not always (or even usually) because they are incompetent or negligent. Rational 

people generally listen to rational warnings. Yet sometimes a rational warning 

can appear absurd.

Social scientist Herbert Simon coined a useful term: “bounded rational-

ity.” Our ability to hear, deliver, judge, and act on facts rationally is limited by 

the ingrained biases and perceptions that allow us to cope successfully with the 

daily grind of doing business. Ultimately, communicating a threat successfully 

depends on risk selection:9 Which warnings do we choose to consider and which 
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do we ignore?10 Biases abound, and we do not always recognize them. As part of 

an organization or a culture—as a human being—we are conditioned to hear 

certain things and to fi lter others out.11 The fundamental question is whether it 

is possible for those facing risks, political or not, to avoid the Trojans’ fate.

Organizational Biases

One main type of bias is bureaucratic or organizational. Bureaucracy is often 

used as a pejorative term, but the word is also often used to mean rational and 

effi cient organization.12 Bureaucracy made the Industrial Revolution possible by 

standardizing the human processes needed to run large corporate and govern-

mental enterprises. Bureaucracy allows modern corporations and governments 

to function. It provides clear lines of authority, separation of private from pub-

lic interests, written and consistent rules, staff training, and meritocratic hiring 

based on competence. It can reduce organizational risk and run an organization 

“according to calculable rules.”13 The Austrian establishment’s failure to heed 

warnings of the 1683 Ottoman attack on Vienna owed much to its lack of bureau-

cratic structure. The royal court was staffed with incompetent cronies. In other 

words, bureaucratic and organizational standards can be a good thing. Contrary 

to what many have come to believe, it is “thinking inside the box” that helps most 

organizations run smoothly.

Yet, the other side of bureaucracy, even when it operates at its best, is the 

often harsh limitations it imposes on human thought and behavior. Paradox-

ically, by trying to force the world to operate in a uniformly predictable and 

robotic way, bureaucracies run a constant risk of missing the forest for the 

trees.14 Nothing shows this better than the many warning signs the U.S. govern-

ment missed before 9/11:

Most of the intelligence community recognized in the summer of 2001 that the 

number and severity of threat reports were unprecedented. Many offi cials told us 

that they knew something terrible was planned, and they were desperate to stop it.” 

(9/11 Commission, p. 262)

Al Qaeda–associated Islamic terrorists had in the 10 years prior to 9/11 tried to 

crash planes into tall buildings (in Paris, for example) and had previously attacked 
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the World Trade Center. The U.S. government’s domestic security agencies had 

even considered an airplane attack scenario.15 More shockingly, in the summer of 

2001, FBI fi eld agents in Minnesota and Arizona16 explicitly raised warning signs 

about some of the would-be hijackers and plotters’ specifi c plans to hijack air-

planes for attacks. The bureaucratized nature of the government system ensured 

that these specifi c warnings never reached the top of the decision-making chain.

An important factor in this failure: U.S. government bureaucracies could 

not separate signal from noise. The 9/11 Commission noted in its report the 

extremely high volume of data coming in to intelligence agencies during the 

spring and summer of 2001 from a variety of sources that warned of threats to 

U.S. and overseas targets. Amid speculation about domestic and foreign targets 

for attack, the pieces of intelligence available were not put together to identify 

the actual threat.

Organizational bias comes in many fl avors. In most corporations, standard 

ways of doing business can mean that certain types of risk information are com-

monly missed. It should go without saying that if you are a fi rm investing abroad 

in different countries, you should differentiate between the different risk profi les 

of the countries in which you operate (or plan to). Russia and Switzerland cre-

ate very different sets of political risk, but some multinationals fail to make this 

simple distinction.

A 2000 study of British construction fi rms looking to enter the Russian mar-

ket revealed a general recognition that political risk could impact their perfor-

mance. Russia was (and still is) a country where political risks matter a great 

deal.17 Yet when considering a number of different risk factors, the fi rms in ques-

tion did not treat Russia differently from other markets.18 The study emphasizes 

that the fi rms ranked the same factors to be of similar importance in all the 

foreign markets they operate in.19

Why this blindness to an obvious distinction? The corporate culture and 

history of this particular industrial sector valued opportunistic approaches to 

choosing projects abroad rather than long-term strategic planning.20 Different 

types of organizations have different types of goals and means, and can have 

fundamentally different risk cultures, meaning different managerial approaches 

to (and appetites for) risk.21 Hedge funds, for instance, have far greater appe-

tite for risk-taking than do savings and loans institutions. The U.S. Army 

has a  fundamentally different view toward risk than the U.S. Department of 

 Agriculture does.
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In the case at hand, British construction fi rms have been successful at 

expanding by using opportunistic strategies. There is nothing wrong with that 

in principle, but when expanding abroad, this organizational bias has led these 

companies to highly value information that is itself ad hoc or opportunistic. 

Such information, coming from informal contacts such as expatriate staff and 

business contacts, can be useful. It often provides more color than country-

based analysis can. Yet a preference for informal information encourages these 

fi rms to discount formal data sources22 on political risk. The end result is that 

the fi rms in question treat risks posed by different countries as if they were 

the same.

This goes to a deeper question: Which threats should one fear? Within any 

organization, corporate or governmental, decision makers are bombarded with 

a steady stream of risk warnings. Which threats are real?

Given the sheer amount of data available, spotting trends or identifying spe-

cifi c risks to an investment can be diffi cult. Decision makers have to be able to 

effi ciently and intelligently fi lter information to separate the important from the 

trivial. United States offi cials are subject to enormous (and growing) amounts of 

information from various sources: signals intelligence from electronic sources, 

human intelligence from operations personnel, open source information, and 

analysis work done by intelligence offi cers. This mountain of data may be hiding 

a legitimate threat to U.S. interests.

Finding the real threats requires, in part, thinking through dangers ahead 

of time and drawing on that experience. The 9/11 Commission criticized intel-

ligence and counterterrorism offi cials for not doing scenario planning involving 

the hijacking of airliners for suicide missions. On the other hand, the report also 

notes that counterterrorism head Richard Clarke testifi ed that he did not warn 

of this particular scenario because it “would have been just one more specula-

tive theory among many, hard to spot since the volume of warnings of ‘al Qaeda 

threats and other terrorist threats, was in the tens of thousands—probably 

 hundreds of thousands.’ ”23

Confl icts of interest can create problems, as well. There are confl icting 

interests within organizations that impede the perception and reporting of 

risks. Should an advisor to Saddam Hussein in 1991 have counseled him to bow 

to U.S. demands and withdraw his army from Kuwait? Consider what he knows 

about his boss. Saddam believes he is the greatest Arab leader since Saladin. 

He doesn’t respond well to bad news. Those who have given him bad news in 
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the past have regretted it. Assuming this advisor values his good health, a fair 

assumption, he has a confl ict of interest that might well prevent him from deliv-

ering a bit of analysis that accurately refl ects his best thinking on the matter. 

This is an extreme example, but any leadership (governmental or corporate) 

that tends to punish the bearer of bad news can expect to hear mostly what it 

wants to hear.

Confl icts of interest can happen in endless variations. The perception of a 

confl ict of interest partly explains why Stalin ignored Churchill’s and Roosevelt’s 

warnings in 1941 that Hitler was preparing to invade the Soviet Union.24 The 

Soviets believed the warnings were false, motivated only by Britain’s need to gain 

a powerful ally in its fi ght with the Nazis. Stalin’s perception of a confl ict of inter-

est in the British warning contributed to his decision to discount what turned 

out to be a very real threat.

How risks are publicized and understood in the media can also be 

impacted by real or perceived confl icts of interest. In the spring of 2006,

Dubai Ports World, a state-owned enterprise based in the United Arab Emir-

ates, sought to buy the British fi rm P&O, which managed port operations 

in six U.S. ports. Dubai Ports met resistance from U.S. lobbying groups and 

politicians. Some of these politicians feared that a state-owned Arab fi rm’s 

operation of U.S. ports would threaten U.S. national security. Others sim-

ply used the controversy to score political points with their constituents. 

Following a tidal wave of media coverage, the U.S. Congress blocked the 

deal, citing concerns that a foreign fi rm might help terrorists infi ltrate the 

country.

Organizations charged with ensuring that foreign investments do not com-

promise national security, such as the Treasury Department and the Committee 

on Foreign Investment in the United States (CFIUS), approved the bid. CFIUS 

then informed Dubai Ports that there were no outstanding issues with its appli-

cation—nothing to signal the political fi restorm that news of the sale would soon 

ignite. The ports in question, in New York, Miami, Baltimore, and other cities, 

were already being managed by a foreign entity, and objections to the Dubai 

Ports deal were based solely on the fi rm’s nationality, not the technical aspects of 

the transaction.25

Dubai Ports World eventually divested itself of P&O’s American contracts. 

Many of the politicians involved in blocking the deal simply used the event to 

enhance their national security bona fi des and to score political points at the 
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expense of those who had supported it.26 In other words, a clear assessment of a 

threat to national interests confl icted with the electoral interests of some mem-

bers of the U.S. Congress. Ultimately it was the perception and reporting of the 

potential risk that undermined Dubai Ports.

Confl icts of interest in many organizations can partly be explained in terms 

of “negative feedback.” For many business and corporate organizations, policies 

and actions are often developed and implemented by the same people who are 

in charge of delivering reporting and warnings to the top management.27 So if 

you had been the decision maker in charge of a policy that is not working, are 

you more likely to deliver the bad news to top management or to make excuses, 

temporize, or say that your organization needs more resources for the policy to 

work?28

Cultural and Ideological Biases

Cultural prejudices run deeper than organizational or confl ict of interest biases. 

Some cultural biases are in fact so deeply held that they are diffi cult to fully com-

prehend. Take the issue of risk selection. Humans face many perils but focus on 

only a few of them. In some ways, this relates to the issue of noise; for example, 

how do we as a society choose to fear terrorism more than car accidents? The 

answer is often that we do not; cultural norms help determine what we fear.

In premodern times, there was a strong presumed connection between 

morality and risk events.29 Catastrophic risk events like earthquakes, plagues, 

and wars were attributed to the “wrath of the gods.” Human transgressions of 

moral codes brought swift punishment. Most religious traditions include dozens 

of parables along these lines. “The Cheyenne believed the scent of a tribe mem-

ber who had murdered a fellow tribe member would drive away the buffalo and 

thus spoil the hunt.”30 Modern anthropological research points out that these 

ancient perceptions of causal links between catastrophe and human misbehav-

ior were not random. By creating taboos out of certain types of unacceptable 

behaviors, ancient societies were engaged in a form of early risk management. 

Murder is considered bad in all societies, but social values determine how it is 

discouraged. The Cheyenne valued the buffalo, their main  economic resource. 

Associating murderers with risk of an unsuccessful hunt (i.e., an  economic risk) 

served as a social check on the risk of a high murder rate.
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We are not that different from the Cheyenne when it comes to how we decide 

what risks to fear, and why. Fears of global warming, of a terrorist attack, or even 

of expropriation are all inherently tied to our cultural and ethical norms. That 

does not mean that these risks are not real. But risk selection, the act of choosing 

which risks a society chooses to mitigate (from a broad spectrum of risks we 

actually face), is often determined not rationally but socially. This is inherently 

an issue of politics and perception.31 Things that we consider risky are based on 

those values that we want to protect (e.g., democracy at home and abroad, the 

value of our investments, or the planet’s health).

The media, politicians, and the broader public all engage in attempts to defi ne 

what is risky, creating a constant competition to determine what is perceived as a 

risk and what is not. Often, what becomes socially accepted is riskier than other 

things that are seen as serious risks. “University of Chicago economist Steven 

Levitt . . . calculated that having a swimming pool in one’s backyard is a hundred 

times more lethal for a child than having a gun somewhere inside one’s home. 

Yet no gun control advocacy group has called for banning swimming pools.”32

Guns are culturally associated with crime and fatalities. Swimming pools are not. 

Culture and perception of danger plays a signifi cant role in explaining why guns 

are more tightly regulated than swimming pools.

One type of cultural bias can be historically based. In most countries there 

are ingrained biases against foreigners. When U.S. fi rms have to operate in cer-

tain countries, they often have to deal with anti-American sentiment. This has 

long been the case in Latin America, where U.S. intervention in domestic politics 

has a long and painful history. During the 20th century, the United States signifi -

cantly intervened in the politics of Haiti, the Dominican Republic, El Salvador, 

Cuba, Guatemala, Mexico, Chile, Panama, Granada, Nicaragua, and Guatemala, 

among others. Some of these interventions have been portrayed (fairly or not) as 

attempts to bolster U.S. business interests.33 Washington has generally respected 

the sovereignty of Latin American countries in recent years, but painful histori-

cal memories and perceptions remain, especially when politicians in these coun-

tries fan anti-Americanism for political gain.

In the United States, at least until the early 1990s, there has been a bias against 

Japanese investment in U.S. assets. One study found that between 1984 and 1991,

use of the word “unfair” in the American media was six times more likely to be 

associated with Japan than with other countries having signifi cant investments 

in the United States, countries like Canada, France, Great Britain, or Germany.34
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The reasons for this cultural bias are anyone’s guess, but they probably refl ect 

racial prejudice, anxiety over the competitive strength of Japanese businesses, 

and historical memories of Pearl Harbor and World War II. As a practical mat-

ter, this bias complicated life for Japanese companies operating in the United 

States.  Japanese corporations, aware of the bias, made smaller investments than 

their competitors from other countries and tended to operate through joint 

 ventures.35

A related bias is ideological. Identifying friends and enemies through ideo-

logical lenses can create signifi cant analytical and warning errors. In chapter 4,

we argued that before Brazil’s 2002 presidential election, most Wall Street econ-

omists feared that victory for the leftist contender, Luiz Inácio Lula da Silva, 

would yield an unpromising business climate for foreign investment. These 

analysts were wrong. Following Lula’s victory, he adopted an orthodox set of 

pro- market policies that quickly reassured capital markets participants. With 

hindsight, it was clear that ideological biases were at play. The economists who 

produced these forecasts were almost all Brazilian, and from political circles in 

which Lula’s Workers’ Party (PT) was considered hostile to markets.36 Their own 

ideological blinders trumped their analysis of the facts. What these otherwise 

well-regarded analysts overlooked was that Lula’s views toward markets had 

moderated and were also bound to be constrained by the nature of  Brazilian 

market exposures.

Fear, culturally motivated or not, can make the accurate reporting of risk, 

especially to large audiences, almost impossible. Following 9/11, the U.S. airline 

industry fell on hard times. In 2001, U.S. airlines posted net losses in excess of 

$7 billion, and the industry continued to lose money until 2005, shedding about 

168,000 jobs—about 38% of its pre-9/11 total.37 At least four major carriers—

Delta, Northwest, US Air, and United Airlines—fi led for bankruptcy or bank-

ruptcy protection.

There were many reasons for the industry’s troubles, chief among them 

a public perception that air travel was far riskier than it really is. The average 

American faces much greater risk inside an automobile than in an airplane.38 In 

the United States, there were 42,119 deaths on rural interstate highways alone in 

2001. Compare this with the 433 deaths in aircraft accidents between the years of 

1992 and 2001.39 Between 1992 and 2001, it was 65 times more dangerous to drive 

the length of an average fl ight than to fl y.40 In 2007, there were no deaths from 

U.S. commercial scheduled or commuter fl ights.41
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The social amplifi cation of risk, or “starting a panic,” is driven by many 

things: culture, ideological fads, public visibility, stigma, and, in particular, fear 

of catastrophe. Fat tail risks pose a particular dilemma. Corporations are right 

to worry that they might be vulnerable to the impact of a large-scale terrorist 

attack, a revolution in an emerging market country, or a civil war. History reveals 

that these things happen more frequently than most would assume. But anxiety 

over these issues can provoke an unneccessary overreaction.

The challenge is to balance accurate reporting with reassurance, especially in 

the face of media and public pressure. The results are often less than ideal. This 

is the logic that brought us Bert the Turtle, the animated star of a 1951 U.S. gov-

ernment civil defense fi lm on emergency preparedness. Early in the 10-minute 

fi lm, Bert is attacked by a monkey holding a fi recracker on a string—the suicide 

bomber of an earlier, simpler time. Recognizing the danger, Bert “ducks” into his 

shell, sparing him from the blast that consumes the monkey and the tree he is 

sitting in. Next, the fi lm’s narrator explains to children how to recognize the fl ash 

generated by an exploding atomic bomb and urges them to seek safety as Bert 

did—by a method known as “duck and cover.”42

Sometimes simple commonsense government plans can help avoid panic. 

Mayor Giuliani’s reassurances to New Yorkers in the aftermath of September 11

were more effective in reducing anxiety and the social amplifi cation of risk than 

other measures like shows of force from security personnel.43 Similarly, we might 

add, Roosevelt’s fi reside chats and Churchill’s speeches probably did more to 

calm the U.S. and British publics during times of crisis than any public relations 

campaign could have.

Cognitive Biases

According to Richards J. Heuer Jr., “Cognitive biases are similar to optical illu-

sions in that the error remains compelling even when one is fully aware of its 

nature. Awareness of the bias, by itself, does not produce a more accurate per-

ception. Cognitive biases, therefore, are exceedingly diffi cult to overcome.”44 In 

the spring of 1998 it was clear to virtually all independent observers that Poland’s 

famous Gdańsk Shipyard was going to be declared formally bankrupt, and that 

its assets would be sold to an outside investor. The shipyard’s employees had 

played a critical role in the Solidarity movement that faced down the Communist 
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 government in the 1980s. Lech Walesa, the company’s most famous employee, 

had been elected Poland’s president. But by the mid-1990s, the Gdańsk Shipyard’s 

unique history had become a unique burden.

As Poland’s other two main shipyards, in Gdynia and Szczecin, transformed 

rapidly and adapted to the global market environment, Gdańsk did little to reform. 

Thanks to its “special” connections with Solidarity’s leaders, many of whom moved 

into prominent positions in the democratically elected governments after 1989,

both the workers and managers in the shipyard felt they could play by a different 

set of rules. In the early years of transition, they were right. They secured more 

state subsidies and maintained high levels of employment. But by the mid-1990s, 

having failed to adapt to the market changes taking place all around them, they 

found themselves burdened with empty order books and a bloated staff.

As reality tightened its grip and the Polish government moved to push the 

fi rm into the market, its employees continued to believe they could count on 

unconditional support from both politicians and the public. They had neither. 

Yet, even the week before the fi rm was declared bankrupt, managers and trade 

union leaders expressed complete confi dence that the status quo would hold. 

Their counterparts in the other two Polish shipyards found this preposterous. 

The fate of Gdańsk had been sealed for years, but its employees were simply 

unable to imagine what was obvious to the rest of the country.

The Gdańsk Shipyard case is an example of a very common form of cogni-

tive bias—wishful thinking. Cognitive biases involve the processes by which the 

human mind absorbs and processes information. They affect all of us. Our psy-

chological makeup and personal disposition have a signifi cant impact on what 

we perceive. We will resist any temptation to delve into psychology, but look 

instead at a few of the practical ways in which risk reporting depends on the way 

we think.

Consider the personality types of the analysts and reporters of risk. In chap-

ter 1 we outlined how “hedgehogs” and “foxes” approach their work differently. 

Winston Churchill proved, among other things, that hedgehogs sometimes get 

it right. Churchill was warning of the threat posed by Hitler’s Germany in 1934,

when most of the British establishment remained focused on disarmament. He 

was roundly ignored, both for domestic political reasons (assertive foreign pol-

icy remained unpopular with voters) and because his views were seen as alarm-

ist and unsophisticated. At the time, much of the British leadership considered 

Hitler a man they could do business with.
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A hedgehog can sometimes cut through existing cultural and organizational 

biases to deliver an important warning, but there are cases where this approach 

can backfi re. Before the 2003 U.S. invasion of Iraq, the CIA acted as foxes in their 

analysis of the existence of weapons of mass destruction (they were not con-

vinced). Some analysts within the Defense Department acted as hedgehogs, insist-

ing that refusal to accept that Saddam Hussein represented an imminent threat 

could prove catastrophic for U.S. national security. The hedgehogs carried the 

day, providing justifi cation for the invasion, for better or worse.45 Style, in other 

words, in political analysis and especially in reporting, can often be substance.

Another common type of cognitive bias is that of “mirror imaging,” or 

assuming that those we assess think, behave, and understand their interests as 

we do. In 1977, the U.S. intelligence community detected signs that South Africa 

was developing a nuclear bomb.46 Many intelligence analysts dismissed these 

reports, because they did not match their sense of South Africa’s national inter-

ests. Apartheid-era South Africa was engaged in a number of confl icts, against 

the African National Congress (ANC) and guerrilla groups operating in neigh-

boring states, such as Angola and Mozambique. Many in the U.S. intelligence 

community posed a simple question: Why would South Africa need nuclear 

weapons? They have asked the question with greater urgency after discovering 

that they had been wrong.

Mirror imaging is also often apparent in foreign direct investments. Corporate 

planners think that the government of an emerging market “sees” the world in the 

same economic, market-driven terms that they do. Just because something appears 

reasonable or rational to one group does not mean that it appears the same to some-

one else. Expropriation of private property, as it recently occurred in  Venezuela 

under Hugo Chávez or in some African states during the 1960s and 1970s, may seem 

economically irrational to many outsiders. But it will only come as a shock if ana-

lysts project their own rationality on that of the leadership of those states, which 

operate under a different set of incentives, constraints, and perceptions.

Even a good analyst can misinterpret warning data. A common cognitive 

mistake is to confuse detail for accuracy. An experiment carried out in 1982 asked 

a group of more than 100 experts what they thought was more likely:47

1. Suspension of U.S.-Soviet diplomatic relations in 1983, or

2. Suspension of U.S.-Soviet diplomatic relations in 1983 and a Russian invasion of 

Poland in the same year.
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Being experts, the survey groups (correctly) estimated the likelihood of both 

events as low. Yet, the experts who thought that both an invasion and diplomatic 

suspension were likely (#2) actually outnumbered those who thought that only a 

diplomatic suspension was more likely (#1). This is astounding, because it ignores 

a fundamental law of probability. It is always less likely that events 1 and 2 will 

both occur than that event 1 will occur. There is a human tendency to assume a 

higher probability of occurrence for statements or data that are more specifi c or 

detailed.48

Humans generally prefer the tangible to the abstract. When it comes to 

political risk, they will often trust a piece of quantitative data more than a piece 

of qualitative data. They assume that “numbers don’t lie.” In fact, one reason risk 

management departments ignore political risk is that they have trouble translat-

ing into quantitative terms.

People also tend to believe data that confi rms their expectations.49 Usu-

ally, troubling data has a higher belief threshold that it needs to pass before it 

is accepted, especially if the data in question would require a costly change in 

policy or a high-risk decision. Again, this often ties into biases related to orga-

nizational structure and confl icts of interest, showing that one type of bias in 

reporting tends to engender others. In the worst-case scenario, one can end up 

as Saddam Hussein did, surrounded by aides who generated fi ctional data to 

explain the previous week’s fi ctional data.

For these reasons, reassuring data on countries’ basic economic funda-

mentals can make other threats seem more obscure.”50 In the case of  Venezuela, 

Hugo Chávez had made noises about increased government control over the 

economy (especially over the oil sector) since well before becoming president 

in 1999. This was a risk that would impact all foreign companies involved in 

the extractive industries. But this was a diffi cult issue for many investors in 

 Venezuela, as they had sunk costs in the country and little motivation to 

move operations elsewhere. In 1999, in the context of relatively low oil prices 

and what were seen as economic structural constraints on any Venezuelan 

government’s ability to interfere with foreign investments, many investors 

chose to believe that Chávez’s statements were simply rhetoric for public 

 consumption.

Generals are often accused of fi ghting the last war; this is yet another type 

of ingrained cognitive bias. We have discussed throughout this book how under-

standing history can help corporations and policy makers avoid past mistakes, 



reporting and warning | 177

but there are instances when using historical analogies and scanning the horizon 

for specifi c past events actually induces decision makers to make new mistakes, 

by ignoring the present.

One (nonpolitical) example: the East Asian fi nancial crisis of 1997. Most 

business and regulators knew at the time that fi nancial crises do happen and 

that their effects are most unpleasant. The last signifi cant one in memory, the 

Latin American debt crisis, had taken place in the 1980s. Many Latin American 

states had borrowed large sums of money to fi nance infrastructure projects in 

the 1970s. Most of this was government debt, and the borrowing was possible 

because credit was relatively inexpensive during the 1970s. But these debts bal-

looned51 and by the early 1980s, states like Mexico, Brazil, and Argentina faced 

signifi cant balance of payment problems. Mexico eventually defaulted, and oth-

ers followed. As a result, by 1997, most regulators and commercial lenders were 

careful about monitoring and reporting government-held debt. But they were 

fi ghting the last war. The East Asian fi nancial crisis, which began with a run on 

the Thai baht in 1997, was created by signifi cant imbalances in lending to private 

institutions, not governmental debt. At the time, those fi gures were not system-

atically monitored.

Organizations and decision makers tend to remember the lessons they have 

learned selectively. They remember traumatic events with searing clarity, and 

a “never again” mentality can sometimes appear to trump the observation of 

emerging risks. The problem here is “hindsight bias.”52

To take a military case, the French constructed the Maginot Line, an 

 elaborate set of trenches and fortifi cations, during the 1930s to halt any repeat of 

 Germany’s invasion of France during World War I. Its construction was driven 

by a “never again” mentality: French casualties between 1914 and 1918 were stag-

gering, about 1.6 million people dead and more than 4 million wounded of a 

total population of about 40 million. Only trench warfare had prevented an even 

greater catastrophe. But German tactics had changed drastically since 1918 to 

emphasize rapid advances spearheaded by tanks and motorized troops. In 1940,

the French were caught entirely unprepared. Despite the time and effort spent 

building the  Maginot Line, France fell to the advancing Germans in less than 

two months.

Those in the business of forecasting future events know that dire warn-

ings get more attention than predictions of benign outcomes, which means that 

 analysts have a built-in incentive to warn of worst-case scenarios. But when the 
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most dire predictions fail to materialize, these analysts can fall victim to a “boy 

who cried wolf” syndrome. This can happen even when warnings are accurate; 

U.S. intelligence warned of an impending Japanese attack on Hawaii both on 

October 16 and November 27, 1941. When the Japanese attack on Pearl Harbor 

took place on December 7, the second warning was taken less seriously, because 

the fi rst one had been inaccurate.53

This question is at the crux of Cassandra’s quandary: what if a prediction of 

doom is accurate? How can you accept such a prophecy? Human beings aren’t 

very good at processing the unusual.54 If someone told you that the world (as 

you knew it) would end tomorrow, you would probably question his sanity. You 

would probably be right. Predictions of apocalypse are not all that uncommon. 

So far, none have proven true.

Yet, worrying about the unlikely is not at all a waste of time. Events that appear 

catastrophic happen more often than most of us think. Modern-day  Cassandras 

abound. To take just a few notable examples, there were clear warnings before 

the German invasions of Belgium and Holland in 1940 and of  Russia in 1941, of 

Pearl Harbor, 9/11, of the Rwandan genocide, and of the spate of nationalizations 

that Hugo Chávez launched in Venezuela. All were, for one reason or another, 

ignored by those who could have done something about them.55

Seeing through the Fog

Let’s return to the Siege of Vienna in 1683. If you could travel back in time to 

1682–83 and take the place of Leopold I, the Habsburg Holy Roman Emperor, 

would you have acted differently? It is very easy to insist you would have reacted 

differently to the now obvious warnings that the Ottoman armies would lay siege 

to your capital. It’s all too easy to second-guess the decisions of others with the 

benefi ts of hindsight. But if you faced the same constraints with the same body 

of knowledge that Leopold and his advisers had, you might well have responded 

as he did.

Identifying biases that hamper the understanding of risks and threats, as we 

did in our previous discussion, is a cautionary tale. Cautionary tales allow deci-

sion makers to be on the lookout for certain reporting and analytic assumptions. 

Yet this does not answer the question of how to avoid reporting biases. Even 

today decision makers operate under the same kinds of pressure as Leopold, 
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with organizational, cultural, and cognitive biases all adding layer upon layer of 

complexity to the whole business of deciding which are the key risks to mitigate. 

How, then, to prepare to be able to understand when a risk is actually real?

Often, corporations and governments receive fair warning of a risk and 

choose to discount it. If this is based on rational calculations and the risk is 

simply understood and accepted, then risk warning can be said to have been 

successful, no matter what the outcome is. For instance, in 2007, the Iraqi gov-

ernment of Nouri al Maliki attempted to use its sovereign control over Iraq’s oil 

resources to combat the growing autonomy and power of the northern Kurdish 

regions of the country. The Iraqi government had been working hard to portray 

itself as the only legitimate authority for oil production contracting, and to that 

end required registration of international oil corporations wishing to do busi-

ness in Iraq.

The Iraqi government threatened to deny SK Energy, a South Korean oil fi rm, 

sales from the state-run SOMO unless it canceled oil exploration contracts signed 

with the Kurdistan Regional Government (KRG), setting a deadline of January 

31, 2007. SK Energy refused to meet the deadline and cancel its agreement with 

the Kurdish Regional Government. SK was thus prohibited from doing business 

with the Iraqi central government. Existing sales of 90,000 barrels per day of oil 

exports to South Korea by SOMO were promptly canceled and the stock sold to 

other fi rms.

SK Energy and the South Korean government both lobbied the Iraqis to 

reverse their decision. Yet the Iraqis were determined to make an example out 

of SK Energy to discourage similar activities by larger fi rms, a move which was 

thought to have been partially successful in preventing larger oil corporations 

from doing business with the KRG. For SK, however, the benefi ts from its deal 

with the KRG outweighed the loss of business with the central Iraqi government. 

SK made a reasonable choice based on a specifi c warning.

So how does an organization begin to think about how it delivers and 

understands information about key risks? Part of this is about creating the 

right organizational structures, and part of it is about customizing the infor-

mation for its intended audience so it can avoid the biases that can impact 

reporting.

As our previous chapters have discussed, political risks change quickly. At 

the moment, most corporations engage in at least a cursory reporting of political 

risk. A recent survey of 106 companies found that although 69% of  companies 
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analyze political risks for new investments, only 27% of companies monitor 

political risk once the investment has been made. What this suggests is that, on 

the whole, corporations generally believe that political risks are static and that 

monitoring is not worth the effort.56

One way to deal with risks, including political ones, is to create clearly 

defi ned structures to report and address risks both internally to manage-

ment and to other stakeholders. In June of 2005, Credit Suisse was targeted by 

 Greenpeace for its funding of a massive Royal Dutch Shell energy development 

project on Sakhalin Island, off the Pacifi c coast of Russia. Protesters picketed 

in front of the fi rm’s Zurich headquarters, its U.S. offi ces in New York City, 

and its offi ce in Moscow, where activists presented bank representatives with a 

list of demands and suggestions for investments in Russian renewable energy 

fi rms.57

Greenpeace, the Rainforest Action Network, and other organizations were 

(and still are) concerned that the project will damage the habitat for the gray 

whale, which spawns and feeds in the waters surrounding Sakhalin. To draw 

attention to this cause, the protesters used traditional techniques of picketing, 

fl yer distribution, and the coordinated blocking of access to the construction site 

on the island itself.58

In the past, Credit Suisse, like most fi nancial institutions, did not have to 

worry about political risks at home attaching to its investments abroad. Credit 

Suisse is an investment bank, and its impact on whales in the Sea of Okhotsk is 

arguably indirect at best. Yet as investments have become increasingly global in 

scale, ethical issues abroad can become thorny political issues at home. Invest-

ments in emerging markets that touch on transnational issues such as the envi-

ronment, human rights, labor ethics, and money laundering are increasingly 

the third rail of political risk. Regulatory scrutiny, boycotts, and demonstra-

tions at home due to factors related to investments abroad are becoming an 

increasingly common category of political risks. Ultimately, a global institu-

tion like Credit Suisse faces a world in which the quantity of political actors 

that can affect their operations is expanding and diversifying, while lines of 

authority are less clear.

At the same time, a multinational fi rm also needs to be able to report these 

risks and their severity internally to management before they become a public 

relations nightmare. Nike suffered such a disaster in 1996, when 48 Hours, the 

U.S. news program, broadcast an investigative report on the appalling working 
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conditions in Vietnamese factories producing Nike products. Remarkably, Nike’s 

management claimed it was unaware of these abuses, implying that this was the 

fi rst time they had heard about it. This led to accusations that Nike tried to hide 

behind the subcontractor relationship—and, ultimately, resulted in a product 

boycott by global activist groups.

In order to avoid these kinds of risks, Credit Suisse created a unique system 

of in-house risk reporting that addressed political risk as part of the fi rm’s over-

all reputational management. This effort included monitoring both internal and 

external activities, assessing collected data, and lobbying.59 The bank employs a 

Public Policy department that facilitates the monitoring system and coordinates 

delivery of risk reports. It also uses a formalized reporting structure for assessing 

reputational risk, known as the Reputational Risk Review Process (RRRP), which 

is used to inform an internal Reputational Risk Policy.60 The review process is 

used with senior managers, with senior reputational “risk approvers” involved in 

all areas of the bank’s activities.61

To manage its external reputation, Credit Suisse targets its use of lobbying 

and public awareness to where they will be most benefi cial. The bank also works 

proactively to shore up its image and demonstrate its role as a responsible and 

charitable Swiss organization in its home country, while also emphasizing its 

global credentials at events such as the World Economic Forum.62

External, reputational risk is one area where transparency and clear 

reporting are important. Shareholders and regulators are two other constitu-

encies with whom communication must be well managed. A lack of reporting 

and transparency can transform itself into political and regulatory risks. The 

importance of transparency and reporting to corporations is hard to under-

estimate. Some of the largest corporate fraud scandals of the last 20 years, 

such as those involving Barings, Arthur Andersen, and Daiwa, had to do with 

the failure of internal and external lines of reporting. In all three cases, top 

management may not have been aware of rogue activities at branches away 

from the headquarters. And in all three cases, the companies failed to properly 

report their troubles to shareholders and to regulators. As a result, Barings 

and Arthur Andersen went out of business and Daiwa had its U.S. banking 

 privileges revoked.

Internal as well as external reporting of risks is more often than not ham-

pered by bureaucratic and organizational biases. One way to improve the fl ow of 

accurate information is to break down institutional walls and information silos. 
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In the wake of what were seen as intelligence (and reporting) failures surround-

ing 9/11, the United States created the Department of Homeland Security and 

the position of Director for National Intelligence in order to be able to better 

“connect the dots” between different pieces of intelligence.63 The idea was that by 

combining and centralizing reporting functions and through the better employ-

ment of information technology, the issues that plagued reporting on terrorist 

groups before 9/11 could be avoided.

In fi nancial risk management, the Committee of Sponsoring Organizations 

of the Treadway Commission (COSO), a private-sector initiative that focuses 

on designing ways to avoid fraudulent fi nancial reporting, emphasizes that it is 

not the risk managers who usually report risks in corporations, but the “front-

line” employees and staff.64 For most organizations, a crucial question then 

 follows: how can they create sets of incentives for risk reporting from lower-level 

 employees?

In the case of 9/11, the U.S. government was not able to get risks from 

on-the- ground operatives and effectively pass them up the organizational 

chain. It is fundamentally an issue of corporate governance, and illustrates 

the need to find and cultivate managers who understand the value of the 

process and will listen to the reports produced, not simply treat the report-

ing process as a regulatory headache. This is true for both corporations and 

governments.

Risk reporting also requires transparency. When it comes to credit or opera-

tional risks, most large fi nancial institutions are increasingly required to comply 

with the reporting and transparency rules of the Basel Committee on Banking 

Supervision’s Basel II Accords.65 Basel II seeks to more closely link the capital 

requirements of banks to their risk exposure and sensitivity to loss. Key to this 

was the consideration of a new category of “operational risks” as well as tradi-

tional credit and market risks. Operational risk under Basel II is defi ned as “the 

risk of loss resulting from inadequate or failed internal processes, people and 

systems or from external events.”66

Basel II has three main “pillars” that fi nancial institutions need to implement. 

While the fi rst pillar deals with risk calculation and analysis methodologies, the 

other two deal specifi cally with regulatory reporting and with shareholder/mar-

ket disclosures of risks. Thus, Basel II requires semiannual reporting by fi nancial 

institutions on their exposure to credit, markets, and operational risk, as well as 

on their use of innovative fi nancial instruments.67
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Particularly when fi rms become involved in assets that are not traded in 

“deep and liquid” markets, transparency is crucial in informing investors and 

regulators of possible measurement error in valuations.68 Yet political risk is not 

explicitly covered under Basel II, and it is not likely to be in the future. What 

this means is that there is no requirement for most corporations to consistently 

monitor and report on the political risks they face. As we saw with the example of 

British construction fi rms operating abroad, this can lead to an ad hoc approach 

to gathering and reporting data on political risk.

Financial institutions have found that one way to get staff to make accurate, 

timely reports on risks has been to use a carrot-and-stick approach.  Usually the 

risk-management and auditing functions have wide-ranging abilities to report to 

top management on all other departments’ compliance with risk management. 

Compensation and promotion for all employees can then partially be based on 

effective risk reporting.

Another way in which organizations ensure that confl icts of interest are 

properly kept in balance is through creating competing checks and balances in 

reporting. During the Cold War the Central Intelligence Agency and the Defense 

Intelligence Agency used to check each other’s reports to the U.S. Congress to 

ensure reporting accuracy.69

Financial institutions typically have risk committee and audit functions 

whose purpose is similar: to reduce biases in reporting and ensure that exec-

utive management hears accurate reports. The Sarbanes-Oxley Act of 2002

requires that most corporations satisfy an extremely high level of disclo-

sure. The internal audit department annually assesses all risk-management 

processes and procedures and their implementation. This is a signifi cant 

expense, but the audit offi ce’s role is valuable. In a sense, it acts as a constant 

“red team.”

In addition to developing appropriate corporate structures, methodolo-

gies, and procedures for reporting political risks, fi rms and governments need 

to develop cultures that encourage effective risk reporting. Many corporations, 

especially in the fi nancial sector, have begun to implement comprehensive Enter-

prise Risk Management (ERM). ERM is a form of holistic risk management that 

breaks down information silos across the organization and standardizes the ways 

in which risks are analyzed, reported, and ultimately addressed. Yet ERM pro-

cesses often do not cover political risks, which, at least in the private sector, are 

often underreported and assumed away.
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Reporting and Trust

One last and fundamental issue in reporting any type of risk is how well it is 

presented and communicated. To be heard, reporting needs to be customized 

for its audience. So understanding how the decision makers absorb information 

is crucial. Ronald Reagan had diffi culty paying attention to structured briefi ngs 

on issues of international security and arms control; he did not easily relate to 

the hypothetical examples being presented. Bill Clark, Reagan’s second national 

security advisor, realizing that Reagan processed information better through 

anecdote and visualization rather than spoken hypothesis, put together brief-

ings based around movies from the Defense Department. He had the CIA put 

together “movie profi le documentaries” about world leaders the president was 

scheduled to meet.70

Emotions and mental imagery are linked,71 and emotions underlie deci-

sion making when confronting risk and uncertainty. People react to risks 

more strongly when they can visually imagine the consequences of a possible 

 outcome.72

Some ways to better present information are visual. Risk heat maps, com-

monly used in the risk management industry, have been used to successfully 

present political threats. There are color-coded risk matrices that graphically 

represent and organize risk exposures. For decision makers who may not be 

experts in each business area, well-constructed heat maps can be effective risk 

reporting tools because they are in an easily understood and intuitive format. 

A heat map might break down risk exposure by class of risk, business-unit 

exposure, quantity of assets exposed, or expected frequency of loss events.

Political risk management constantly faces this issue of presenting relevant 

data. For fi nancial traders, political risk reports will represent one of many inputs 

that go into making a buy/sell decision. Traders are by defi nition pressed for time 

and have short attention spans. Analysts are often detail-oriented; they would 

like nothing better than to explain at length the history and in-depth analytics 

of why the government of some country or other is just about to change its cur-

rency regulations. So the challenge is not only having the right analysis, but also 

the right reporting format. With fi nancial traders the right format is typically a 

note or a phone call that can be understood in under a minute. In communica-

tion with fi nancial clients, then, the conclusion of the analysis should come fi rst, 

and the analysis follows, the opposite of how an academic would deliver a paper. 
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For this to work, for someone to consider a conclusion before seeing the proof, 

there needs to be a fundamental level of trust. Which is perhaps the most impor-

tant factor in reporting any kind of risk. Cassandra’s warnings to the Trojans 

failed because, as Dryden put it in his translation of Vergil’s Aeneid, “all heard, 

and none believed.”
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On June 23, 1757, at Plassey, about 100 miles north of Calcutta, India, the  British 

adventurer Robert Clive led a force of about a thousand British troops and 2,000

Indian locals into battle against the 50,000-strong army of Siraj-ud-Daula, the 

last independent ruler (nawab) of Bengal. Clive won an overwhelming vic-

tory thanks in no small part to treachery among Siraj’s commanders. Whatever 

the circumstances, the defeat of 50,000 troops by 3,000, with just 73 killed and 

wounded, represents a remarkable military achievement. But historians remem-

ber the battle of Plassey mainly as the beginning of British rule in India, which 

ended only with India’s independence in 1947.1

From our perspective, the battle’s main interest is that it represented an 

early corporate attempt at risk mitigation. Clive and his 3,000 troops were at 

Plassey not in their capacity as soldiers of King George II or even as British sub-

jects. They were fi ghting as employees of the Honourable East India Company 

(HEIC), a joint-stock corporation headquartered in London.2 Thus, British rule 

in India began when a London-based trading corporation, run by a board of 

directors representing its shareholders, took over the country.

The HEIC’s venerable and colorful history began in 1600, when members of 

the Levant Company, an enterprise trading in spices imported from the Middle 

Conclusion: Mitigating Political 
Risks in an Uncertain World

There are risks and costs to a program of action. 

But they are far less than the long-range risks 

and costs of comfortable inaction.

—John F. Kennedy
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East, decided to cut out the Middle Eastern middlemen and procure the spices 

from their original source in today’s Indonesia.3 The company’s early years were 

economically uncertain, but once spices and tea from the Far East and India 

began to arrive in England, it grew into a profi table enterprise. In 1740, some 

17 years before Clive’s rout of the Bengali ruler, the HEIC was still a commer-

cial enterprise that imported and exported goods from its factories at Bombay, 

Madras, and Calcutta and was not terribly bothered by the internal politics of 

India.4

What led to Plassey, and ultimately to the establishment of the British Raj, 

was the fact that business became intertwined with politics. For one thing, the 

British HEIC had signifi cant competition from other European companies. 

Great Britain had not been the only European power to set up an East India 

Company—the Danish, Dutch, and French created similar entities to trade with 

the Far East.

Competition among the different companies for trading monopolies, 

granted by the local Indian princes and potentates, was fi erce. It led to the com-

panies’ involvement in India’s fractious politics, which in turn led to the risk of 

trading posts being taken over by the local rulers or potentates. In a particularly 

direct form of risk mitigation, most East India Companies began to develop 

their own private armies and navies and to provide allied local potentates with 

European arms and training. And they were not shy about using them.

As a result, by the late 1740s, both the British and the French East India Com-

panies were in full control of key Indian coastal cities, like Calcutta and Madras 

(British) and Pondicherry (French). Often, they were busy employing their 

armies to either besiege each other’s possessions or to fi ght local Indian princes. 

In fact, it was precisely the successful takeover of Calcutta, not by the French but 

by Siraj-ud-Daula, that sparked the Battle of Plassey. Siraj’s early form of “expro-

priation” of HEIC land and property was met by force of arms. This proved a 

very successful way of dealing with risks—so successful that by 1815 the HEIC 

had become the most signifi cant military power on the Indian subcontinent.5

The story of the HEIC reminds us that though political risk managers used 

different tools in the past, risk mitigation itself is not new. Neither is risk misman-

agement, both at the corporate and governmental levels. Thucydides recounts 

how, at the start of the Peloponnesian War, the Athenian state faced the stark 

question of whether to defend a smallish state, Corcyra (now Corfu), against 

its parent city-state, Corinth. Corinth was one of the great powers in the Greek 
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world and a key ally of Sparta, Athens’ deadly rival. The Athenians would never 

have considered defending Corcyra, a severe violation of the norms governing 

relations between Greek city-states, were it not for one unfortunate fact: Corcyra 

had developed the second-largest fl eet in the Greek world, after Athens.

Athenian power grew from the prowess and size of its fl eet. The risk that 

Corinth (and therefore Sparta) might seize control of the large Corcyran fl eet 

posed a mortal threat to Athens’ hegemony in the Greek world. Yet intervention 

meant violation of international law of the time. Athens’ enemies could use its 

attack as a precedent and a justifi cation to involve themselves in the affairs of 

 Athens’ own colonies. To make their choice, Athenian leaders undertook a tor-

tured process of political risk analysis and deliberation.

Tragically for Athens, the fi nal decision to help Corcyra sparked the confl ict 

that ultimately destroyed Athenian power—a reminder that actions meant to 

mitigate one set of risks can sometimes generate a new (and often more danger-

ous) set of risks. Preemptive action has always generated risks of unintended 

consequences.

Political risk management of centuries past extended beyond state-to-state 

relations into the business and commercial worlds. The East India Companies

of the early modern period were not a fl uke; they evolved from the development 

of trading rules, corporate structures, and insurance, all meant to lessen the risks of 

long-distance commerce. Trade insurance that covered the political risks of the 

time (looting and pillaging) existed as early as the Code of  Hammurabi (2250

b.c.).6 The ancient Roman Republic indemnifi ed private traders who trans-

ported supplies for the Roman legions against capture by enemies,7 a process we 

can consider a distant ancestor of today’s export-import guarantor agencies like 

U.S. Ex-Im Bank, the U.S. Overseas Private Investment Corporation (OPIC) and 

Japan’s JBIC.

The late medieval and Renaissance eras produced a broad expansion of sea 

trading with faraway regions in the Middle East, Africa, Asia, and the Americas. 

Such trade required the pooling of capital for what were risky (and extremely 

profi table) business ventures. Entrepreneurial businessmen invented the con-

cepts of limited liability and corporate shareholding to rationalize and mitigate 

the risks faced by traders engaged in shipping ventures—including political risks 

like piracy and expropriation.8 The governance structures of the East India Com-

panies were not so different from those of today’s corporations. The British East 

India Company was a joint-stock operation. The Dutch East India Company 



190 | conclusion

was a limited liability company traded on the Amsterdam Stock Exchange—the 

fi rst modern stock exchange, created precisely for trading in Dutch East India 

shares.9

So, while risk and risk management may be relatively new concepts—since 

pre-17th-century mercantilists did not have a probabilistic concept of risk—risk 

functions have been performed for centuries.10 Risk, as we have detailed is the 

likelihood of a negative outcome multiplied by its impact. Faced with a particu-

lar risk, an organization can try to minimize or eliminate the likelihood the event 

will occur or simply prepare to absorb the event’s impact. A corporation can try 

to minimize the risk that a host-country government will expropriate its invest-

ment in that country. It can also try to reduce the fi nancial impact of any expro-

priation by buying insurance or by downsizing its business in that country.11

With HEIC’s experience in the subcontinent in mind, let’s jump to June 1992,

when another aggressive fi rm, the Enron Corporation, signed a memorandum 

of understanding with the government of the Indian state of Maharashtra to 

build the largest gas-based power plant in the world.12 The Dabhol Power Com-

pany (DPC) was conceived by the Indian central government in the early 1990s

as one of a series of key projects that would help India overcome its growing 

power shortages. Enron expressed an interest in leading the project, estimated at 

$3 billion, which was to be implemented in two phases.

The Power Purchase Agreement was signed in December 1993, and fi nan-

cial closure for the project in March 1995 relied heavily on a guarantee from the 

Government of Maharashtra as well as a counter-guarantee from the Govern-

ment of India. Soon after the memorandum of understanding was signed, the 

Maharashtra State Electricity Board (MSEB) sought the view of the World Bank 

on the project, which argued that it was too large and expensive. It was suggested 

that the MSEB would have trouble paying for the power generated, and that the 

terms of the agreement were skewed in Enron’s favor.

A number of activists and other groups fi led suit against the project, 

insisting that it was too expensive and might damage the local environment. 

Also, at the time that fi nancial terms for the project were reached there was a 

change of government in Maharashtra, and the incumbent Congress Party was 

replaced by the opposition Bharatiya Janata and Shiv Sena parties. The new 

state government alleged that the high project cost was infl ated by bribes and 

kickbacks worth millions of dollars to the previous government. These charges, 

though never proven, became widely accepted among local residents, and the 
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project was mired in controversy. The new Maharashtra state government then 

decided to cancel the project, but under pressure from Enron and an interna-

tional arbitration ruling was instead compelled to renegotiate the terms of the 

 agreement.

Despite the renegotiation, the MSEB found it diffi cult to pay its bills to the 

DPC. By the end of 2000, it began to delay payments. In early 2001, the DPC 

invoked both the state and central government guarantees. The governments 

refused payment, claiming that the bills were disputed by the MSEB. The DPC 

then claimed political force majeure and resorted to the conciliation and dispute 

resolution process. Loans to the project began to dry up and DPC had to lay 

off employees. India’s image as an international investment destination suffered, 

and a number of large project proposals were shelved. Further arbitration claims 

were fi led against the Indian government, and in 2005 a complicated settlement 

was reached through which the Indian government made some fi nancial settle-

ments but eliminated its guarantee.

India’s federal government favored the project—and remained neutral when 

things began to fall apart. The opposition that killed the plan came from the 

local level—from the state government and community activists—and interna-

tionally, from the World Bank. “Macro” political risks, those at the national level, 

were effectively managed. “Micro” risks, which can impact a sector, a region, or 

even a single corporation, killed the project.

What might Enron have done to mitigate these risks? It seems ridiculous to 

imagine a corporation today acting like the East India Companies of old, with its 

own fl eets and regiments meting out punishment to unfriendly host countries 

or competitors. Yet the HEIC and Enron faced the same fundamental problem: 

how do you mitigate an impending risk? Do you try to reduce its likelihood? Or 

do you prepare to minimize its impact?

The fi rst step is to understand the situation on the ground. As we have illus-

trated throughout this book, risks are hard to manage unless they are under-

stood. An understanding of local political dynamics could have helped Enron 

engineer a better outcome. India has a vocal civil society and media, and there 

was a strong public perception that Enron had pushed the deal through unfairly. 

In addition, the company did not win the contract through a transparent pub-

lic tender (bidding) process. Better management of these problems could have 

reduced the likelihood that the risk event would occur—by making it more dif-

fi cult for political parties to exploit public anger over the deal. Similarly, Enron 
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could have better understood the true balance of legislative power between the 

federal and local governments.

Enron did prepare in advance for the impact of a potential breach of con-

tract. It won guarantees for the project from the Indian federal and state govern-

ments. It obtained some $231 million in political risk insurance and $160 million 

in lending from the U.S. Overseas Private Investment Corporation.13 As compa-

nies are advised to do when investing in politically risky infrastructure, Enron 

allowed Indian lenders and other large multinationals to invest in the project.14

Yet the case ended up in court, with the Maharashtra state, the domestic lenders, 

the foreign lenders, and the U.S. and Indian governments all fi ghting to secure 

the best possible deal. Legal action is ultimately likely to recoup just a fraction of 

original costs. As Enron’s experience demonstrates, it is much better to prevent 

such a costly political risk event from occurring than to simply prepare for its 

worst effects.

Reducing the Probability of a Risk

There are four main strategies for reducing the likelihood that a risk event will 

occur. Risk managers can try to eliminate the threat, minimize its likelihood, 

isolate the event, or avoid the risk altogether.15

Obviously, where possible, the ideal way of dealing with a particular risk 

is to eliminate it. Enron would have saved itself a lot of money if it could have 

persuaded those who won control of Maharashtra’s state government to honor 

the Dabhol power plant contract.

Some threats cannot be eliminated. The United States and its allies have been 

trying since at least 1998 to capture or kill Osama bin Laden. The United States 

is not the only government that has struggled to capture individuals hiding in 

remote locations with active support from local allies. In 2006, Italian police 

captured the capo di tutti capi of the Sicilian Cosa Nostra, Bernardo Provenzano, 

who had been hiding in remote parts of the Sicilian countryside for 43 years. 

Despite its reputation, Sicily is better policed than the Afghan-Pakistani border, 

where bin Laden is thought to be hiding.

Terrorists, like mafi osi, are notoriously hard to eliminate. They pose risks 

that, as we discussed in Chapter 6, can only be minimized. It is impossible, even 

for a government with excellent counterterrorism capabilities, to eliminate 
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all possibility of a mass terror attack. Governments can try to police certain 

groups and to ensure that surveillance is tight enough to catch groups that are 

not known. The latter measure comes at a cost, and most democratic societies 

struggle to develop a consensus view of the wisest trade-off between liberty and 

security.

In the corporate world, many organizations have little choice but to try 

to minimize the likelihood of risk events. Royal Dutch Shell has been remark-

ably successful at managing the political risks it faces in Nigeria.16 For the last 

50 years, Shell has run a profi table energy business in Nigeria’s rich oil and nat-

ural gas fi elds. Nigeria today accounts for 16% of Shell’s 2 million barrels per 

day of global oil production. The company operates the Shell Nigeria Explora-

tion and Production Company and an LNG joint venture with the government. 

With so much risk exposure, Shell faces constant threats to its business and 

production, including failure by the government to adequately fund joint ven-

tures, local political-military confl icts, and government instability. These are 

the problems that have plagued Western companies operating in Nigeria since 

1960. Yet, Shell has leveraged its ability to manage these risks into a competitive 

advantage.17

Another way to manage risk: Isolate it. Between the end of the Gulf War in 

1991 and the 2003 U.S. invasion of Iraq, three successive U.S. administrations 

had used economic sanctions to isolate Saddam Hussein’s regime, and to ensure 

that he could not rebuild his weapons of mass destruction program or again 

invade his neighbors.18 When it comes for foreign direct investment, corruption 

at the governmental level is a pervasive form of political risk, which at best, can 

be isolated, as it can never be entirely eliminated and its minimization is peril-

ous (e.g., it is better for most companies not to engage in bribery at all). One 

way for U.S. companies to avoid getting entangled with corruption has been to 

cite U.S. law, and in particular the Foreign Corrupt Practices Act that prohibits 

U.S. companies from engaging in any form of corruption. Colgate-Palmolive has 

used this approach in China with some success.19 While this may reduce some 

business opportunities that would require bribery, generally making one’s code 

of ethics public and enforcing it can help insulate a company from the issue of 

corruption.

Lastly, risk can be avoided completely.20 The problem is that the ability to do 

so can be sharply limited. Many organizations cannot simply pick up and move. 

For a Western oil corporation, like Conoco or Exxon, with operations in Venezu-
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ela, the election of Hugo Chávez generated a broad range of risks. Yet Venezuela 

has too much oil to ignore, and companies already operating there when Chávez 

rose to power had spent huge sums on the infrastructure needed to extract oil 

from such a geographically challenging location. To simply walk away from such 

a sizable investment is easier said than done.

Finally, those hoping to reduce the likelihood that a known risk event will 

occur must face the problem that there are many other things they do not know. 

As detailed in earlier chapters, there are many risks that organizations, states, 

and individuals cannot see, much less avoid, because they are unknowable, too 

complex to mitigate, or simply misunderstood. In 1985, there was no shortage of 

international relations experts, Russia specialists, and Kremlinologists. Yet, vir-

tually no one predicted the imminent collapse of the Soviet Union. In the mid-

1990s, very few analysts foresaw the East Asian fi nancial crisis.

Reducing the Impact of a Risk

Enron and Robert Clive did not (or could not) prevent a risk from occurring. 

Both had to deal with the impact of an event, whether a breach of contract 

for Enron or the Bengali takeover of HEIC’s Calcutta possessions. In previ-

ous chapters, we discussed at length how different companies and organiza-

tions have tried to reduce the impact of an event that either happened or was 

near-certain—from how Morgan Stanley’s contingency plans helped the com-

pany deal with the impact of the 9/11 attacks to how the Chrysler Corpora-

tion in the 1960s managed to avoid expropriation in Peru by a revolutionary 

 government.21

Needless to say, it is important to develop resilience to potential crises—as 

Morgan Stanley did before 9/11. Contingency plans ensure the capacity to survive 

a shock; this is an important tool for both corporations and states. How that can 

be accomplished depends on what is at stake. Crisis preparation can range from 

business continuity planning to the development of lobbying capacity and local 

on-the-ground partnerships to structuring fi nancing, investments, and supply 

chains in ways that minimize the potential impact of a risk—as Chrysler did in 

Peru.22 It is increasingly likely that capital markets will develop derivative prod-

ucts for political risk that will provide hedging capabilities where insurance does 

not exist.
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Holistic Risk Management

Understanding the risks is clearly important. Mitigation of these risks, whether 

through reducing their likelihood or through building resilience to buffer their 

impact, ultimately depends on leadership and governance from the top. Risks 

cannot be addressed in a vacuum. Successful government and private organiza-

tions fi nd that comprehensive risk approaches with the full support and buy-

in of executive leaderships address risks more effectively than do haphazard 

approaches.

One approach to managing risk is developing governance structures 

based on Enterprise Risk Management (ERM),23 the main framework for 

risk management that most corporations and fi nancial fi rms are currently 

 implementing. It emphasizes the responsibility of management as well as 

staff in analyzing risks to see how they could impact the organization and 

ensure that there is a strategic view on risk management and mitigation that 

is actively implemented. Further, ERM is a form of holistic risk management 

that  formalizes efforts to break down information silos across organiza-

tions and to standardize the ways in which risks are analyzed, reported, and 

addressed.

Yet, most organizations face barriers when implementing ERM,24 includ-

ing a lack of experts with knowledge of all areas covered, questions about the 

credibility of current methods, a lack of industrywide standards, and with the 

challenges of maintaining analytical objectivity and independence. For political 

risks, these barriers are particularly acute. There are very few corporations, or 

for that matter governmental or civil society organizations, that actually take a 

strategic and systematic approach to political risk.

Too many corporations and organizations ignore political risks until it 

is too late. These risks are either assumed to occur rarely (or to someone 

else) or to be entirely unpredictable. In both cases nothing could be farther 

from the truth. As we argued at the beginning of the book, too many econo-

mists consign politics and political risk to a kind of statistical rounding error. 

Risks faced by a fi rm operating in a specifi c country are assumed to be mostly 

economic or fi nancial or to have mainly to do with that country’s ability to 

meet its debt obligations. Politics are assumed to matter rarely, as if political 

interests were incidental to the formulation and implementation of economic 

policy.
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Robert Clive and his employer, the HEIC, in the mid-1700s and American 

oil corporations in Venezuela after 1999, faced the economic consequences of 

dramatic political decisions. But almost all corporations and organizations face 

some form of political risk. Those who operate in a market or any regulatory 

environment are subject to the rules of a political game. Often, the assumption is 

that political risk primarily affects organizations operating in unstable and risky 

countries. Yet the time and money spent by corporations operating in the United 

States to comply with anti–money laundering laws (some of which are a direct 

result of the 9/11 terrorist attacks) or with the arcane rules of the Sarbanes-Oxley 

Act were the direct result of political choices and decisions.

Looking ahead, political risks are likely to become more, not less, relevant to 

both governments and corporations. Globalization, economic integration, trade 

and capital mobility, and the free exchange of ideas across borders have not ren-

dered politics obsolete. There is no “end of history” just behind the horizon. War, 

terrorism, expropriation, violent changes of government, politically motivated 

lawmaking, and civil strife are not going away. Governments will continue to 

change both national and international regulatory regimes, often dramatically. 

Government responses to the 2008 banking crisis are perhaps the most notable 

recent example of this.

Increasing numbers of corporations and organizations now recognize that 

politics matters at least as much as economic fundamentals for market outcomes 

in many countries around the world. But just as there is a growing recognition 

that political risks are important and have a signifi cant and regular impact, many 

still presume that political and policy outcomes are too diffi cult to predict to be 

effectively mitigated.

Yes, in politics there are real black swans. There is much that we cannot 

know, whether because of chains of events that are too complex for us to under-

stand or because ingrained bias prevents us from seeing the truth.

Politics is notoriously hard to quantify. Unlike economic risks, political risks 

also tend to be more heterogeneous: their causes vary greatly. The way politics 

impacts economic assets can be equally varied, from a government imposing 

currency controls, to a mob rioting and burning down a business, to a panic 

starting among traders. Another complicating factor is that political risk affects 

not only economic assets, but also the decisions and policies of governments and 

nongovernmental organizations. And, as we discussed early on, it is often hard to 

put a link between cause and effect.
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But there is also a great deal that can be known. This book represents our 

attempt to illustrate how the world of politics can be illuminated. Actions of 

governments, insurgents, and even rioters can be analyzed with a good deal 

of precision. Identifying the interests at stake and those who hold social and 

 political power reveal a lot about how certain political risks will develop. The 

classic detective story question “cui bono” (i.e., “who benefi ts?”) often reveals a 

great deal.

Understanding where decision-making power lies reveals much about the 

risks those powers can produce. In a country like Saudi Arabia, where informal 

power structures are dominant, attempts to negotiate with the government via 

formal ministries may not get you very far. Attempts to win government tenders 

in Germany by trying to map a particular government offi cial’s network of fam-

ily and friends will not help much either. Context matters.

Politics as a social phenomenon and politics as an area of inquiry are not 

a unitary fi eld. What holds today may not hold tomorrow. An analytical tool 

that works in one circumstance may not work in another. Politics and the 

risks it poses constitute a broad subject, not reducible to one universal the-

ory. Understanding where and how to test different theories has a great deal 

of value.

Similarly, the ability to keep an open mind while being both rigorous and 

creative is necessary in order to successfully mitigate political risks. Gunboats 

are no longer tools of the political risk management trade for most corpo-

rations, although recent developments make this statement less defi nitive 

than it sounds. In 2007 the Russian Duma passed a bill to allow Gazprom and 

Transneft, two large utility companies, to raise their own private armed secu-

rity forces in order to protect their gas lines.25 Similarly private military com-

panies have increasingly been involved in providing protection for economic 

and strategic assets in unstable places around the world. In 2008 post-Saddam 

Iraq, the U.S. government was estimated to have contracted over 25,000 private 

security fi rm employees to complement the work of the U.S. armed forces in 

that country.26

For most companies however, the use of force as mitigation for political 

risk has been replaced by far more complex methods. Financial options and 

derivatives, insurance policies, complex legal agreements, commercial treaties, 

and diplomacy, whether corporate or governmental, provide new levels of com-

plexity and nuance to the possibilities for managing political risks. Being able to 
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manage political risk successfully depends on a company or government’s ability 

to consider different information sources and different theories and methods, 

and at the same time remain able to question its own assumptions and biases. 

Balancing this combination of skills is, at the end of the day, as much art as 

 science.
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  Given that many if not most equities, bonds, commodities, and currencies are 
relatively liquid (i.e., easy to buy and sell), political risk in capital markets is perhaps 
best mitigated by knowing of a risk before the event happens. In this sense, political 
risk analysis is the best form of risk mitigation, to the extent that it allows investors 
to reallocate their assets before a political risk event occurs. Knowing that the risk 
of Russia defaulting on its debt was substantially greater than most other market 
participants thought it was during the summer of 1998 would have been not only 
enough to mitigate the risk, but actually a good opportunity to make money.
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exchange was negotiated by a Neapolitan organized crime family that also had to be 
paid, more than the actual ransom.

34. Nevertheless, Sinn Fein does not see its decision to participate in the political pro-
cess as capitulation, nor does it see its electoral victories as representing the ultimate 
objectives of the party. Instead, it views the political process as a more productive 
means toward the realization of those objectives than was armed struggle.

Chapter 7

 1. For a detailed treatment of the events preceding the coup as well as CIA involvement, 
see Stephen Kinzer, All the Shah’s Men: An American Coup and the Roots of Middle 
East Terror (Hoboken, NJ: Wiley, 2003).

 2. Sunita Kikeri and Aishetu Kolo, “Privatization Trends: What’s Been Done,” The World 
Bank Group Private Sector Development Vice Presidency, Note 303, February 2006,
p. 1, http://rru.worldbank.org/documents/publicpolicyjournal/303Kikeri_Kolo.pdf 
(accessed August 28, 2008).

 3. Michael S. Minor, “The Demise of Expropriation as an Instrument of LDC Policy,” 
Journal of International Business Studies, Vol. 25, No. 1 (1994), 182.

 4. This is not that different than from the 1970s, when during the high tide of expro-
priations, expropriation claims amounted to about 96% of all claims OPIC paid 
out in political risk insurance. See Nathan Jensen, “Measuring Risk: Political Risk 
Insurance Premiums and Domestic Political Institutions,” paper presented at 2005
Political Economy of Multinational Corporations and Foreign Direct Investment 
Conference, Washington University, p. 4.

 5. What are expropriations? Expropriation is the involuntary deprivation of prop-
erty rights by government policy or law. Governments, as sovereign actors, are well 
within their legal rights to expropriate. Under international law, all governments are 
allowed to take away private property (whether from domestic or foreign investors), 
as long as they provide the deprived owners with compensation that is “prompt, 
adequate and effective.”

  The range of what governments nationalize varies from a single company to a 
whole economy. For instance, governments can nationalize specifi c companies. One 
example is that of the nationalization of Olympic Airlines, which was bought in 
1975 by the center-right Greek government from Aristotle Onassis’s heirs. Another is 
the French expropriation of car-maker Renault in 1945, after Renault’s collaboration 
with the Nazi occupation.

  Governments sometimes nationalize whole industrial sectors. In Britain in 
the late 1940s, the Clement Attlee government nationalized the railroads and the 
mining and telecommunication industries. As we discussed in the introduction to 
this book, the nationalization of the Mexican oil industry in 1938, a seminal case 
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of modern expropriation, was another wholesale nationalization of an industrial 
sector. That year, Mexican president Lázaro Cárdenas expropriated Mexico’s petro-
leum industry, which, until then, had been owned primarily by U.S., British, and 
Dutch companies.

  In other instances, nationalizations have involved all the private property within 
a country. Governments in Russia, China, Cuba, and Eastern Europe, after Commu-
nist takeovers, usually declared that most—from the largest factory to the smallest 
newsstand—belonged to the “people,” as represented by the ruling Communist party. 
As expropriations of all property are usually tied to political ideology and require a 
signifi cant amount of political repression, they have become increasingly rare.

  That said, expropriations can still involve a show of force. On May 1, 2006,
Bolivian leftist president Evo Morales sent troops to surround the facilities of the 
Brazilian company Petrobras as he launched the nationalization of Bolivia’s hydro-
carbon sector. On the other hand, some governments, such as the Russian one, have 
carried out expropriation simply by changing regulations and tax codes or by put-
ting legal pressure on key shareholders. How expropriations can be carried out not 
only varies, but often is dependent on a government’s interests. At least four broad 
categories of outright expropriations can be identifi ed: formal expropriations, inter-
vention (or direct seizure), forced sale, and contract renegotiations.

  Formal expropriations occur when a government either uses existing laws 
and decrees or creates new ones to take over or reassign existing property rights. 
In  Mexico’s case, the government’s order to nationalize the petroleum industry fol-
lowed a Mexican Supreme Court decision that found the operating companies in 
defi ance of a previous court order. In other cases, governments can create new laws 
or decrees to expropriate. Eastern Europe’s Communist governments nationalized 
most of the private property in 1945–48 through a series of decrees.

  Second, governments also often just intervene and seize existing properties, 
ignoring all legal niceties. Some governments simply send in the army or police and 
take over a piece of property without much legal cover. Sometimes, this is done by 
proxy, using government supporters or militants. In Zimbabwe in 2000, white-owned 
farms were occupied by government-backed “veterans,” and later the properties were 
redistributed to government supporters. Similarly, in Chile, under Salvador Allende 
“workers” seized foreign-owned enterprises that were slated for expropriation by 
that government. In both cases, laws were later passed to make these takeovers legal, 
but this was done post facto; at the time of the seizures, the government willfully 
chose not to enforce existing laws protecting the properties in question.

  Forced sales occur when governments coerce foreign companies to sell off their 
properties through threats of expropriations or through harassment. Recently, Russian 
authorities have pressured private investors, both foreign and Russian, to relinquish 
controlling stakes in the energy sector to the state. While in 2003 most Russian oil 
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assets were in private hands, they are now overwhelmingly in state-controlled or state-
friendly hands. State-owned Rosneft has gone from trailing private companies like 
Lukoil, TNK-BP, Yukos, and Surgutneftegaz to being the leading Russian oil producer. 
This was accomplished mostly through a series of forced sales that were backed by legal 
threats to the previous owners (some of whom ended in jail on spurious charges).

  Lastly, government can simply force corporations to renegotiate the existing 
terms of a signed contract. To the extent that they interfere with ownership and 
operation rights, such renegotiations can amount to expropriation of existing prop-
erty. In Ecuador, the government declared in October 2007 that all foreign oil compa-
nies will be required to hand over to the government all earnings over $24 per barrel, 
a signifi cant divergence from the initial contracts the foreign oil operators signed, 
by which only 50% of earnings over $24 were to be handed over. The Ecuadorian 
government also gave the companies the choice to switch to new service contracts, 
whose terms were equally unfavorable. A similar process has happened recently in 
Venezuela, where the Chávez government has forced all private investors to switch to 
new joint venture contracts with the state-owned oil corporation PDVSA, which was 
given a controlling interest in the oil fi eld concessions.

  For some leaders, like Chávez in Venezuela, nationalization is something to 
celebrate openly and to be pointed to as a sign of progress or social justice. How-
ever, directly interfering with property rights of foreign or even domestic investors 
comes with costs, such as reduced access to international capital markets, lawsuits, 
and reduced amounts of foreign direct investment—investors generally tend to be 
wary of putting money into countries where their property is taken away.

  Thus, for some governments, whose interest is more in gaining greater tax 
revenue and control of cash fl ows and less in the domestic political capital gained, 
“creeping expropriations” are a more common path to take. For instance, in 2004,
China announced a set of regulatory policies in its domestic automotive sector. These 
policies banned “the sale and transfer of manufacturing licenses by bankrupt or fail-
ing manufacturers” to either domestic or foreign investors. Additionally, the policies 
required any new investors setting up new automotive plants to invest over a cer-
tain amount (over $240 million) and to invest in R&D that would become Chinese-
owned intellectual property. In this case, by prohibiting automotive companies from 
selling their licenses and by imposing intellectual property requirements the Chinese 
government has effectively taken a signifi cant part of the ability of foreign corpora-
tions in the automotive sector to viably operate as private enterprises in China.

  Indirect or “creeping expropriations” are a way for governments to expropriate 
without severely damaging their international reputation. If a government interferes 
with taxation or the ability of a company to appoint its own management, or if a 
government uses existing regulations to target a specifi c corporation, that may effec-
tively amount to an expropriation.
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  In contrast to Chávez’s bombast, Russian offi cials at times appeared almost 
defensive about retaking control of the country’s oil assets after 2003. Russia and 
Kazakhstan have been far more quiet about taking back assets, using legalistic 
approaches that often target one company or one project at a time rather than an 
entire industry. Both governments, for example, have used alleged environmental or 
accounting violations as a means to renegotiate investment agreements with foreign 
companies whose deals with the governments were once seen as inviolable. These 
nationalizations often involve some form of compensation for the investor, whether 
in the form of cash or future joint development work with state-backed companies.

  Minimizing the legal claims of private investors can be an objective, as is ensur-
ing that other investors will not fl ee from other sectors of the economy out of fear 
that their industry will be the next target. Selectively nationalizing specifi c compa-
nies or assets also can be a way to avoid scaring investors away from the sector that 
is the focus of attention. Russian offi cials have argued that their country’s oil and gas 
assets are still more open to foreign investment than those in Saudi Arabia or  Mexico; 
certainly, foreign oil operators remain eager to stay engaged in Russia. Regardless 
of how benign governments attempt to make this kind of creeping nationalization, 
existing players who face the brunt of the nationalization wave will still be vulnerable 
to moves by the state to seize assets. On the other hand, investors preparing to enter 
such a market after the wave has swept through may fi nd that governments welcome 
them, albeit on the governments’ terms.

 6. When, for instance, in 1902 Venezuela defaulted on its foreign debt, the Italian, 
 British, and German navies sent ships to blockade and bombard ports until all debts 
were settled.

 7. Roderick Duncan, “Price or Politics? An Investigation of the Causes of Expropria-
tion,” The Australian Journal of Agricultural and Resource Economics, Vol. 50, No. 1
(March 2006), p. 87.

 8. That said, there were exceptions, such as the 1956 Suez crisis, when Egypt’s national-
ization of the Suez Canal prompted a brief war with Britain, France, and Israel, and 
the CIA-sponsored coup d’état against the Iranian government after it expropriated 
the assets of the British-owned Anglo-Iranian Oil Company in 1953.

 9. Amy L. Chua, “The Privatization-Nationalization Cycle: The Link between Mar-
kets and Ethnicity in Developing Countries,” Columbia Law Review, Vol. 95, No. 2
(Mar. 1995), p. 256.

10. Despite the losses of WWI and the turmoil of the Bolshevik revolution and the civil 
war that followed, the Soviet Union was still a great power in the late 1910s and early 
1920s, if for no other reasons than its size and the relative weakness of its Western 
opponents, which were also suffering from the exhaustions of the Great War.

11. This is also shown by the compensation issue surrounding expropriations carried 
out by Communist states. China, the Soviet Union, and their Eastern bloc Commu-
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Chapter 8

 1. EIU, “Regulatory Risk: Trends and Strategies for CRO,” Economist, July 2005.
 2. In most developed countries, regulations govern virtually every aspect of a business 

transaction (in its simplest form, the term “regulation” refers to control over actions 
of private individuals and businesses over what they may do and sometimes how 
they may perform certain activities). Government has always exercised such control 
through the legal system, but regulations are different in that they are secondary stat-
utes issued to implement the meaning of laws that prima facie can be quite abstract. 
Since laws cannot take into account every unique circumstance that businesses may 
face in compliance, government agencies issue regulations to address changing cir-
cumstances during implementation and break down laws into parameters, which 
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