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Preface

What this book is about

The study of the animal mind is one of the most exciting areas in the cognitive
sciences. The feats of navigation performed by bees and pigeons, tales of talking
parrots and counting rats, self-aware chimpanzees and tool-using crows not only
fascinate the nonspecialist, they raise important issues in psychology and biology.
How do bees or pigeons find their way home? Can other animals navigate as well as
they do, and if not, why not? Do parrots really talk? What use would counting be to
rats in the wild anyway? Do monkeys and apes, which look so much like us, think like
us too? What is the relationship between the human mind and the minds of other
species?

Questions like these raise issues that are intrinsically interdisciplinary. Because of
this they have traditionally been covered inadequately in most textbooks, although
they are often the subject of popular and semipopular treatments. Introductions to
animal cognition for psychology students have usually reviewed laboratory studies
of rats, pigeons, and monkeys from an anthropocentric point of view. Evolutionary
issues or observations of behavior outside the laboratory have typically been over-
simplified or not discussed at all. On the other hand, introductions to animal
behavior or behavioral ecology include at most a brief survey of research on animal
learning and cognition, even though the authors may point out that the sorts of
cognitive processes generally studied by psychologists play a role in ecologically
relevant behavior. A zoologist wishing to know more soon feels mired in the
psychologist’s specialist terminology. Equally specialized terms await the psychol-
ogy student wanting to know more about evolution and behavioral ecology.
Phylogeny, MVT, and ESS are just as baffling to the uninitiated as US, RI, and fixed
interval schedule.

I wrote the first edition of this book in the belief that the future of research on
comparative cognition, behavioral ecology, and behavioral neuroscience lies in
increased interdisciplinary training and communication. I tried to capture a vision
of an approach to the evolution of the mind in which it is natural, indeed
necessary, to integrate the answers to questions traditionally asked in psychology
laboratories with the answers to questions about ecology and evolution. I tried to
make it accessible to students and researchers from both psychology and biology,
or with backgrounds in neither. It was for the increasing numbers of people
trained in the cognitive sciences who are finding that their discipline must
embrace consideration of species other than humans and that the study of cogni-
tion in any species is incomplete without consideration of evolution and ecology.
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Equally, it was for behavioral ecologists and ethologists who find themselves
wanting to answer essentially psychological questions about behavior.

Why a second edition?

The decade since the first edition of Cognition, Evolution, and Bebavior was written
has seen an explosion of new developments in almost every area it covers. Many of
them are around the boundary that traditionally divided comparative psychology
from the biological study of behavior, the very boundary that Cognition, Evolution,
and Behavior focused on bridging. There is now every sign that a truly integrative
cross-disciplinary research program on comparative cognition has finally taken off.
As a happy result, many parts of the first edition are outdated. This second edition
integrates new developments and insights with earlier material. To mention a few
examples, associative learning has seen new challenges to what has been the domi-
nant theory in the area for almost a half century. New studies of whether animals are
aware of their memories or have “episodic like” memory—questions hardly touched
by serious researchers before 1998—raise fundamental issues about the promises and
limits of what we can learn from comparing verbal and nonverbal species.
Comparative studies of numerical cognition, spatial cognition, and animal commu-
nication have taken important new directions and seen more theoretical integration
with work on child development and with neuroscience. The study of social learning
and animal culture has exploded. Analyses of social cognition in field and laboratory,
including the contentious topic of whether other species have theory of mind, have
been extended to species as diverse as dogs, hyenas, goats, ravens, and fish. Spirited
debates about whether any animals can be said to teach their conspecifics or to have
culture have been fueled by prominent new discoveries, not only with primates but
with other species. Likewise, studies of tool using—both fieldwork documenting its
occurrence and analyses of what tool-users know—now include birds as well as a
range of primates. As with studies of social cognition, the possibility of convergence
in evolutionarily diverse species promises important insights into the conditions for
evolution of human-like behavior and understanding. We are seeing the development
of a much more detailed, nuanced, and biologically informed view of how and why
species are both the same and different cognitively, including of course what humans
share with other species and how we may be unique.

How this book is organized

Like the first edition of Cognition, Evolution, and Bebavior, this one aims to be a
comprehensive cross-disciplinary account of contemporary research on animal cog-
nition in the broadest sense, from perception to the bases of culture, and to be
accessible to students and specialists alike. The general approach and organization
are the same as for the first, but with 15 rather than 13 chapters. The old Chapter 1 is
divided into two to permit explicit discussion of classic foundational issues such as the
role of Morgan’s Canon that are so clearly still at stake today. New discussions of the
relationship between brain evolution and cognition justify a separate Chapter 2 for
background on evolution and on the brain that was originally part of Chapter 1. As
before, the order of subsequent substantive chapters implies a “bottom-up” approach
to cognition, starting with perception and simple forms of learning along with some
basic concepts from ethology and building up to so-called higher or more complex
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processes. The central chapters (Chapters 3-14) are now divided into three
sections, each with a short introductory overview: “Fundamental Mechanisms”
(perception, learning, categorization, memory), “Physical Cognition” (space, time,
number, physical causation), and “Social Cognition” (social knowledge, social
learning, communication).

One major change is the placement of timing and counting in separate chapters,
recognizing how new research and theorizing have transformed the study of numer-
ical cognition into a key area of comparative research in its own right. At the same
time, material on subjects where there have been few new developments has been
condensed. For example, optimal foraging is now part of a comprehensive treatment
of instrumental behavior that also includes economic decision-making, tool use, and
planning. In another reorganization, the three chapters on aspects of social cognition
now begin with a chapter on the nature of social knowledge. This draws on the depth
and breadth of new information about social understanding in wild animals from
baboons to birds to provide a background for burgeoning laboratory research on
social cognition and cooperation.

As in the first edition, the final chapter (here Chapter 15) reflects on what the
preceding chapters teach us about some overarching issues. Here these include what
comparative studies reveal about “the modularity of mind” and whether comparative
cognition research can be said to have any single well-defined set of methods or
theoretical approach. This chapter also looks at new contributions to what has
arguably been the central discussion in comparative studies of the mind since their
beginnings in the late 19th century: how are humans different from other species, and
why? In the concluding chapter of The Origin of Species Darwin (1859) prophesied,
“In the future I see open fields for far more important researches. Psychology will be
securely based on the foundation . . . of the necessary acquirement of each mental
power and capacity by gradation. Much light will be thrown on the origin of man and
his history.” He would no doubt be pleased to see that, along with all the other
amazing fields opened up by his insights, this one is yielding such a rich harvest.
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1
Cognition and the Study of
Behavior

Walnut trees shade the streets of Davis, California. They also provide food for the
crows that roost near Davis. Crows crack walnuts by dropping them from heights of
5-10 meters or more onto sidewalks, roads, and parking lots. Occasionally they drop
walnuts in front of approaching cars, as if using the cars to crush the nuts for them. Do
crows intentionally use cars as nutcrackers? Some of the citizens of Davis, as well as
some professional biologists (Maple 1974, in Cristol et al. 1997) were convinced that
they do, at least until a team of young biologists at UC Davis put this anecdote to the
test (Cristol et al. 1997). They reasoned that if crows were using cars as tools, the
birds would be more likely to drop nuts onto the road when cars were coming than
when the road was empty. Furthermore, if a crow was standing in the road with an
uncracked walnut as a car approached, it should leave the nut in the road to be
crushed rather than carry it away.

Cristol and his collaborators watched crows feeding on walnuts and recorded how
likely the birds were to leave an uncracked walnut in the road when cars were
approaching and when the road was empty. They found no support for the notion
that crows were using automobiles as nutcrackers (Figure 1.1). In other respects,
however, the birds’ behavior with walnuts was quite sophisticated (Cristol and
Switzer 1999). For example, by dropping nuts from buildings on the Davis campus,
Cristol and Switzer verified that English walnuts did not have to be carried so high
before breaking as the harder black walnuts and that they broke more easily when
dropped onto pavement than onto soil. The crows’ behavior reflected these facts
(Figure 1.1). A crow dropping a nut also took into account the likelihood that a greedy
fellow crow might steal a dropped nut before it could be retrieved: the fewer crows
waiting on the ground nearby, the higher they took walnuts before dropping them.

The story of the nutcracking crows encapsulates some key issues in the study of
cognition in animals. Foremost is how to translate a hypothesis about essentially
unobservable internal processes into hypotheses about behavior in a way that permits
different explanations to be distinguished. Here, this meant asking, “What will crows
do if they are using cars as tools that they will not do if they are merely dropping nuts
onto the road as a car happens by?” A second issue has to do with the kinds of
hypotheses people entertain about the processes underlying animal behavior. The
people in Davis and elsewhere (Nihei 1995; Caffrey 2001) who saw nutcracking as an
expression of clever crows’ ability to reason and plan were engaging in an
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Figure 1.1. Left: Proportion of crows dropping a walnut in the road when flying away as a function
of whether or not a vehicle was approaching (data from Cristol et al. 1997). Right: Mean height to
which crows carried black or English walnuts before dropping them onto pavement (cross-hatched
bars) or onto soil (English walnuts only) (data from Cristol and Switzer 1999).

anthropomorphism that is common even among professional students of animal
behavior (see below, Section 1.3.2; Kennedy 1992; Wynne 2007a, 2007b). As we
will see, such thinking can be a fertile source of ideas, but research often reveals that
simple processes apparently quite unlike explicit reasoning are doing surprisingly
complex jobs. Free-living crows were observed doing something suggestive of inter-
esting information processing and decision making. Their behavior was then exam-
ined with more systematic observations and experiments. Among other things, these
revealed how closely the crows’ behavior matched environmental requirements.
Numerous cognitive processes underlie the crows’ nutcracking, and each of these
could be analyzed further. For example, how do crows judge the height from which
they drop nuts? Do they have to learn to adjust their behavior to the kind of nut, the
kind of substrate, and the number of nearby crows? Several species of crows, gulls,
and other birds break hard-shelled prey by dropping them (Cristol and Switzer 1999),
and one might also ask what ecological conditions or evolutionary history favor this
behavior.

1.1 What is comparative cognition about?

1.1.1 What is cognition?

Cognition refers to the mechanisms by which animals acquire, process, store, and act on
information from the environment. These include perception, learning, memory, and
decision-making. The study of comparative cognition is therefore concerned with how
animals process information, starting with how information is acquired by the senses.
The behavior examined for evidence of cognition need not be learned, and it need not be
studied in the laboratory by psychologists. In this book how birds classify songs in the
field will be considered alongside how animals can be taught to classify artificial stimuli
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in the laboratory (Chapter 6). Possible natural examples of tool use like the crows’
nutcracking will be examined along with tests of what captive animals understand when
they use tools (Chapter 11). The dance communication of bees and the alarm calling of
chickens will be considered alongside the use of human gestures, words, and symbols by
parrots and chimpanzees (Chapter 14). How ants find their way in the desert and how
rats find their way in mazes will both be examined for what they reveal about the
principles of spatial cognition (Chapter 8).

Not all agree that such an inclusive definition of cognition is useful. Cognitive is
often reserved for the manipulation of declarative rather than procedural knowledge
(e.g., Dickinson 2008). Declarative knowledge is “knowing that” whereas procedural
knowledge is “knowing how,” or knowing what to do. The declarative knowledge
that a chipmunk might gain from moving about its territory could be maplike:
“Home burrow is south of that big rock.” Or the chipmunk might store information
about its territory as procedural knowledge such as “Turn left at the rock.” The first
kind of representation implies more flexible behavior than the second, but in both
cases behavior results from processing and storing information about the world. A
related distinction is that between first-order and higher-order processes, only the
latter of which may be regarded as interestingly cognitive. First-order processes
operate directly on perceptual input, as when a stimulus triggers a response or creates
a trace in memory. Second-order processes operate on first-order processes, as in
evaluating the strength of one’s memory for an event (Heyes 2008; Penn, Holyoak,
and Povinelli 2008).

For many psychologists, mental representations of the world or computations on
them are the essence of cognition. However, it is almost never possible to tell without
experimental analysis what kinds of processes are reflected in a given behavior.
Moreover, functionally similar behavior, such as communicating, recognizing neigh-
bors, or way finding, may be accomplished in different ways by different kinds of
animals (Dyer 1994). Much interesting adaptive behavior results from processing
limited information in simple ways, and the richness of the representations underlying
behavior varies considerably across species and behavior systems. Because comparing
the ways in which different species solve similar information-processing problems is an
important part of the comparative study of cognition, it should embrace all sorts of
information processing and decision-making.

1.1.2  Animal cognition or comparative cognition?

Referring to the field of research discussed in this book as comparative rather than
animal cognition is similarly inclusive. Some classic assessments of psychological
research on animals (Beach 1950; Hodos and Campbell 1969; Dewsbury 1998) are
complaints that most studies labeled “comparative” are mere “animal psychology”
because they deal with only a single nonhuman species or at most implicitly compare
that one species with humans. As we will see, the situation in the early twenty-first
century is dramatically different. More species are being studied and compared with
one another, and findings are interpreted with increasing biological sophistication.
But there is still a good deal of research aimed at analyzing particular processes in
depth in one or a few species. It is especially prominent in the section of this book on
Basic Processes (Chapters 3-7). But thorough analyses of cognitive processes in
limited species form the foundation for comparative work, as when comparisons of
memory in food storing and nonstoring birds (Chapters 2 and 7) draw on method and
theory developed in studies with pigeons. Therefore “animal cognition” research is
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part of the overarching enterprise referred to in this book as research on comparative
cognition aimed at understanding cognition across the animal kingdom, including
how it works, what it is good for in nature, and how it evolved.

1.1.3 Consciousness and animal cognition

People intuitively distinguish between merely responding to events and being aware
of them, as when someone driving along a busy highway while deep in conversation
says, “I wasn’t conscious of the passing miles.” Perceptual awareness can be distin-
guished from reflective consciousness, which might be evidenced when the driver
mentally compares possible routes to her destination, perhaps evaluating her own
ability to recall their details (self-reflective consciousness).

Within psychology, the rise of behaviorism in the early 1900s threw introspective
studies of consciousness into disrepute. The cognitive revolution of the 1960s and
1970s continued this tradition. Studying cognition meant inferring how information
is processed from analyzing input-output relations without regard for the extent or
kind of concomitant awareness. But in the last decade or so of the twentieth century,
the study of consciousness in humans and other species became not only scientifically
respectable but an active area of research. One impetus for this work was the
discovery of striking phenomena such as “blindsight” (Box 1.1) and priming in
memory (Chapter 7), which reveal distinct conscious and unconscious processes in

Box 1.1 Vision with and without Awareness

Neurological patients with “blindsight” react to objects in the visual field without reporting
awareness of them (Weiskrantz 1986). If such patients, who have damage in area V1 of the visual
cortex, are shown an object in the affected part of the visual field, they report seeing nothing.
However, when they are forced to point to the object’s location or guess its characteristics, they
perform above chance. Thus these people seem to have vision without awareness. Visual detection
apparently can be dissociated from visual awareness in monkeys, too (Cowey and Stoerig 1995,
1997). Three monkeys with lesions to area V1 were trained in two different tasks (Figure B1.1). One
was analogous to asking them “Do you see it?” and the other, to asking them “Where is it?” The
lesions affected only the right half of each monkey’s visual field, so each monkey’s performance to
stimuli there could be compared to its performance when stimuli were shown in the field with normal
vision. To control the part of the retina stimulated, displays were presented briefly while the monkey
was fixating a spot in the middle of a computer screen.

] ) )
Targets Probe
O ] O
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Stoerig (1995) with permission.

Figure B1.1. Stimulus displays for testing blindsight in monkeys. Redrawn from Cowey and
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To train the monkeys to report “I see it,” a stimulus was presented any of five positions in the lower
part of the normal field, and on some trials no stimulus was presented (Figure B1.1, left). In the
former case, the monkey was rewarded for touching the location where the stimulus had appeared. In
the latter, it was rewarded for reporting “no” by touching a white rectangle at the top of the screen.
When the monkeys were reporting presence/absence correctly on about 95% of the trials, they were
tested with occasional probes in the “blind” half of the visual field. They reported “no stimulus”
about 95% of the time. Importantly, a normal control monkey did transfer correct responding to this
novel location. In the other task, a brief flash appeared in one of the four corners of the screen on
every trial (Figure B1.1, right). The monkeys had simply to touch the location where it had appeared,
in effect reporting where they saw it. In this task, performance was highly accurate for both the
normal and the “blind” visual field. These data are consistent with other evidence that primates have
separate visual pathways for perception and action (Goodale and Milner 1992). Like people with
comparable brain damage, the monkeys appear to have vision without awareness in the affected part
of the visual field, suggesting that their normal vision is accompanied by awareness.

In this example, nonverbal responses that the monkeys were trained to make substituted directly
for humans’ verbal reports (“I see it,” etc.). When people with blindsight took the same nonverbal
tests as the monkeys, their responses paralleled their verbal reports of awareness (Stoerig, Zontanou
and Cowey 2002).

everyday cognition. Debates about the extent to which people are aware of their own
cognition (metacognition; Chapter 7) have also placed a new emphasis on how
subjects consciously experience their memories, percepts, or the like as distinct
from how they act on them. Progress in analyzing the neural basis of behavior in
such experiments through brain imaging and studies of cognitively impaired people
have encouraged attempts to investigate the same processes in animals (e.g., Terrace
& Metcalfe 2005). If some pattern of brain activity turns out to be necessary and
sufficient for verbal reports of conscious awareness, thinking, remembering, or the
like, what does it mean if this same pattern can be identified in an animal?

A central methodological problem here is that because evidence for consciousness
in humans generally consists of what people say about their mental experiences,
seeking it in nonverbal species requires us to accept some piece of the animal’s
behavior as equivalent to a person’s verbal report. For example, in the experiment
described in Box 1.1, we must accept that the monkeys’ “I see it” response indexes a
subjective state equivalent to a person’s experience of seeing. Clearly we can never
know whether this is correct or not, since we can never know the animal’s private
state. Therefore, the point of view of most researchers studying animal cognition is
that how animals process information can, and should, be analyzed without making
any assumptions about what their private experiences are like. That is, the best we
can do is to seek functional similarities between behaviors taken as evidence for given
processes in humans and behaviors of animals (Staddon 2000; Hampton 2005; Heyes
2008). This approach takes support from evidence that people act without being
aware of the reasons for their actions, that is, without using reflective consciousness,
more often than is commonly realized. We may, for example reach for the reddest
tomato on the bush and only later explain why (Carruthers 2005). A related view
(Macphail 1998) is that human babies nor nonhuman animals can have reflective
consciousness because it requires language.

The view that consciousness in animals is not a subject for research either because
it is inaccessible to scientific study or because animals lack language was emphatically
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rejected by scientists calling themselves cognitive ethologists (Ristau 1991a).
Stimulated by the writings of the distinguished biologist Donald Griffin (1976,
2001), cognitive ethologists claim that much behavior suggests that animals have
conscious intentions, beliefs, and self-awareness, and that they consciously think
about alternative courses of action and make plans (Griffin and Speck 2004).
Studies of animals communicating, using tools, and apparently deceiving one another
figure prominently in these discussions because they seem to reveal flexible behaviors
governed by intentions to achieve specific goals. However, it is difficult to find a
situation for which the notion that an animal has a conscious belief or intention or is
consciously manipulating information unambiguously predicts what it does
(Dawkins 1993; but see Griffin 2001). Nevertheless, the early years of the twenty-
first century have seen an upsurge of provocative and sometimes controversial
research addressed to exactly these issues.

Of course, some anthropomorphic mentalistic terms have traditionally been
accepted to refer to processes underlying animal behavior. For example, training a
rat that a tone predicts a shock is usually referred to as fear conditioning. The rat is
said to fear the tone, and indeed it may be in the same physiological state as a person
describing himself as fearful. Similarly, a hungry rat trained to press a lever for food
could be said to be doing so because it desires food and believes that lever pressing will
give it food. On one view (Chapter 11 and Dickinson 2008) the goal-directedness of
bar pressing or other instrumental responding, that is, evidence that it is controlled by
belief and desire, is what is meant by its being under cognitive control. Belief, desire,
fear, or other mental or emotional states may be ascribed to animals on the basis of
well-defined behavioral criteria, that is, on the basis of functional similarity, without
implying that the animals are undergoing humanlike conscious experiences.

Thinking about how consciousness might have evolved is not much help here. On
the one hand, if we accept that human beings are conscious it seems that some other
species, perhaps among primates, must share at least perceptual awareness with
humans (see Terrace and Metcalfe 2005). Saying that only humans are conscious in
any way seems like rejecting evolutionary continuity (but see Penn, Holyoak, and
Povinelli 2008). On the other hand, because evolution has acted via the results of
what creatures do, not directly on what they experience privately while doing it, it
seems there must be something promoting survival and reproduction that a conscious
animal can do and one lacking consciousness cannot, but so far there are no clear
candidates for that “something” (Dawkins 1993, 2006). This same problem of an
apparent evolutionary gap between humans and other living species arises in
discussions of the evolution of human language and abstract conceptual abilities
(Chapter 15 and Penn, Holyoak, and Povinelli 2008). Despite the apparent successes
of teaching aspects of language to apes, most would now conclude that language
is unique to humans, and the conditions under which it could evolve are an active area
of debate (Chapter 14). Anthropological studies of human evolution and of primate
behavior in the wild are likely to add fuel to these discussions for some time to come.

1.1.4 A word about intelligence

It is sometimes said by cognitive ethologists (Griffin 1992) and popular writers (e.g.,
Barber 1994) that animals must be thinking because they behave so intelligently.
Indeed, to the nonspecialist one of the most persuasive arguments that animals think
as we do is that it is impossible to imagine another explanation for their “clever”
behavior (Blumberg and Wasserman 1995; Wynne 2004a). On the whole, however,
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intelligence is not a useful term for describing animal behavior, for two reasons. First,
intelligence is generally used to describe global ability in people, whereas the cogni-
tive abilities of animals (and perhaps people as well) are to a large extent modular
(Box 2.3). For instance, a Clark’s nutcracker that can retrieve thousands of pine seeds
months after caching them (Box 1.4) is not necessarily “smart” in other ways. It is
particularly good at encoding and retaining certain kinds of spatial information, but
it may remember other kinds of information no better than other birds. Within this
context, intelligence is sometimes used nowadays to refer to the collection of specific
cognitive abilities that a species may have (cf., Emery 2006; Pearce 2008).

A second reason to use intelligence carefully is that it should be defined formally
with respect to a specified goal (McFarland and Bosser 1993). A robot is intelligent
with respect to a goal of efficiency if it minimizes use of its battery while when
crossing a room. It is intelligent with respect to the goal of remaining intact if it
avoids collisions. On this view, biological intelligence should be defined in terms of
fitness (Box 1.2 and Kacelnik 2006) or goals such as choosing a good mate that
contribute to fitness, and even plants can be intelligent (Trewavas 2002). Sometimes,
as we will often see in this book, intelligent behavior may be produced by very
“unintelligent” means.

Box 1.2 Natural Selection and Fitness

Evolution, the change in the characteristics of organisms over generations, occasioned much debate
before Charles Darwin (1859) and Alfred Russel Wallace explained how it happens. Fossils indicated
that very different kinds of animals and plants had existed in the past. Explorers, including Darwin
and Wallace themselves, documented how animals and plants in different parts of the world are both
similar and different. What Darwin and Wallace did, independently at about the same time, was to
show how both the changes in organisms over time and the relationships among them can be
explained by a natural cause. That cause is natural selection, and it is the inevitable outcome of
three fundamental properties of all living things.

1. Offspring inherit their parents’ characteristics. Bean seeds produce more bean plants, robin eggs
produce more robins, and many of their features will be more like those of their parents than
others of the same species. We now know a great deal about the genetic mechanisms involved, but
the principle of inheritance is independent of such knowledge, which Darwin and Wallace did not
have.

2. There is variation among individuals within the same species, even when they are closely related.

3. Selection takes place. A sea turtle lays hundreds of eggs, an oak tree drops hundreds of acorns, yet
the world is not overrun with sea turtles or oak trees. Only those best able to survive in the current
environment will live to reproduce. This principle is sometimes summarized as “the survival of the
fittest.” In technical terms, fitness refers to an organism’s ability to leave copies of its genes in the
next generation, not to what people get at the gym. A male who sires ten healthy offspring is fitter
than one who sires two. Because relatives share some of one’s own genes, fitness can be enhanced
through helping them as well as direct offspring (Chapter 5).

Evolution is the inevitable consequence of inheritance, variation, and selection. Gradually, over
many generations, individuals with characteristics that made their ancestors best able to survive and
reproduce will come to predominate. Individuals that migrate or are carried into new environments
may evolve such different characteristics that eventually their descendents will form a new species,
unable to breed with individuals of the ancestral species (see Grant and Grant 2008). Throughout the
last part of the twentieth century evolutionary theorists, including most of the founders of behavioral
ecology, emphasized selection at the level of the individual, indeed the individual’s genes. On this
view, the genes best able to program the organisms bearing them to develop into individuals that
propagate successfully will be the ones that persist over generations (R. Dawkins 1976, 1995).
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However, the logic of inheritance, variation, and selection applies to units at all levels, most importantly
for contemporary theorizing, even to groups of individuals. After being emphatically rejected for nearly
40 years, evolution through selection at the level of groups is now becoming accepted as part of a broad
theory of multilevel selection (Wilson and Wilson 2007, 2008). Group and individual selection may pull
in different ways, but the characters that benefit the group at the apparent expense of the individual may
still be advantageous over the long run. Among other things, the force of group selection helps to explain
some of the unique features of human psychology such as a tendency to cooperate and empathize with
unrelated others (Chapter 12 and Wilson and Wilson 2007, 2008).

Finally, labeling behavior intelligent is pretty frankly both anthropomorphic and
anthropocentric. Recent demonstrations that species differ in behavioral flexibility,
or propensity to adopt novel foraging behaviors (Box 2.2), have revived discussions
of overall animal intelligence (cf., Roth & Dicke 20035). This is especially so because
the correlation of flexibility with overall brain size and/or size of the forebrain in
some animal groups (Box 2.2) satisfies the everyday equation of intelligence with
“braininess.” The naively anthropocentric nature of such discussions is underlined
by a comparison of pigeons and people in a test of complex reaction time (Vickrey
and Neuringer 2000). In such a test the subject is confronted with an array of lights;
a randomly chosen one, the target, lights up on each trial and the subject’s task is to
touch it as quickly as possible. Human subjects take longer to respond as the
number of lights in the array increases, but people with high IQ show the smallest
increase. It is claimed this is because high IQ reflects a general ability to process
information fast. On this analysis,  less intelligent” species should be affected more
strongly by increasing numbers of targets than humans. In fact, however, pigeons
show a smaller effect than very intelligent humans (students at the highly selective
U.S. Reed College) tested in the same way, maintaining a fast response speed as
target number increases. As the authors of this study observe, “the counterintuitive
conclusion follows that pigeons are more intelligent than people. An alternative
view assumes that different intelligences or factors are employed in different
situations by different individuals, groups, and species” (Vickrey & Neuringer,
2000, 291).

1.2 Kinds of explanation for behavior

1.2.1 Tinbergen’s four questions

The pioneering ethologist Niko Tinbergen (1963) emphasized that the question, “Why
does the animal do that?” can mean four different things, sometimes referred to as
“Tinbergen’s four whys.” “Why?” can mean “How does it work?” in the sense of “What
events inside and outside the animal cause it to behave as it does at this moment?” This
is the question of the proximate cause (or simply cause) of behavior. Perceptions,
representations, decisions, as well as the neural events that accompany them, are
all possible proximate causes of behavior (Hogan 2005). One might also ask about
development in the individual, that is “How do experience and genetic makeup combine
to cause the animal to behave as it does?” “Why” can also mean “What is the behavior
good for; what is its survival value?” This is the question of function or adaptive value.
Finally, one can ask how a particular behavior evolved, as inferred from the phylogeny
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of species that show it (Chapter 2) together with evidence about its current function
(Cuthill 2005). Causation, development, function, and evolution are not levels of
explanation but complementary accounts that can be given of any behavior. As
Tinbergen emphasized, a complete understanding of behavior includes answers to all
four questions. However, it is important to be clear on how they differ from one another
and to avoid confusing the answer to one with the answer to another.

Consider as an example some possible answers to the question raised at the
beginning of this chapter, “Why do crows drop walnuts?” The proximate cause of
nut dropping would be sought in some interaction of the bird’s internal state, most
likely hunger, with external stimuli like the presence of walnuts, other crows, and
hard surfaces. Proximate causes can be specified at levels right down to events at
the level of genes and neurons, but often causal mechanisms are inferred from input-
output relations at the level of the whole animal (Hogan 2005). This is generally true
with the sorts of cognitive mechanisms discussed in this book. Explanations of the
immediate causes of behavior do not include teleology, or reference to conscious
purposes or goals (see Hogan 1994a). The future cannot cause what is happening in
the present. The crow does not drop walnuts “to get food” though it is possible that
she does so because similar behavior in the past was followed by a tasty snack, that is,
because of past reinforcement. Examining the bird’s history of reinforcement would
be part of a developmental explanation, as would an account of any other factors
within the crow’s lifetime that affected its nut dropping.

The immediate function, or adaptive value, of behavior is what it is good for in the
life of the individual. Cracking walnuts clearly functions in obtaining food, but
questions about the function of the crow’s behavior can also asked at finer levels of
detail. For instance, the functional question, “Why carry a nut so high and no
higher?” was tackled by testing whether the height to which nuts are carried matched
the type of nut and where it was dropped (Figure 1.1, see also Zach 1979).

Tinbergen’s fourth question, “How did it evolve?” usually has to be tackled by
trying to look at the behavior’s phylogenetic history using methods described in
Chapter 2. For the crows’ nutcracking, this would include discovering whether close
relatives of American crows also drop hard-shelled prey items and whether specific
ecological conditions are associated with prey-dropping (Cristol and Switzer 1999).
Occasionally it has been possible to observe evolution happening in the wild
as natural populations have changed rapidly in response to changes in selection
pressures (e.g., Endler 1986). Some of these examples involve behavior at least
implicitly. For instance, in a famous long-term field study, Rosemary Grant and
Peter Grant observed the beaks of seed-eating finches on the Galapagos Islands
changing in response to drastic changes in rainfall (Grant and Grant 2008). In years
of drought, only the birds most skilled at cracking the few remaining seeds could
survive and reproduce. Beak depth, an indication of seed-cracking power, contrib-
uted importantly to survival in the medium ground finch (Geospiza fortis). Because
beak depth is heritable, changes in the population’s distribution of beak depths could
be detected in a few generations (Figure 1.2). The birds’ behavior must have changed,
too, perhaps through learning. Rather than ignoring the hardest seeds, as they did in
times of plenty, the successful individuals evidently became skilled at finding and
cracking them.

In terms of Tinbergen’s four questions, cognition is one of the proximate causes of
behavior. Because studying cognition may include analyzing how information and
ways of responding to it are acquired, studying cognition may also involve studying
development. Throughout this book we will be concerned with the adaptive value
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and evolution of cognitive mechanisms. But speaking of cognition doesn’t imply that
animals are aware of the effects that their actions have on fitness. Evolution produces
machines that reproduce themselves (Box 1.2). A robin builds a nest and lays eggs.
It responds to eggs by incubating them. As a result of the parents’ keeping the eggs ata
temperature they have evolved to develop at, young robins hatch with nervous
systems so constructed that they open their beaks and beg when an adult approaches
the nest. The adult’s nervous system responds to gaping by inserting food, and so on.
The bird isn’t responding to “my young,” let alone planning to have lots of grand-
children, but to stimuli that are generally reliable correlates of offspring like gaping
mouths in its nest. Behavioral mechanisms, including cognitive processes such as
memory for the location of the nest and tuning of the adults’ perception to the signals
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emitted by the young, are selected if they increase their bearer’s representation in
future generations, but such mechanisms need not—and seldom, if ever, do—include
foresight into the effects of behavior on fitness (Chapter 11).

1.2.2 “Learned” and “innate” behavior

Learning is often contrasted with genetic or innate control of behavior. What this
dichotomy overlooks is that learning is possible only for an animal whose genes and
prior environment have resulted in development of an individual ready to be affected
by experience in a certain way. No behavior is either strictly learned or entirely
innate. An excellent illustration of how preexisting selective processes in the animal
interact with specific experiences to produce learning comes from classic compar-
isons of song learning in two species of sparrows (Marler and Peters 1989). Like many
other songbirds (Box 13.2), male song sparrows (Melospiza melodia) and swamp
sparrows (Melospiza georgiana) need to hear species-specific song early in life in
order to sing it when they mature. The two species are closely related, but swamp
sparrows sing a much simpler song.

Marler and Peters played song sparrow songs and swamp sparrow songs to
isolated young males of both species in the laboratory. Thus, all the birds had the
same acoustic experience. But their behavior as adults revealed that they had learned
different, species-appropriate things from it (Figure 1.3). Swamp sparrows learned
only swamp sparrow songs, and song sparrows had a strong preference to learn song
sparrow songs. The interaction of species with experience is still seen even when the
birds are raised in the laboratory from the egg or very early nestling stage, showing
that it probably does not result from birds hearing their father’s song. Because birds
of each species sometimes do produce sounds characteristic of the other species, it
seems unlikely that the species difference in song production results from a motor
constraint. In the wild, these two species may live within earshot of each other, so
early-developing selectivity in perception and/or learning likely functions to ensure
that each one learns only its own species song. Indeed, young birds still in the nest
respond most to their own species song, as shown by the way heart rate changes when
they are played different sounds (Marler and Peters 1989).

This example comes from a specialized behavior shown by only a few of the
world’s species, but it makes a very important general point: cognitive mechanisms
are adaptations to process and use certain kinds of information in certain ways, not
mechanisms for information processing in general. As for the theme of this section,
insofar as it implies that genes can work without an environment to work in, the
term innate is never appropriate in modern biology (Bateson and Mameli 2007).
However, we do sometimes need a term for the many behaviors that appear in
development ready to serve their apparent function before they can have done so.
For instance, selecting the species-typical song for learning clearly serves the func-
tion of allowing the adult male, many months later, to sing in a way that his
conspecifics are most responsive to. Hogan (1994b) has suggested the term pre-
functional for such cases, because it does not imply that the genes have worked in
isolation nor that prior experience is irrelevant. However, because this term implies
that we know the function of the behavior, predisposition or preexisting bias may be
preferable.

Finally, to say that some behavior or cognitive process develops prefunctionally is
not to say that it is unmodifiable (Dawkins 1995). As the comparison of song and
swamp sparrows illustrates, how much and in what ways behavior can be modified
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itself reflects events earlier in development. This example also shows how a stereo-
typed behavior seen in most normally developing members of a species can result
from learning. However, although it makes a key point for this book in showing how
experience can have species-species effects, it misleadingly implies that effects of
experience (here, the songs) and genes (the species of sparrow) can always be neatly
separated. Developmental biologists are increasingly documenting gene by environ-
ment interactions and interdependencies as well as epigenetic effects, in which envir-
onmental effects on the genes of one generation are passed on to the next (Sokolowski
& Levine in press). Some of these discoveries have implications for behavior;
undoubtedly more such will be uncovered in the future.

In conclusion, structure as well as behavior, the animal’s phenotype, results from a
continuous and seamless interplay of genes and environment that is itself selected.
The extent to which behavior patterns or cognitive capacities are modifiable by
experience varies so much as to make the terms learned and innate (or nature and
nurture) obsolete (Bateson and Mameli 2007). The fact that individuals within a
species (i.e., with a common genotype) may develop different physical and/or beha-
vioral phenotypes in different environments is known as phenotypic plasticity. The
ability of individuals to learn details of their own environment that are unpredictable
on an evolutionary timescale is but one aspect of the more general phenomenon of
adaptive phenotypic plasticity (Dukas 1998; for a brief review see Agrawal 2001; for
further discussion of the topics in this section see Marler 2004).
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1.3 Approaches to comparative cognition

Psychologists and biologists have traditionally taken different approaches to studying
learning and cognition in animals. These two contrasting traditions have been called,
among other things, the study of general processes and the study of adaptive specializa-
tions (Riley and Langley 1993) or the General Social Science Model and evolutionary
psychology (Cosmides and Tooby 1992). Psychologists have tended to ask, “Can animals
do what people do, and if so how do they do it?” whereas biologists tend to ask, “Why, in
all Tinbergen’s four senses, do animals do what they do in the wild?” Thus the contrast
between traditional psychological and biological approaches is one between anthropo-
centric, or human-centered, and ecological, animal-centered, approaches. It is also one
between a field centered on mechanism, just one of Tinbergen’s four questions, and one
in which “Nothing makes sense except in the light of evolution” (see e.g., Plotkin 2004)

1.3.1 The anthropocentric approach

Comparative psychology began with Darwin’s claim—profoundly shocking at the
time—that humans are similar to other species in mental as well as physical char-
acteristics. Chapter 3 of his second book, The Descent of Man and Selection in
Relation to Sex (Darwin 1871), touches on almost every problem that has been
studied by comparative psychologists since. In it, Darwin claimed that other animals
differ cognitively from humans in degree but not in kind. That is to say, animals share
human abilities such as reasoning, memory, language, and aesthetic sensibility, but
generally they possess them to a lesser degree (see Chapter 15). His emphasis was
on continuity among species rather than diversity, the other side of the evolutionary
coin (Rozin and Schull 1988). Acceptance of continuity has led to using animals in
psychology as little furry or feathery people, model systems for studying general
processes of learning, memory, decision-making, even psychopathology and their
neural and genetic underpinnings. Thus this approach can be characterized as anthro-
pocentric because it is concerned primarily with issues related to human psychology.
Around the beginning of the 1900s psychologists’ study of cognitive processes in
animals began to focus on associative learning (see Boakes 1984). Some researchers in
the first part of the twentieth century did study issues such as animal reasoning or
insight learning (Dewsbury 2000), but animal cognition as a recognized subfield did
not take off until the 1970s (Hulse 2006). Its practitioners were concerned to
distinguish themselves from S-R psychologists, who explained behavior in terms of
connections between stimuli and responses established by classical or instrumental
conditioning and eschewed speculation about unobservable processing of informa-
tion. Psychologists studying animal cognition, in contrast, used behavior as a window
onto processes of memory and representation (Wasserman 1984). Initially, much of
their research used learned behavior of rats and pigeons in the laboratory to analyze
processes that were being successfully studied in people, such as memory for lists of
items, concept formation, and attention (cf., Hulse, Fowler, and Honig 1978).
Research on animal cognition based on the anthropocentric approach has three
important characteristics. First, it focuses on memory, representation, and other
kinds of information processing that can be identified in people. Second, such
research is implicitly comparative, in that other species like parrots or pigeons are
compared with humans, but the choice of species is often based more on convenience
than on evolutionary considerations. Finally, traditional discussions of anthropo-
centric research were pervaded by the incorrect and misleading notion of a
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phylogenetic scale or scala naturae (Hodos and Campbell 1969). This is the idea that
evolution is a continuous ladder of improvement, from “lowly” worms and slugs,
through fish, amphibians and reptiles, to birds and mammals. Humans, needless to
say, are at the pinnacle of evolution in this scheme. But present-day species cannot be
lined up in this way (Chapter 2). People are not more highly evolved fish, birds, rats,
or even chimpanzees. Correct inferences about the relationship between cognitive or
brain processes in humans and those in nonhumans depend on a detailed appreciation
of the biology of “animal models” (Preuss 1995 ; Papini 2008). Nevertheless, studying
a few very diverse species, as in the research sketched in Box 1.3, may be the best way
to reveal processes general to all species (Bitterman 2000; Papini 2002). Exactly this
approach to genome mapping has provided stunning support for generality: species as

Box 1.3 Traditional Comparative Psychology: An Example

In the 1960s and 1970s, M. E. Bitterman and his associates carried out an extensive program of
research comparing the performance of goldfish, painted turtles, pigeons, rats, and monkeys on a
number of standard laboratory tasks (Bitterman 1965, 1975). Later, this work was extended to
honeybees (see Bitterman 2000). Their overall aim was to test the assumption that the “intelligence”
of “lower” animals differed only in degree and not in kind from that of “higher” animals. Of course, as
Bitterman (1975, 2000) recognized, these species are not on an evolutionary ladder but at the ends of
separate branches of the tree of life (Figure B1.3). Therefore, commonalities must reflect either their
presence in some very ancient common ancestor or convergence due to similar environmental pressures
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Figure B1.3. A simple phylogeny (see Chapter 2) of the species tested by Bitterman and his colleagues
in comparative studies of learning. Neither the recency with which one group is thought to have
diverged from another nor its left-right arrangement in such a diagram necessarily implies anything

about “intelligence.” Redrawn from Bitterman (1975) with permission.
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Bitterman devised ingenious versions of standard apparatuses to present the same kinds of tasks to
these very different species. Fish pushed paddles for a reward of worms; pigeons pecked lighted disks
for a few grains of corn; turtles crawled down small runways. In one series of experiments, the
animals were compared on their ability to learn successive reversals of simple visual and spatial
discriminations. In successive reversal (Chapter 6) an animal is first rewarded for choosing a certain
one of two simultaneously presented stimuli, say red rather than green. After a number of trials, the
rewarded stimulus is reversed, for example, the animal must choose green rather than red, and so on.
“Intelligent” behavior is to improve over successive reversals, eventually performing perfectly after
just one trial on each new problem. Within each species, performance on visual discriminations (e.g.,
red vs. green for species with color vision or black vs. white for those without) was also compared to
performance on spatial (e.g., left vs. right) discriminations. Monkeys, rats, and pigeons improved on
both visual and spatial reversals, fish improved on neither, and turtles improved on spatial but not
visual reversals. What results from this kind of selection of species and problems can reveal about
“the evolution of intelligence” is discussed further in Chapter 2 (see also Papini 2002, 2008).

diverse as fruitflies, mice and humans are turning out to share unexpected numbers of
genes and basic developmental processes (see Robinson 2004; Papini 2008). In
addition, the rigorous methodology and the principles developed with traditional
psychological studies of animals are essential to more biologically focused research
(e.g., Timberlake, Schaal, and Steinmetz 2005).

1.3.2 Anthropocentrism, anthropomorphism, and Morgan’s Canon

Documenting human-like “mental powers” of animals was central to the agenda of
early defenders of Darwinism. Similarity between human and animal minds would
surely be the most convincing evidence of evolutionary continuity between humans
and other species. Accordingly, some of Darwin’s supporters, primary among them
George Romanes (1892) set out to collect anecdotes appearing to prove animals
could think and solve problems the way people do. Their approach was not just
anthropocentric but frankly anthropomorphic, explaining animals’ apparently clever
problem solving in terms of human-like thinking and reasoning. But as we have seen
in the case of the nutcracking crows, just because an animal’s behavior looks to the
casual observer like what a person would do in a similar-appearing situation does not
mean it can be explained in the same way. Such reasoning based on analogy between
humans and other animals must be tested with experiments that take into account
alternative hypotheses (Heyes 2008).

Fortunately for progress in understanding animal cognition, critics of extreme
anthropomorphism were not slow to appear. E. L. Thorndike’s (1911/1970) pioneer-
ing experiments on how animals solve simple physical problems showed that gradual
learning by trial and error was more common than human-like insight and planning
(Galef 1998). C. Lloyd Morgan also observed animals in a systematic way but is now
best known for stating a principle commonly taken as forbidding unsupported
anthropomorphism. What Morgan (1894) called his Canon states, “In no case may
we interpret an action as the outcome of the exercise of a higher psychical faculty, if it
can be interpreted as the outcome of the exercise of one which stands lower in the
psychological scale.” Morgan’s Canon is clearly not without problems (Sober 2005).
What is the “psychological scale”? Don’t “higher” and “lower” assume the phyloge-
netic scale? In contemporary practice “lower” usually means associative learning,
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that is, classical and instrumental conditioning or untrained species-specific
responses. “Higher” is reasoning, planning, insight, in short any cognitive process
other than associative learning.

For an example of how Morgan’s Canon might be applied today, suppose, contrary
to the data in Figure 1.1, that crows had been found to drop nuts in front of cars more
than on the empty road. An obvious “simple” explanation is that they had been
reinforced more often when dropping a nut when a car was coming than when the
road was empty and thereby had learned to discriminate these two situations. A
“higher,” anthropomorphic, explanation might be that having seen fallen nuts crushed
by cars the insightful crows reasoned that they could drop the nuts themselves. The
contrast between these explanations suggests a straightforward test: observe naive crows
to see if the discrimination between approaching cars and empty roads develops gradu-
ally (supporting the “simple” explanation) or appears suddenly, without any previous
trial and error (supporting the “higher” explanation). Unfortunately, competing expla-
nations do not always make such readily discriminable predictions about observable
behavior. Even when they do, experiments designed to pit them against each other may
not yield clear results. Then agnosticism may be the most defensible policy (Sober 2005).

In practice, the field of comparative cognition as it has developed in the past 30-40
years has a very strong bias in favor of “simple” mechanisms (Sober 2001;
Wasserman and Zentall 2006a). The burden of proof is generally on anyone wishing
to explain behavior in terms of processes other than associative learning and/or
species-typical perceptual and response biases. To many, anthropomorphism is a
dirty word in scientific study of animal cognition (Mitchell 2005; Wynne 2007a,
2007b). But dismissing anthropomorphism altogether is not necessarily the best way
forward. “Anthropodenial” (de Waal 1999) may also be a sin. After all, if other
species share common ancestors with us, then we share an a priori unspecifiable
number of biological processes with any species one cares to name. Thus in some
ways, as Morgan apparently thought (Sober 2005), the simplest account of any
behavior is arguably the anthropomorphic one, that behavior analogous to ours is
the product of a similar cognitive process. Note, however, that “simple” has shifted
here from the cognitive process to the explanation (Karin-D’Arcy 2005), from “sim-
pler for them” to “simpler for us” (Heyes 1998).

Where do these considerations leave Morgan’s Canon? A reasonable modern
interpretation of the Canon (Sober 2005) is that a bias in favor of simple associative
explanations is justified because basic conditioning mechanisms are widespread in
the animal kingdom, having been found in every animal, from worms and fruitflies to
primates, in which they have been sought (Papini 2008). Thus they may be evolutio-
narily very old, present in species ancestral to all present-day animals and reflecting
adaptations to universal causal regularities in the world and/or fundamental proper-
ties of neural circuits. As species diverged, other mechanisms may have become
available on some branches of the evolutionary tree, and it might be said to be the
job of comparative psychologists to understand their distribution (Papini 2002).

But for such a project to make sense, it must be clear what is meant by associative
explanations and what their limits are. Associative learning, discussed in depth in
Chapter 4, is basically the learning that results from experiencing contingencies, or
predictive relationships, between events. At the theoretical level, such experience in
Pavlovian (stimulus-stimulus) or instrumental (response-stimulus) conditioning has
traditionally been thought of as strengthening excitatory or inhibitory connections
between event representations. Thus one might say that any cognitive performance
that does not result from experience of contingencies between events and/or cannot



COGNITION AND THE STUDY OF BEHAVIOR 19

be explained in terms of excitatory and/or inhibitory connections is nonassociative.
Path integration (Chapter 8) is one example: an animal moving in a winding path
from home implicitly integrates distance and direction information into a vector
leading straight home. As another, on one view of conditioning (Section 4.5.2) the
flow of events in time is encoded as such and computed on to compare rates of food
presentation during a signal and in its absence. Other nonassociative cognitive
processes which might be (but rarely if ever have been) demonstrated in nonhumans
include imitation, that is, storing a representation of an actor’s behavior and later
reproducing the behavior; insight; and any kind of reasoning or higher-order repre-
sentations or computations on event representations. As we will see throughout the
book, discriminating nonassociative “higher” processes from associative ones is
seldom straightforward, in part because the learning resulting from associative pro-
cedures may have subtle and interesting cognitive content. In any case, the goal of
comparative research should be understanding the cognitive mechanisms underlying
animal behavior in their full variety and complexity rather than partitioning them
into rational or nonassociative vs. associative (Papineau and Heyes 2006).

In conclusion, neither blanket anthropomorphism nor complete anthropodenial is
the answer (Mitchell 2005). Evolutionary continuity justifies anthropomorphism as a
source of hypotheses. When it comes to comparing human cognition with that of
other species, it is most likely that—just as with our genes and other physical
characters—we will find some processes shared with many other species, some with
only a few, and some that are uniquely human. One of the most exciting aspects of
contemporary research on comparative cognition is the increasing detail and subtlety
in our picture of how other species’ minds are both like and not like ours.

1.3.3 Biological approaches to animal behavior

While experimental animal psychology was flourishing in North America, ethology
was developing in departments of zoology in Europe (Burkhardt 2005). Guided by
Tinbergen’s four questions and the vision of developing a biological science of
behavior distinct from psychology, ethologists emphasized the behavior of animals
in the wild. They studied a wide range of species: insects, birds, and fish as well
as mammals. Behavior was seen to be as much a characteristic of a given species as its
coloration or the structure of its body (Lorenz 1941/1971; Tinbergen 1959). In an
effort to break free of sentimental attitudes toward animals, ethologists emphasized
the same objective behaviorist approach as Skinner and other experimental psychol-
ogists. For instance, at the very beginning of his textbook The Study of Instinct
Tinbergen (1951, 4) warns, “Because subjective phenomena cannot be observed
directly in animals it is idle either to claim or to deny their existence. Moreover to
ascribe a causal function to something that is not observable often leads to false
conclusions.”

In the 1960s and 1970s the ethological study of the adaptive value and evolution
of behavior developed into the field of behavioral ecology (Krebs and Davies 1993;
Cuthill 2005). Behavioral ecology, or sociobiology (Wilson 1975), is characterized
by an attempt to predict behavior from first principles of evolutionary biology using
explicit models of the consequences of behavior for fitness. Like ethologists, beha-
vioral ecologists focus on behavior of animals in the field and study a wide variety of
species, but initially they were concerned almost exclusively with the functional and
evolutionary “why” questions. Early research in behavioral ecology aimed to dis-
cover simply whether or not behavior had the properties predicted by evolutionary
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models. For example, did redshank or some other bird choose food items optimally?
As the field developed, and at about the same time as some psychologists (e.g.,
Kamil 1988; Shettleworth 1993) were advocating analyses of ecologically mean-
ingful aspects of cognition, behavioral ecologists began to appreciate the role of
cognitive mechanisms in producing or failing to produce the predicted behaviors
(e.g., Stamps 1991; Huntingford 1993; Dukas 1998; Chittka and Thomson 2001).
They began to ask, for example, about the processes of perception, learning, and
choice that lead the redshank to select its prey and how these play a role in the bird’s
making, or failing to make, optimal choices (Chapter 11). The integration of
cognitive psychology with the study of how animals solve ecologically important
problems was referred to as cognitive ecology (Real 1993; Dukas 1998; Healy and
Braithwaite 2000). Sensory ecology (Dusenbery 1992) and neuroecology (Bolhuis
and Macphail 2001; Sherry 2006), were coined for the study of how sensory systems
and brain architecture, respectively, are matched to species-specific environmental
requirements.

1.3.4 Convergence and synthesis: Comparative cognition in the
twenty-first century

Ethologists, behavioral ecologists, and traditional comparative psychologists empha-
size different questions about animal behavior and tend to do their research in
different settings and on different species, but their fields are clearly related. It stands
to reason that data and theory of each of these fields should illuminate issues being
studied by the others. Within psychology, this point of view led to what has been
called the ecological or synthetic approach to comparative cognition (Kamil 1988;
Shettleworth 1993). Unlike the anthropocentric or general process approach, the
ecological approach emphasizes studying how animals use cognition in the wild,
for example in foraging or finding their way around. Species are chosen on the basis
of behavior indicating some particularly interesting cognitive processing such as the
ability to home over long distances, use tools, keep track of relationships in a large
social group, or remember the locations of large numbers of food items (Box 1.4).
The ecological approach includes explicitly comparative studies designed to analyze
the evolution and adaptive value of particular cognitive abilities. The species com-
pared may be close relatives that face different cognitive demands in the wild and
therefore are expected to have diverged in cognitive ability. Alternatively, species may
be compared that are not very close relatives but face similar cognitive demands in the
wild. Such species are expected to have converged in the ability of interest. Data about
natural history and evolution are an integral part of this kind of comparative psy-
chology, but so are theories and methods developed with the anthropocentric
approach. This approach is increasingly shared by biologists trying to understand
cognitive processes underlying behaviors they observe in wild animals (e.g., Bluff
et al. 2007; Cheney and Seyfarth 2007).

Cognitive ecology, sensory ecology, cognitive ethology, neuroecology, evolution-
ary psychology, ecological comparative psychology: whatever these enterprises are
called, they all have in common the assumption that cognition is best understood by
being studied in the context of evolution and ecology, that is, as a biological science.
Together they have been converging into a vigorous interdisciplinary field of com-
parative cognition research. Kamil (1998) suggested that cognitive ethology should
be reclaimed from those who use it to refer to studies of conscious processes in
animals to refer to this synthetic research program. Reasonable though this
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Box 1.4 Food Storing Birds and the Ecological Approach

Some species of birds store food in the wild and use memory to find it again. One of the most
remarkable is the Clark’s nutcracker (Nucifraga columbiana) of the American Southwest
(Figure B1.4). Nutcrackers bury thousands of caches of pinon pine seeds in the late summer and
dig them up from beneath the snow throughout the winter and into the next spring (Balda and Kamil
2006). Early observers of food-storing in corvids (jays, crows, and nutcrackers) and parids
(chickadees and titmice) found it incredible that these birds might be able to remember the
locations of caches. Perhaps they were just raising the general level of availability of food for all
birds in the area. But food-storing would be unlikely to evolve unless the individuals doing it have
greater fitness than lazy individuals which simply eat the food stored by others (Andersson and Krebs
1978). As this argument suggests, food storing birds do retrieve their own caches, and they use
memory to do it (Shettleworth 1995).
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Figure B1.4. A Clark’s nutcracker burying a seed. A bird generally caches several seeds in each
site. From a photograph by R. P. Balda.

The fact that food-storers must remember the locations of a large number of items for days, weeks, or
months suggests that along with the specialized behavior of caching food they may have evolved an
enhancement of some aspect of memory. For example, maybe they can remember more items of
spatial information for longer than other birds. Within both the corvids and the parids, some species
store more food than others, so this hypothesis can be tested by comparing memory within each bird
family. Corvids or parids that store more do tend to have better spatial memory, and the
hippocampus, a part of the brain involved in spatial memory, is bigger relative to brain and body
size in food storers than in nonstoring species. Both the data and the thinking behind these
conclusions have proven controversial, as discussed in Chapter 2. Nevertheless, research on food-
storing birds is still a good example of how information from evolutionary biology, field studies,
neurobiology, psychological theories about memory, and techniques for testing memory in the
laboratory can all be integrated to provide new insights.

suggestion may be, it does not seem to have been widely adopted (Allen 2004), and
the term comparative cognition is generally used here. The present trend toward
interdisciplinary research is a major departure from a century or more in which
psychological research with animals (including often the human animal) has been
largely divorced from, or even hostile to, the rest of the biological sciences and the
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framework provided by evolution (Richards 1987; Plotkin 2004). For more than 50
years, comparative psychologists (e.g., Beach 1950; Hodos and Campbell 1969) have
been complaining about the detrimental effects of this divorce on psychological
research with animals. Is the field itself evolving at last? There is plenty of evidence
that it is. To some extent this evolution reflects the fact that psychology in general is
becoming better integrated with the rest of the biological sciences, impelled by the
apparent success of neuroscience and genetics in illuminating mechanistic under-
pinnings of behavior (e.g., Lickliter and Honeycutt 2003). But it also reflects the
excitement generated by a variety of specific research programs that approach ques-
tions about animal cognition in a comprehensive biological framework.

For example, the last 20 years or so have seen the development of a lively cross-
disciplinary field of research and theorizing on comparative social learning and
possible precursors of human culture (Zentall and Galef 1988; Heyes and Galef
1996; Reader and Laland 2003; Galef and Heyes 2004; Richerson and Boyd 2005).
Anthropocentrism has been turned on its head as studies of animal tool using, theory
of mind, cultural transmission of skills, episodic memory and other capacities tradi-
tionally thought to be unique to humans are seen as relevant to understanding human
cognitive evolution and development (e.g., Gomez 2005; Penn et al. 2008). The study
of spatial behavior is increasingly interdisciplinary, embracing field and laboratory
research on brain, behavior, and ecology of species as diverse as honeybees, ants, rats,
and people (Gallistel 1990; Healy 1998; Jeffery 2003). Behavioral ecologists are
embracing mechanistic studies at the level of the brain (Giraldeau 2004).
Textbooks of animal behavior (e.g., Dugatkin 2004; Bolhuis and Giraldeau 2005)
include sections on learning and animal cognition. The International Comparative
Cognition Society, which began in 1994 as a small group of experimental psycholo-
gists mainly working with rats and pigeons, now represents researchers from psy-
chology, biology, and anthropology studying most of the species and issues discussed
in this book. As we see throughout the book, such convergence of researchers from
different traditions, accustomed to focusing on different ones of Tinbergen’s ques-
tions, can lead to misunderstanding and controversy, as when cognitive psychologists
and behavioral ecologists disagree about what counts as teaching (Chapter 13), but it
has also immeasurably broadened and enriched the field.

1.3.5 Comparative cognition and other areas of the behavioral and
brain sciences

The comparative study of cognition intersects with many other areas of the beha-
vioral and brain sciences. These include neuroscience, genetics, evolutionary psychol-
ogy, developmental psychology, anthropology, conservation, and animal welfare.
The research perhaps most closely connected to that discussed in this book concerns
the neurobiological and molecular mechanisms of learning and cognition. By far the
majority of studies of learning in animals at the present time are being done in this
context (Domjan and Krause 2002). As Skinner wrote in The Behavior of Organisms,
“a rigorous description at the level of behavior is necessary for the demonstration of a
neurological correlate” (Skinner 1938, 422; Timberlake, Schaal, and Steinmetz
2005). So, for example, when researchers engineer a mouse strain that develops
neurological symptoms of Alzheimer’s disease (Chen 2000), deciding whether those
mice show memory impairments analogous to those seen in human Alzheimer’s
sufferers depends crucially on having appropriate behavioral tests of memory, as
well as knowledge of mouse behavior (Gerlai and Clayton 1999). Here, however, we
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will be concerned with research on neuroscience and genetics only when it impinges
on the understanding of cognitive processes as such.

Evolutionary psychology is also closely related to some topics in the present book.
Evolutionary psychology is based on the premise that principles of cognition and
behavior in humans are adaptations to social and environmental demands throughout
evolution (Barkow, Cosmides, and Tooby 1992; Barrett, Dunbar, and Lycett 2002;
Dunbar and Barrett 2007). For example, reasoning ability may have evolved at least in
part to deal with social obligations in early hominid groups (Cosmides 1989).
Evolutionary psychology has generated some controversial findings (see Buller 2005).
One of its weak points is that its hypotheses often have to be based on conjectures about
the conditions present early in human evolution. In this respect, research on the
evolution of cognition in other animals is on much firmer ground because other species’
present-day environments are likely much more representative of their past environ-
ments than is the case for humans. Hypotheses about evolution and adaptation can also
be tested more directly in other species than in humans by comparing groups of present-
day species. Thus research with nonhuman species can provide well-grounded hypoth-
eses for testing in humans as well as a model for how such hypotheses should be tested
(Daly and Wilson 1999). Indeed, the subject of this book might be described as
evolutionary psychology “in the round” (i.e., in the broad sense, see Heyes 2000).

Some contemporary researchers directly address questions about the evolution of
human cognition through studies with other species, for example seeking to combine
insights from genetics, neurobiology, anthropology, child development, field studies of
primate behavior, and laboratory tests to understand the fundamental question of what
makes us different from even our closest living relatives, the chimpanzees and other
primates (Chapter 15 and Gunter et al. 20035). This is particularly true in the study of
spatial, numerical, and social cognition (Chapters 8, 10, and 12). Communication
between comparative and developmental researchers is partly explained by the fact that
those who study very young children share a problem faced by those studying ani-
mals—their subjects can’t talk—making methods easily transferred between fields. It is
also commonly assumed that any cognitive abilities chimpanzees share with us are most
likely to be those shown by very young children (cf., Matsuzawa 2007).

Finally, the results of research on comparative cognition can have implications for
conservation and animal welfare. For example, when members of an endangered
species are raised in captivity to be released in the wild, it may be important to
understand what they would have learned normally and figure out how to impart
such knowledge to captive-reared individuals. This can include what predators to
avoid (Griffin, Blumstein, and Evans 2000; Griffin 2004) and what cues indicate a
suitable habitat (Stamps and Swaisgood 2007). When it comes to animal welfare,
there is a widespread sentiment that the more research shows that animals are like us,
the more we should value and protect them (but see Wynne 2004b). Whatever one’s
point of view in this controversial area, knowledge about animal behavior and
cognition can be applied to better understand and thus improve the welfare of both
wild and captive animals (see Fraser and Weary 2005; Dawkins 2006).

1.4 Summary
Studying cognition means analyzing how animals acquire, process, and use informa-

tion. Most people who study comparative cognition remain agnostic as to whether
animals process information consciously or not. Some animals may be conscious in
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some sense, but we cannot know because consciousness refers to a private subjective
state. Furthermore, it is often difficult to specify any behavior uniquely resulting from
consciousness. How animals process information and behave adaptively can be
understood, and on the whole should be studied, without reference to consciousness.
Nevertheless, some researchers are of the opinion that some animals are undoubtedly
conscious, and scientists should be trying to understand the nature of their conscious
states.

Four questions, often referred to as Tinbergen’s four whys, can be asked about any
behavior. These are questions about immediate causation, development in the indi-
vidual, present-day function, and evolution. The four questions are complementary;
each contributes to a complete understanding of behavior. Cognitive mechanisms
such as perception and memory are among the immediate causes of behavior; learn-
ing is part of behavioral development. Cognitive processes are also part of an animal’s
adaptation to its environment and therefore must have evolved through natural
selection.

Cognition in nonhuman species has traditionally been approached differently by
psychologists than by biologists. Psychologists have tended to take an anthropo-
centric approach, seeking to understand humanlike performance in other species
and perhaps interpreting their findings by reference to an assumed phylogenetic scale.
Anthropocentrism is not the same as anthropomorphism, or interpreting animal
behavior as if it was caused by humanlike thought processes. Explicit anthropo-
morphism is thought to have been rejected with the adoption of Morgan’s Canon
early in the 1900s, but cannot be done away with entirely. The ecological or biolo-
gical approach to cognition consists of analyzing the kinds of information processing
animals do in situations of ecological importance like foraging, choosing mates,
finding their way around. With this approach, species are compared with reference
to evolutionary and ecological relationships. After a long history in which compara-
tive psychology developed largely independently of biological studies of behavior,
contemporary research on comparative cognition is increasingly integrating these
two approaches and making rich connections with other biological sciences.

Further reading and websites

The whole field of comparative cognition is covered in recent books including
introductory texts by Wynne (2001) and Pearce (2008), the books edited by Balda,
Pepperberg, and Kamil(1998); Heyes and Huber (2000); Wasserman and Zentall
(2006b); and Bekoff, Allen, and Burghardt (2002), and the March, 2009, special issue
of Behavioural Processes (vol. 80, no. 3). Hauser’s (2000) Wild Minds and Wynne’s
(2004a) Do Animals Think? are excellent popular books by researchers in the field.
Donald Griffin regularly updated his proposals about animal consciousness (Griffin
1976) almost until the end of his life (Griffin 2001). The animal behavior texts by
Bolhuis and Giraldeau (2005) and Lucas and Simmons (2006) both cover topics
included in this book, as does Congnitive Ecology II (Dukas and Ratcliffe, 2009).
Papini’s (2008) Comparative Psychology provides comprehensive background on the
evolution of brain and behavior. Bebhavioural Ecology (Danchin, Giraldeau, and
Cezilly 2008) is a comprehensive overview of that field.

From Darwin to Behaviorism (Boakes 1984) and the books by Richards (1987),
Plotkin (2004), and especially Burkhardt (2005) are recommended for the history of
thought and research in comparative psychology and ethology. Tinbergen’s Legacy
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(Verhulst and Bolhuis 2009) reprints Tinbergen’s 1963 paper along with the contem-
porary discussions of the four questions that were originally published in 2005 in
Animal Biology. For animal consciousness, the writings of Dennett (1996), Allen and
Bekoff (1997), Carruthers (e.g., 2005), and Sober (e.g., 2005) are useful; the chapter by
Heyes (2008) is exceptionally clear on this and other issues. Kennedy’s (1992) little
book is a stimulating analysis of what he saw as the insidious influence of anthro-
pomorphism. The discussions accompanying Wynne’s (2007a) paper make clear that it
is still controversial.

Most of the active scientists whose research is discussed in this book have lab
websites with further information about their work. Many such websites and online
editions of journals have links to video illustrations. These can be both entertaining
and wonderful aids to understanding. The Animal Behavior Society and the
Comparative Cognition Society both have comprehensive websites with links to
researchers’ sites, news, and events in the area. Given the ease with which these
resources can be located, on the whole this book does not include specific references
to online material.



2
Evolution, Behavior, and
Cognition: A Primer

Thanks to the admonitions of writers like Hodos and Campbell (1969) and Beach
(1950), comparative psychologists have largely stopped interpreting species differences
in terms of the scala naturae. Arguably, however, more sophisticated evolutionary
thinking has yet to take its place (Papini 2002). This chapter introduces contemporary
approaches to studying evolution and adaptation. It begins with an overview of ways to
test hypotheses about adaptive value and then sketches the ways in which information
about present-day species is used to learn about phylogeny, or patterns of descent.
Section 2.3 introduces a framework for thinking about how evolution shapes behavior
and summarizes some of the challenges in testing comparative hypotheses about
cognition. Major trends in vertebrate brain evolution, summarized in Section 2.4.1,
might be expected to provide some clues about cognitive differences among major
groups of animals. Indeed, some hypotheses about the causes of brain evolution are
hypotheses about what brains and parts of brains allow animals to do in foraging and
social life. Research on the relationship between food storing and hippocampus size in
birds (Section 2.4.2) is an example of research connecting the evolution of a brain part
with ecology. The debate it has occasioned about the relationship between functions
and mechanisms of cognition and the brain is evaluated in the final part of the chapter.

2.1 Testing adaptation

“Drab coloration is an adaptation for reducing detection by visual predators.” “Bats’
sonar is an adaptation for detecting flying insects in the dark.” “Reasoning ability is an
adaptation to conditions in early hunter-gatherer societies.” To say that some char-
acteristic of an animal’s structure, behavior, or cognition is an adaptation is to assert
that it has evolved through natural selection. But selection has occurred in the past, so
how can we ever test such a statement? Aren’t hypotheses about adaptation no better
than Kipling’s Just-So Stories (Gould and Lewontin 1979) like “The Elephant’s Child,”
which explains that elephants have long trunks because a hungry crocodile once
stretched the nose of a curious young elephant? Perhaps just-so stories can be concocted
for most situations, but in fact serious ideas about adaptation are testable using direct
observation and experiment, model building, or the comparative method. In the best
possible cases, all three approaches can be used in a complementary way.

26
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2.1.1 Testing present function

A character can serve a function in the present without having been selected for that
function, that is, without being an adaptation for it. Function may change over
evolutionary time (Williams 1966). To take a nonevolutionary analogy, in big cities
like Rome or New York one sometimes sees groups of tourists all wearing identical
hats. Hats are designed (adapted) to protect the head. Originally, tour organizers may
have found it convenient to give out souvenir hats that were all the same, but that
having happened, the hats now serve the function of allowing members of a group to
identify one another and stick together.

Evolution and present-day function are not unrelated, however. Demonstrations
that a behavior serves a particular function increase confidence in the hypothesis that
that function has contributed to its evolution (Cuthill 2005). A classic example of an
experimental test of current function comes from Tinbergen’s (Tinbergen et al. 1963)
studies of eggshell removal in gulls. Soon after their eggs hatch, black-headed gulls
(Larus ridibundus) pick up the empty eggshells, fly off, and drop them some way from
the nest. Why should a bird leave its vulnerable chicks for even a few seconds to engage
in this behavior? Maybe the white insides of broken shells attract predators. To test
this hypothesis, Tinbergen and his colleagues distributed single gull eggs around the
dunes where the black-headed gulls nest. Some of these decoy eggs had broken eggshells
placed nearby; others were isolated. The eggs near broken shells disappeared sooner,
eaten by crows and herring gulls, than the less conspicuous isolated eggs (Figure 2.1).
Thus removing broken eggshells from the nest functions to protect offspring from the
predators found where the gulls nest. This suggests a comparative hypothesis: gull
species nesting in areas without this same predation pressure should not remove empty
shells from their nests. Kittiwakes (Rissa tridactyla) provide a natural test of this
hypothesis. These gulls nest on small ledges on steep cliffs, inaccessible to most
predators. Kittiwakes’ behavior differs from that of ground-nesting gull species in
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Figure 2.1. Proportion of 60 black-headed gull eggs taken by predators when the eggs were placed in
the dunes near a broken eggshell (left bar) or alone, mimicking the situation in a nest from which the
owner had removed broken shells (Tinbergen et al. 1963, Table 16).
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several ways that can be seen as adaptations to nesting on cliffs (Cullen 1957). Among
other things, they do not remove broken eggshells from their nests.

2.1.2  Adaptation as design

Many features of animals’ structure and behavior seem so perfectly suited to their
function that they seem unlikely to have arisen by chance. The eyes of vertebrates,
the sonar of bats, the nest building and parental behavior of birds: all seem designed
to accomplish their ends. Often, designs in biology are remarkably like what
engineers would build to achieve the same goals. These considerations seem to
compel the conclusion that intricate structures and behaviors like eyes, ears, and
eggshell removal must be evolved adaptations. In pre-Darwinian days, however,
such arguments from design were used as evidence for a divine creator (see Dennett
1995). Darwin’s genius lay in deducing how natural causes produce the same end
(Box 1.2).

A major contribution of behavioral ecology has been the use of formal optimality
models to study adaptation (Chapter 11). Working out the optimal behavior for a
given situation is a way of specifying the best design. One beauty of precise optimality
arguments is that in principle they can be shown to be false. For example, the
schooling behavior of fish had been thought to save energy for each individual by
allowing it to swim in the eddies from its neighbors. However, detailed consideration
of the hydrodynamics of swimming fish shows that in fact individuals of some species
do not position themselves in so as to benefit as much as they could from the way the
water is moved by other fish in the school. Thus, although hydrodynamic advantage
may have contributed to the evolution of schooling behavior, other selective forces
must have been involved (see Dawkins 1995). This is an example of how a model’s
predictions can fail because the modeler failed to take into account all the relevant
factors. Such failures may lead to more complex models incorporating tradeoffs
among competing selection pressures. In any case, evolution has not necessarily
always produced the absolute optimum. Among other reasons, selection can work
only on preexisting variations among individuals, including the variations thrown up
by random mutations.

2.1.3 The comparative method

At most, experimental tests of function or observations of natural selection in action
like the studies of Galapagos finches described in Chapter 1 can be done on only a
few species. For a look at the broad sweep of evolution, at whether an important
selection pressure has produced similar patterns across many species, the compara-
tive method is essential. We have already met an informal example in the study of
eggshell removal by gulls nesting in different habitats. In general, a comparative test
of the adaptive value of a character consists of obtaining data from a large number
of species and relating the degree to which they display the character with the degree
to which the hypothesized selection pressure is present (Harvey and Pagel 1991; for
an introduction see Sherry 2006). It must be applied together with good information
about evolutionary relationships (i.e., phylogeny, Section 2.2) so similarity due to
common selection pressures can be distinguished from similarity due to descent
from common ancestors. Conclusions about adaptation may therefore change with
changes in the amount and quality of information used to construct the associated

phylogeny.
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Animals live in all sorts of places and in an amazing variety of kinds of social
groups. Some are solitary and cryptic except during mating. Others, like the wild-
ebeest of the African plains or the caribou of the American Arctic, form enormous
herds. Breeding may take place promiscuously, or between members of monogamous
pairs or, among other possibilities, in a polygynous mating system, in which a few
males may each control access to a harem of many females. Why have all these
different social arrangements evolved? One approach to answering this question is
to see if social structure can be related to ecology. Vulnerability to predators, what
food a species eats and its spatial and seasonal distribution, the availability of nesting
sites—all these and other variables can be related to social organization in a variety of
animal groups. For example, in African ungulates, body size, habitat, group size, and
mating system are related in the way shown in Table 2.1 (Jarman 1974). Smaller
species need high-quality food because they have a high metabolic rate. They
primarily seek fruits and buds in the forest. Because these foods are relatively sparse,
the animals cannot form large groups, and there is no opportunity for one male to
monopolize many females. Rather, the small-bodied forest species are found alone or
in pairs. The large-bodied species graze relatively unselectively on the plains, on food
that is locally very abundant but which varies seasonally in distribution with rainfall.
Thus species like wildebeest tend to form large herds that migrate long distances with
the seasons. Being in a group opens the opportunity for one male to monopolize
several females. Hence, polygyny rather than monogamy tends to be found in the
large grassland species.

Table 2.1 Relationship between ecology and social behavior in African ungulates. Reproduced from Krebs
& Davies (1981); data from Jarman (1974).

Exemplary species Body weight (kg) Habitat
Group
Diet size Reproductive unit Antipredator behaviors
Group Dikdik 3-60 Forest Selective lor2 Pair Hide
I Duiker browsing;:
fruit, buds
Group Reedbuck 20-80 Brush, Selective 2to12 Male with Hide, flee
I Gerenuk riverine browsing or harem
grassland  grazing
Group Gazelle 20-  Riverine Grazeor  2to 100 Males Flee, hide
11 Kob 250  woodland, browse territorial  in herd
Impala dry in breeding
grassland season
Group Wildebeest 90—  Grassland  Graze Up to 150 Defence of Hide in
v Hartebeest 270 (thousands  females herd, flee
on migration) within herd
Group Eland 300- Grassland  Graze Up to 1000  Male Mass
\Y% Buffalo 900 unselectively dominance defence

hierarchy against
in herd predators
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By itself, especially as summarized in a paragraph, this account seems like a Just-So
Story. Several things make it much more than that. For one, a similar account can be
given of social structure in other animal groups, including birds and primates (Cuthill
2005; Danchin, Giraldeau, and Cezilly 2008). This is what would be expected if social
structure is the outcome of fundamental selection pressures like the distributions of
food and predators and not just associated with ecology in ungulates by chance. For
another, more detailed comparative analyses have tended to uphold the conclusions
from categorical analyses like that summarized in Table 2.1. Consider one correlate of
social structure, sexual dimorphism in body size, that is, the degree to which males and
females are different sizes (Clutton-Brock and Harvey 1984). In a variety of animal
groups, males tend to be about the same size as females in species that form breeding
pairs, whereas males tend to be larger than females in polygynous species. One possible
explanation of this relationship is that large males have an advantage in defending
females from rival males. Among primates, polygynous species may live in one-male or
multi-male groups. Each male dominates more females in one-male groups. Sexual
dimorphism in primates, measured as ratio of male weight to female weight, is related
to mating system just as this discussion predicts (Figure 2.2).

Results like those shown in Figure 2.2 and Table 2.1 must not be distorted by
unequal degrees of relatedness among the species being considered. If the species
within each ecological category are more closely related to each other than they are to
species in other ecological categories, differences among categories could reflect
descent from a common ancestor rather than common selection pressures. One way
to deal with this problem is to look at different groups of species. For instance, the
same relationship between sexual dimorphism and breeding system is found in
several independently evolved animal groups, suggesting that it is indeed related to
the degree to which males compete for females.

Although Figure 2.2 shows a significant positive relationship between sexual
dimorphism in body size and number of females per male in the breeding group,
the error bars indicate that considerable variation is still unaccounted for.
Correlations between characters and ecology across large numbers of species almost
always use data from many sources, and inevitably some data points will represent
larger numbers of more careful observations than others. However, if enough species
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Figure 2.3. Hippocampal volume correlated with body weight (left panel) and volume of the
telencephalon in birds. Redrawn from Sherry et al. (1989) with permission.

are sampled, random errors should balance each other out and genuine relationships
reveal themselves. The variables examined also need to be good measures of the
ecological factors being considered. For instance, ratio of females to males in the
breeding group might not be the best measure of intermale competition, the factor
hypothesized to favor large-bodied males, and body size is probably influenced by
factors other than social structure, such as whether the animals live in trees or on the
ground (Clutton-Brock and Harvey 1977).

Obvious exceptions to an overall relationship can be instructive. Figure 2.3 shows
an example based on the allometric relationship among the sizes of body parts.
Allometry refers to the principle that animals with bigger bodies have, on average,
bigger body parts. A plot of the size of any structure against total body size has a
characteristic slope, with most points clustered close to the overall regression line. In
Figure 2.3 volume of the hippocampus, a brain structure important for memory,
particularly spatial memory, in mammals and birds is plotted against body weight
and against volume of the telencephalon (most of the rest of the brain) for a large
number of genera of European birds. Three points stand out as being substantially
above the overall regression lines indicating that three groups of birds have larger
hippocampi than expected for their body and brain sizes. These all contain species
that store food for the winter and retrieve it using long-lasting spatial memory. These
and other data summarized in Section 2.4.2 indicate that food storing evolved
together with a relatively large hippocampus.

2.2 Mapping phylogeny

Correlation is not evolutionary causation. The association between food storing and a
relatively large hippocampus does not tell us about the sequence of events in evolution.
Maybe food-storing species evolved an unusually large hippocampus for some unknown
reason and it then allowed them to benefit from storing food. Or maybe rather than ask
why some birds have such a large hippocampus relative to brain and body size we should
be asking why other birds have such a small one (Deacon 1995). Such questions have to
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Table 2.2

Bird Bat Monkey
Wings? Yes Yes No
Body Covering Feathers Fur Fur
Reproduction Lays Eggs Live Young Live Young
Lactates? No Yes Yes

do with what ancestral species were like and how and why they changed, but suggestions
of the answers to them can be found by looking at present-day species, given some
reasonable assumptions about how evolution works. This is the study of phylogeny, or
the reconstruction of the tree of life, the branching relationships among species during
evolution (Stearns and Hoekstra 2005).

Suppose we have a bat, a bird, and a monkey. The bat is like the bird in having
wings, but it is like the monkey in having fur instead of feathers, lactating, and giving
birth to live young instead of laying eggs (Table 2.2). On the basis of these four
characters, we would classify bats as more closely related to monkeys—that is, having
a more recent common ancestor—than to birds because bats and monkeys have more
characters in common. Moreover, although bats and birds both have wings, they
differ embryologically and in details of structure. Thus they are homoplasies
(or analogies), not homologies, that is, they have evolved from different ancestors
and converged on a similar shape due to common selection pressures of an aerial way
of life rather than being descended from a common winged ancestor. Differences
between the bat’s limbs and the monkey’s reflect a third evolutionary outcome,
divergence from a comparatively recent common (mammalian) ancestor (for further
discussion see Papini 2002; Papini 2008).

Biological classification is hierarchical. Figure 2.4 shows three ways of represent-
ing the nested relationships among species. A phylogenetic tree represents the diver-
gence among species over time. The times at which species diverged from an ancestral
state can be tied down by examining the fossil record and/or from molecular evidence
based on species differences in DNA and/or other molecules and assumptions about
the rate of random mutation of DNA. Figure 2.5 shows the phylogeny of primates

a. Phylogeny b. Cladistic relations  c. Classification

1 Species 1-7
2

__E 3 Species 4-7
4 Species 5-7
2 Species 5-6
7 Species 5

Figure 2.4. For seven fictitious species, the relationship between a phylogenetic tree (divergence as a
function of time), a cladistic classification, and—for species 5—the traditional classification in terms
of species, genus, and so forth. As an example of how to read panel b, species 1 and 2 share a character

12 3 45 67

they do not share with species 3, while all three of them share a character not shared with species 4-7.
Redrawn from Ridley (1993) with permission.
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Figure 2.5. Phylogenetic relationships of old-world monkeys, apes, and humans as revealed by DNA
hybridization. Greater similarity in DNA (top axis) indicates more recent divergence (bottom axis).
Redrawn from Ridley (1993) with permission.

based on molecular evidence. Many diagrams of primate phylogenies betray our
continuing belief that humans are the “highest” primates by putting them at the top
(Hodos and Campbell 1969; Nee 2005). In fact, the arrangement of species branching
from a particular node is largely arbitrary. What matters is the nodes (i.e., connec-
tions), not which ones are higher on the page or further to the right or left. Figure 2.5
puts chimpanzees at the top to emphasize the sequence in which the species diverged
from common ancestors.

The classification of organisms into clades, or groups descended from a com-
mon ancestor, can be based on characters of present-day species alone. Nowadays
an important part of this process is comparison of gene sequences and proteins
and use of sophisticated statistical techniques that take into account large num-
bers of characters (see Pagel 1999). But the simple example in Table 2.2 is
enough to show the logic of phylogenetic reconstruction. Without knowing any-
thing about genes or the fossil record, we could infer from the table that bats and
monkeys share an ancestor that had fur, gave birth to live young and lactated
(i.e., a mammalian ancestor) that was not ancestral to birds. Such inferences rely
on the notion that any particular evolutionary change is improbable. For a new
species to evolve, an advantageous rather than a deleterious or lethal mutation
has to occur and spread. It is therefore more likely that shared characteristics
were present in a common ancestor than that they evolved several times indepen-
dently. Representations of cladistic classification can display the characters that
have changed as species diverged, as in Figure 2.6. Finally, although the classifi-
cation of organisms into species, genera, families, and so on is also hierarchical,
traditional classifications of species groups do not always correspond so closely to
the other classifications as in Figure 2.4c.
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Figure 2.6. Cladogram for colubrid snakes on the island of Hispanola based on their feeding
behavior. The species of interest (the four rightmost branches) and a comparison group of close
relatives (the outgroup, left branch) all evolved from active generalist foragers. Evolutionary changes
inferred from shared characters are indicated along the branches. Time is not explicitly represented
in this type of diagram, unlike that in Figure 2.5. Redrawn from Brooks and McLennan (1991) with
permission.

2.3 Evolution, cognition, and the structure of behavior

Studying cognition entails inferring mental organization from observing behavior,
but behavior reflects sensory, motor, and motivational as well as cognitive mechan-
isms. This section introduces a general framework for thinking about the organiza-
tion of behavior which is useful for thinking about how evolution affects behavior
and cognition.

2.3.1 Behavior systems

Behavior is organized into functional systems like hunger, fear, and sexual behavior,
called instincts by Tinbergen and other classical ethologists. These are hierarchical
organizations of motor patterns that share some proximate causal factors
(Timberlake 1994; Hogan 1994b). For example, an animal’s hunger system includes
the behavior patterns that change in frequency, intensity, or probability when it has
been deprived of food and/or is in the presence of food. For a chicken, these might be
walking around, scratching the ground, and pecking. A behavior system also includes
relevant stimulus processing (perceptual) mechanisms and central mechanisms that
coordinate external and internal inputs (Figure 2.7). In the case of the hunger system
in a chicken, a central motivational mechanism integrates the bird’s state of depletion
or satiation with visual information to determine whether or not it will peck at what it
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Figure 2.7. The structure of behavior systems. Stimuli are processed by perceptual mechanisms (1-5)
and may affect motor mechanisms directly, as in reflexes (horizontal lines) or through the mediation
of central mechanisms, of which two (I and II) are indicated. Each interconnected set of perceptual,
central, and motor mechanisms forms a behavior system, so two behavior systems are shown here.
Some motor mechanisms, such as C, which might be walking or pecking, may belong to more than
one behavior system. Redrawn from Hogan (1988) with permission.

sees (Hogan 1994b). Cognitive mechanisms are part of this organization, too.
Whether the chicken pecks at the thing in front of it may be influenced by what it is
attending to and by past learning about the consequences of pecking.

As just described, behavior systems are defined causally (Hogan 1994b), in terms
of internal and external causal factors rather than immediate outcome or apparent
goal. However, the causal organization of behavior must make functional sense. An
animal that ignored food while starving or approached predators rather than hiding
or running away would be unlikely to have as many offspring as one that ate when
hungry and fled from danger. Animals that ignore food when deprived or behave in a
friendly manner toward predators have been weeded out by natural selection not
because they are “too stupid” to forsee the dire consequences of their acts but because
they leave fewer copies of their genes than do individuals whose motivational and
cognitive mechanisms result—blindly—in their being better-nourished and less
preyed upon. This relationship is depicted in Figure 2.8. Natural selection shapes
cognition in an indirect way. Cognition—processing environmental information—
results in behavior. That behavior has an immediate consequence such as ingesting
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Figure 2.8. How cognition and behavior are shaped by natural selection. Adapted from Shettleworth
(1987) with permission.

Selection of animals with those cognitive mechanisms

food, depositing sperm in a fertile female, strengthening a nest. In the long run, such
consequences have a measurable impact on the individual’s fitness and thereby on the
representation of genes contributing to development of the mechanisms that generate
that behavior.

With few exceptions, like nest-building and burrowing, behavior does not leave
fossils. But the evolution of behavior can nevertheless be inferred from phylogeny,
as indicated in Figure 2.6. In terms of the organization of behavior systems shown
in Figure 2.7, species differences could evolve in sensory, motor, or central mechan-
isms. For instance, the range of energies detectable by the senses could expand or
contract, new motor patterns could appear, and/or the central coordination of input
and output could change. The evolution of behavior can be traced at a more
detailed level, too. For instance, species differences in motor patterns may be
analyzed into differences in muscular and skeletal anatomy and patterns of firing
in nerve cells (Lauder and Reilly 1996). Species differences in visual sensitivity
related to differences in the kind of light prevalent in different environments might
be related to differences in photopigments and the genes for producing them
(see Chapter 3).

The loss of bat-avoidance behavior by moths on Tahiti is an example of evolu-
tionary change nicely accommodated by this way of thinking about behavior.
The raison d’étre for hearing in most moths is to avoid bats, which search for
moths in the dark using ultrasonic cries. Accordingly, a moth’s simple auditory
system is tuned to ultrasonic frequencies because moths can avoid bats by dropping
immediately to the ground when they hear one. Although bats have apparently
never been present on the Pacific island of Tahiti, the auditory nerves of the moth
species that arrived on Tahiti millions of years ago (endemic species) still fire to bat
cries. Nevertheless, when bat cries were played to endemics in flight, they did not
drop to the ground like individuals of more recently arrived species. Assuming that
the endemics are still capable of altering their flight in response to other stimuli,
this pattern of findings indicates that in the absence of selection the sensory input
has been decoupled from the motor avoidance response (Fullard, Ratcliffe, and
Soutar 2004).

Many morphological (i.e., structural) differences among species result from rela-
tively small changes in developmental programs, that is, from changes in when
specific genes are turned on and off (see Stearns and Hoekstra 2005). A speeding up
or slowing down of growth in one part relative to others can result in dramatic
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Figure 2.9. Growth of hippocampus and telencephalon (most of the rest of the brain) in marsh tits, a
food-storing species, and blue tits, which do not store food. Redrawn from Healy, Clayton, and
Krebs (1994) with permission.

changes in shape. The brains of food-storing birds provide one example related to
cognition (Figure 2.9). In baby marsh tits (food-storers) and baby blue tits (non-
storers), the whole brain grows rapidly in the first few weeks after hatching. At this
stage, the hippocampus develops relative to the rest of the brain in the same way in
both species. By around 6 weeks after hatching, when the babies are feeding them-
selves and the marsh tits are starting to store food, brain growth has slowed down.
However, the marsh tits’ hippocampus continues to grow, so that the typical food-
storers’ larger hippocampal size relative to the rest of the brain appears by the time
memory for storage sites is needed (Healy, Clayton, and Krebs 1994). Magpies (food-
storing corvides and jackdaws (nonstoring corvids) show the same pattern (Healy and
Krebs 1993). In the case of marsh tits, experience using spatial memory also con-
tributes to the species difference in hippocampus, but blue tits are not influenced by
experience in the same way as marsh tits (Clayton 1995).

Darwin was deeply impressed by how behavior as well as structure could be
artificially selected by animal breeders. And in The Origin of Species he specu-
lated on how complex and intricate behaviors like the comb-building behaviors of
honey bees could have evolved in small steps. Nowadays, genetic engineering can
be used to demonstrate that particular genes contribute to particular behaviors or
cognitive processes and to analyze the mechanisms by which they do so
(Mayford, Abel, and Kandel 1995; Fitzpatrick et al. 2005). Natural selection
can provide molecular geneticists with opportunities to dissect how genetic
changes have produced species differences, including differences in cognition
and behavior. Bringing together information derived from genetic engineering
with phylogenies of real species offers exciting possibilities for research on the
mechanisms of evolutionary change (see Fitzpatrick et al. 2005; Grant and Grant
2008).
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2.3.2  Evolution and cognition

Most tests of adaptation mentioned in Section 2.1 involve comparing different species
or groups of species: ground-nesting vs. cliff-nesting gulls, solitary vs. social species of
ungulates, and so on. Naturally, any such comparison must be done carefully. For
example, when correlating social group size and male body size, it is important to be
sure the values going into the analysis are representative of the species and to take
account of other variables that might be confounded with the variables of interest.
Comparing cognition across species encounters its own particular difficulties, which
largely arise from the fact that behavior is influenced by a host of processes that are
not specifically cognitive. As a result, conclusions like “species A has more of ability X
than species B” always need to be viewed critically. The same is true in comparisons of
genetically manipulated animals. This section introduces some of the general pro-
blems in doing comparative research on cognition, taking as an example research on
male-female differences in spatial memory in different species of rodents. This is not
to imply that such problems have not been addressed in this area; as we will see, many
have been dealt with rather well.

In many monogamous animals, the male and female occupy a territory together,
whereas in some polygynous species females have relatively small territories where
they rear their young, while males range over larger areas, visiting several different
females for mating. These observations suggest that in monogamous species males
and females need similar abilities to find their way around and remember the loca-
tions of resources in the pair’s territory, whereas in polygynous species males need a
better-developed ability to process and remember spatial information than do
females. This hypothesis about the relationship between spatial cognition and mating
system has inspired research on sex differences in brain and spatial cognition in
several groups of rodents (Gaulin 1995; Jacobs 1995; Sherry 2006). It is arguably
the most coherent and best-supported of several proposed evolutionary explanations
for the sex differences in spatial cognition observed in a variety of mammals, includ-
ing humans (see Jones, Braithwaite, and Healy 2003).

The specific hypothesis here is that males and females do not differ in spatial
ability in monogamous species whereas there is a difference in favor of males in
polygynous species. But to evaluate it, we cannot necessarily just test males and
females of a number of different species all in the same way because a test
standardized in terms of physical variables may affect different species differently.
For instance, animals that become frightened and stay close to the walls in a big
open space might take longer than bolder animals to learn to swim straight to the
dry platform in the middle of a pool of water. Recent research on animal person-
ality (Box 2.1) has provided plenty of evidence for stable within- and between-
species differences in behavior that could influence the outcome of cognitive tests as
this example suggests. If the animals are rewarded with food, we need to be sure all
species are equally hungry and equally fond of the reward provided. If we compare
them on discrimination learning, we need to know that they process the stimuli
involved in the same way, that is, we need to know something about their sensory
systems. Such considerations underline the importance of what Macphail (1982,
1987) called contextual variables. Within any species, many aspects of the experi-
mental context, some much less obvious than timidity or reward size, can affect
what animals do. Therefore, any species difference on a single task could reflect
different effects of contextual variables on performance rather than the cognitive
ability that performance is supposed to measure.
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Box 2.1 Animal Personality?

Anyone who has had pets will know that animals seem to differ in characteristics such as boldness,
aggressiveness, and sociability. In people these would be referred to as personality traits. For
nonhuman species the term behavioral syndromes (Sih et al. 2004; Bell 2007) is often used to refer
to the analogous observation that suites of related behaviors seem to vary together across individuals.
In one very well studied case, for instance, wild great tits (Parus major) that are quickest to move
through a novel environment tend to be quickest to explore a novel object and most aggressive
toward conspecifics (Dingemanse and Reale 2005). In effect, human personality is also measured by
behavior, even if only on paper-and-pencil tests, so animal personality (Dingemanse and Reale 2005)
or temperament (Reale et al. 2007) is increasingly used in this comparatively new area of research in
behavioral ecology. Candidates for behavioral evidence of a given characteristic such as boldness,
aggressiveness, or sociability must be repeatable within tests of the same individual and correlated
across related tests. Validating tests of animal personality is not always easy or straightforward, and
methods for doing so are still debated (Miller, Garner, and Mench 2006). Nevertheless, with great
tits and a few other species there is considerable evidence both that individual differences are
heritable and that they show up in both behavior and reproductive success in the wild
(Dingemanse and Reale 2005).

The existence of cross-situational individual differences in behaviors with fitness consequences
creates difficulties for evolutionary models that assume all individuals exhibit the same range of
variation in behavior. Strong personality traits might be maladaptive. For instance, an animal that is
consistently shy may fail to discover new resources being exploited by its bolder conspecifics. How
can two or more behavioral syndromes coexist in a species or population and why do they take the
form they do? For example, why is boldness vs. shyness a dimension of individual difference in so
many species? One proposal (Wolf et al. 2007) is that many aspects of animal personality represent a
fundamental tradeoff between risk-seeking and risk-avoiding life history strategies. A bold, quick,
aggressive approach to life can increase fitness by permitting early reproduction but it is also
dangerous; less bold and risky behaviors delay reproduction, but they may have an advantage
when conditions are relatively stable or when there will be more opportunities for reproduction in
the future (i.e., when the time horizon is long). When the environment varies on an appropriate scale,
both risk-seeking and risk-avoiding personality types can persist because either one can be successful
depending on circumstances (Dingemanse and Reale 2005; Wolf et al. 2007).

Research on animal personality has implications for comparative research on cognition because
many of the differences that have been documented among individuals, populations, or species
involve behaviors that often play a role in cognitive tests. One obvious example is that because
willingness to move around in a novel environment and explore the things in it is a prerequisite for
many traditional tests of learning, boldness or tendency to explore may predict fast acquisition of
new tasks even though it is not necessarily correlated with learning ability as such. As another
example, fearfulness (Miller et al. 2006) might be positively correlated with speed of acquisition in
an avoidance task, but negatively correlated in a maze-learning task. Attempts to test general learning
ability, or animal IQ (if there is such a thing), have controlled for such motivational or behavioral
predispositions by using a variety of tasks, as done by Matzel and colleagues with mice (Matzel et al.

2003).

One proposed solution to this problem is systematic variation (Bitterman 1965).
This means testing the animals under several values of relevant contextual variables.
For instance, the difficulty of the task should be varied over a wide range. Gaulin and
Fitzgerald (1989) did just that by using seven different mazes to compare spatial
learning in monogamous prairie voles (Microtus ochorogaster) and polygynous
meadow voles (M. pennsylvanicus). Meadow vole males performed better than
meadow vole females on all the mazes, but, as predicted, there was no sex difference
in the prairie voles (Figure 2.10). Importantly, the mazes seem to be a fair test of
species differences in that both species score about the same on average on any given
maze. They are also not so hard that most animals fail or so easy that everyone does
perfectly, which is important because “floor” or “ceiling” effects, respectively, could
obscure group differences.
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Figure 2.10. Number of errors made by male and female voles of two species in a series of
increasingly difficult mazes. Data from Gaulin and Fitzgerald (1989) redrawn from Gaulin (1995)
with permission.

Systematic variation has two sides. In cases like that originally discussed by
Bitterman (1965), one species fails to show some effect shown by another or
shows it to a much smaller degree. Clearly, if it is already known that the strength
of this effect in species that show it is influenced by some contextual variable,
then this same variable should be manipulated with the second species to be sure
it was not just at an unfavorable level initially. Here, systematic variation
amounts to trying to reject the null hypothesis that no factor other than differ-
ences in cognition is responsible for differences in performance (Kamil 1988). To
return to our case study, it might be suggested that sex differences in activity are
responsible for sex differences in performance in spatial tasks. This possibility has
been rendered implausible by showing that males’ and females’ activity levels are
similar under a range of conditions (Gaulin, FitzGerald, and Wartell 1990). But a
skeptic might then suggest another confounding factor, further systematic varia-
tion would have to be done, and so on ad infinitum. Kamil’s proposed solution to
this problem is, instead of systematically varying factors within a given task, to
vary the tasks. For instance, if food-storing and nonstoring species differ in ability
to process and remember spatial information, these differences ought to be
detectable in a variety of different spatial tasks. There may of course be tasks
or species for which contextual variables are overwhelmingly important, but if
enough tasks are used, the results should converge on a single conclusion. Kamil
and his colleagues have used this approach with considerable success to compare
memory for spatial information in food-storing vs. nonstoring species of birds
(Box 1.4; Chapter 7).

The other side of systematic variation is emphasized by Papini (2008): if an indepen-
dent variable affects species in the same way, even if their levels of performance
generally differ quantitatively, this is evidence for a shared process. Figure 2.10 provides
an example. Although male meadow voles perform better than females, their errors still
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increase with maze complexity. Systematic variation appears frequently throughout this
book as a way to discover whether very different species, exhibiting behaviors as
different as speaking vs. pressing a key vs. digging up a worm, have access to the same
kinds of cognitive processes. The tests of blindsight in monkeys described in Box 1.1 are
an example. This approach is also, as in Chapter 7, referred to as testing for functional
similarity. Most importantly, examples of what can be learned from systematic varia-
tion underline the principle that conclusions about species differences in cognition must
always be based on more than a single test.

Ideally, a thorough comparative test of an ecological hypothesis includes tests on
which the species are predicted not to differ, or—even better—to differ in the opposite
direction. Such tests can help to rule out the possibility that one group performs better
than another because of some general factor like how well they adjust to the lab. In
food-storing species of corvids (the crow family, including jays and nutcrackers; Box
1.4), some species are highly social while others are not. Therefore, the pattern of
species differences in social cognition may differ from that in spatial cognition (Balda
and Kamil 2006). Sex differences in spatial behavior related to space use in the wild
may be present only in the breeding season (Galea et al. 1994; Sherry 2006). Such
seasonal or developmental changes within individuals of the same species offer
excellent opportunities for testing adaptive relationships among cognition, brain,
and natural behavior with minimal confounds from contextual variables. An example
is the comparison of spatial and other kinds of memory in white-footed mice exposed
to summerlike vs. winterlike photoperiods (Pyter, Reader, and Nelson 2005).
However, even comparisons within a species may be subject to motivational or other
confounds. For example, the time available for feeding may differ when animals live
in days of different lengths, and/or the animals in short days may reduce their activity
or metabolic rate.

A general problem with applying the comparative method to behavior and cogni-
tion is getting enough independent comparisons. One solution to the practical diffi-
culties of testing large numbers of species is to build up a sample gradually by
comparing two species at a time, in this case one monogamous species with one
closely related polygynous species, but we need to be able to find a sufficient number
of lineages in which monogamy arose separately. Research relating spatial ability to
mating systems has been done on, among other rodents, voles (Microtus) and mice
(Peromyscus), and of course the hypothesis could also be tested on birds with appro-
priate mating systems (Jones, Braithwaite, and Healy 2003).

Exceptional spatial ability may be associated with other exceptional demands on
spatial learning and/or memory in the wild. For instance, birds that migrate might be
expected to use memory and spatial learning more than relatively sedentary popula-
tions, not necessarily because they actually need learning to migrate, but because they
need to acquire spatial and other information about each of the places where they
spend a few months at the ends of their travels, and perhaps at stopovers along the
way. They might also form long-term memories for the areas where they regularly
spend part of the year, so as not to waste time relearning their stable features. There is
some evidence consistent with this hypothesis (e.g., Cristol et al. 2003; Mettke-
Hofmann and Gwinner 2003). Not only amount but kind of spatial learning might
be expected to be associated with different ecological demands. For example, indivi-
duals living in different kinds of habitats might rely on different kinds of spatial cues.
In one test of this notion, Odling-Smee and Braithwaite (2003) found that stickleback
fish from ponds relied more on landmarks than fish of the same species from fast-
moving streams.
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2.4 Evolution and the brain

2.4.1 Patterns of vertebrate brain evolution

To look for patterns in a large sample of species, it is a lot easier to measure brains
than to measure behavior and infer cognitive structures. As a result, compared to
what we know about the distribution of any cognitive ability across the animal
kingdom, we know vastly more about the brain, at least in vertebrates. Figure 2.11
shows the relationship of brain weight to body weight in the major groups of
vertebrates. The polygons enclosing data from each taxonomic group (taxon) indi-
cate that brain size can vary considerably even for animals of a given group with a
given body weight, as illustrated for mammals in teh lower panel of Figure 2.11.
There is a trend for larger brains during vertebrate evolution. For instance, birds are
thought to have evolved from a primitive reptile, and the polygon for birds is entirely
above that for reptiles, indicating that in general birds have larger brains than reptiles
of equivalent size. On the whole, mammals have the largest brains for their body
weight, but small mammals overlap considerably with birds. Within mammals,
humans are the species farthest in perpendicular distance above the group regression
line (details of each taxon in Chapter 4 of Striedter 2005).

Within a lineage, why do some species have larger brains relative to their body
weights than others? Brains are metabolically costly to maintain (Laughlin 2001), so
there must be some advantage to having a large brain. Not surprisingly, hypotheses
about the function of relatively large brains have focused on the assumed connection
between brains and cognitive abilities. For instance, the “foraging intelligence
hypothesis” of primate brain size proposes that fruit-eating species need excellent
spatial and temporal learning abilities for tracking the locations and ripeness of items
that are scattered widely throughout the forest whereas leaf eaters do not need such
abilities. The “social intelligence hypothesis” (Chapter 12) suggests that animals
living in large groups in which individuals have differentiated and ever-changing
social roles need to keep track of the identities of large numbers of individuals and
their interactions. Tests of the various versions of these hypotheses have relied on
comparative studies relating primates’ brain size to proxies for cognitive abilities such
as type of foraging niche or social group size (review in van Schaik and Deaner 2003;
Healy and Rowe 2007).

Among birds, parrots and corvids have the biggest brains for their body sizes. As we
will see, some corvids may have social and tool-using abilities comparable to those of
some primates. These, along with relatively large brains, appear to represent con-
vergent evolution in separate vertebrate lineages (Emery and Clayton 2004).
Relatively new are the comparative studies of primates and birds described in
Box 2.2 indicating that brain size is related to propensity for innovation. To the extent
that foraging on ephemeral food sources, managing social relations, and acquiring
novel behaviors call on common abilities, these explanations for the evolution of large
brains need not be mutually exclusive (Striedter 2005). In any case, most accounts of
relative brain size in terms of complex behaviors are still largely speculative pending
more direct evidence about the neural substrates of the behaviors in question (Healy
and Rowe 2007).

The foregoing discussion addresses the whole brain, but the relationship of
relative hippocampus size to food-storing in birds depicted in Figure 2.3 suggests
that maybe we should be looking at how individual parts of the brain evolve in
association with specific behaviors or ecological variables. Whether brain
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Figure 2.11. Relationships between overall brain weight and body weight in vertebrates, on
logarithmic scales. Top panel: data for major groups as the minimal polygon which encloses each
one’s data. Redrawn from Striedter (2005) with permission. Lower panel: data for selected species of
mammals surrounded by its minimal polygon. The dark slanted line is the overall regression line for
mammals. The perpendicular distance of a species’ data from this line (formally, the residual) is a
measure of how much it deviates from the average allometric relationship for mammals. Redrawn
from Roth and Dicke (2005) with permission.

evolution is concerted or mosaic, that is, whether brain size evolves as a whole
or through selection on particular parts, is a contentious question in compara-
tive neuroanatomy (see discussions accompanying Finlay, Darlington, and
Nicastro 2001 and Striedter 2006). Figure 2.11 is consistent with concerted
evolution because it shows an evolutionary trend toward larger brains.
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Box 2.2 Innovation and the Brain: General Intelligence after All?

About ten years ago, Louis Lefebvre and colleagues (Lefebvre et al. 1997; reviews in Reader and Laland
2003; Lefebvre, Reader, and Sol 2004) suggested that the limitations of laboratory studies for obtaining
data on cognition in large numbers of species could be overcome by looking at the many reports of
innovative behavior in natural history journals. Such innovations usually take the form of foraging
behaviors described as novel or unusual for the species, such as eating a new food or using a new foraging
technique. For example, magpies might be seen digging up potatoes (Lefebvre et al. 1997). Raw
frequencies of such reports can be corrected for obvious biases such the general rate of publication on
those species and then combined for groups of species, correcting for number of species per group, to get a
measure of innovation rate for, for example, all corvids, parrots, or pigeons (see Figure B2.2 for details).
This measure of “intelligence” in the field correlates with available data on learning in the same species in
the laboratory (Lefebvre, Reader, and Sol 2004). An alternative approach (Ramsey, Bastian, and van
Schaik 2007) is to infer that innovation must have occurred when populations of a species differ in ways
that cannot be ascribed to local ecological factors (cf. discussion of animal cultures in Section 13.5). Either
way, an innovation is a product of some unidentified behavioral process(es). These processes are generally
assumed to be similar to those that contribute to human intelligence or inventiveness.
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Figure B2.2. Relationship between size of parts of the brain and innovation. For birds (left),
residuals (see Figure 2.11) are used as a relative measure of both innovation rate and size of the
neostriatum plus hyperstriatum ventrale (HV), areas involved in learning. For primates (right)
the “executive brain” (see text) is measured relative to volume of the brainstem. Innovation
rates are based on the number of innovations reported for a species relative to overall number
of articles about that species (details in Reader and Laland 2002). Redrawn from Lefebvre,
Reader, and Sol (2004) with permission.

Analysis of hundreds of reports of innovative feeding behaviors in birds shows that rate of
innovation in a bird order is correlated with overall size of the brain and with size of the
forebrain (Figure B2.2). Innovation rate is potentially significant for evolution because it also
predicts whether a species will become established when introduced into a new environment
(Sol et al. 2005). Data from primates examined in a similar way also show a positive
relationship between innovation rate, as well as tool using and social learning frequency, and
“executive brain ratio” (volume of the forebrain and striatum relative to the brainstem, Figure
B2.2; Reader and Laland 2002; see also Reader and Laland 2003). The association of
innovation or general behavioral plasticity with overall brain size seems more consistent with
the old assumption (Chapter 1) that animals have a “general intelligence” than with the idea
that cognition and the brain are largely modular (Box 2.3; Lefebvre and Bolhuis 2003). These
ideas are not necessarily incompatible. For humans, it has been suggested that IQ measures a
tlexibility needed for dealing with evolutionarily novel situations that is not afforded by
coexisting modular systems (Kanazawa 2004).

Innovation may be related to overall brain size precisely because innovative behavior is a
heterogeneous category any instance of which involves one or more of a concatenation of
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factors. Indeed, large brain areas such as forebrain that are associated with innovation rate are
involved in multiple behaviors (Sherry 2006; Healy and Rowe 2007). For example, to profit
from a chance encounter with a new way of getting food, it helps to be able to learn quickly,
presumably using a rather general ability to associate events and their consequences. But to do
something new in the first place, especially if that requires interacting with a new object, food,
or location, it helps to be not too neophobic, and in fact Webster and Lefebvre (2001) showed
in a series of laboratory and field tests that of the species of birds they studied, those rated as
most innovative were indeed least neophobic. Thus part of innovativeness may be general
boldness, perhaps an aspect of personality (Box 2.1), rather than cognitive ability per se.
Similarly, general mechanisms of reinforcement may explain why innovative feeding
behaviors may persist and spread when food is scarce. For these sorts of reasons, it seems
unlikely that innovations are the products of a single specialized cognitive process.

Historically, brain evolution was thought to be a matter of adding new, more
advanced, structures to primitive ones in a linear fashion leading up to primates
and humans. Hence the prevalence of prefixes such as “paleo,” “neo,” and
“archeo” to label structures in traditional brain anatomy. It is now recognized
that all vertebrate brains have the same basic parts, although their relative sizes
and detailed structures are characteristic of each vertebrate group (Avian Brain
Nomenclature Consortium 2005). Within a lineage, larger brains are not just
scaled up versions of smaller ones. Bigger brains need a more modular organiza-
tion (Box 2.3), and this well might lead to cognitive differences between big-
and small-brained species within a group, for example, primates vs. rodents or
parrots vs. canaries. The proportion of the brain occupied by particular struc-
tures such as the neocortex also tends to differ in a systematic way in larger-
brained species, apparently consistent with mosaic evolution. However, on one
theory (Finlay, Darlington, and Nicastro 2001) most of this variation is con-
sistent with concerted evolution because it reflects the way in which common
processes of very early brain development produce larger brains. Indeed, a
recent survey (Striedter 2005) finds that the majority of the evidence is consis-
tent with concerted evolution in that within a given taxon, and after taking into
account developmental constraints, the relative size of a given structure gener-
ally does not show very dramatic deviations across species. “Not very dramatic”
means not more that about a 2- or 3-fold difference in size relative to the rest of
the brain. Within this context, the hippocampus—food storing story is “wonder-
ful” (Striedter 2005, 173) as a potential example of at least mildly mosaic
evolution. It is also an instructive case study of the challenges of trying to
connect brain, behavior, and cognition in a rigorous way.

2.4.2 Hippocampus and food storing in birds

The principle of proper mass (Jerison 1973) as a tenet of comparative neuroanat-
omy says that the more important a function is for a species, the more brain area
will be devoted to it. This principle is most sensibly interpreted as applying to the
size of a structure relative to other parts of the brain in comparisons of reasonably
close relatives (Striedter 2005). Sensory and motor areas provide some spectacular
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Box 2.3 Modularity in Development, Evolution, and Cognitive Science

Anyone who has written a computer program or assembled a chest of drawers from IKEA is acquainted
with modularity. Modularity, or organization as somewhat independently functioning but
interconnected subunits, is a fundamental aspect of complex systems (Simon 1962). Indeed, Simon
(1962) argued vividly that complex systems cannot develop or function effectively unless they consist
of a hierarchical organization of parts. Not surprisingly then, it has been claimed that modularity “is a
universal property of living things and a fundamental determinant of how they evolve.” (West-Eberhard
2003, 56 ; see also Schlosser and Wagner 2004). Hogan’s (1994a) definition of a behavior system (Section
2.3.1) as a “set of sensory, motor and central mechanisms that function as a unit in some situations” could
be taken to suggest that animal behavior as a whole is modular, and indeed, the discussion by West-
Eberhard just cited goes on to include modularity of behavior and to connect modularity at all levels to
fundamental processes in development. In turn, developmental modules may function as basic units of
evolution (Schlosser and Wagner 2004; Callebaut and Rasskin-Gutman 2005).

Notwithstanding its status as a basic feature of biological systems, modularity is fraught with
debate and disagreement in cognitive science. Most of this centers on the properties of “the
modularity of mind” proposed by Jerry Fodor (1983) in his book of the same name (Barrett and
Kurzban 2006). In Fodor’s sense, a module is among other things an informationally encapsulated
perceptual system: it acts exclusively on a restricted kind of input unconsciously but in an apparently
intelligent way. What this means is illustrated in a simple way by the Muller-Lyer illusion
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Figure B2.3. The Muller-Lyer illusion. \ /

(Figure B2.3). The upper line appears longer than the lower one, presumably because some feature

of the drawing is a trigger (Gigerenzer 1997) for a visual perceptual system that makes implicit
inferences about the relative sizes and distances of objects. Encapsulation refers to the fact that the
system is impenetrable to information from other systems, in this case the “higher level” information
obtained from measurement: measuring the lines and discovering that they are equal does not
abolish the illusion. Modules are domain specific in that the computations or “rules of operation”
(Sherry and Schacter 1987) implicit in the output of a particular module are applied only to that
module’s own limited kind of information. Fodor also suggested that cognitive modules are
primarily perceptual, as in the example of the Muller-Lyer illusion, whereas central processing,
that is, reasoning and decision making, is not. In addition, he suggested (but did not necessarily
require, Coltheart 1999) that modules are fast, hardwired (i.e., neurally specific), and innately
specified.

Many of the debates about cognitive modularity (e.g., Bolhuis and Macphail 2001; Flombaum,
Santos, and Hauser 2002; Cheng and Newcombe 2005) seem to arise from a fixation on whether
particular candidate cognitive modules meet all of Fodor’s strict criteria (which are not always easy to
decipher) rather than on the question, to what extent and in what ways, if any, is cognition modular?
If instead we take domain-specificity of cognitive processing as definitional, the extent to which any
candidate modular cognitive mechanism is central, is entirely encapsulated, depends on experience
for its development, relies on a localized area in the brain, and so forth, becomes an empirical
question (Coltheart 1999; Barrett and Kurzban 2006). Functionally modular cognitive mechanisms
need not be associated with localized brain processes or be comparatively independent of experience
for their development (for an extended discussion see Barrett and Kurzban 2006; Bateson and
Mameli 2007). As we will see, extracting and storing information from the flow of events does not
follow the same rules for all types of events, and thus learning mechanisms, (or memory systems,
Sherry and Schacter 1987) are to some extent domain specific, that is, modular (Gallistel 1998;
Shettleworth 2000; Gallistel 2003). Particularly good examples come from learning about space,
time, and number (Chapters 8-10).
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This is not to say that the concept of modularity is unproblematical. For example, if we identify
amodule as a domain-specific kind of information processing, how do we distinguish domains or a
“kinds of information processing”? Evolutionary psychologists have promoted the metaphor of
the mind as a Swiss Army knife, that is, a general-purpose tool made up entirely of special-purpose
devices. But is there a module for everything? If a cheater-detection module (Chapter 12), or a face-
processing module (Kanwisher 2006), why not hundreds of other modules beside (Fodor 2001;
Buller 2005)? In learning theory the modularity debate takes the form of a debate about adaptive
specializations versus general processes of learning (Section 2.5.2), but forthcoming chapters
provide illustrations of how association formation is not the only way of acquiring information.
At the same time, however, many candidate modular learning and memory systems share some
fairly general properties such as sensitivity to duration and frequency of events. Thus modularity
should not be emphasized at the expense of common features or connectedness. If nothing else,
candidate modules are connected by virtue of being contained within the same individual.
Modules may share sensory input systems, and, no matter how specific the triggering
information, decision making, and behavioral output of a modular cognitive subsystem, central
decision making of some sort is needed to set the animal’s prorities for action. West-Eberhard
(2003) recommends keeping the focus on connectedness and modularity at the same time by
eschewing the term module and referring instead to developmental systems as more or less
modular (see also Callebaut and Rasskin-Gutman 2005). Perhaps this recommendation can be
applied to cognitive modularity as well.

illustrations. For instance, the superior colliculus, a visual processing area, is nine
times larger in a 13-lined ground squirrel (a diurnal species) than in a laboratory rat
(nocturnal), and in the blind mole rat, which spends its life underground, it is 38
times smaller than in a hamster. In the very dextrous raccoon, the sensory and
motor areas devoted to the paws are greatly enlarged compared to those in other
nonprimates (see Streidter 2005). Although these examples are exceptional in
quantitative terms, because sensory systems are clearly evolved to allow each
species to discriminate the stimuli most important to it (Chapter 3) it is not
surprising to find sensory specializations reflected in species-specific tweakings of
sensory organs and associated brain areas. However, suggestions that an analogous
principle applies to cognition and the brain—in particular to an association
between demand for spatial memory in the wild and size of the hippocampus—
have been surprisingly controversial (Bolhuis and Macphail 2001; Macphail and
Bolhuis 2001; Bolhuis 2005). Cognition is surely not exempt from evolutionary
processes, so why should this be?

Figure 2.3 shows that among North American families of birds the three families
with food-storing species all have, on average, larger hippocampi than expected for
the size of the rest of their brains. The relationship between food storing and
performance in tests of spatial memory is discussed in Chapter 7; here we delve
into the relationship between food storing and hippocampus suggested by Figure
2.3. One can ask a number of questions about it. For example, what exactly does a
bigger relative hippocampus consist of in neuroanatomical terms? How does a
comparatively large hippocampus impact on the rest of the brain? How does it
improve ability to retrieve stored food? For instance does a relatively large hippo-
campus increase the capacity or the durability of memory? These questions are still
largely unanswered (see Bolhuis 2005), but some progress has been made in more
detailed application of the comparative method to test the basic relationship shown
in the figure.
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Figure 2.3 classifies birds simply as food-storing or not, but in fact dependence on
stored food varies considerably within both parids and corvids. For example, the
Clark’s nutcracker (Box 1.4) stores one type of food, pinyon pine seeds, very intensely
during late summer and depends on its stores throughout the winter. The jackdaw,
another corvid, does not store at all, and some other corvids store only moderately.
Similarly, the great tit and blue tit do not store, whereas the willow tit and black
capped chickadee store a great deal. These variations suggest looking within families
at hippocampal volume as a function of dependence on storing. This has been done a
number of times for both corvids and parids, with results coming out first one way
(e.g., Hampton et al. 1995; Basil et al. 1996) and then another (Brodin and Lundborg
2003) as successive analyses have been more and more refined. It turns out that, for
unexplained reasons, North American corvids and parids tend to have smaller
hippocampi than European species, but when this continent effect is controlled for
in cross-species comparisons, relative hippocampus size does correlate with food
hoarding status in both corvids and parids (Lucas et al. 2004; Healy, de Kort, and
Clayton 2005). Birds that store a lot also tend to have bigger brains overall than
expected for their body size, perhaps reflecting sensory or motor specializations in
behaviors for storing and retrieving food (Garamszegi and Eens 2004).

These analyses have all assumed that each species fits into a single category of
hoarding intensity. However, some food storers such as black-capped chickadees
have a very wide distribution, from rather moderate climates to areas with severe
winters. One might expect differences between populations in such species.
Accordingly, when chickadees from Alaska are compared to those from the lowlands
of Colorado in tests in the laboratory, the Alaska birds store more, show better spatial
but not color memory, and have larger hippocampi relative to brain size (Pravosudov
and Clayton 2002). Since the birds in this study were taken from the wild, it is not
known whether this hippocampal difference is present early in development or results
from differences in food hoarding or other experiences in the wild. There are also
many unanswered questions about details of hoarding-related changes in the brains
of the chickadees in this and related studies (Bolhuis 2005; Sherry 2006).

Research on food-storing birds is but one set of tests of the more general hypothesis
that spatial memory and hippocampus size should be related to demands on spatial
memory in the wild (Sherry, Jacobs, and Gaulin 1992). Much of the work relating
spatial learning and memory to territory size and migration discussed in Section 2.3.2
includes studies of the hippocampus (see Sherry 2006). An example involving sex
differences comes from cowbirds. The females of several species of cowbirds lay their
eggs in other birds’ nests (i.e., they are nest parasites). The females of the brown-
headed cowbird (Molothrus ater), a North American species, spend a good deal of
their time in the breeding season prospecting for nests where potential hosts are about
to lay. They need to remember the locations of many nests so as to be able to deposit
an egg quickly when the host parent is absent at just the right time in its breeding
cycle. Male brown headed cowbirds share none of this work, so they might be
expected to have smaller hippocampi than females. And indeed the predicted sex
difference is found for hippocampus relative to the rest of the brain in cowbirds,
whereas there is no sex difference in two closely related species that are not nest
parasites (Sherry et al. 1993). Making this story even more interesting, three other
species of cowbirds are found in Argentina, only one of which behaves like the brown
headed cowbird. In another, male and female prospect for nests together, and the
third is not a nest parasite. Hippocampi of these three species show the pattern of
species and sex differences in relative size predicted from the notion that participating
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in finding host nests requires exceptional memory (Reboreda, Clayton, and Kacelnik
1996). However, unlike the examples involving food storing or territory size, there is
as yet little information on spatial memory in any of these birds in standardized
laboratory tests (see Sherry 2006).

2.5 What does all this have to do with comparative psychology?

2.5.1 Function and mechanism and the comparative method

The kind of research summarized in the last section was dubbed neuroecology by
Bolhuis and Macphail (2001). It has been criticized by these authors (see also
Macphail and Bolhuis 2001; Bolhuis 2005) for supposedly confusing answers to
Tinbergen’s question about mechanism (e.g., how does cognition or the hippocampus
work?) with answers to the question about function (e.g., what is spatial memory or
the hippocampus good for?). This theoretical critique has tended to be combined with
a defense of the overwhelming role of general processes in learning and memory and/
or with claims that hippocampus, food-storing, and spatial memory are at best only
weakly related.

Clearly, correlating features of the brain with food storing or any other ecologically
relevant behavior does not show us directly how the brain works but rather whatit allows
the animal to do. Nevertheless, knowing what something does can provide valuable clues
astohowitworks. Figure 2.12 isan example borrowed from Richerson and Boyd (2005).
To quote Sherry (2005, 449), “Causal explanations must meet design criteria that are set
by the function of behavior.” Therefore, the study of adaptation (or current function),
with which we began this chapter, has a role in the study of cognition and the brain. A
critical application of the comparative method—a solid data set with many cases of
independent evolution and checks that other areas of the brain are not also correlated
with the same behavior or ecological factor—provides strong evidence that particular
behavioral and neural charactersevolved together. Additional data could perhaps give us
a picture of the sequence of events in evolution. For example, de Kort and Clayton (2006)
suggest that a phylogeny of corvids shows ancestral corvids were moderate cachers, and
therefore that food caching has become more intense in some species while being lost in
others. And of course the correlational evidence characteristic of the comparative
method is rarely interpreted in isolation. For example, behavioral and lesion studies of
individual species clearly show that the hippocampus is involved in spatial memory and
cacheretrieval. In the example in Box 2.2, we know very little about what innovativeness
or behavioral flexibility means in terms of specific cognitive and brain mechanisms, so
this is a case in which findings from the comparative method may suggest new kinds of
naturalistic tasks that could be used to compare species behaviorally.

The idea that cognitive science can advance by analyzing the information proces-
sing tasks that organisms are designed to do has been profitably applied to the study
of perception (Marr 1982; Shepard 1994). Among the most prolific and eloquent
proponents of the view that thinking about the evolved function of cognition is the
best way to understand how it works are the evolutionary psychologists Leda
Cosmides and John Tooby (e.g., Cosmides and Tooby 1995; Tooby and Cosmides
1995). One prediction of this adaptationist point of view is that distinguishable
cognitive mechanisms or modules (Box 2.3) will evolve whenever the information-
processing problems a species has to solve require different, functionally incompa-
tible, kinds of computations (Sherry and Schacter 1987). These modules will be
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Figure 2.12. What is this? For the answer, see Figure 2.14 at the end of the chapter.

domain-specific, that is, each one will operate only on a restricted appropriate set of
inputs, for example information about physical causation, time, space, or social
relationships (see Gallistel 1998; Shettleworth 2000).

A second key prediction of the adaptationist viewpoint is no organism is the
proverbial tabula rasa, or blank slate. Rather, animals’ nervous systems are preorga-
nized to process information in species-appropriate ways. Not only such specialized
learning abilities as bird song (Chapter 1) but also associative learning, memory
storage, attention, and problem solving as well as perception are matched to specific
environmental requirements. Thus, cognitive scientists should be seeking to under-
stand the structure of information-processing in terms of the structure of the world.
For example, Cosmides (1989) claims that the ability to solve the Wason selection
task, a logical problem, reflects an ability that was selected because it helped in
detecting cheaters on social contracts. This notion predicts that people should reach
the logically correct solution more often with problems about detecting cheaters than
with formally identical problems about other material. Although many data are
consistent with this hypothesis, it has not gone unchallenged (Chapter 12). The
same kind of argument has been applied to experimental tests of the adaptive value
of Pavlovian conditioned responding (Chapter 4). Such research is implicitly based on
the argument from design: “X appears to be designed specifically to do Y; if it is, then
animals with X should be better at Y than at some superficially similar but adaptively
irrelevant task, Z.”

The evolutionary psychologists’ approach is essentially the same as the approach
to cognition taken in this book. However, it faces several problems. Some stem from
the indirectness of the relationship between cognition and fitness depicted in
Figure 2.7. As Lehrman put it, “Nature selects for outcomes, not processes of devel-
opment” (Lehrman 1970; Shettleworth 1983; Rozin and Schull 1988). Function does
not uniquely determine the details of causation (Hogan 1994a; Bolhuis 2005). For
instance, if the adaptive problem solved by eggshell removal is reducing predation,
why didn’t gulls evolve eggshells that were cryptically colored inside? The answer to
this sort of question may lie in constraints from other aspects of the species’ biology.
The way in which eggshells are produced in the gull’s oviduct may not readily allow
for a change in the color of their interior, whereas gulls need motor patterns for
picking things up and carrying them in foraging and nestbuilding, and these could be
used equally well to carry eggshells. To take an example from cognition, many
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animals need to be able to return to a home to care for their young or to gain
protection from predators. Thus they need a cognitive device for remembering and
relocating places, but its details may differ from species to species. For example, dead
reckoning (path integration) is accomplished very differently by rats and ants
(Chapter 8). Similarly, because animals are selected to care for their own offspring
rather than unrelated young, species with parental care must have mechanisms for
recognizing their own offspring, in some sense. This can mean nothing more sophis-
ticated than spending a couple of weeks stuffing food into any gaping mouth in your
nest, but animals with young that run around while their parents are still feeding them
need another mechanism, such as mutual learning of identifying cues. Thus although
the prediction that offspring should be favored does not tell us how a particular
species recognizes its young, a closer look at the species’ biology may make functional
sense of the mechanisms by which it does so. Conversely, identifying the function of a
process discovered in the laboratory can raise new mechanistic questions that would
not have been asked otherwise (Sherry 2005).

2.5.2 Adaptive specializations and general processes

If an ability is an adaptation to certain ecological requirements, it should vary
quantitatively across species with those requirements. More spatial information to
process means more capacious spatial memory (section 2.3.2); reliance on olfaction
for foraging at night means relatively bigger olfactory bulbs (in birds anyway, see
Healy and Guilford 1990); more complex social groups may mean better-developed
social cognition (Chapter 12). These statements describe adaptive specializations of
characters that species share. Such variations are readily observed in characters like
beaks in birds (Figure 2.13). A bird that drinks nectar needs a long narrow beak, one
that lives on hard seeds needs a beak like a nutcracker, one that tears flesh needs a
hooked beak. Of course such changes are rarely confined to a single character but
must be accompanied by adaptations of the digestive system, prey-catching behavior,
habitat preference, and so on. As Darwin argued, evolutionary change can be seen as
resulting from gradual modifications from some ancestral state. As a result, the
characters of any given species are both unique, or adaptive specializations, and
general, or shared with many other species.

Unfortunately, in the study of learning adaptive specialization has too often been
set in opposition to general processes (Macphail and Bolhuis 2001). There is a
historical reason for this. Adaptive specialization was introduced into discussions
of learning by Rozin and Kalat (1971) in a landmark paper about flavor aversion
learning and other newly described phenomena that seemed to reveal qualitatively
new kinds of learning. For example, rats learned aversions to flavors that were
followed by illness even when a single experience of illness had followed sampling
of the flavor by many hours. Flavor aversion learning seemed to be comprehensible
only by thinking of animals in the laboratory qua animals rather than gua model
humans or general learning machines. In fact, conditioned flavor aversion and related
findings turned out to have the same properties as other examples of associative
learning, but with quantitatively special—and functionally suitable—parameters
(Chapter 4). Thus they illustrate in a very compelling way how general processes of
learning are expressed in a species- and situation-specific way, that is, with quanti-
tative specializations. Just as with the debates about concerted vs. mosaic evolution of
the brain, or general intelligence vs. modularity, the truth about general processes vs.
adaptive specializations is “both.”
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Figure 2.13. Some adaptations of birds’ bills for different modes of feeding. From left to right, a seed
cracker, nut cracker, meat tearer, generalized forager, flower prober, and earth prober. After Welty
(1963) with permission.

In any case, opposing generality and specialization is biologically incorrect.
Commonality and diversity are two sides of the same coin (Rozin and Schull 1988),
and one should not be emphasized at the expense of the other. People interested in
general processes have tended to compare species widely separated on the evolution-
ary tree, for example pigeons and rats as in Box 1.3, whereas the study of adaptive
specializations is associated with comparison of close relatives chosen for having
different behaviors in the wild. As Papini (2002) has argued, both approaches have
much to reveal about the phylogenetic distribution and evolution of learning mechan-
isms, just as they are doing with genetics and neurobiology.

Thinking in terms of function and evolution, of convergences and divergences of
both close and distant relatives, is a tremendously powerful tool in comparative
psychology. For example, we learn in Chapter 10 that monkeys but not pigeons solve
a test of transitive inference in a way that suggests they form a representation of an
ordered set of items. That is, when exposed to training designed to teach them, in
effect, “green is better than red,” “red is better than blue,” “blue is better than
yellow,” “yellow is better than purple,” monkeys behave appropriately (i.e., choose
red) when presented with the novel red and yellow pair and pass further tests that
pigeons fail. Is this simply a mammal-bird difference, a difference in general intelli-
gence perhaps? But asking what transitive inference might be good for in the real
world suggests that it is useful for animals that form social hierarchies, regardless of
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whether they are mammals or birds. And here the general study of animal behavior
becomes integrated with investigations of the generality of this cognitive process in
suggesting species to study. The corvids include species with and without dominance
hierarchies, thus providing subjects for one test of whether the ability to “do”
transitive inference is confined to primates or is convergently evolved in species living
in groups that need a certain kind of social intelligence (Kamil 2004; Paz-y-Mino C. et
al. 2004). Thus integrating investigations of mechanistic and functional questions
about cognition does not mean confusing the answers to different sorts of questions
but rather developing a science in which information about how cognition may be
used informs investigations of how it works.

2.6 Summarizing and looking ahead

Just as Chapter 1 introduces the study of comparative cognition, this chapter
introduces the study of evolution and adaptation. A claim that any character is
adaptive can be tested in three ways: by modeling, to discover how well the
character serves a hypothesized function; with the comparative method, to test
whether variations in the character across many species are related to variations
in ecology; and by experiment. Ideally two or more of these methods can be used
together. Using the comparative method requires good inferences about the phylo-
geny of the species being compared. Evolutionary psychologists claim that

Figure 2.14. The objectin Figure 12.12 is an avocado slicer.The sharp curved edge separates the pulp

from the outside of the avocado and the thin wires make neat, equal-sized, slices. Richerson and Boyd
(2005) used this example of how knowing what something designed to do helps to understand its
structure.
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understanding how cognitive mechanisms evolved and what they are for can help us
to understand how they work. However, testing evolutionary hypotheses about
cognition can be difficult because cognitive processes affect fitness indirectly,
through the medium of behavior.

We have encountered three sets of contrasts in this chapter that seem intuitively to
have much in common: Mosaic vs. concerted evolution, modularity vs. connected-
ness, adaptive specialization vs. general process. All seem to express a tension
between a focus on parts with their specific properties and a focus on a whole with
what its parts have in common. In the long (or maybe not so long) run, the kinds of
processes they refer to may be linked mechanistically; developmental modularity is
already being linked with evolution (West-Eberhard 2003; Schlosser and Wagner
2004). In any case, the conclusion to be drawn from discussion of each of these
contrasts is that the truth is usually a mixture of both. It may be human nature to
focus on only particularities or only wholes, but “It would be difficult to overempha-
size the importance of agility in being able to appreciate both the modularity and the
connectedness of biological organization” (West-Eberhard 2003, 83).

Further readings

Most of the topics in this chapter are covered in greater depth for students in Papini’s
(2008) Comparative Psychology and the behavioral ecology text by Danchin,
Giraldeau, and Cezilly (2008). For understanding the theory of evolution there is
no substitute for reading at least part of The Origin of Species (Darwin 1859) or The
Descent of Man and Selection in Relation to Sex (Darwin 1871). Stearns and
Hoekstra (2005) is a current introductory text. Evolutionary theory and its applica-
tion to behavior have been the subject of some outstanding books for the general
reader. Richard Dawkins’s (1976) The Selfish Gene is already a classic exposition of
the basics of behavioral ecology. Darwin’s Dangerous Idea (Dennett 1995)is a
philosopher’s discussion of evolutionary theory and its wider implications. The
Beak of the Finch (Weiner 1994) is a very readable account of studies of evolution
in action on the Galapagos, now updated by Rosemary Grant and Peter Grant’s
(2008) own account of their work and its implications.

For brain evolution, Streidter’s (2005) clear and fascinating text is highly recom-
mended, as is Healy and Rowe’s (2007) thoughtful review of comparative studies of
the relationship between brain size and complex cognition. Two thoughtful reviews
by Sherry (2005, 2006) analyze the debate surrounding neuroecology and review
recent developments. For an extended discussion of the debate about modularity
along the same lines as Box 2.3, the review by Barrett and Kurzban (2006)
is recommended. It also incorporates considerations from human evolutionary
psychology.



Part 1

Fundamental Mechanisms

Cognitive mechanisms are generally defined functionally, that is, by what they do, but
the specificity of these functions varies tremendously. For instance, principles of
perception, memory, or discrimination learning are pretty much the same regardless
of the kind of information being perceived, remembered, or discriminated, whereas
by definition principles of numerical, spatial, or social cognition apply only in
particular cognitive domains. But the mechanisms involved in assessing numerosity,
traveling in space, interacting with others, and so on cannot be understood in isola-
tion from domain-general principles of perception, learning, and memory. Although
cognition may be modular to some extent (Box 2.3), it is impossible to appreciate
what may be unique to individual cognitive domains without first appreciating some
fundamental principles that cut across some or all of them.

Accordingly, Chapters 3-7 lay the groundwork for the parts of the book dealing
with specifically physical and social cognition. Chapter 3 describes fundamental
mechanisms of perception in the context of their evolution and ecology. Chapters
4-6 introduce basic mechanisms of learning: how animals associate events, recognize
single objects, and learn to discriminate among things and classify them. Chapter 7
looks at basic principles of memory, concluding with controversial attempts to dis-
cover whether other animals have conscious memories as humans do. Some of the
issues discussed in these five chapters are among the oldest and most-studied in
comparative psychology, but as we will see they continue to inspire new discoveries
and lively debates.
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3
Perception and Attention

To a bat or an owl, a summer evening is full of sounds of which we are only dimly
aware. A honeybee sees patterns on flowers that are invisible to us. That every kind of
animal has its own umuwelt or self-world, formed by the kinds of information its
senses can process, was one of the fundamental insights of the founders of ethology.
The ethologist Von Uexkiill (1934/1957) attempted to capture this insight in pictures
of how the world might seem to other species (Figure 3.1). A great deal is now known
about how animals process sensory information even if most contemporary beha-
vioral scientists do not attempt to translate it into such depictions of subjective
experience.

The study of comparative cognition begins with sensation and perception for two
reasons. First, it is important to keep in mind that adaptive behavior can result from
specializations in perception as much as from higher-level learning or decision
processes. Second, perception provides some excellent examples of modularity and
adaptation in information processing. This chapter begins with a few illustrative
examples of sensory specialization, then looks at how perception can be studied in
animals and introduces the important ideas of signal detection theory. Armed with
this information, we can see how “receiver psychology” (Guilford and Dawkins
1991; Endler and Basolo 1998; Rowe and Skelhorn 2004) has influenced the evolu-
tion of animal signals. And at the end of the chapter we look at how sensory
information is filtered by attention and how attentional processes can explain the
classical ethological phenomenon of search image formation.

3.1 Specialized sensory systems

Every animal must be able to respond appropriately to its own food, mates, young,
and predators. The cues it can use are determined by the environment characteristic of
its species (Dusenbery 1992). Species active at night have a different set of cues
available to them from those active during the day; those that live underground,
different cues from those that live in the treetops; creatures of the deep sea, different
cues again from creatures of clear streams. Sensory systems and their sensitivities tend
to be matched to lifestyle and environment.

The sensory specializations we find most impressive are those allowing animals to
respond to forms of energy that an unaided human cannot detect. The ultrasonic
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Figure 3.1. Von Uexkiill’s conception of the umwelt of a paramecium (the large gray blob in the left
panel). The environment in all the complexity perceived by humans is depicted on the left, the same
environment as perceived by the paramecium on the right, with + and—_ showing what attracts and
repels it, respectively. Redrawn from von Uexkiill (1934/1957) with permission.

hearing of bats is one well-studied example (Figure 3.5). Many bat species find prey in
the dark using a kind of sonar. They continually emit ultrasonic cries, and the echoes
from flying insects enable the bats to locate their prey in complete darkness. Some
snakes locate live prey by homing in on warm objects, using infrared detectors in their
snout. The platypus feeds underwater at night using sensitive receptors in its bill to
detect the electric fields generated by movements of its prey (Manger and Pettigrew
1995). Using mechanisms that are still somewhat mysterious, some birds, mammals,
reptiles, and other animals navigate by means of the intensity and/or inclination of the
Earth’s magnetic field (Wiltschko and Wiltschko 2006).

Many animals with color vision, such as honeybees and most birds, have a
different pattern of wavelength sensitivity from humans. Thus they do not necessarily
see prey items or potential mates (or images we create to mimic them) the way we do
(Box 3.1). For example, wavelength sensitivity of many birds extends into the ultra-
violet (UV), and some feathers reflect UV light (Cuthill et al. 2000). This discovery
has led to some striking observations which illustrate very compellingly how we need
to understand an animal’s species-specific perceptual world to understand its beha-
vior. For example, blue tits and starlings are bird species in which males and females
look the same color to humans. But to a blue tit or starling, males look very different
from females because they have conspicuous patches of UV-reflecting feathers,
patches which are larger or better developed in males. In such species, females may
base mate choice on the brightness of these patches, rejecting males treated with UV-
blocking sunscreen in favor of untreated males (review in Cuthill et al. 2000). To take
an example from prey-catching, kestrels locate places where voles can be found using
the UV reflectance of the urine that the voles deposit as they run along their habitual
trails (Viitala et al. 1995). Honeybees also have UV vision, which they use to
discriminate among flowers (Section 3.5.1).

The foregoing are but a few examples of striking species differences in what
animals sense. The sensitivity of particular systems also may differ among closely
related species or even individuals of the same species. For example, optimal visual
sensitivity is different for fish dwelling at different depths because the distribution of
wavelengths illuminating objects changes with depth as sunlight is filtered by sea-
water. Sensitivity may change with age if the same fish lives at different depths at
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Box 3.1 Color Vision

Color resides not in objects but in the observer’s perception of wavelength differences and
similarities. To a color blind animal, objects differ visually only in brightnesss. What this
means is illustrated by a classic demonstration of color vision in honeybees (Frisch 1914, as
cited in Kelber, Vorobyev, and Osorio 2003). Bees trained to find sugar water on a blue or a
yellow card showed that they were using wavelength and not brightness by choosing their
training color over all shades of grey, from very light to very dark. The first stage in
responding to wavelength is the reaction of photopigments to light; in vertebrates these are
in the retinal cone cells (cones). Each photopigment has a unique profile of responsiveness as a
function of wavelength. Behavioral discriminations are based on a neural comparison of the
responses of different photoreceptor types (for further details see Cuthill et al. 2000; Kelber,
Vorobyev, and Osorio 2003).

The kind of color vision available to different species is revealed by the relative sensitivities,
or absorption spectra, of the animals’ photoreceptor types (Figure B3.1). Honeybees, like many
other insects (Briscoe and Chittka 2001), have three photoreceptor types all near the blue-green
end of the spectrum. One is sensitive in the ultraviolet. Pigeons have three photoreceptor types
(retinal cone cells, or cones) with sensitivities similar to those of humans’ and a fourth with
maximum sensitivity in the ultraviolet (UV). Many other birds have UV vision, as discussed in
the main text. Humans and many other primates have three cone types, with maximum
sensitivities in red, green, and blue wavelengths. Primates are unique among mammals in
having color vision, and there is some debate about why such trichromatic color vision
evolved (Surridge, Osorio, and Mundy 2003). Red-green discrimination is thought to be
useful for detecting ripe fruits in the forest, but it could be equally useful for folivorous
(leaf-eating) primates because the freshest and most nutritious leaves tend to be red. Color
also plays a role in social communication in some primates (Ghazanfar and Santos 2004), but
whether it evolved first in that context or in the context of foraging is still debated. Selection
for enhanced visual capabilities, including color vision, may have played a role in the evolution
of relatively large brains in primates (Chapter 12; Barton 2000).

Behavioral tests of color matching are important in showing how photoreceptors are
actually used: any wavelength can be matched with a mixture of the primary colors for that
species (i.e., those at the peak sensitivities for the different photoreceptors). This principle is
made use of in video screens that generate colors by activating red, green, and blue phosphors
in different proportions for different colors. As a result, most animals do not see the colors on
conventional TV the way we do because their peak sensitivities and/or distributions of different
receptor types are different from ours (Box 6.1; Oliveira et al. 2000).
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Figure B3.1. Relative wavelength sensitivities of photoreceptors in a representative
nonprimate mammal, honeybees, and pigeons. In terms of human perception, red is toward
the right on the x-axis. Relative sensitivity, on the y-axis, is the proportion of maximum
responsiveness that the given receptor type shows at each wavelength. Human sensitivity is
similar to that of pigeons except that we lack the very short-wavelength, UV, receptor.
Adapted from Kelber, Vorobyev, and Osorio (2003) with permission.
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Figure 3.2. The relative intensities of different wavelengths of light in different parts of a forest and
under different conditions. Forest shade, for instance, has a relatively high proportion of
wavelengths from the middle (greenish) part of the spectrum, whereas small gaps are rich in longer
(redder) wavelengths. Redrawn from Endler (1992) with permission.

different stages of its life cycle (Lythgoe 1979). As shown in Figure 3.2, the light
environment also differs in different parts of the forest and at different times of day.
The nuptial plumage of male forest birds and the times and places at which they
display may be matched to the available light in such a way as to maximize the males’
conspicuousness (Endler and Thery 1996; Endleret al. 2005). The sound frequencies
that travel farthest are determined by factors such as atmospheric conditions and type
of vegetation. These physical constraints have affected the evolution of animal sound
production and reception mechanisms. For example, the songs of forest birds tend to
have a different distribution of frequencies from the songs of birds from open
habitats. Regardless of habitat, many birds choose to sing from high, exposed,
perches, from which sound travels furthest (Catchpole and Slater 1995;
Slabbekoorn 2004).

How much of the environment an animal can see at once depends on where its eyes
are. Animals with eyes on the sides of their heads can see a wider arc of their
surroundings than animals with frontally placed eyes. The placing of the eyes reflects
the extent of binocular vision required by the species diet and the extent to which the
animal is predator as opposed to prey, as illustrated in Figure 3.3 with the striking
contrast between an owl and a woodcock. The most important things may be near the
horizon or above or in front of the animal, and this feature of ecology may be matched
by greater visual acuity in some parts of the visual field than others. For example,
pigeons view a small area in front of them binocularly. Binocular vision and con-
comitantly good depth perception are important for accurate pecking at seeds,
whereas the lateral field of view is important for detecting predators. Accordingly,
pigeons have two “foveas,” areas of maximally dense photoreceptors, one in the
binocular field and one on which objects to the side are focused (see Roberts et al.
1996). Species of birds with different lifestyles also have different retinal distributions
of photoreceptors (Nalbach, Wolf-Oberhollenzer, and Remy 1993). For example,
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Figure 3.3. Differences in the placement of the eyes and visual fields for different lifestyles, prey
animal (wood cock) versus visual predator (owl). Redrawn from Evans and Heiser (2004) with
permission.

seabirds tend to have a central horizontal strip of high density photoreceptors. Owls
and other birds of prey have the densest photoreceptors in the part of the retina that
views the ground. They may have to turn their heads almost upside down to see
something approaching from above.

In many situations animals respond to a very narrow range of stimuli. For exam-
ple, male moths of species like Bembyx mori are sexually attracted to a particular
molecule contained in a pheromone emitted by the female of their own species (see
Hopkins 1983). A hungry baby herring gull pecks at a red spot near the end of its
parent’s beak and less at other colors in other locations (Tinbergen and Perdeck
1950). The first step in analyzing such an example of selective behavior is to find
out whether it can be explained by the responsiveness of the sensory system involved.
In the case of the moth, the characteristics of the olfactory system completely account
for the male’s selective sensitivity. The male moth’s antennae are covered with
receptors selective for the female’s sexual pheromone. In contrast, the herring gull’s
selective pecking at red spots on beaklike objects reflects processing at a higher level
(Delius et al. 1972). Both the female pheromone and the red spot would be classified
as sign stimuli (Chapter 6), but one reflects a purely sensory filter, the other a more
central processing mechanism.
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3.2 How can we find out what animals perceive?

3.2.1 Studying perception in animals

Three approaches can be taken to analyzing perception in animals: (1) electrophy-
siology and related methods of neuroscience, (2) studying how natural behavior
changes with changes in stimulation, and (3) testing learned behavior with the
methods of animal psychophysics. Each one of these approaches has its advantages
and disadvantages. Two or three of them can be used together to understand selective
responsiveness in natural situations.

Recording electrical responses of sensory neurons to controlled stimuli (electro-
physiology) is the most direct way to find out what sensory information is potentially
available to an animal. In the case of the moths described in the just-preceding
section, such methods make clear that the “decision” to approach and court another
moth is reached by the olfactory receptors. However, to find out what features of the
world are behaviorally significant, it is necessary to go beyond electrophysiology and
look directly at behavior. Often, an animal’s natural behavior to stimuli of impor-
tance to it can be used to test simple sensory discriminations. For example, hamsters,
like many other mammals, mark their territories with secretions from special glands.
To find out whether they can discriminate among the scent marks of different
individuals, Johnston et al. (1993) made use of the fact that a hamster spends a great
deal of time sniffing a glass plate scent marked by another hamster. This response
decreases as the hamster encounters successive marks of the same kind from the same
hamster, that is, the response habituates (see Chapter 5). However, once the subject
hamster has habituated to the scent from one hamster, it still vigorously investigates
scent from a second hamster (Figure 3.4). Such renewed investigation shows that the
animal discriminates the second scent from the first. As we will see in later chapters,
this is a powerful way to discover what stimuli all kinds of subjects, including
humans, discriminate. It is generally called the habituation/dishabituation method,
but it should be noted that renewal of an habituated response in the presence of a new
stimulus is not strictly the same as what is referred to as dishabituation in the analyses
of the habituation process discussed in Chapter 5.

The differences animals perceive among behaviorally relevant stimuli can be
studied in the field as well as in the laboratory. For example, many territorial song-
birds learn the characteristics of their neighbor’s songs and where those neighbors
typically sing (Box 5.1). A familiar neighbor singing from a new location is treated as
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a threat and attacked. A novel conspecific song from a loudspeaker is also attacked
(Falls 1982), making it possible to present songs in a controlled way in the field to find
out what aspects of this complex auditory stimulus birds are sensitive to. Experiments
of this kind have shown, for example, that great tits can discriminate among the
voices of their neighbors (Weary 1996).

A limitation of using natural responses to natural stimuli is that there are at least
two reasons why an animal may respond in the same way to two or more stimuli. It
may not be able to discriminate among them or the differences it discriminates may
have no behavioral significance for it. In the example above, for instance, a territorial
male bird might be equally aggressive toward two very different novel songs, but he
might later show that he could discriminate them if one was the song of a neighbor
while the other remained relatively novel (for further discussion see Collins 2004;
Dooling 2004). Late in the breeding season, when sex hormone levels are lower, he
might respond equally little to all songs. A good understanding of the behavior of the
species being tested is clearly necessary to ensure that tests of discrimination are being
done in a meaningful way. In general, because natural responses to natural stimuli
may reflect so many motivational and other variables, electrophysiological or psy-
chophysical methods must be used to study sensory ability separately from responses
to the signals of interest.

3.2.2  Animal psychophysics

One of the oldest areas of experimental psychology is psychophysics, the study of
how information is processed by the senses. For example, what is the smallest amount
of light energy, at each wavelength, that can be seen in total darkness? Or, with a
given background sound, what increase in sound pressure level is required for subjects
to report an increase in loudness? The former is a question about the absolute
threshold; the latter, about the relative or difference threshold. Data from psycho-
physical investigations typically consist of plots of absolute or relative thresholds as a
function of a physical stimulus dimension.

A psychophysicist interested in absolute auditory thresholds can tell a human
subject, “Press this button whenever you hear a tone.” Visual acuity can be tested
by instructing a person, “Press the left button when you see stripes; press the right
when you see a gray patch.” Animals, in contrast, have to be given their instructions
by careful training, using the methods of operant or classical conditioning. Figuring
out how to ask nonverbal subjects the questions one wants to ask in a way that yields
unambiguous answers is one of the biggest challenges in any area of comparative
cognition. With operant methods, the animal is placed in a situation where it can
obtain reward or avoid punishment only by using as a cue the stimulus the experi-
menter is interested in. Since animals seem to have an uncanny knack of latching onto
subtle irrelevant cues, being sure the animal responds only to the stimulus of interest is
not as easy as it sounds. Well-designed psychophysical experiments include stringent
controls for possible influences of extraneous cues.

A typical procedure for investigating animal sensory abilities is one used for testing
bats’ ability to discriminate distances by echolocating (Figure 3.5). The basic idea is to
reward a bat for making one response when it detects an object moving rapidly back
and forth (a “jittering” target) and another response when the target is stationary. As
long as the bat can make the correct choice at above the chance level of 50%, it must
be discriminating between the two distances from which it hears the jittering target’s
echoes, that is, between the two echo delays. Since all bats are not really “as blind as a
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Figure 3.5. Schematic view of a setup for testing temporal discrimination in bats. The bat was
reinforced for moving onto the left platform for a jittering target (“yes, jitter present”) and onto the
right platform when no jitter was present. Redrawn from Moss and Schnitzler (1989) with
permission.

bat,” the experiment depicted in Figure 3.5 had to eliminate visual cues to motion.
This was done by using virtual rather than real targets. The bat’s cries were picked up
by a microphone near its mouth and broadcast back to it either with a fixed delay, as
if reflected by a stationary object, or with alternating short and long delays, as if
coming from a jittering object. The bat sat on a Y-shaped platform and was rewarded
with a mealworm for crawling onto the left arm when a (virtual) jittering target was
presented and onto the right arm for a stationary one. To ensure that the animal
learned the required discrimination, training began with large jitters. When the
animal performed correctly a large proportion of the time on this easy task, the
task was made more difficult, and so on. The bats were eventually making extremely
fine discriminations.

This elaborate instrumentation and training procedure may suggest that psycho-
physical experiments can be done only in the laboratory, but this is not so. Classic
field studies of bees’ color and shape perception were done by von Frisch (1967) and
similar methods have been used with hummingbirds (Goldsmith, Collins, and
Perlman 1981). Animals that return repeatedly to one food source as bees and
hummingbirds do are particularly good candidates for field tests of sensory abilities
because the animal is using the sense for the job it has most likely evolved to do. Not
all training methods used in animal psychophysics are so obviously related to the
subjects’ natural behaviors. It might be assumed that any arbitrary training procedure
may be used to tap the capabilities of any sensory system, but the results of psycho-
physical studies could be influenced by the motivational and response systems used.
For example, pigeons attend more to lights than tones when working for food but the
reverse is true when they are avoiding shocks (Foree and LoLordo 1973). This could
mean that subtle auditory discriminations are easier to teach to frightened than to
hungry pigeons. The kind of behavior guided by a given sensory system should be
taken into account in psychophysical tests of that system.
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3.3. Some psychophysical principles

All sensory systems have some basic properties in common (Barlow 1982), many of
them shared by instruments designed to detect physical energies. As we have already
seen, the senses are characterized by specificity in the kinds of energies they detect: the
visual system is specific for electromagnetic radiation in a certain range of wave-
lengths; the auditory system for changes in sound pressure; the olfactory system for
airborne chemicals. Moreover, most sensory systems are not equally sensitive to
everything they detect. Rather, each system can be characterized electrophysiologi-
cally and behaviorally by a tuning curve. The plots of visual sensitivity as a function of
wavelength in Box 3.1 are examples.

In addition to quality (“what is it?”) an important feature of stimuli is intensity
(“how much is it?”). Brightness, sweetness, and loudness are examples of perceptual
intensity continua. An important psychophysical principle that emerges from
research on perception of intensity or size continua is Weber’s Law, which describes
the difference threshold (or just noticeable difference, the JND) between two stimuli
as a function of their magnitude. The JND is a constant proportion across a wide
range of base values. This proportion, the Weber fraction, depends on the species and
sensory channel. For example, suppose a 10-gram weight has to be increased by .5
grams in order for a person consistently to detect the change. Weber’s Law says that if
we ask for the same judgment starting with a 20-gram weight, the difference thresh-
old will be 1 gram, whereas it would be .25 grams if we started with a 5-gram weight.
Examples of Weber’s Law in animals’ time and number discrimination are discussed
in Chapters 9 and 10.

Three other psychophysical principles have important implications for animal
behavior. First, sensory neurons tend to respond more to physically more intense
stimuli. Therefore, more intense or reliable behavioral responses can be expected to
stimuli that are brighter, louder, or bigger in some other way. This seems so obvious
and right as hardly to need stating, but animals need not have been designed this way.
One could build, say, a sound meter that gave high readings to soft sounds, and none
at all to loud ones. An animal built like it would react to things far away from it and
ignore predators or conspecifics close by. In fact, the opposite is generally the case,
and it does make functional sense that animals should react more intensely to things
that are larger and/or closer.

A second general feature of sensory or perceptual systems is a tendency to habi-
tuate (or show adaptation) to prolonged unchanging stimulation. We have seen in the
last section how this feature has been put to use to test hamsters’ odor sensitivity. It
has been suggested that the tendency for listeners to habituate explains why some bird
species have repertoires of many different songs. Females, it is suggested, will be more
stimulated by a constantly changing series of songs than by one song sung mono-
tonously over and over, and indeed in some species males that sing more different
songs are more successful in obtaining mates (Collins 2004).

Third, in many systems response to a given stimulus depends on its contrast with
the background. A quiet tone is more easily heard in silence than in soft noise. To a
person with normal color vision, a red spot looks redder on a green than on an orange
background. The tendency of sensory systems to respond more strongly to stimuli
that contrast with what surrounds them in time or space appears to have shaped the
evolution of animal color patterns, auditory signals, and the like. For example, many
animals that are food for other animals resemble the substrate on which they typically
rest, that is, they minimize contrast so as to be cryptic rather than conspicuous. Such
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Figure 3.6. Examples of camouflage, showing how a tropical flounder changes its pattern to match
the substrate. From photographs in Ramachandran et al. (1996) with permission.

animals sometimes behave so as to enhance their resemblance to their surroundings.
For instance, moths that resemble birch bark not only choose birch trees to rest on,
they rest so that their stripes are in the same orientation as the black patches on the
bark (see Figure 3.18). Flounders, fish that lie flat on the bottom of the sea, provide
one remarkable example of how animals can change their appearance to match the
substrate (Figure 3.6). Cephalopods (octopus, squids, and cuttlefish) show truly
amazing control over not only the color and pattern but the texture of their skin,
and the neural and visual control of their elaborate camouflage is beginning to be
understood (Hanlon 2007). However, although many details of animal color patterns
have long been thought to aid in camouflage, there is surprisingly little experimental
evidence for most of these suggestions (Ruxton, Sherratt, and Speed 2004). A recent
exception is a demonstration that color patches that break up the outline of a moth’s
body (“disruptive coloration”) do in fact reduce predation by birds compared to the
same patches entirely within the body contours (Cuthill et al. 2005).

Far from being cryptic, some animals have what would appear to be the maximum
possible contrast with their typical backgrounds. Red rain forest frogs and bright
yellow-and-black striped caterpillars seem to be advertising their presence to pre-
dators. However, many such warningly colored, or aposematic, species sting, prickle,
taste bad, or otherwise cause their attackers to reject them. Their bright colors may
help predators to learn to avoid attacking them and others like them (see Chapter 6).
Contrast with the background is also important in intraspecific communication, as
exemplified by the colorful plumage and loud songs of many male birds (see also
Section 3.5)

3.4 Signal detection theory

3.4.1 Detecting signals in noise: Theory

In Section 3.3, threshold was mentioned as if it were a definite quantity above which a
stimulus is always detected and below which it never is. Even in the best-controlled
psychophysical experiment, however, data do not fit this pattern. Observers report



PERCEPTION AND ATTENTION 67

detecting a constant stimulus only a proportion of the time. Threshold is calculated as
the value detected a fixed proportion of the time, often 75% or 80%. Variation in
response to a constant stimulus is thought to be due to inevitable changes in the
observer’s state, perhaps lapses in attention or spontaneous firing of sensory nerves,
and to uncontrollable fluctuations in the stimulus. In addition, data from different
observers can vary because people vary in how willing they are to say “it’s there”
when they are unsure. Thus the idea of an observer with an absolute threshold must
be replaced by the idea that a stimulus has a distribution of effects. The observer’s
problem is to detect that signal against a fluctuating background with which the
signal can be confused (noise). An animal’s problem in nature is essentially the same:
to detect biologically important signals in an environment filled with unimportant
stimuli (see Wiley 2006). For both the psychophysical observer and the animal in the
field a certain proportion of mistakes is inevitable, and their cost must be kept to a
minimum. Signal detection theory quantifies this fundamental tradeoff.

Signal detection theory (Figure 3.7) was originally developed to tell radar opera-
tors the best way to decide which blobs to treat as planes on a noisy radar screen.
It has been used extensively in the analysis of human psychophysical data (Macmillan
and Creelman 2005), but the ideas it embodies apply to any difficult discrimination
performed by any creature. Signal detection theory conceptualizes the perceiver as
faced with the task of discriminating some signal from a noisy background (which
could be another signal). Signal and noise both have a distribution of effects. The
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Figure 3.7. The elements of
signal detection theory.
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and false alarms (FA) move
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permission.
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computations are simplest if these distributions are normal with the same variance, as
in Figure 3.7. The essential features of these distributions, regardless of their shape,
are that (1) they overlap, more so the more similar are signal and noise; and (2) the
value along the stimulus continuum (x-axis) represents the only information about
the signal that is available to the perceiver. Thus, many stimuli are inherently
ambiguous: the perceiver cannot know whether they represent the noise alone or
the signal. All the perceiver can do is to set a decision criterion, a value along the
stimulus dimension above which to say “signal” and below which to say “no signal.”
Once the criterion is set, any of four things can happen: the observer can say “signal”
when there is in fact a signal; these responses are termed correct detections or hits.
Inevitably, however, the observer will sometimes say “signal” when there is no signal;
such responses are false alarms. Saying “no signal” when the signal is in fact absent is
a correct rejection; “no signal” when a signal is there is a miss. Thus there are two
kinds of correct responses, and two kinds of errors (Table 3.1). The probability of
each is related to the location of the criterion and the overlap between the two
distributions as shown in Figure 3.7.

With fixed characteristics of the signal, the background, and the sensory system,
correct detections and false alarms change together in a way described by the
receiver operating characteristic, or ROC curve (Figure 3.7). ROC curves are
characterized by their distance from the diagonal that bisects the plot of p(correct
detection) versus p(false alarm), represented by the parameter d' (“dee prime”).
A perceiver with a lower criterion, saying “signal” more often, has more correct
detections but necessarily more false alarms (and concomitantly fewer correct
rejections) as well. A conservative observer will make few false alarms but con-
comitantly fewer correct detections. The optimal location of the criterion depends
on the relative payoffs for the four possible outcomes described above. For
instance, as the payoff for correct detections rises relative to the penalty for false
alarms, the criterion should be lower, that is, the observer should respond more
often as if the signal is present. The same thing should happen if the observer learns
that signals are relatively common. Observers can move onto a ROC curve further
from the diagonal, with higher d’ and higher sensitivity, only if the stimuli become
more discriminable. This can happen because of changes in the signal, the noise, or
the observer’s sensory system.

3.4.2 Data

Humans and other species do perform in psychophysical experiments as predicted by
signal detection theory. For example, Wright (1972) tested pigeons’ ability to discrimi-
nate wavelengths in the way depicted in Figure 3.8a. This two-alternative forced-choice
experiment was designed to ask the bird whether it perceived both halves of a central
pecking key as the same color or as different colors. It pecked a left side key to report

Table 3.1 Possible responses in a signal detection task

Signal

Present Absent

Response Yes ("Signal there") Correct Detection (Hit) False Alarm
No ("No signal") Miss Correct Rejection
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Figure 3.8. a. Method and results of Wright’s (1972) experiment on wavelength discrimination in
pigeons. The discs are the pecking “keys” referred to in the text. The ROC curves described by the
results are plotted as as straight lines on logarithmic coordinates. b. Pigeons’ wavelength
generalization gradient and derived ROC curves from Blough (1967). Redrawn with permission.

“same” and the right side key to report “different.” A bird was occasionally rewarded
with food for reporting “same” or “different” correctly. Feedback was always given by
briefly turning on a light above the feeder after correct responses but extinguishing all
lights in the test chamber after incorrect responses. The bird’s criterion for pecking left vs.
right was manipulated by varying the probability of reward for correct left vs. right
responses. On some sessions it was more profitable to report “same” correctly than it was
to report “different,” and on other sessions the opposite was true. The pattern of results
was exactly as predicted by a signal detection analysis. For each pair of wavelengths,
plotting the probability of correctly reporting “different” (i.e., hits) versus the probability
of incorrectly reporting “different” (i.e., false alarms) traced out a single ROC curve as
the payoffs were varied. For example, when the probability of reinforcement for report-
ing “different” (pecking the right key) was relatively high, the birds behaved as if adopting
a liberal criterion, with a relatively high p(correct detection) accompanied by relatively
high p(false alarm). And as indicated in Figure 3.8 a, the more the wavelengths differed,
the further from the diagonal was the ROC plot (i.e., the higher the d').

Wright’s procedure for varying the birds’ criterion required each bird to complete
many trials at each combination of wavelengths and reinforcement probability, but
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human observers can be asked to apply several criteria simultaneously by reporting
the certainty with which choices are made. Responses given with high certainty are
assumed to have exceeded a more stringent criterion than those given with lower
certainty. Animals can reveal their “certainty” about their choices by how quickly or
how much they respond. If the choice keys in a psychophysical experiment are lit for a
fixed amount of time on each trial, the number of responses made to the chosen
alternative in that time behaves like the human observers’ report of subjective
certainty. For example, Blough (1967) trained pigeons on a difficult wavelength
discrimination. A central pecking key lit up for 30-second trials with one of 13 wave-
lengths. Pecks at 582 nm were reinforced, but pecks at any of 12 other wavelengths
ranging between 570 and 590 nm were never reinforced. The birds’ rates of pecking
traced out a typical generalization gradient, with more pecking to stimuli closest to
the positive, or reinforced, stimulus (Figure 3.8b). One way to interpret these data is
to say that the lower the rate, the more certain the bird was that the stimulus was not
582 nm. For each nonreinforced stimulus, the proportion of trials with fewer pecks
than each of a series of criteria did trace out a ROC curve, just as this notion suggests,
with stimuli further from 580 nm giving ROC curves of higher d’ (Figure 3.8b).

3.4.3 Implications for the evolution of animal signals

The examples presented so far have been framed in terms of psychophysical experi-
ments, but signal detection theory applies to any decision whether or not to respond
to a signal. The “decision” need not involve performing a learned response for
reward. The criterion can represent the threshold for attacking a possible rival or
prey item or for displaying to a female. The threshold might be adjusted through
evolution or through individual experience. Likewise, evolution and/or experience
might adjust the distributions of signal or noise effects, by altering some aspect of the
signaler or the sensitivity of the receiver. The payoffs may be in terms of energy
wasted, injury risked, food items or mating opportunities gained or lost. Here we
consider an example from animal signaling systems. In later chapters we will see how
signal detection theory can be applied to other animal decisions (for further discus-
sion and related models see Getty 1995; Sherman, Reeve, and Pfennig 1997;
Bradbury and Vehrencamp 1998; Phelps, Rand, and Ryan 2006; Wiley 2006).

Suppose the perceiver is a female bird in the spring, living in an area inhabited not
only by males of her own species but by males of another species that look and sound
very similar to her species male. Natural selection will have ensured that she is more
likely to mate with a male of her own species than with males of other species. To
emphasize how signal detection theory applies here, the following discussion refers to
the female’s decision to mate or not to mate. This means only that the female
performs or does not perform some behavior leading to successful copulation and
production of young. It does not necessarily mean that she decides in the same way a
human observer in a psychophysical experiment decides how to classify a light or a
tone. The female’s decision mechanism might be as simple as the evolutionarily
determined threshold for performing a display that in turn elicits copulation by
the male.

The female’s problem can be translated into the language of signal detection theory as
shown in Figure 3.9 (see also Wiley 2006). Here the signal and noise distributions
represent the sensory effects of some male feature or features such as plumage color or
song. The “signal” is the distribution from males of the female’s own species; “noise” is
signals from the other species. The criterion represents the female’s threshold for mating
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with a male, although in fact successful copulation is not usually the result of a single
response on the part of either male or female. Correct detections result in viable, fertile
offspring, the ultimate evolutionary payoff. False alarms waste reproductive effort.
Because many birds lay just one clutch of eggs in a season and may not live long past
their first breeding season, incubating eggs and feeding young that do not eventually put
their parents’ genes into the next generation does represent a considerable cost, putting
pressure on females to adopt high criteria. On the other hand, too many missed detec-
tions of conspecific males means that the breeding season may pass or all males become
mated before the female mates at all, so some false alarms may be worth the risk. In cases
where the costs and benefits of each possible outcome can be quantified, the optimal
criterion can be derived (see Chapter 14 in Bradbury and Vehrencamp 1998).
An informal analysis nevertheless provides two important insights (Wiley 1994).

First, whatever their criterion, females are stuck with at least some false alarms and
missed detections unless something reduces the overlap of the signal and noise
distributions, that is, moves the female onto an ROC curve of higher d’. This can
occur in two ways. The two distributions can stay the same shape while their means
move further apart (Figure 3.9). This might represent the case of males of the two
species in our example evolving more differentiated songs or displays, a phenomenon
referred to as character displacement. The female’s discrimination will also improve
if the distributions become narrower while the means remain the same. This might
represent the case of changes in the female’s sensory system that, for example,
sharpen her sound or color discrimination ability. She might also pay more attention
to the parts of the signal that best differentiate the species. The distributions of
sensory effects from the males could also sharpen if the males evolve to broadcast
their signals more effectively. For example they might sing from more exposed
perches so their songs are degraded less before reaching the female.

Female's criterion

Don't mate : Mate
E infertile matings
(@2 ; Oh//?/ (false alarm)
RS
(N
C’/es
/ Male signal \
Character displacement Sharper female discrimination

Figure 3.9. Signal detection theory applied to mate choice, showing how false alarms (infertile
matings) can be reduced either by males evolving more discriminable characteristics or by females
evolving better discrimination.
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The second insight afforded by a signal detection analysis of mating signals is that
in a situation like that depicted in Figure 3.9, where the signals of two species overlap,
the males successful in achieving matings will have a more extreme distribution of
signal characteristics than the distribution in the population. That is to say, they will
have exaggerated signals, and in fact this is often true (Ryan and Keddy-Hector
1992). As long as the male features that release female sexual behavior are at all
similar between species living in a given area (sympatric species), the typical payoff
matrix for this situation means that females should reject the conspecific males most
similar to males of the other species. Therefore the average acceptable male will differ
more from males of the other species (or from background noise of whatever sort)
than from the average male of the species. If the male characteristics that elicit sexual
responses in females are heritable, over generations this process will cause the average
male to differ in a more and more extreme way from males of sympatric species and/
or from the environmental background.

Exaggerated features elicit greater than normal responses in systems other than
sexual behavior. Egg retrieving in the herring gull provides a classic example.
An incubating herring gull that sees an egg placed just outside its nest uses its beak
and neck to roll the egg into the nest. The Dutch ethologist Baerends and his
colleagues (Baerends and Kruijt 1973) presented gulls with pairs of artificial eggs
differing in size, color, or speckling and recorded which one of each pair the gulls
chose. The preferred size and number of speckles were both greater than the values
typical of the study population. The preferred values were combined in a giant,
densely speckled egg to create a supernormal releaser of retrieval, an egg which the
gulls preferred to a normal egg. Comparable effects of supernormality are found in
other species of ground nesting birds (Figure 3.10). One might speculate that they
appear when selection pressure works to sharpen a discrimination in only one direc-
tion. For example, presumably it is important not to retrieve a lot of noneggs. The
activity wastes energy (beaks not being very efficient retrieval tools) and extra objects

<D

Figure 3.10. Opystercatcher attempting to incubate a supernormal egg. The egg on the left is a normal
oystercatcher egg; the one to its right is a herring gull egg. After Tinbergen (1951) with permission.



PERCEPTION AND ATTENTION 73

cluttering the nest mean less room for eggs and chicks. A discrimination in favor of
supernormal eggs may indicate that over evolutionary time the typical nesting habitat
contained more small, plain, dull than large, colorful, speckly noneggs, leading to a
bias in favor of retrieving the largest, most speckly object in sight. An analogous
phenomenon in discrimination learning is peak shift (see Chapter 6 and Ghirlanda
and Enquist 2003).

3.5 Perception and evolution: Sensory ecology

Some of the most important sensory information animals have to process comes from
other animals. Interactions between predators and prey, parents and offspring, males
and females both shape and are shaped by the characteristics of sensory systems.
Together with the features of the environment that determine the most effective
channels for communication, the senses of their conspecifics and predators influence
animals’ behavior, appearance, and lifestyle. Unrelenting competition to detect
the best habitat, food, and mates constantly selects for animals able to make sharp
discriminations. The area of behavioral ecology that deals with these issues is some-
times called sensory ecology. Studies at the frontiers of sensory ecology combine
physics, neuroscience, and molecular phylogeny with behavioral ecology to under-
stand the evolution and present-day distribution of sensory abilities in terms of the
stimuli animals are actually processing in nature (e.g., Bradbury and Vehrencamp
1998; Ghazanfar and Santos 2004; Endler and Mielke 2005; Endler et al. 2005;
Fleishman, Leal, and Sheehan 2006). The rest of this section discusses two compara-
tively simple examples of the interrelationship between perception and the evolution
of signals which illustrate how experimental and comparative methods, laboratory
and field studies, sensory psychology and behavioral ecology can be integrated to
shed light on the evolution and normal functioning of animal signaling systems.

3.5.1 Predators and prey

Most animals are subject to two conflicting selection pressures: be inconspicuous to
predators but be conspicuous to selected conspecifics. One of the best illustrations of
how the tradeoff between these pressures has influenced signals and behavior
involves the color patterns and mating behavior of guppies (Endler 1991; Houde
1997). Guppies (Poecilia reticulata) are small South American fish that live in clear
tropical streams. Mature males sport colored spots and patches that are used in
courtship behavior. Male color pattern is heritable and varies in different popula-
tions. In experimental tests of the effectiveness of color patches, females are more
likely to mate with males that have larger and brighter blue and orange, red, or yellow
patches. Thus female choice creates sexual selection pressure for conspicuous colora-
tion. In contrast, predators create selection pressure for cryptic coloration: duller,
smaller, color patches, and patterns that match the background.

The effects of predation have been established in several ways. In the field, guppies
are found in streams that have different numbers and kinds of visually hunting,
diurnal predators, mostly other fish. Males from populations with more predators
are more cryptically colored. Prawns are thought to see poorly in the red end of the
spectrum. As might therefore be expected, guppies in areas with heavy predation by
prawns have more orange than guppies subject to predators with better red-orange
vision (Millar, Reznick, Kinnison et al. 2006). Predictions about the effects of
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predation have been tested directly by establishing guppies from a single genetic
background and distribution of color patterns in laboratory “streams” and exposing
them to different numbers and kinds of predators. In guppies’ natural habitat of forest
streams, the intensity and wavelength of light varies with the time of day (Figure 3.2).
Visually hunting predators are most active in the middle of the day, but in both the
laboratory and the field, guppies engage in more sexual display early and late in the
day, that is, in relatively dim light. Taken all together, the transmission characteristics
of tropical streams and the visual capabilities of guppies and their most common
predators indicate that at the times of day when they are most likely to be courting,
guppies’ colors are relatively more conspicuous to other guppies than to guppy
predators (Endler 1991; Millar et al. 2006).

The foregoing example illustrates how visual conspicuousness and crypticity are
literally in the eyes of the beholder. Detailed sensory physiology may be needed to
figure out whether color patterns that appear conspicuous or cryptic to us appear that
way to the animals that normally view them (for examples see Endler and Mielke
20035; Fleishman, Leal, and Sheehan 2006). A particularly nice example involves
camouflage of crab spiders (Thery et al. 2005). Crab spiders make their living sitting
on flowers waiting to grab bees or other pollinators that happen by. But by resting in
such an exposed position, the spiders make themselves conspicuous to insectivorous
birds. Clearly, they should be colored so as to be inconspicuous to both birds and
bees, but this is not easy because bees and birds have different color sensitivities
(see Box 3.1). Thery and colleagues (2005) collected crab spiders (Thomisus onustus)
from the yellow centers of white marguerite daisies and measured the relative inten-
sities of wavelengths across the spectrum, including the ultraviolet, reflected by daisy
petals and centers and by crab spiders. The daylight reflectance spectra were then
related to the color sensitivities of birds (blue tits, typical predators in the French
meadows where the spiders were collected) and honeybees. These computations
showed that the spiders’ color did not contrast sufficiently with the flower centers
for them to be detected by either predator or prey. Their contrast with the petals was
well above both birds’ and bees’ thresholds, which presumably selected for spiders to
rest in the center. To make matters even more interesting, individuals of this species of
crab spider also match their color to pink flowers, and they are similarly of low
contrast to both birds and bees on this background as well (Thery and Casas 2002).
To human eyes, Australian crab spiders (T. spectabilis) are cryptic on white daisies,
but from a honeybees’ point of view they are highly visible because they reflect much
more UV than the daisy petals. Bees are actually attracted to flowers with these UV-
reflecting spiders, apparently expressing a general preference for flowers with con-
trasting markings (Heiling, Herberstein, and Chittka 2003).

3.5.2 Sensory bias and sexual selection: Frog calls and fish tails

Darwin (1871) was the first to discuss an evolutionary puzzle that is still being
debated today: why do males of some species have secondary sexual characters so
large or conspicuous that they must be detrimental to survival? Natural selection
would be expected to mitigate against cumbersome antlers and extraordinarily long
brightly colored tails, so why do such exaggerated characters persist? Darwin’s
answer was that such ornaments evolve because females prefer them: the force of
sexual selection outweighs the forces of natural selection. Roughly speaking, sexual
selection occurs due to greater reproductive success of individuals preferred as mates
by the opposite sex; in most cases females do the choosing, driving appearance and
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behavior of males. A central question in this area is “What is the evolutionary cause of
the observed patterns of female choice, in particular, females’ preference in many
species for exaggerated male characters?” There are several answers. As explained
next, each may be correct for some situations (Andersson 1994; Maynard Smith and
Harper 2003; Searcy and Nowicki 2005).

It is not particularly problematic why females may prefer male characters corre-
lated with large size, good health, or—in species with biparental care—ability to help
rear the young. For example, growing bright glossy feathers may be possible only if
you can get enough of the right foods to eat and resist diseases and parasites. Such
characters may signal that the male has “good genes” that allow him to be strong and
healthy and/or provide resources for a female and her offspring. Genes for preferring
males that are better fathers would spread because daughters of females with these
genes would inherit preference for better fathers, sons would inherit the genes for
being better fathers, and by definition better fathers have more offspring than poor
ones. A preferred character of this sort might become exaggerated through evolution
as discussed in Section 3.4.3, but it and the females’ response to it are selected because
it indicates male quality.

The “runaway” hypothesis of sexual signal evolution specifically accounts for
signals that seem to have no intrinsic relationship to male quality. It is essentially
Darwin’s suggestion buttressed by mathematical modeling. Informally stated, if at
some stage in evolution females by chance preferred an arbitrary male character,
females with the preference and males with the character could come to dominate the
gene pool, in a runaway positive feedback process. On this scenario, the female
preference and the male character evolved together, and the preferred male character
need not be correlated with male quality.

But what gets selection on such a character started in the first place? One promi-
nent suggestion is that preexisting features of females’ sensory systems or perceptual
preferences make such characters especially attractive, a suggestion known as the
sensory bias hypothesis (Ryan 1994; for discussion of the many different terms and
ideas in this area see Endler and Basolo 1998). Some kind of arbitrary bias is needed
to get runaway selection started, but the sensory bias theory has been thought to make
at least two unique predictions (Fuller, Houle, and Travis 2005; Searcy and Nowicki
2005). First, female sexual preferences evolved before male characters. This possibi-
lity can be tested with comparative behavioral data and phylogenies. Second, a
preference expressed in a sexual context may have a function in another context
such as feeding or predator avoidance. For instance, male lizards of the species Anolis
auratus start their sexual display with a rapid up and down motion of the head
(Fleishman 1988). Sudden motion attracts attention in many contexts, and for good
reason, as it could indicate a live prey item or an approaching predator. The sexual
display of the male water mite Newmania papillator includes waving his appendages
in a way that mimics the motion of prey items, and in fact hungry females are more
likely than sated ones to respond to displaying males (Proctor 1992). The strong
attraction of both male and female guppies to orange fruits suggests that the orange
spots of male guppies similarly exploit a feeding preference (Rodd et al. 2002; but see
Millar et al. 2006). By implication, in these cases responsiveness evolved first in
the nonsexual context and males have been selected to exploit it in the sexual context.
Cladistic analysis (Chapter 2) has supported this conclusion for water mites.

In all the foregoing examples the chief evidence that a more general preference is
reflected in sexual signaling is the observation that all members of the species show it.
For instance, whether breeding or not both male and female guppies are attracted to



76 COGNITION, EVOLUTION, AND BEHAVIOR

orange fruits (Rodd et al. 2002). When instead phylogenetic inference is the main
support for a hypothesized preexisting bias, conclusions are very much dependent on
the number of species used to collect behavioral data and to construct the phylogeny
on which conclusions about signal evolution are based. This important point is
illustrated very well by two of the original candidates for signals evolved through
sensory bias. One is the swordlike extension on the tails of male swordtail fish (Ryan
and Rand 19935; for another example see Garcia and Ramirez 2005). Female sword-
tails prefer long swords over short ones (Basolo 1990a; Basolo 1990b). Platyfish are a
group of swordless species that share a common ancestor with swordtails
(Figure 3.11), and females of a swordless platyfish species prefer males with swords
as sensory bias predicts. Now the question for a phylogenetic analysis is whether the
most recent common ancestor of swordtails and platyfish had a sword or not. The
best phylogeny available when Basolo made her discovery (Figure 3.11top), indicates
that swordlessness is ancestral, and therefore preference for swords must have
evolved before swords. However, a later phylogeny based more heavily on similarities
in DNA (Figure 3.11bottom) seems to indicate that swords were ancestral and have
been gained and lost several times within the swordtail-platyfish group (Meyer,
Morrissey, and Schartl 1994). But even newer behavioral data reveals that in a species
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in the outgroup for this phylogeny, that is, the closest relative of both swordtails and
platyfish, females also prefer males with swords (Basolo 1995b; but see Basolo 2002),
indicating that preference for swords predated any evolution of swords.

The call of the male tingara frog, Physalaemus pustulosus, is another male mating
signal hypothesized to have evolved through exploiting the sensory bias of females
(Ryan and Rand 1993). In this case tests of the sensory bias hypothesis have included
physiological studies of the frogs” auditory system as well as behavior and phylogeny.
The call of the male tingara frog contains a whine followed by a number of lower-
pitched chucks. The whine is necessary and sufficient for mate recognition, but the
addition of chucks enhances the attractiveness of the call to females in choice tests in
the laboratory. Chucks contain predominantly the frequencies to which the female
frog’s inner ear is most sensitive, suggesting that chucks might be quite stimulating to
females generally, even though males of closely related species do not add chucks to
their calls. This proved to be the case with the first set of species studied. Females of
the closely related species P. coloradorum responded more to P. coloradorum calls
with added chucks than to unaltered calls. Thus they have a preference for calls with
chucks, which they normally do not express because males of their species do not
chuck. Phylogenetic analysis based on characters other than male mating calls initi-
ally indicated that the chucks are recently evolved, as the sensory bias hypothesis
requires (Ryan and Rand 1993). Accordingly, the frog calls became a key example of
signal evolution through sensory bias. However, when more species are included in
both the phylogeny and the tests of auditory sensitivity and female preference, the
pattern is inconsistent with preexisting sensory bias. Instead, female preference and
male calls seem to have coevolved, implying that some degree of central decision
making is involved in the females’ choice (Ron 2008; see also Phelps, Rand, and Ryan
2006). Although this tale may not be all told yet, it illustrates very well the much more
general principle that conclusions about the evolution of cognition and/or the role of
cognition in evolution depend on testing plenty of species and having good informa-
tion about the relationships among them. The latter, in particular, depends heavily on
how many and which species are included in the analysis (see Ron 2008).

3.6 Search and attention

At any given moment, most of the surrounding environment is irrelevant for current
behavior. For example, as you read this book, you may be drinking a cup of coffee and
playing your stereo, but neither the taste of coffee nor the sound of music is relevant
for the task at hand. For some species, like the Bembyx moth, the problem of selecting
what parts of the world to respond to has been solved by the evolution of specialized
sensory channels and stimulus coding mechanisms ensuring that the moth senses only
the few things in the world that matter for survival and reproduction. But such
reliable coding limits flexibility. Animals like birds, monkeys, and human beings
that can perceive a wide range of stimuli from several sensory modalities need a way
to ensure that, for example, they switch appropriately from looking for food at one
moment to looking for a safe refuge at another. Attention is one process that does this
selecting. Motivational processes may play a role too, for example by changing
thresholds for responding to relevant stimuli with physiological state.
Concentrating on reading while doing other things illustrates how attention is
used as a filter, deployed in this case in a top-down manner (i.e., through some
internal decision process). But attention doesn’t necessarily filter out all but one
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set of cues. A door slamming, or someone calling your name can grab attention
(an example of a bottom-up or externally driven switch of attention). In these
examples, attention has the beneficial effect of ensuring that the important
things of the moment are processed best. But attention also has a cost: if we
actually listen to the radio while reading, we’ll get less out of the reading (and
vice versa) than if we do one thing at a time. Why attention is limited is a much
debated theoretical question. Obviously it sometimes solves the problem of
animals not being able to do two physically incompatible things at once, such
as search for food and watch for predators, but this does not explain why it
should not be possible, for example, to search for two kinds of food as effi-
ciently as for one or to read while listening to the radio. This property of
attention may reflect basic limitations on the size of the brain due to the
metabolic costs of neural tissue (Dukas 2004). Traditional psychological theo-
rizing similarly assumed a limitation on perceptual processing resources or a
bottleneck in more central processing, but contemporary theorizing has identi-
fied alternative possible mechanisms, some of them better specified (Luck and
Vevera 2002). But rather than advancing any general theory, research on atten-
tion in nonhuman species has primarily aimed to establish effects similar to
those found in people (Section 3.6) and show how attention plays a role in
ecologically relevant behavior (Section 3.7).

3.6.1 Visual search: The basics

Much data and theory on attention in humans is based on research with visual
stimuli (Luck and Vevera 2002). Comparable experiments with highly visual
animals, primarily monkeys and birds, indicate that basic attentional processes
are shared across species (reviews in Blough 2001; Zentall 2005b; Blough 2006).
Clearly, however, the important things in life are sometimes defined by sound,
smell, or other nonvisual stimuli. For example, a father penguin returning to the
colony with food needs to be able to pick out his mate’s or baby’s calls from
those of hundreds of others (Aubin and Jouventin 2002). Such auditory scene
analysis has been extensively studied in the context of animal vocal commu-
nication (Hulse 2002). It is also important in understanding how bats distin-
guish prey-generated echoes from background noise (Moss and Surlykke 2001).
However, because the most detailed analyses of animal attentional processes
have addressed visual attention, that will be the focus here.

In visual search tasks (Schiffrin 1988; Treisman 1988) as the name implies, the
subject searches for something by looking for it. The thing being searched for is
referred to as the target. It is embedded among other items, the distractors.
Figure 3.12a shows a typical example for a human subject, a target X among
distracting Os, and one that might confront a visual granivorous predator, a black
seed among white pebbles. No one reading this book would fail to find the X or the
seed in Figure 3.12a, but suppose the figure had been flashed for a fraction of a second
or the distractors were much more similar to the target, say Ys instead of Os
surrounding the target X. Now the results would start to be interesting. Under these
sorts of conditions, with limited viewing time or high similarity between target and
distractors, subjects may make mistakes and/or take longer to find the target.

In Figure 3.12a, the target X seems to “pop out” from the background of Os. The
same would be true if the target were a yellow X among red Xs or a moving dot
among stationary ones. The pop out effect is evident in data from visual search tasks
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Figure 3.12. Typical stimuli for visual search experiments. a. Targets defined by a difference in one
feature (shape or color) “pop out” from the background. b. Conjunctively defined targets, the black
X and the black grain, take longer to find. Panels on the right adapted from Dawkins (1971) with
permission.

in the fact that with such displays reaction time (latency to detect the target) increases
only slightly with the number of distractors (Figure 3.13). In contrast, when the target
is defined by the conjunction of two features, for example a black X or among black
Os together with white Xs and Os (Figure 3.12b), reaction time increases sharply with
the number of distractors. One interpretation of this pattern of data is that when
target and distractors differ in just one feature, the objects in the display are processed
in parallel, that is, all at the same time. When the target is defined by a conjunction of
features, the items have to be processed serially, that is, one by one. With conjunctive
targets, the times taken to decide “no, the target is not there” support this interpreta-
tion. Every item in the display must be mentally inspected in order to decide the target
is absent. It will take twice as long on average to say (correctly) “No target” than to
locate the target (Figure 3.13). The fact that the functions relating reaction time to
number of distractors are straight lines indicates that processing each additional item
takes a constant amount of time (Treisman and Gelade 1980).

3.6.2 Feature integration theory

Treisman’s (1988, 1999) interpretation of results like those just described is that
elementary features of objects such as shape, color, and motion are registered auto-
matically without needing attention (preattentively). Identifying visual objects con-
sisting of a conjunction of features requires that the object’s location in space become
the focus of attention and the features perceived there be integrated. Some of the
evidence in support of Treisman’s feature integration theory comes from experiments
in which subjects are briefly shown a circular display of colored letters and asked to
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report the color, the shape, or both the color and shape of the letter in one location.
The probability of correctly reporting the conjunction of features is predicted
almost perfectly by the probabilities of correctly reporting color and shape
separately (Treisman 1988). This pattern of data is consistent with the notion
that the object’s features are first processed independently rather than as a unit.
Moreover, identifying a conjunctive target is strongly associated with reporting
its location correctly, as if objects are perceived as a spatial conjunction of
independently processed features.

Another way to demonstrate the processes in feature integration is texture segre-
gation. The idea behind texture segregation is that a cluster of identical objects is
perceived as a distinct object in itself. As can be seen in Figure 3.14, the distinction
between elemental and conjunctive targets is just as evident here as with individual
targets: areas defined by a difference in one element, such as a cluster of white objects
among black ones, pop out. Areas defined by a conjunction of elements, such as a
cluster of white squares and black circles among white circles and black squares, take
time to detect. Data from both humans and pigeons support this conclusion
(Treisman and Gelade 1980; Cook 2001b).

In the experiments with pigeons (see Cook 2001b; Cook 1992a), birds were trained
to peck at displays on a video monitor surrounded by an array of infrared emitters and
detectors. This “touch frame” was positioned so that when the bird pecked at the TV
screen its beak broke two infrared beams crossing the screen at right angles, and
information about the location pecked was transmitted to the computer controlling
the stimuli and reinforcers. The screen was covered with rows of small shapes, with
one square about a quarter of the screen’s area having different shapes from the rest
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Figure 3.14. Stimuli used to study texture segregation by pigeons and humans and both species’
performance with simple (“feature”) and conjunctive targets. Data from Cook (1992b); stimuli
reproduced from the same article with permission.

(Figure 3.14). The birds were reinforced with food for pecking five times anywhere on
this rectangle; one peck elsewhere caused the screen to go dark and postponed the next
trial. The pigeons were trained at first with a relatively small number of different small
shapes and colors defining the target rectangle and just a few target positions, but they
continued to perform well above chance when novel shapes, colors, and positions were
introduced. These data alone suggest that, like humans, the pigeons perceived the
cluster of distinctive items as “an object” and that they had learned “peck the object,”
not “peck the training items.” Most importantly, targets defined by a difference in a
single feature were consistently detected more accurately than targets defined by a
conjunction of features. Cook (1992b) tested humans with the same displays as the
pigeons. The pattern of results was the same, except that whereas the pigeons showed
differences mainly in accuracy of detecting the target areas, people showed differences
in reaction time (see Figure 3.14). Nevertheless, these data compellingly indicate that
at least this one animal species, evolutionarily and neurologically very different from
us, shares the same kind of elemental processing in the early stages of vision (review in
Blough and Blough 1997; Blough 2001).

Feature integration can be contrasted with the Gestalt approach to perception, in
which perception of the whole is primary and analysis into parts comes later. It also
contrasts with the influential approach of J. J. Gibson (1979), which emphasizes the
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importance of ecologically relevant wholes. For instance, the spatial structure of the
environment is immediately evident in the way objects move relative to each other
when the observer moves: nearby objects move across the visual field faster than those
farther away. The contrast between elemental and holistic approaches pervades
theoretical debates about many cognitive processes. Feature integration theory
assumes a modular organization of perception in that there is a separate module for
processing each stimulus dimension. In evolution, modular organization would
permit the ability to process additional dimensions to be added onto an initially
simple perceptual system. Similarly, in a modular system the ability to process a
feature of particular importance for a given species can be fine-tuned without affect-
ing processing of other features.

3.6.3 Attention in visual search.

In experiments like those just described, visual search is used to test focused attention,
that is, the subject searches for one thing at a time. The question being investigated is
how the distractors in the visual display do just what their name implies, namely
distract the subject from finding the target as rapidly and accurately as possible. If
target and distractors are very different, the popout effect occurs and the number of
distractors does not matter. But with increasing similarity between target and dis-
tractors, even when the subject searches for just one type of target reaction times
increase (or accuracy decreases) as the number of distractors (the display size) or the
similarity of the distractors to the target increases. The data from search for con-
junctive targets in Figure 3.13 illustrate effects of display size in humans. Figure 3.15
illustrates comparable effects of similarity and display size for pigeons.
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Figure 3.15. Effects of display size (number of items) and target-distractor similarity (left) or
memory set size (right) on visual search in pigeons, as measured by time taken to locate the target
(reaction time). Left panel redrawn from P. Blough (1992) with permission; the distractors were
standard alphanumeric characters, hence the heart shape was the least similar and “popped out.”
Right panel, one pigeon’s data from P. Blough (1989), redrawn with permission.
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Figure 3.15 also illustrates the effects of number of possible targets used in a series
of trials, the memory set size. In human subjects, too, search slows as the number of
potential targets increases. Subjects searching for just one sort of target are like
specialist foragers, animals that eat only one kind of thing, whereas subjects for
which targets are mixed unpredictably are like generalists, foragers that can eat
several kinds of prey. The decrease in performance with a larger memory set size is
a cost of being a generalist. If the targets were food items, the benefit to generalists of
being able to eat more of what they encounter might have to be traded off against this
cost. However, the detrimental effect of memory set size diminishes with extended
practice. That is, search becomes automatized as if attention is automatically drawn
to items that have frequently been attended to (Schiffrin 1988). With pigeons, too, the
effect of display size on search accuracy disappears after extended training, but only
with a comparatively small set of potential targets (Vreven and Blough 1998). These
findings suggest that generalizing might not have a cost in the wild once animals are
familiar with all available items.

The effect of memory set size means that a given target is found more quickly or
accurately when it is the only one presented over a series of trials than when it is
unpredictably mixed with one or more other targets. Finding one target of a given
type primes attention to targets of that type. Priming is thought of as a transitory
activation or facilitation of processing of the target’s features. Priming can occur
either sequentially as just described, or associatively. In associative priming, perfor-
mance is facilitated by presenting a cue that has been associated with the target, either
just before or during presentation of the target. For example, in a further part of the
study whose results are displayed in Figure 3.135, distinctive borders were added to the
stimulus displays. Black and white were paired with A and L, respectively; a striped
border, paired equally often with A and L, served as an ambiguous cue (P. Blough
1989; D.Blough 1991). Performance with each letter was better when it was cued
than otherwise. If each target is paired consistently with a particular distractor, the
distractors themselves may serve as associative priming cues (Blough 1993a).

Priming seems not only to facilitate processing of the primed target, but to inhibit
processing of unprimed targets. In P. Blough’s (1989) experiments, performance on
occasional test trials in which A appeared when L was cued or vice versa was worse
than on trials with the ambiguous cue. Pigeons can also be primed to attend to particular
areas of a display (Blough 1993b). These data on priming seem to suggest thatif foraging
is like visual search for prey scattered on a substrate of distractors, as Figure 3.12 was
made to suggest, any sources of information about the identity of the prey aid search
(Blough 1993a). These include what prey have been found recently (sequential priming),
where they have been found (priming by locations), and what substrate they were found
on (associative priming). It is not yet clear, however, whether these different sources of
priming all work in the same way. When sequential and associative priming are com-
bined, they do not always have the strictly additive effect that would be expected if both
enhance the same attentional process (Kamil and Bond 2006).

For animals foraging in the wild, as we see in Chapter 11, what matters is not
success or speed on any single trial but overall rate of food intake. A nice demonstra-
tion of how attentional priming translates into this currency was a study in which
bluejays were trained to search on video displays for two simulated prey items, a
brown horizontal bar and a white vertical ellipse in mixtures of different sized brown
horizontal bars and white vertical ellipses (Dukas and Kamil 2001). The bird began a
trial by pecking a “start” circle surrounding an image of one or both of the possible
“prey.” A single image reliably cued the item to be found in the upcoming display,



84 COGNITION, EVOLUTION, AND BEHAVIOR

presumably allowing the bird to focus its attention on items of the cued color,
whereas a double image was an ambiguous cue to item type. As soon as a bird pecked
a target once, it received half a mealworm and 3 seconds later the signal for the next
trial, whereas pecking a distractor delayed the next trial for 15 seconds. This con-
tingency meant that speed and accuracy at pecking the targets would increase the rate
of food intake. Consistent with sequential and/or associative priming, the number of
mealworms obtained per minute increased by about 50% when the upcoming prey
image was signaled.

3.7 Attention and foraging: The behavioral ecology of attention

3.7.1 Search images

By comparing the kinds of insects birds brought to their young with the kinds
available in the trees where the birds foraged, Luc Tinbergen (1960), brother of the
more famous Niko referred to elsewhere in this book, discovered that insects are not
preyed on when they first appear in the environment. Instead, a new prey type such as
a freshly hatching species of caterpillar will suddenly begin to be taken when its
abundance increases. This sudden increase in predation, Tinbergen suggested, occurs
because predators adopt a specific searching image for that prey type after a few
chance encounters. “The birds perform a highly selective sieving operation on the
stimuli reaching the retina” (Tinbergen, 1960, 333). Described in this way, adopting a
searching image (or search image) sounds like an attentional process. Recent experi-
ments have supported this conclusion.

The idea that animals might search selectively, ignoring items that do not match a
mental representation of desired prey, is appealing because it agrees so well with
introspection. Most people have had the experience of not seeing what is right in front
of their noses. Indeed, one of the earliest references to search images in animal
behavior is von Uexkull’s (1934/1957) description of looking for a familiar earth-
enware water jug and not seeing the glass one that had replaced it (Figure 3.16).

Figure 3.16. Von Uexkiill’s depiction of his own search image of an earthen water jug and of a frog’s
search image of a worm. After von Uexkiill (1934/1957) with permission.
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Animals, too, von Uexkull suggested, could have a mental image of a prey item that
enhances their ability to detect matching items and interferes with detecting others
(Figure 3.16). It has generally been assumed that an animal can have only one search
image at a time, that is, the search image enhances predation on one cryptic prey type
while temporarily inhibiting detection of other types. Crypticity is important because
search images are assumed to be useful only for prey that are difficult to find in the
first place.

By themselves, Tinbergen’s data can be explained in a number of ways. Runs of the
same type of prey can be explained by the birds repeatedly visiting the same patch of
habitat. If the birds were relatively young, they could have been learning that
particular insects were suitable as prey or where or how to hunt for them (Dawkins
1971). Learning the characteristics of novel prey in the first place is not the same as
selectively attending to a known prey type. Therefore, most recent experiments on
search images have varied the abundance and/or crypticity of items that are familiar
to the animals being tested. For example, Bond (1983; Langley et al. 1996) studied
pigeons searching for two kinds of grains, black gram and wheat, scattered over
multicolored gravel. Because the grains were the same color as some pieces of gravel,
they were more difficult for the birds to detect on this background than on a plain
gray one. After the birds were familiar with feeding on these grains on the gravel
backgrounds, the relative proportions of black gram and wheat were varied randomly
between 100% black gram and 100% wheat. The birds behaved as if adopting a
search image for the more frequent type, taking proportionately more of it rather than
matching the proportion taken to the proportion available (Figure 3.17). However,
pigeons do match the proportion taken to the proportion available when the prey
items are conspicuous, showing that crypticity is important, not just variations in
relative proportion (Langley 1996).

One way to find more prey that are difficult to see is to search more slowly,
spending longer scanning each section of the substrate (Gendron and Staddon
1983; Guilford and Dawkins 1987). A tradeoff between speed and accuracy in
performing difficult discriminations is common to many species, including honeybees
(Dyer and Chittka 2004). Reaction time is a good index of the amount of mental
processing a task requires, even when it is performed very accurately (see Blough
2006). In the present example, there is an optimal speed-accuracy tradeoff for each
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Figure 3.17. Proportion of cryptic grains of one type taken by each of three pigeons as a function of
its proportion in a mixture of two types of cryptic grains in the study by Bond (1983). Redrawn with
permission.
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degree of crypticity that balances the potential benefit of encountering more prey by
searching faster against the cost of missing cryptic items by searching too fast
(Gendron and Staddon 1983).

The search rate hypothesis predicts that a predator searching slowly should detect
all equally cryptic prey equally well. In contrast, an animal with a search image
should take one type and ignore the other, even if both types are equally cryptic.
Figure 3.17 shows that the two grains used were equally cryptic because when equal
numbers were presented (proportion presented = 50%), equal numbers were taken.
However, contrary to the search rate hypothesis, the proportion taken did not equal
the proportion presented under all conditions. Disproportionate predation on the
more abundant type implies that the birds were using a search image for the more
frequently encountered grain. This does not mean, however, that animals faced with
difficult discriminations in nature might not also search more slowly.

Allowing an animal to search freely for prey items as was done in these studies has
some drawbacks as an experimental technique. The animal rather than the experi-
menter controls the rate and sequence of encounters, and the relative proportion of
different items changes as the food depletes. To test the effect of recent experience on
choice or detectability of prey it is necessary to present a standard test after differing
experiences (Chapter 4). One way to do this is to present prey items one at a time. For
example, Pietrewicz and Kamil (1981) tested blue jays (Cyanocitta cristata) in an
operant task in which they pecked at slides showing two species of moths (blue jays’
natural prey items) resting against tree trunks on which they were cryptic. The birds
were rewarded with mealworms for indicating correctly that a moth was present.
If no moth was present, pecking a central “moving on” key led to the next trial. These
pecks generally had longer latencies than pecks to slides with a moth, as if the birds
used exhaustive serial search to decide no moth was present. The critical data came
from comparing performance in trials following runs of moths of the same type with
performance in mixed trials with both species (Figure 3.18). Performance improved
within runs as compared to mixed trials. Notably, the birds’ accuracy at detecting the
absence of a moth improved as well as their accuracy at detecting the presence of a
moth, consistent with the notion that attention enhances detection of attended
features. These data suggest that the bluejays had a search image for the moth species
they had encountered most recently. Because the moths were depicted as they would
appear in nature, one species on birch tree trunks and the other on oak trunks,
associative priming may have been operating in addition to the sequential priming
evident Figure 3.18.

When multiple kinds of prey items can be found on the same substrate, priming
presumably occurs when several of the same type are found in succession by chance.
Experiments in which pigeons search for grains among gravel have been used to
analyze this situation (Reid and Shettleworth 1992; Langley 1996; Langley et al.
1996). Pamela Reid (Reid and Shettleworth 1992) used wheat dyed yellow, green, or
brown on a background of green and brown gravel. A free search experiment similar
to Bond’s established that brown and green were equally cryptic whereas yellow
grains were highly conspicuous to the pigeons. To control the birds’ experience, Reid
then used the apparatus shown in Figure 3.19. Small plaques of gravel, each holding
one or two grains, were presented one at a time, and the birds were allowed a single
peck at each one. In a run of green or brown after a run of conspicuous yellow grains,
the birds’ accuracy gradually increased, consistent with their forming a search image
for the new cryptic type, just as when they searched freely for grains. However, after a
switch from a run of one cryptic type to a run of the other, the birds performed just as
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Figure 3.18. Performance of bluejays reinforced for reporting the presence (top panel) or absence
(lower panel) of moths in slide images like those on the right in runs of the same moth species or trials
with a mixture of two species. Adapted from Pietrewicz and Kamil (1981) with permission.

well as if they had a single cryptic type all along (Figure 3.19). This seems to mean that
the birds’ “search image” includes some feature distinguishing grains in general from
gravel, perhaps shape or texture. Nevertheless, when Reid’s pigeons had a choice
between brown and green grains, the two cryptic types, after a run of one of them,
they tended to choose the color they had just been having. This was not just a general
preference for what they had been eating most recently, because the effect depended
on the grains being cryptic. Thus the “search image” also seems to include informa-
tion about the grain’s color.

These results naturally lend themselves to interpretation in terms of feature detec-
tion and priming. Easy detection of the conspicuous yellow grains is an instance of the
popout effect: the target (the grain) differs from the distractors (the bits of gravel) in a
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Figure 3.19. Search image effects in pigeons searching for cryptic brown or green or conspicuous
yellow grains. Data from a test run of 10 grains after a run of the same or a different color, as
indicated. Adapted from Reid and Shettleworth (1992) with permission.

single salient feature (color). The cryptic grains are difficult to detect because they
resemble the distractors in color. Because the cryptic items were all grains of wheat,
priming with grains dyed one color could enhance detection of other grains with the
same shape, size, and texture. The effect on choice shows that the specific color was
also primed to some extent. Such a priming effect occurs even if the priming grains are
conspicuous, but it is detected only in a test with cryptic grains (Langley 1996). Thus,
contrary to the fanciful depictions in Figure 3.16, the “search image” is a collection of
independently primed features of the prey. This interpretation suggests that when,
unlike the case in Reid’s experiments, two cryptic items do not share features allow-
ing them to be detected against their background, the search image/priming effect
should be truly specific, with enhanced detection of one item accompanied by reduced
detection of the other. Such an effect was observed in a study by Langley (1996) in
which pigeons searched computer images of multicolored gravel for a bean or a grain
of wheat. By manipulating features of the images, Langley also showed that the
importance of color and shape differed for beans versus wheat (see also Plaisted
and Mackintosh 1995).The type of background and the type of search task can also
influence what features are attended to, as shown in an elegant study by Blough
(2002) in which pigeons performed difficult detection and disambiguation tasks with
a single set of striped disks. In summary, the “search image,” that is, the
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representation or activation underlying sequential or associative priming, is rarely if
ever an actual image of the item being searched for. Rather, what it consists of may
vary from one situation and task to another depending on factors such as what
distinguishes the item from the substrate and what features it shares with other
concurrently available items.

The priming effects we have been discussing are by definition short-lived.
Indeed, Bond (1983) suggested that sequential priming decays after a few
seconds. But this raises a question about the interpretation of some findings
reviewed in this section. For instance, consider that in Reid and Shettleworth’s
(1992) study two green grains were separated by twice as long on average in
mixed green and brown trials as in green-only trials. When pigeons are detecting
small black and white patterns against black and white checked backgrounds, a
difference in presentation rate by itself can produce differences in discrimination
accuracy (Plaisted, 1997). When items in runs were presented at the same rate
as items of a single type were occurring in mixed trials, accuracy was no greater
than in the matched mixed trials. Plaisted (1997) therefore proposed that search
image effects reflect a short-lived priming of independent memory traces for
recent items rather than priming of attention to particular item features.
However, although this methodological feature should be to taken into account
in studies of priming, so far there is no evidence that Plaisted’s proposal
accounts for results such as those discussed earlier in this section (Bond and
Kamil 1999; Blough 2001; Blough 2006; Kamil and Bond 2006).

3.7.2  Search images and prey evolution

Attentional priming has implications for the evolution of species that are prey. For
example cryptic prey of a single species should spread themselves out in the environ-
ment to reduce the chances of predators encountering them in runs. Polymorphism,
that is, a tendency for different individuals of the same species to have markedly
different colors or patterns, would have the same effect (Croze 1970; Bond 2007). But
it is one thing to speculate on how predator psychology has selected for prey appear-
ance and behavior, another thing to demonstrate that this could actually happen.
Such a demonstration is provided by a series of studies with bluejays, using proce-
dures similar to those of Pietrewicz and Kamil (1981) but with computer-generated
“moths” (Figure 3.20) that “evolve” in response to predation (Kamil and Bond 2006).
In the first experiment with this “virtual ecology” (Bond and Kamil 1998; Kamil and
Bond 2001) the initial prey population consisted of three “species,” digitized images
of Catocala moths. They appeared on a background of random pixels that could vary
from almost smooth grey on which the moths were very conspicuous to a mixture of
patches similar to the patches on the moths. Bluejays that had been trained to detect
the moths under very cryptic conditions then became the selective agents in the
following way. Every day 240 moth images were used. In the first day of the experi-
ment there were 80 of each species (Figure 3.20). At the end of each day, the moths
detected by the jays were considered killed, and the remaining moths were allowed to
reproduce (actually, here to clone themselves) to provide the population for the next
day. In this way the least detectable moths became proportionately more numerous in
the next virtual generation.

In three repetitions of this procedure with different initial conditions, the same
moth (moth 1 in Figure 3.20)—evidently the most cryptic of the three—came to
dominate. This was true even when it was in the minority to begin with, as in the
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Figure 3.20. Lower panels: the three artificial moth species in Bond and Kamil’s (1998) “virtual
ecology” shown in both easy (gray background) and hard to discriminate conditions. Upper panel:
changes in the virtual population over generations of predation by jays given different compositions
of the initial population (Runs 1-3). After Bond and Kamil (1998) with permission.

second and third replications. The jays were showing the same kind of frequency-
dependent selection evident in Bond’s (1983) pigeons (Figure 3.17). A separate study
(Bond and Kamil 1999) demonstrated that indeed jays show attentional priming
effects with such digital moth displays. As the relatively conspicuous moths 2 and 3
were eliminated, individuals of moth 1 were found more often, priming detection. At
the final abundances in each repetition, the intrinisically greater detectability of
moths 2 and 3 was balanced by the primed detectability of moth 1.

The next step with this approach was to model evolution more realistically by
modeling the genetics of wing patterns and letting the surviving virtual moths from a
large and varied initial population “reproduce” via an algorithm that randomly
recombined genes for different aspects of wing patterns (Bond and Kamil 2002;
Bond and Kamil 2006). The populations that resulted from 100 generations of
selection by jays were more cryptic and more diverse in appearance than control
populations. Analysis of the sequences of events within sessions of the experiment
showed that, just as would be expected, accuracy at detecting one of the more cryptic
moths was better the more similar it was to the last moth detected. In summary, then,
this approach shows that search image effects are still at work even in a dynamic
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situation with multiple prey types, and that—just has been commonly hypothe-
sized—they can have an important impact on prey evolution.

The results of all these studies with “virtual ecology” imply that the learning and
attentional mechanisms of predators can help to maintain polymorphisms in popula-
tions of a single species by leading to frequency dependent selection, that is, as a type
of prey becomes more frequent it is proportionately more preyed on (Bond 2007).
The different prey types, which may be morphs of a single type, do not have to differ
in crypticity. If one type is rare for any reason, it should have a survival advantage.
Thus Figure 3.17 illustrates frequency-dependent predation when the “prey” are
different kinds of grains. In a nice demonstration in the wild, male guppies with
different tail color patterns were removed from isolated natural pools in Trinidad,
recombined into experimental populations in which one tail color pattern or another
was comparatively rare, and reintroduced. Males chosen to have a color pattern that
was uncommon in their group were most likely to survive until the pool was re
sampled 2 to 3 weeks later (Olendorf et al. 2006).

3.7.3 Divided attention and vigilance

An animal that is foraging cannot wait until it is satiated to check for predators but
should continuously divide attention between foraging and vigilance. The classic
illustration of how hard it is for people to divide attention is the situation at a cocktail
party: when many conversations are going on simultaneously, it is very difficult to
follow more than one of them at a time. In tests of divided attention in the laboratory
(see Luck and Vevera 2002), people are instructed to report on more than one source
of information at once. In general, performance on a given task falls when attention
must be shared between it and another task. The same is true in animals tested in
common laboratory paradigms, most often short-term memory tasks (Chapter 7;
Zentall 2005a). Just as in the tests of focused attention discussed up to now in this
chapter, the detrimental effect of divided attention may diminish as practice leads to
automatization (Schiffrin 1988), consistent with the idea that well-learned tasks
demand fewer processing resources.

Birds that feed on the ground have been popular subjects for naturalistic studies of
dividing visual attention between feeding and vigilance. Many such birds alternate
short periods with their heads down, presumably attending to food-related cues, with
short periods of head-up scanning, presumably attending to predator-related and/or
social cues. For instance, members of a flock of starlings walking across a field
probing the ground for leatherjackets raise their heads between pecks and scan the
sky and bushes. The smaller the flock, the more time each individual spends scanning
(Elgar 1989). More demanding foraging tasks leave less time for vigilance. For
example, when blackbirds are foraging on cryptic baits they take longer between
scans and spend a smaller proportion of the time scanning than when they are feeding
on conspicuous baits (Lawrence 1984).

However, the assumption that head position defines the focus of attention is
problematical. For one thing, as mentioned in Section 3.1, what an animal sees
from different viewpoints depends on the structure of its visual system. Many birds
have a wide field of view and an area of high density photoreceptors placed to detect
things approaching from the side (Figure 3.3). As long as they have a clear field of
view, with no low barriers, thick grass, or the like, birds may be able to spot a
predator almost as well while feeding with head down as while scanning with head
up (Lima and Bednekoff 1999; Fernandez-Juricic, Erichsen, and Kacelnik 2004). And
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in any case, most studies of divided attention in humans deal with a central filtering
mechanism, not where the receptors are directed. Thus, although some animals do
continually display brief bouts of vigilance while feeding, at the level of mechanism
they may not be doing the same thing as person at a cocktail party who attends at one
moment to Joe’s voice and at the next to Pete’s.

Fish have also been subjects in studies of the tradeoff between feeding and
vigilance. Sticklebacks recently exposed to a model predator, a kingfisher, flying
overhead, feed more slowly than fish not so exposed. It is not surprising that
fear increases vigilance, that is, it redirects attention, just as any motivational
state enhances the salience of relevant stimuli (Milinski and Heller 1978;
Milinski 1984). Suppressing feeding when preparing to flee has a function in
that flight responses direct blood flow and other physiological resources away
from digestion and toward the muscles for escaping. Independently of such
motivational conflicts, a high feeding rate may indicate that less attention is
available for predators. This was nicely demonstrated in an experiment in which
guppies feeding on water fleas (Daphnia) were exposed to predation by a cichlid
fish (Figure 3.21, Godin and Smith 1988). The amount of attention devoted to
foraging, as reflected in the speed of capturing prey, was manipulated by
varying both the density of Daphnia and the guppies’ hunger level. The faster
the guppies were feeding (i.e., at shorter intercapture intervals in Figure 3.21),
the more likely one was to be captured by the cichlid. Animals foraging in a
group may also need to monitor social stimuli, experiencing a three-way conflict
among feeding, watching for predators, and seeing what companions are doing.
For instance, juvenile brown trout feeding with familiar companions fed faster
and responded more quickly to a model heron than did trout with novel
companions, who instead spent more time in aggressive interactions (Cresswell
et al. 2003).

Dividing attention in all these naturalistic situations seems to have clear costs such
as lower feeding rate or increased risk of being caught by a predator, but the most
direct demonstration of such a cost is perhaps that by Dukas and Kamil (2000).
Bluejays were trained to find cryptic items among distractors in a central area and two
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Figure 3.21. Effects of food density on guppies’ feeding rate (the inverse of the interval between prey
captures, left panel) and predation risk, the number of guppies caught by a predator. Redrawn from
Godin and Smith (1988) with permission.
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Figure 3.22. Procedure and results from Dukas and Kamil’s (2000) demonstration of the cost of
limited attention in bluejays. On the left, the two possible “prey items” are shown above a depiction
of the video screen on a typical trial, with distracting elements present in the peripheral and central
areas. Data, on the right, compare detection rate with prey in the central versus peripheral areas and
when the task was relatively easy or difficult (“diff.”). Adapted from Dukas and Kamil (2000) with
permission.

peripheral areas on a video monitor (Figure 3.22). Birds pecked the center of the
screen to cause the three prey-containing areas to appear for 500 milliseconds. They
then had another 1000 milliseconds to peck the one area where a prey item had just
appeared. Making the display brief and requiring the birds to peck the center of the
screen ensured that they were always looking in the same place when the display
appeared, much as people are required to look at a central fixation point in analogous
tests. And by having competing foraging tasks Dukas and Kamil ensured that they
were not measuring a change in vigilance associated with a motivational change, for
example from hunger to fear. The jays were expected to devote most attention to the
central part of the monitor because an item appeared there on 50% of the trials,
whereas one appeared in each peripheral area on only 25% of trials. And indeed, as
the central task was made more difficult by increasing the number of distractors,
presumably thereby increasing its demands on attention, birds missed more of the
peripheral prey (Figure 3.22).

The confusion effect may be another manifestation of divided attention in natur-
alistic situations. The confusion effect refers to the observation that many species of
predators have more difficulty capturing prey when confronting a large school,
swarm, or flock of similar individuals than when confronting one or a small group
of individuals (Miller 1922; Krakauer 1995; Schradin 2000). The probability of an
attack ending in prey capture once it has been initiated can decline dramatically with
increases in the number of individuals in the group being attacked (Magurran 1990).
The confusion effect has generally (cf. Krakauer 19935) been interpreted as caused by
the predator dividing its attention among the prey rather than focusing on one until
capturing it. The individual in a school of identical conspecifics is the limiting case of
a cryptic prey item because it is identical to the “background” of surrounding
individuals. On this view it is not surprising that odd individuals or stragglers in a
group tend to be the ones captured. Just as in visual search (e.g., P. Blough 1979), the
larger the group, the more detectable an odd individual seems to be (Milinski 1990).
Notice that the predator confronted with a dense school of prey is assumed to be
dividing attention among two or more spatial locations, perhaps because the motion
it perceives at each one automatically attracts attention.
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The evolutionary determinants of group living and group size are important topics
in behavioral ecology (see Chapters 12 and 13). The material in this section suggests
that the difficulty of effectively dividing attention confers at least two benefits of
living in groups. One is that each individual in a group does not have to take so much
attention away from foraging for vigilance because others can warn it of approaching
predators. The other is that by being in a group of similar looking individuals the
potential prey animal benefits from the ability of the swarm to confuse a predator.
The confusion effect may account for several features of swarming or schooling
species such as the fact that they tend not to show sexual dimorphism (i.e., males
and females look the same), that they crowd together more when threatened, and that
mixed species groups tend either to consist of species that look similar or to break up
into same-species groups in the presence of a predator (Landeau and Terborgh 1986;
Tegeder and Krause 1995).

3.8 Summary

Many universal principles of perception reflect the organization of the physical world
(Shepard 1994). Paradoxically, some of the best support for such an adaptationist
view of perception is diversity: general mechanisms have been tweaked by evolution
in an adaptive way for each species. Animals differ dramatically in the sensory
channels they use and in the patterns of sensitivity of those channels. Differences in
sensory systems among species can be related to differences in their habitat and
lifestyle. Nevertheless, all sensory systems that have been studied share some features,
such as greater response to more intense stimuli, sensitivity to contrast, Weber’s law,
and a tendency to habituate.

Behavioral methods for discovering what animals perceive include testing natural
behavior to the stimuli of interest and testing learned behavior using the methods of
animal psychophysics. Signal detection theory is a general model of the discrimina-
tion of signals from background noise that applies to any situation where an animal
has to make a difficult discrimination, and it has implications for the evolution of
animal signals. In animal signaling systems, one animal provides a signal to which
another animal, of the same or a different species, responds. Perception and the
evolution of signals are therefore inextricably linked.

To understand how objects are perceived we have to go beyond sensitivities to
individual stimulus modalities or features to ask how features are combined. One
influential theory states that objects are perceived as the sum of individual primary
features such as color and shape that co-occur at the same time and place. This feature
integration theory is supported primarily by the performance of humans in visual
search tasks, but some similar data have been reported from other species. To under-
stand how behavior is controlled selectively by only some parts of the environment at
any given time, it is necessary to understand attention. Characteristics of attention
such as its susceptibility to priming have been studied in visual search tasks in humans
and other animals. The apparent ability of foragers to form a search image, enabling
them better to detect cryptic prey, may be explained by priming of attention to the
features of the prey that best distinguish it from the background. Dividing attention
between two or more tasks causes performance on each one to fall. The effects of
divided attention can be seen in the tradeoff between foraging and vigilance and in the
confusion effect, both of which create a selection pressure for animals to live in
groups.
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The story of research on search images is a good example of how hypotheses
suggested by observations in the field were tested in the laboratory, using a whole
range of approaches from the “naturalistic” to the “artificial,” from tests in which
animals search freely for familiar prey to those with controlled presentation of digital
images. Some studies bridge the gap between tests of search image and those of visual
search for abitrary targets like letters and shapes. And most recently, this research has
come full circle in studies designed to to test hypotheses about how predators’
attentional mechanisms drive the evolution of prey populations. Short-lived priming
of feature detection is likely responsible for effects originally attributed to a search
image for a prey item, but they do not mean that attentional priming is the only
mechanism responsible for observations like Tinbergen’s (1960). When animals first
encounter novel prey items, they must learn to recognize them as prey and learn
where to find them and how to capture and handle them, among other things. Each of
these processes can be isolated and analyzed experimentally, as we will see in the next
two chapters.

Further reading

This chapter has emphasized topics that connect perception with issues in behavioral
ecology somewhat at the expense of the substantial work by comparative psycholo-
gists on more anthropocentric topics. More about such work can be found in the
book edited by Wasserman and Zentall (2006b), the review by Spetch and Friedman
(2006), and the online “cyberbook,” Avian Visual Cognition (Cook 2001a). High-
level introductions to basic topics in the psychological study of sensation and
perception in humans, including attention, color vision, and signal detection theory,
can be found in Volume 1 of Stevens’ Handbook of Experimental Psychology
(Yantis 2002).

Dusenbery’s (1992) Sensory Ecology is an overview of the physical principles
of information transmission, also covered in Bradbury and Vehrencamp’s (1998)
comprehensive text on the ecology and evolution of animal communication. The
books by Maynard Smith and Harper (2003) and Searcy and Nowicki (2005) are
both excellent briefer introductions to animal signaling, topics that we come back
to in Chapter 14. Lythgoe’s (1979) The Ecology of Vision is a classic, a rich
source of information about adaptations in animal visual systems that has not
been replaced. Kelber et al. (2003) is a comprehensive review of the mechanisms
and distribution of animal color vision. A brief overview of methods in animal
psychophysics is provided by Blough and Blough (1977). The two papers by
Wiley (1994, 2006) are excellent introductions to signal detection theory and its
implications for issues in animal communication.



4
Learning: Introduction and
Pavlovian Conditioning

Like attention, consciousness, and other words from ordinary language used in
psychology, learning is a term that everyone understands even though it eludes
satisfactory technical definition (Section 4.2.1; Rescorla 2007). Functionally, learn-
ing allows animals to adjust their behavior to the local environment through indivi-
dual experience. Animals need to know such things as what locally available food is
good to eat, where and when to find it, which individuals to avoid and which to
approach. This chapter introduces a basic framework for thinking about learning and
then considers some ideas about the function and evolution of learning. The longest
part of the chapter reviews data and theory about Pavlovian conditioning, perhaps
the best-studied form of learning and one of the phylogenetically most widespread.
Armed with this framework and some facts about conditioning, we will be in a
position to analyze other forms of learning in future chapters. We will also be
equipped to assess claims that some animals sometimes behave in ways that cannot
be only the products of conditioning but rather require reasoning, a theory of mind, a
qualitatively different kind of learning, or the like.

4.1 General processes and “constraints on learning”

As we have seen in Chapter 1, experimental studies of learning and other aspects of
cognition in animals were stimulated by Darwin’s (1871) claim that animal minds
share properties with human minds. Early in their history, studies of learning came to
focus on instrumental (operant) and later classical (Pavlovian) conditioning (Jenkins
1979; Boakes 1984), while other kinds of learning and cognitive processes were
largely overlooked. The result was an approach referred to as general process learning
theory (Seligman 1970), an attempt to account for all learning with the same set of
principles. Although there were a few dissenters (Tolman 1949), general process
learning theory had a heyday in the 1940s and 1950s and remains tremendously
influential.

In the mid-1960s, however, psychologists discovered several puzzling phenomena
that the supposedly general learning principles did not seem explain (Seligman 1970;
Rozin and Kalat 1971; Shettleworth 1972). The key examples of these “constraints
on learning” were conditioned taste aversion (Box 4.1), and autoshaping.

96
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In autoshaping (Brown and Jenkins 1968), pigeons are placed in an operant chamber
and a disk on the wall (the pecking key) is lit for a few seconds before food is
presented. The pigeon does not have to peck the key, yet after a number of pairings
between the keylight and food, pecking develops and persists. This finding seemed
related to the Brelands’ (Breland and Breland 1961) reports that animals being
reinforced with food engaged in counterproductive species-specific food-related
behaviors or “misbehaviors.” For instance, a raccoon rewarded for depositing coins
in a bank began to “wash” and rub the coins together in its paws rather than promptly
getting its reward. Attention was also drawn to the difficulty of training rats to
perform anything other than natural defensive behaviors when learning to avoid
shock (Bolles 1970). To such observations of constraints on what animals could learn
(or at least, do) in laboratory paradigms was added information about song learning,
imprinting, and other “exceptional” examples of learning observed by ethologists.

Box 4.1 Flavor Aversion Learning

When rats and many other vertebrates sample a flavor and become ill later, they learn to avoid
consuming that flavor. As first described by John Garcia and his colleagues in 1966, flavor aversion
learning has two remarkable properties. First, it takes place even with delays of hours between
sampling the flavor (the CS in this Pavlovian paradigm) and becoming ill (the US; Garcia, Ervin, and
Koelling 1966). Second, in rats, learning with illness as a US is specific to flavors. Garcia and Koelling
(1966) had rats drink from a tube of flavored solution and also exposed them to a noise and a light
each time they licked (“bright noisy tasty water”). Some of the rats were made ill after drinking,
whereas some were shocked through the feet as they drank. When tested with the light plus the noise
or the flavor alone after conditioning, the poisoned rats avoided drinking the “tasty water” while the
rats that had been shocked avoided drinking the “bright noisy water.” Figure B4.1displays data from
a later experiment with this basic design but with the mode of presentation of the various CSs and USs
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Figure B4.1. Test performance of three groups of rats that had experienced saccharin flavored
water infused into their mouths while hearing the sound of a buzzer and had then been
shocked, injected with lithium chloride to produce illness (poison US), or given a control saline
injection. In the test rats chose between plain water and either saccharin (left panel) or water in
a bottle that produced a buzzing sound when licked. Redrawn from Domjan and Wilson
(1972) with permission.
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better controlled than in the original (Domjan and Wilson 1972). These findings attracted
tremendous attention when they were first reported because long-delay learning and CS-US
specificity seemed to contradict then-current assumptions about the generality of the laws of
learning. Some investigators rushed to test hypotheses that various uninteresting “general
process” factors might have been responsible, while others were equally quick to claim far-
reaching implications for them (Domjan and Galef 1983). The idea that learning may be
especially fast with certain functionally appropriate combinations of events is now generally
accepted (Section 4.4.4).

Conditioned taste aversion is a good example of how the details of conditioning in different
systems can differ in an adaptive way: if the effects of ingesting something with a certain flavor can
only be felt hours later, the learning mechanism for avoiding illness-producing foods should be
capable of bridging this temporal gap. Strictly speaking, however, conclusions about adaptation
require showing that animals with the hypothesized adaptation have greater fitness than animals
lacking it or doing comparative studies. In the case of taste aversion, species that specialize on one or
a few foods might have less need to learn flavor aversions than generalist species, that is, those which
sample a variety of foods. Although a test of this hypothesis with two species of kangaroo rats (Daly,
Rauschenberger, and Behrends 1982) provided only weak support for it, a test with four species of
bats had clear positive results. Vampire bats, which consume only blood, showed no evidence of
learning a flavor aversion, whereas three species with a varied diet of insects or fruit readily learned
under the same conditions (Ratcliffe, Fenton, and Galef 2003).

Around 1970 several articles appeared on the theme that general process theory
had overlooked the biological aspects of learning (Bolles 1970; Seligman 1970; Rozin
and Kalat 1971; Garcia, McGowan, and Green 1972; Shettleworth 1972). They
suggested that the newly discovered phenomena could be understood in terms of
the idea that learning evolved for solving problems animals face in nature. However,
despite proclamations that a revolution in the study of learning was on its way, the
original candidates for “biological constraints” and “adaptive specializations” were
gradually absorbed into a liberalized general theory of associative learning (Domjan
1983). At the same time, by not formulating a clear research program with testable
predictions, proponents of the “biological constraints” approach failed to stimulate
research into related phenomena that might have been better examples of adaptive
specialization of learning (Domjan and Galef 1983). The term “constraints” in itself
implies a general process that is constrained in particular species and situations. But it
is more appropriate to think in terms of evolved predispositions or adaptive specia-
lizations than in terms of constraints (Section 2.5 and Hinde and Stevenson-Hinde
1973). Recent developments in the study of behavior and cognition reviewed in
Section 1.5 have similarly absorbed “constraints on learning” into a more biologically
oriented approach to psychology in general.

4.2 A framework for thinking about learning

4.2.1 What is learning?

Learning, or equivalently memory, is a change in state due to experience. Obviously,
this definition includes too much. For instance, 24 hours without food changes a rat’s
state so it is more likely to eat when given food again, but this change in state is called
hunger, not learning. Running 10 kilometers a day improves a person’s endurance,
but although a person may learn something from doing it, physical training is not
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normally called learning either. The changes in state referred to as learning seem to
involve a change in cognitive state, not just behavioral potential, but this is helpful
only if cognitive can be distinguished from other kinds of changes.

So why start with such a broad definition? In the past learning has often been
defined too restrictively, in a way that automatically rules out consideration of
diverse and novel forms of behavioral plasticity (Rescorla and Holland 1976;
Rescorla 2007). For example, saying that learning is the result of reinforced practice
equates learning with instrumental conditioning. Specifying that learning must last
for at least 24 hours implies that a small effect of experience lasting, say, 20 hours is
qualitatively different from one lasting two days. Saying that motivational changes
such as increases in hunger can be reversed easily while developmental changes like
learning cannot (Hogan 1994b) does not specify where to draw the line between
“easy to reverse” and “hard to reverse.” Defining learning as a neuronal change
(Dukas 2009) rules out potential examples in plants or bacteria but switches the
focus from behavior to a less readily observed level. Beginning without too many
constraints allows us to consider the broadest possible range of experience-induced
cognitive changes.

The changes in state commonly referred to as learning (or memory, Chapter 7)
have the potential to be read out in behavior. But by itself a change in behavior with
experience is not diagnostic of learning. To decide whether or not any sort of learning
has occurred, it is always necessary to compare two groups of individuals. One has
the experience of interest at an initial time, T1. The other, control, group does not
have that experience. In effect, therefore, the control has a different experience, and
thoughtfully defining that experience is essential to understanding the nature of
learning. In any case, the two groups given different experiences at T1 must be
compared on a standard test at some later time, T2 (Rescorla and Holland 1976;
Rescorla 1988b; Rescorla 2007). This simple but important notion is diagrammed in
Figure 4.1a. To make it concrete, consider a simple demonstration (Figure 4.1b).
Suppose we want to know whether male canaries learn how to sing from other
canaries. A first step would be to raise some male canaries in isolation and others in
normal social groups. The rearing period, during which the birds are treated differ-
ently, is T1. We might well observe that males in social groups begin to sing more or in
a different way than isolated males, but we would not know whether this difference in
behavior at T1 reflects learning. For instance, maybe being with other birds in itself
stimulates young males to sing more or in a different way. This is why the standard
test at T2 is necessary. Here, this test might consist of placing each male with a female
and recording his vocalizations. We might observe that the socially raised males sang
more complex and varied songs than those raised in isolation. We could safely
conclude that some learning had occurred, but we could not conclude that the form
of the songs was learned. Maybe, for instance, the males raised in isolation are
frightened of the females and behave differently from males that are familiar with
females for that reason. Further comparisons would be necessary to isolate such
factors. For instance, in many studies of song learning a possible role for differences
in social experience is ruled out by raising all the birds in isolation and playing them
tape-recorded songs.

4.2.2  Three dimensions of learning

Three basic questions can be asked about any learning phenomenon (Rescorla 2007):
What are the conditions (or circumstances) that bring learning about? What is
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Figure 4.1. a. Essentials of any experiment designed to demonstrate learning. b. The abstract design
illustrated by a test of the contribution of early experience to adult behavior in canaries.

learned? How does learning affect behavior? Of course one can ask other questions
about learning, too. How widespread among species is it? What function does it
serve? How did it evolve? How does it develop within the individual’s lifetime? What
neural and molecular processes underlie it? However, most experimental analyses of
learning at the behavioral level have been directed toward understanding the condi-
tions for learning, the contents of learning, or its effects on behavior.

Conditions for learning

The first step in understanding any instance of learning is to analyze the conditions
that bring it about. What kind of experience is necessary for the behavioral change
that we are interested in? Does the age, the sex, the species, or the past experience of
the subject matter? In our example of song learning in canaries, studying the condi-
tions for learning might involve exposing different groups of birds to various amounts
and kinds of auditory input and doing so when they are at different ages. In general,
when relevant experience is repeated more often, lasts longer, and/or is more intense,
more learning occurs, as measured in some way like how many subjects show the
behavioral change of interest, how much of it they show, or how long it lasts.
Qualitative features of experience usually matter. For instance, while canaries may
learn the song of another canary, they might show less evidence of learning if they
have heard the song of a sparrow under similar conditions.

Which of the many possible conditions for learning to investigate is a decision
based, if only implicitly, on assumptions about what kinds of events are likely to
be important. For example, our experiments on bird song are unlikely to include
tests of the effects of barometric pressure, but they are likely to include



LEARNING: INTRODUCTION AND PAVLOVIAN CONDITIONING 101

comparisons of the effects of songs from the bird’s own vs. another species.
Choice of what to look at is often based on the assumption that in general the
function of learning is to allow an animal to fine-tune its behavior to the
specific environmental conditions it encounters during its lifetime. If the male
canary learns his song at all, he is likely to learn from canaries, not sparrows.
However, experiences seemingly having little to do with the function of a
behavior may play an important role in its development. For example, if duck-
lings do not hear their own vocalizations while they are still in the egg, they do
not prefer calls from adults of their species after they hatch (Gottlieb 1978).
A strictly functional approach can mislead investigators into overlooking such
effects. Indeed, they are not usually classified as “learning” (Hogan 1994a),
although the conditions underlying developmental changes may not differ from
those underlying “learning.”

Some conditions for learning reflect reliable patterns of events in the world. For
instance, the more something has occurred in the past, the more likely it is to occur in
the future. Thus behavior should be better adjusted to frequently recurring events
than to rare ones. An event of great biological importance, like arrival of a fierce
predator or a large meal, requires more or faster changes in behavior than a small and
insignificant one, and learning is accordingly faster and more complete the larger the
reinforcer. Such properties of learning seem so obvious and reasonable that it is easy
to forget they are not necessary features of the way behavior or the nervous system
changes with experience. They are reminders that evolution has selected for nervous
systems that respond adaptively to experience.

Contents of learning

Questions about the contents of learning, that is, what is learned, are of two sorts.
Easiest to answer are those at the level of data. For example, we might want to know
what features of song our male canaries learned. We could try to find out by varying
the notes and phases in the training songs and seeing if this variation is reflected in the
subject canaries’ singing. The harder questions about what is learned are the theore-
tical ones. What hypothetical internal cognitive structure accounts for the observed
relationships between experience and behavioral change? A classic answer is that
experience changes the strength of an association, an excitatory or inhibitory con-
nection between stimuli and/or responses (Dickinson 2007). The contemporary
cognitivist’s answer (e.g., Gallistel 1990) is more likely to be that experience changes
a more complex representation of some aspect of the world. As we see in Section
4.5.2, there is currently some debate about what is learned in conditioning. For other
types of learning, the underlying representation is referred to as a cognitive map, a
neuronal model, or a template, among other things. For instance, the now-classic
model of song learning depicts the effects of experience with song as being stored in
an auditory template against which the bird matches its own vocal output
(see Box 13.2).

Effects of learning on behavior

If learning is thought of, as it is by radical behaviorists, as nothing more than change
in behavior, questions about the contents of learning never arise. They arise only if
observable behavioral changes are seen as the readout of underlying cognitive
changes. That is, these questions assume a distinction between learning and
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performance based on that learning, between what the animal knows and what it
does. For instance, a young male white-crowned sparrow is normally exposed to the
songs of adults during his first summer, but he will not begin to sing himself until the
next spring. The learned information is stored for months, until singing is stimulated
by seasonal hormonal changes (Marler and Peters 1981). We can find out what the
animal knows only by observing what it does (though techniques for imaging brain
activity may be changing that). Nevertheless, the knowledge exists even when it is
behaviorally silent. A theory of how learning translates into performance needs to
specify what behavior will occur as a result of learning. For instance, in terms of the
model of behavior discussed in Chapter 2, one might ask whether an experience
changes a single motor pattern or a whole behavior system. A hallmark of change in a
central cognitive representation is that it can be reflected in behavior in a flexible way.
For instance, when marsh tits (Parus palustris) have stored food in sites in the
laboratory, they show that they remember the locations of those sites in two different
ways. When they are hungry and presumably searching for food, they return directly
to the sites holding hoarded food. In contrast, when they are given more food to store,
they go to new, empty, sites (Shettleworth and Krebs 1982). Thus rather than merely
returning automatically to the sites with food, the birds seem to have a memory for
the locations with food which they can act on in a flexible and functionally appro-
priate way.

4.3 When and how will learning evolve?

If the world were always the same, learning would be more costly than fixed
behavior. In an entirely unpredictable world, there would be no point in learning
anything. The predictable unpredictability favoring the evolution of learning exists
when some environmental condition important for fitness changes across generations
but remains the same within generations (Johnston 1982; Stephens 1991). But this
description applies to most forms of phenotypic plasticity (Dukas 1998). For exam-
ple, in the presence of chemicals from predators, tadpoles of some North American
frog species develop longer tails and smaller bodies, making them better able to
escape predators (see Miner et al. 2005). Caterpillars of the moth Nemoria arizonaria
that hatch from eggs laid early in the season eat oak pollen and develop to resemble
the oak catkins where they prefer to rest. Their kin hatched from eggs laid later in the
season feed on oak leaves, and they resemble and rest on oak twigs (Greene 1989).
What the caterpillar finds around it to eat when it hatches reliably predicts how best
to be cryptic, and accordingly chemicals in the food induce these differences in
morphology and behavior. Such inducing effects of the environment are useful
when reliable sensory information about local conditions is available from early in
the organism’s development. Unlike some other forms of phenotypic plasticity,
learning is usually (but not always; imprinting, in Chapter 5, may be an exception)
potentially reversible, reflecting the fact that a given kind of information may change
over time. For example, honeybees readily acquire a preference for the color of
flowers that currently have the most nectar, but they learn a new color preference
when new plants begin to flower (Dukas 1998).

Functionally, by learning animals acquire sensory information about local condi-
tions that is useful in determining future behavior (Gallistel 2003). The kind of thing
that needs to be learned must be the same in every generation, otherwise any given
learning ability could not cope with between-generation variation. For instance, the
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location of food or a nest may vary from generation to generation, but there may
always be some advantage in being able to learn and use the kinds of cues that predict
such locations. The conditions that bring learning about should be reliable correlates
of the state of the world that the animal needs to adjust to. This correlation is encoded
in learning mechanisms so that experience brings about relevant, fitness-enhancing,
changes in cognitive state and behavior. For instance it would be no good to a blue jay
to associate the orange and black pattern of a Monarch butterfly with the emetic
effects of ingesting it if this association caused the bird to attack Monarchs more
avidly rather than rejecting them.

When learning is a matter of life or death, there is not time to try out all possible
solutions to a problem while learning the best one. Animals, including human beings
(Cosmides and Tooby 1992), must therefore be preprogrammed to take in only the
most relevant information and use it in relevant ways. Lorenz (1965) called this
tendency “the innate schoolmarm,” emphasizing that learning is not possible without
an underlying predisposition to learn. Gould (2002) similarly refers to “learning
instincts.” This idea leads to the prediction that multiple kinds of learning or memory
systems or modules will evolve to deal with functionally incompatible requirements
for processing different kinds of information (Sherry and Schacter 1987; Gallistel
1998; Shettleworth 2000; Gallistel 2003). For example, a nocturnal rodent or a desert
ant leaving its underground nest to forage must rely on its own internal sense of the
distance and direction it has moved from home in order to get back there when
returning with food or escaping from a predator. The ability to acquire and act on this
vector-like information, the capacity for path integration (Chapter 8), reflects a
distinct cognitive module. For conditioning, by contrast, what matters is the relation-
ship between events in time, as when a bee learns that arrival at certain flowers is
followed by access to nectar or a jay learns that eating Monarch butterflies is followed
by vomiting. Conditioning can of course affect an animal’s movement through space,
as when the bee approaches a rewarding flower, but unlike the vector information
encoded for path integration the information necessary for learning is not inherently
spatial.

Although people tend to think of learning as an unalloyed good, behavior depen-
dent on learning does have a cost because almost by definition behavior will be less
than optimal while the animal is acquiring the information it needs (T. D. Johnston
1982; Dukas 1998, 2009). For instance, many songbirds experience very high mor-
tality during their first summer, partly because they are learning to forage efficiently
on locally available prey. This is illustrated in Figure 4.2 in dramatic age differences in
the time free-ranging yellow-eyed juncos (Junco phaeonotus) took to consume a
mealworm provided by the experimenter. Recently independent juveniles spent
most of the daylight hours foraging, yet 3.85% of them died every day (Sullivan
1988). Similarly, young European shags (Phalacrocorax aristotelis) may die in winter
if they cannot forage fast enough to get sufficient food during the limited hours of
daylight (Daunt et al. 2007). The costs of learning may therefore affect multiple
aspects of life history in species that must learn about essential resources (T.D.
Johnston 1982; Dukas 1998, 2009). For instance, the more that young animals
need to learn before they can feed themselves, the longer they will remain dependent
on parental feeding and the longer they will have to delay reproduction. Adults
should not produce more young than they can feed to the age of independence, or
their reproductive effort will be wasted. Thus long-lived animals with complex
foraging skills, like chimpanzees and albatrosses, tend to have small families and
long periods of association between parent and young (T.D. Johnston 1982).
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Figure 4.2. Development of foraging efficiency in yellow-eyed juncos, as indicated by reductions in
the time taken to ingest a mealworm. Data from Sullivan (1988).

Of course, animals with short life spans such as bees learn too (Dukas 1998; Giurfa
2007). If resources are somewhat patchy in time and space, learning is favored
(Krakauer and Rodriguez-Girones 1995), and this may be why bees have evolved
such good learning abilities.

Evidence like that from Sullivan’s (1988) study of the juncos is consistent with the
assumption that learning evolved because it contributes to fitness. The ability to learn
is so widespread among species that this assumption seems hardly to demand ques-
tioning. It has been tested, however, in a handful of experiments (Hollis et al. 1997;
Domjan, Blesbois, and Williams 1998; Dukas and Bernays 2000; Dukas and Duan
2000; Domjan 2005). The logic was to deprive animals of the opportunity to learn
about some resource by manipulating their environment and comparing their fitness
(or some variable correlated with fitness) to that of animals experiencing the same
cues and resources but in a predictive relationship. For example Dukas and Bernays
(2000) compared growth rates of grasshoppers in two environments offering two
kinds of food. For one group, the more nutritious food always had the same flavor
and was on the same side of the cage with the same visual cue nearby. For the other
group, the relationship of these cues to the two foods changed with every feeding.
Thus these grasshoppers were deprived of the opportunity for learning that would
allow them to find the better food efficiently, although after a few days they were able
to reject the poorer food and switch once they began to eat it. Nevertheless, the
grasshoppers deprived of the opportunity to learn grew more slowly than those
provided with learnable cues, and because size is correlated with number of eggs
laid, it seems likely that such inability to learn would have decreased their fitness.
More direct measures of fitness have been used in some studies of the function of
Pavlovian conditioning discussed in Section 4.7.3. Complementary to such studies are
demonstrations (e.g., Mery and Kawecki 2002) that selection for learning ability does
indeed result in lines better able to learn the kind of task that is the basis for selection.
However, as when comparing learning across species (Chapter 3), careful controls are
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necessary before concluding that learning ability per se is being selected in such
studies rather than sensory or motivational factors that improve performance.

4.4 Pavlovian conditioning: Conditions for learning

4.4.1 Background

In the prototypical example of Pavlovian conditioning, a dog stands on a platform
with a fistula extending from its cheek, allowing its saliva to be measured drop by
drop (Figure 4.3 top). A bell sounds, and shortly afterward the dog gets a morsel of
food. The food itself evokes copious salivation, but after several pairings the dog
begins to salivate when it hears the bell. The dog has undoubtedly learned something,
but what has it learned, and what are the essential features of the experience that
brings this learning about?

Historically, the ability of the bell to evoke salivation (a conditioned response or
CR) was attributed to the transfer of control of a reflex (the unconditioned response
or UR of salivation) from the innate eliciting stimulus of food (the unconditioned
stimulus or US) to the initially neutral stimulus of the bell (the conditioned stimulus
or CS). Now, however, learning theorists would be more likely to say that the dog has
learned that the bell predicts food (Rescorla 1988a). Its salivation is merely conve-
niently measured evidence of that knowledge. If the dog were free to move about it
might instead approach the feeder or beg and wag its tail at the sound of the bell
(Jenkins et al. 1978). Indeed, in most of the currently popular experimental arrange-
ments such as autoshaping (Figure 4.3 bottom), conditioning is measured by changes
in behavior of the whole animal. On either interpretation, however, Pavlovian con-
ditioning is seen as a case of associative learning, the formation of some sort of mental
connection between representations of two stimuli. This statement conflates two
meanings of associative learning. On a descriptive or operational level the term refers
to learning resulting from the procedures involving contingencies among events
specified in this upcoming section, that is, it is based on the conditions for learning.
On a theoretical level, that dealing with the hypothetical contents of learning,
associations are traditionally seen as excitatory or inhibitory links between event
representations which do not themselves represent the nature of the link. Thus an
encounter with a previously learned CS, A, simply arouses or suppresses a memory of
its associate, B. More recently developed views are discussed in Section 4.5. These
include suggestions that an association is equivalent to a proposition such as “A
causes B” (see De Houwer 2009) and that the performance based on associative
learning procedures does not reflect associative links at all.

The rest of this chapter is a bare-bones review of the properties of conditioning, as
exemplified by Pavlovian (or classical) conditioning. It is organized in terms of the
three aspects of learning introduced in Section 4.2: the conditions for learning, the
contents of learning, and the effects of learning on behavior. There are at least four
reasons for discussing Pavlovian conditioning before any other examples of learning.
First, we know more about it than about any other form of learning. The analysis of
Pavlovian conditioning thus illustrates how to answer the three central questions
about learning in great depth and thereby provides a model for how other learning
phenomena can be studied. Second, although Pavlovian conditioning has been
thought of as mere “spit and twitches,” some examples of conditioning turn out to
have complex and interesting cognitive content (Rescorla 1988a). Thus it belongs in
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Figure 4.3. Two arrangements for studying Pavlovian conditioning. Upper panel, salivary
conditioning in a dog, after Yerkes and Morgulis (1909). Lower panel, autoshaping in a pigeon, after
Colwill (1996) with permission. In autoshaping, lighting of the pecking key (the disk on the wall)
precedes delivery of food in the opening below it. The pigeon begins to peck the key even though food
is given regardless of whether it pecks or not.

any account of animal cognition. Third, discussions of candidates for other forms of
learning are usually organized around the question, “How is this different from
conditioning?” To answer this question, we need to be familiar with the properties of
conditioning. In the context of this book, it is especially important to appreciate the
subtlety and complexity of what apparently simple animals can learn from apparently
simple experiences. Finally, the basic phenomena of conditioning are phylogeneti-
cally very widespread, perhaps more so than any learning phenomena other than
habituation (Papini 2008). Pavlovian conditioning allows animals to adjust their
foraging, predator avoidance, social behavior, and many other aspects of existence
to their individual circumstances. Moreover, the conditions for acquiring Pavlovian
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conditioning are formally largely the same as those for acquiring instrumental (or
operant) conditioning, that is, learning the relationship between behavior and its
outcome as opposed to learning the relationship between stimuli. The contents of
instrumental learning and the effects on behavior of instrumental procedures may be
different, however, as discussed in Chapter 11 in the context of other issues surround-
ing learning about the consequences of behavior.

A useful characterization of conditioning is that it is the process by which animals
learn about predictive relationships between events and behave appropriately as a
result (Dickinson 1980; Mackintosh 1983; Rescorla 1988b; Macphail 1996). This
functional description makes very good sense of the conditions necessary for classical
and instrumental conditioning. It also reflects the philosophical basis of the study of
conditioning in associationism, which suggests that effects should be associated with
their causes (Hall 1994; Young 1995). Associations have traditionally been thought
of as the building blocks of all cognition, but seeing them as resulting from a distinct
class of relationships makes associative learning just as adaptively specialized as, for
example, learning about spatial or temporal relationships (Gallistel 2003).

The late 1960s and early 1970s saw a huge increase in research on conditioning,
made possible by the development of arrangements for studying it that were more
practical than the traditional salivary conditioning. For over 25 years this research
was guided by the tremendously productive yet simple theory (Rescorla and Wagner
1972) discussed in the next section, which conceptualizes learning as changes in
associative strength (R. Miller, Barnet, and Grahame 1995; Siegel and Allan 1996).
More recent years have seen the formulation of several alternatives, each of which
addresses particular shortcomings of Rescorla and Wagner’s model, but all of
which—perhaps inevitably—assume implicitly that what is learned is some sort of
connection (Pearce and Bouton 2001; R. Miller and Escobar 2002; R. Miller 2006).
Because there is as yet no generally accepted new model, this chapter follows other
contemporary accounts in presenting the basic facts of conditioning and their inter-
pretation within the context of the Rescorla-Wagner model, while pointing to some
of its difficulties and how they are addressed by alternatives.

Nearly all of this section is based on data from vertebrates, mostly rats and
pigeons. Invertebrates also show the basic phenomena of conditioning (Dukas
2008; Papini 2008). Indeed, an important body of research deals with the neural
basis of learning in the simple nervous systems of species like the sea slug Aplysia
(Krasne 2002). Fruitflies and nematode worms, along with mice, are now popular
subjects for investigations of genetic and molecular mechanisms of learning (Matzel
2002). However, with the notable exception of honeybees (Bitterman 2000; Giurfa
2007; Papini 2008) species other than rats and pigeons have rarely been tested for all
the phenomena central to theory development. Moreover, generally even rats and
pigeons have been studied in only limited kinds of conditioning arrangements, such as
autoshaping in the case of pigeons. A relatively recent development in conditioning
research is the inclusion of comparable experiments on both rats and pigeons (e.g.,
Rescorla 2005)—or in some cases rats and humans (e.g., Arcediano, Escobar, and
Miller 2005)—within a single article. Because different forms of conditioning are
subserved by different neural circuits even within mammals (Box 4.2), one might
wonder about the generality of all the aspects of conditioning described in upcoming
pages. Indeed, some of the most revealing and provocative findings about the deter-
minants and function of conditioned responding discussed in Section 4.7 come from
research with unconventional conditioning arrangements (e.g., rats chasing ball
bearings), behavior systems (e.g., sex and aggression), or species (e.g., Japanese quail,
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blue gourami fish). Basic mechanisms of conditioning remain powerful candidate
explanations for any example of naturalistic learning in any species (e.g., Darst
2006), but given the considerable evidence (see R. Miller and Escobar 2002) that
parameters such as choice of CS or amount of training influence details of the
outcomes, it would not be surprising if species membership also determines the
optimal parameter values, or indeed whether some phenomena occur at all. For
example, as discussed in Chapter 11, the extent to which instrumental behavior
reflects a representation of reward value rather than “mindless” habitual responding
varies predictably within rats with amount of training, but it also varies across
species, with fish always behaving habitually (Papini 2002).

Box 4.2 Conditioning, Genes, and the Brain: Commonalities and Contrasts

Although the basic phenomena of conditioning may be universal, their underlying neural and
molecular mechanisms can differ across and even within species. For example, two of the best
studied brain circuits involved in learning in mammals are those for fear and eyeblink conditioning
(Fanselow and Poulos 2005). These are located in the amygdala and cerebellum, respectively. In each
case, the essential neural circuit is specialized for detecting the coincidence of relevant CSs and USs
within a specific time frame; repeated coincidence engages mechanisms for neural plasticity at the
cellular (synaptic) level, but the genes and neurotransmitters or other cellular mechanisms may differ.
Figure B4.2 is adapted from the extended discussion of these issues by Papini (2008) to show how
learning mechanisms can be the same at one level and differ at others. Across species too, learning
phenomena that are the same at the level of behavior can differ dramatically at other levels. Honeybees
don’t have a cerebellum, an amygdala, or a hippocampus, but they still have a structure, the mushroom
body, which integrates multisensory information (see Papini 2008). Bees show not only most basic
phenomena of conditioning, but sophisticated spatial memory besides (Chapter 8).
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Appetitive Fear
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Figure B4.2. The different levels at which learning mechanisms may be compared within or
across species. In this example, appetitive and fear conditioning are the same at the
psychological level but access coincidence detection in different brain structures, where
different neurochemical and molecular mechanisms are involved. Redrawn from Papini
(2008) with permission.
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The existence of multiple levels for analyzing mechanisms of learning and memory has important
implications for thinking about the organization and evolution of learning and of cognition in
general. Traditionally when psychologists refer to learning mechanisms they mean purely
hypothetical underlying processes, as when competition for associative strength is said to be a
mechanism for blocking and overshadowing. This is the principal level for discussing cognitive
processes throughout this book. It is the basis for discussing, for example, whether aspects of
memory or social behavior are functionally similar across species. However, similarity at the
behavioral level does not necessarily represent strict homology in the sense of descent from
common ancestors (see Chapter 2). Demonstrating homology requires the same mechanisms be
shared right the way down to genes, and this is most likely in close relatives. Similarities of
conditioning phenomena at the behavioral level in species that are not close relatives are often
homoplasies (or analogies; see Chapter 2), possibly convergently evolved or evolved in parallel in
different lineages. All the evidence now available on genetic and neural mechanisms of conditioning
suggests that although conditioning can be treated as largely unitary at the behavioral level, the
detailed neurobiological and molecular mechanisms for it may have evolved multiple times, perhaps
reflecting the widespread functional importance of being able to learn that one event predicts another
and at the same time the widespread availability of mechanisms for neural plasticity.

4.4.2 Contingency and surprise

To be sure that one is studying behavior reflecting the animal’s experience of a CS
predicting a US it is necessary to be able to discriminate this behavior from similar
behavior brought about for other reasons. In the terminology of Section 4.2, animals
that have experienced a predictive relationship between CS and US at T1 must behave
differently at T2 from control animals that experienced some other relationship
between CS and US. The best way to do this is to expose the control group to random
occurrences of the CS and US. The behavior of these latter, random control, animals
will reflect any effects of exposure to CS and US individually in the experimental
context (Rescorla 1967). The effects of both positive contingency (CS predicts US)
and negative contingency (CS predicts absence of US) can be assessed against this
baseline (Figure 4.4).

The importance of the random control group was not always appreciated.
Traditionally, temporal contiguity, or pairing, between two events was thought to
be the necessary and sufficient condition for conditioning. The most popular con-
trol conditions eliminated contiguity by presenting only the CS or only the US or by
presenting them systematically separated in time. But this experience has effects of
its own. For instance, it can teach the animal that the US never follows the CS,
thereby establishing the CS as a conditioned inbibitor. An alternative approach
often used with invertebrates to establish that they can learn at all is differential
conditioning with two CSs. When a US is paired with one CS and concurrently not
paired with another, the animal should come to respond differently to the two CSs.
However, as a test of CS-US associations, this design is subject to a subtle con-
founding from possible differential habituation, since habituation may be selec-
tively prevented to a CS that is always quickly followed by a US (Colwill 1996).
Colwill (1996) argues that the most conclusive tests of associative learning make use
of the fact that, as reviewed in Section 4.5.1, a genuine CR reflects the quality and
value of its US.

Even the relatively simple stimuli used in most laboratory experiments on con-
ditioning have many features. For instance, a tone comes from a particular location
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Figure 4.4. Effects of contingency on conditioning. In this example, illustrating the methods and
results of Rescorla (1967), shock USs occurred with a constant probability per unit of time in the
random control condition. Positive and negative contingencies were created by removing the USs
between or during CSs, respectively. The effects of CS and US rates on fear conditioning are plotted as
a function of the probability of shock during the CS, with a separate function for each probability of
shock when no CS was present. Rats were bar-pressing for food and fear conditioning was indexed as
the ratio between bar pressing rate during the CS and ongoing response rate. Zero suppression
indicates maximal conditioning; 0.5 is minimal suppression. Redrawn from Rescorla (1988a).

and has a particular loudness and duration. A visual stimulus has brightness, size,
shape, and perhaps other features. Are stimuli encoded as a unit or as a sum of
features? And what about features that are added after initial learning? It turns out
that if an animal has learned, say, that a light predicts food, and a new stimulus, say a
tone, now accompanies the light so that the compound light + tone predicts food,
learning about the tone, the new element, is reduced or absent (Kamin 1969). Like the
contingency effects illustrated in Figure 4.4, this blocking effect means the CS must
convey new information about the US in order for learning to occur. Mere temporal
contiguity between CS and US is not enough. In the case of blocking, if the added CS
does convey new information about the occurrence of the US, for example, when the
US is now larger or smaller than it was when predicted by the first CS, animals do
learn (Mackintosh 1978). Such unblocking shows that blocking is not merely due to a
failure of attention to the added element. It suggests that animals associate two events
only when the second one, the US, is somehow surprising or unexpected.

The notion that surprisingness or prediction error (Dickinson 2007) is essential for
conditioning is captured formally in the influential Rescorla-Wagner model (Rescorla
and Wagner 1972) referred to earlier. It generates the properties of conditioning
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Figure 4.5. Design and results of Kamin’s (1969) original demonstration of blocking of fear
conditioning in rats. As in Figure 4.4, conditioning was measured by suppression of bar pressing:
suppression ratios closer to zero correspond to greater conditioned fear.

reviewed so far and many others besides. A few of its assumptions are worth noting.
One is that performance, that is, whatever behavioral index of learning is being
measured, is monotonically related to the amount of underlying learning, or associa-
tive strength. Thus the model makes predictions about the relative level of conditioned
responding in two or more conditions within a particular experiment, not absolute
strengths of CRs. It also assumes that multifeatured events are treated as the sum of
parts, rather than—as in one alternative model (Pearce 1994a)—a unique configura-
tion. Thus the total associative strength, V, of a compound CS is the sum of strengths
of its elements. The importance of surprise or prediction error is embodied in the
assumption that the amount of associative strength a given CS accrues on a trial with a
given US (AV) is proportional to the difference between the maximum associative
strength that the US can support (the asymptote, 1) and the current associative strength
of all CSs currently present (XV). The current associative strength of all CSs present
corresponds to the degree to which the animal expects the US in the presence of those
CSs. Learning is based on the discrepancy between what the animal needs to learn (/)
and what it already knows (see Figure 4.6). The parameters o and 3 in the equation are

AV = 0. B - V)

Associative strength (V)

A Y I Y I O MO N
0 1 2 3 4 5 6 7 8 9 10 11 12..

Trials

Figure 4.6. How the Rescorla-Wagner model generates a negatively accelerated learning curve.
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constants related to the particular CS and US to reflect the fact that performance
changes faster with salient or strong stimuli than with inconspicuous or weak ones.

The Rescorla-Wagner model readily accounts for blocking. When a novel stimu-
lus, B, is added to an already-conditioned stimulus, A, the total associative strength of
the compound is close to the maximum thanks to element A, so there is little left for B.
The model also accounts for the effects of contingency as due to contiguity between
CS and US by assuming that an explicit CS is actually a compound of CS and
experimental context, that is, such things as the room where the experiment is carried
out, the presence of the experimenter, and so on. When the predictive value of the CS
is degraded by extra USs, as in Figure 4.4, the context becomes associated with the
extra USs and leaves less room for conditioning to the CS. On this view, an animal
exposed to random occurrences of CS and US is not an animal that has learned
nothing; it may have associated the US with the environment or learned that the CS
and US are unrelated.

The Rescorla-Wagner model also accounts for a second important form of competi-
tion between cues to the same outcome that was first described by Pavlov (1927),
namely overshadowing. Because the gain in associative strength by each element of a
compound is determined by the total associative strength of all stimuli present at the
time, during training with a compound less is learned about either element than if it
were trained alone. For example, a rat trained to expect shock after a light and a noise
come on together will show less conditioned responding to the light alone than will rats
trained for the same number of trials with light alone. The same goes for the tone,
provided tone and light are of similar salience (« in the equations). Otherwise, the more
salient element will do most of the overshadowing. It can be seen from the Rescorla-
Wagner equations that overshadowing should occur only after the first trial of com-
pound training. This prediction is not always fulfilled (Pearce and Bouton 2001).

Sometimes, too, the opposite of overshadowing is found, namely potentiation.
That is, more is learned about a given cue when it is trained with a second cue than
when it is trained alone. For example, conditioning to an odor is improved by training
it in compound with a flavor rather than alone (Domjan 1983). This makes functional
sense in that flavor can be seen as identifying the odors as a property of food and
therefore worth learning about (Galef and Osborne 1978). When it was first dis-
covered in taste aversion learning, potentiation was interpreted as a specific adapta-
tion for learning about the properties of foods. However, potentiation occurs with
other stimuli and in other conditioning situations (Domjan 1983; Graham et al.
2006). Some instances of potentiation are attributable to associations between ele-
ments of a compound CS (within-event learning, see Chapter 5). Thus, for example,
rather than being directly associated with poison when they accompany a flavor,
odors could be associated directly with the flavor and rejected because the flavor is
aversive. Such effects suggest that the original claims that potentiation is a special
kind of learning, a violation of the Rescorla-Wagner model, may not have been
justified. However, the determinants of potentiation may be different in different
situations (Graham et al. 2006), leaving open the possibility that it sometimes results
from special mechanisms whereby one element of a compound enhances learning to
another, perhaps by enhancing attention to it (LoLordo and Droungas 1989).

4.4.3 Associating CSs

In the most familiar examples of conditioning, the US is food, a painful stimulus, or
some other event with preexperimental significance for the animal. Then learning is
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easy to measure because the animal usually behaves as if expecting the US when the
CS occurs. Animals run about, salivate, peck, or gnaw in the presence of signals
associated with food; they become immobile (“freeze”), squeak, or try to escape in the
presence of danger signals. But preexisting biological significance is not essential for
conditioning. In sensory preconditioning, two relatively neutral stimuli are presented
with the same kinds of arrangements as in conditioning with food, shock, and the like.
After such experience, the animal’s knowledge about the events’ relationship can be
revealed by making one of the events behaviorally significant and observing behavior
toward the other. For instance, if the animal first learns “tone is followed by light”
and then “light is followed by food” it behaves as if making the inference, “tone is
followed by food.”

Second order conditioning is similar to sensory preconditioning in that initially
neutral stimuli are used, but here one of them is given biological significance before-
hand. That is, the animal first learns “light causes food” and then “tone causes light.”
When tested appropriately it behaves as if inferring that “tone causes food.”
Figure 4.7 depicts the experimental arrangements in these two paradigms. Some
arrangements for studying conditioning in humans resemble those for sensory pre-
conditioning in that the stimuli being learned about have little or no preexisting
biological significance for the subject. This insight may be the key to understanding
why some phenomena seen in first-order conditioning with animals fail to appear in
humans (Denniston, Miller, and Matute 1996).

4.4.4 “Belongingness”

In the Rescorla-Wagner model the salience of the CS and US determine the speed of
learning, through the parameters o and 3, respectively. These values are fixed in the
original model, though variants of it suggest experience can decrease (Pearce and Hall
1980) or increase (Mackintosh 1978) CS salience (for discussion of these models see
Pearce and Bouton 2001). Contrary to any of these models, it may also matter how
particular events are paired up. The best-known example is poison-avoidance learn-
ing (Box 4.1). In general, if associative learning is a mechanism for learning true
causal relations, then if one event is a priori likely to cause another, it should take less
evidence to convince the animal of its causal relationship than if it is a priori an
unlikely cause. As this notion suggests, the importance of what has been called
belongingness (Thorndike 1911/1970), preparedness (Seligman 1970), relevance
(Dickinson 1980), or intrinsic relations between events (Rescorla and Holland
1976) has been demonstrated in a number of situations other than conditioned taste
aversion (Domjan 1983). Far from being the evidence for special laws of learning it
was once supposed to be, relevance or belongingness of stimuli is now recognized as a
general principle of conditioning (R. Miller and Escobar 2002).

Stage 1 Stage 2 Test
Sensory Preconditioning A—B B — US A
Second Order Conditioning B —->US A—->B A

Figure 4.7. Procedures for sensory preconditioning and second order conditioning.
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Belongingness also plays a role in instrumental conditioning. For instance, pigeons
more readily use visual than auditory stimuli as signals for food, but sounds are better
than lights as danger signals. In both food-getting and shock-avoidance with pigeons,
the “relevant” stimulus has a privileged status in that it cannot be blocked (LoLordo,
Jacobs, and Foree 1982). Pigeons trained to press a treadle for grain in the presence of
a tone still learned about an added light, whereas prior learning about the light did
block the tone. Related effects are discussed in Section 4.7.4. Monkeys selectively
develop fear to things like snakes that might be important to fear in the wild. A much-
discussed suggestion (Davey 1995; Ohman and Mineka 2001, 2003) is that human
phobias are underlain by an evolved predisposition to fear objects that were danger-
ous to our ancestors. For instance, people appear more likely to develop phobias
toward things like snakes, spiders, mushrooms, or high places than flowers, electric
outlets, soft beds, or fast cars. The propensity to develop fear to things that were
dangerous in the evolutionary past is reflected in faster acquisition with snakes and
the like as CSs in the laboratory, where it is specific to tasks with an aversive US (see
Chapter 13 and Ohman and Mineka 2003).

Belongingness could reflect a preexisting connection that gives a head start to
learning (LoLordo 1979; Davey 1995). Alternatively, experience of a given US may
direct attention to certain kinds of stimuli. For instance, a rat that has recently been
sick may subsequently pay particular attention to flavors. This possibility has been
ruled out in the case of flavor aversions by exposing all animals to both USs of interest
or by giving only a single training trial. However, it might be that illness specifically
retrieves a memory of recently experienced flavors, making them available for asso-
ciation as in Wagner’s model of learning discussed in Chapter 5. This mechanism
would allow long delay learning in one trial. The possibility that prior learning plays a
role can be addressed by using very young animals or animals with controlled past
history. Finally, apparent belongingness may not represent different degrees of learn-
ing but differential readiness to exhibit that learning in performance. Evidence of
learning might be seen especially readily, for example, if the response evoked by
expectation of the US is similar to the response which the CS tends to evoke on its own
(Holland 1984; Rescorla 1988a). Each of these and possibly other mechanisms may
play a role in different cases. New tests (Rescorla 2008a) indicate that the original
example of belongingness in flavor aversion and shock avoidance in rats is a case of
enhanced associability between specific pairs of events. Similar experiments
(Rescorla 2008b) have analyzed another example: for rats, attractive flavors are
more quickly conditioned with positive consequences and bitter or sour flavors
with negative consequences. Here, belongingness gives a head start to learning.

Classical associationism did recognize one kind of “belongingness.” Namely,
similarity and spatial contiguity between stimuli were thought to favor association
formation. Of course similarity and spatial contiguity can both be seen as reasonable
prior predictors of causal relationships. However, it is not always easy to disentangle
them from other factors. For instance, a CS that is similar to a given US may evoke
responding via stimulus generalization. But an elegant experiment with pigeons by
Rescorla and Furrow (1977) shows that over and above any such effect similarity
enhances associability. As indicated in Figure 4.8, all their birds were exposed to all
the stimuli used in the experiment; they differed only in whether similar or dissimilar
stimuli were paired in the critical second order conditioning phase. Similarly designed
experiments have shown that spatial contiguity or a part-whole relation between CS
and US can also facilitate second-order conditioning (Rescorla and Cunningham
1979). Although it is difficult to vary the spatial contiguity of CS to US without
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Figure 4.8. Effects of similarity between the stimuli to be associated on speed of second-order
autoshaping in pigeons. Data for the end of Stage 1 are the rates of pecking the two stimuli that
became CSs in second order conditioning but that predicted no food during Stage 1. The unpatterned
stimuli were green and blue, shown here by dark and light shading respectively. After Rescorla and
Furrow (1977) with permission.

also varying temporal contiguity, spatial contiguity by itself does appear to influence
learning rate (Christie 1996; Rescorla 2008a).

4.4.5 Temporal relationships

Within limits, conditioning is more rapid the more closely in time the US
follows the CS. But “close enough” depends on the CS and US. With eyelid
conditioning, the CS must precede the US by no more than a second or so,
whereas in conditioned taste aversion, flavor can precede illness by twelve hours
or more (Box 4.1). In general, as the temporal separation of CS and US
increases, conditioning improves at first but then declines (Figure 4.9). A func-
tional reason is easy to see: causes often precede their effects closely in time and
seldom follow them. However, it is easy to imagine cases in which a cause
follows its effect from the animal’s point of view. A stealthy predator might not
be noticed until after it has attacked, but this does not mean that the victim (if
it’s still alive to benefit from its experience) should not learn about its enemy’s
features. This argument has been advanced as a functional explanation for some
cases of successful backward conditioning (Keith-Lucas and Guttman 1975;
Spetch, Wilkie, and Pinel 1981).

Figure 4.9 indicates that conditioning does not take place when CS and US are
simultaneous. However, simultaneous conditioning can be quite robust in second
order conditioning or sensory preconditioning, as when a pigeon associates patterns
on two halves of a pecking key (Rescorla 1988a). This paradigm may capture how
animals learn about the features of events, as discussed in Chapter 5. Another way to
explain simultaneous and backward (as well as forward) conditioning is to suggest
that conditioning establishes knowledge of the precise temporal relationship between
CS and US. Indeed, Pavlov (1927) described evidence for this from the two paradigms
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Figure 4.9. Conditioning as a function of the delay between CS and US in different conditioning
preparations. Eyeblink conditioning in rabbits, redrawn from from M. Smith et al. (1969) with
permission; rabbit redrawn from Domjan and Burkhard (1986) with permission; autoshaping in
pigeons, data from Gibbon et al. (1977); conditioned licking with water reinforcement in rats
redrawn from Boice and Denny (1965) with permission; flavor aversion in rats from Barker and
Smith (1974). After Rescorla (1988b) with permission.

diagrammed in Figure 4.10. In delay conditioning, the CS lasted for maybe a minute
or more before the food US was presented. Salivation gradually came to occur mainly
near the end of the CS. Now such behavior is interpreted as evidence for timing the CS
(Chapter 9). Trace conditioning is similar except that the CS is relatively brief and the
US follows its offset by a fixed time. Hence the name: the animal is in effect condi-
tioned to a memory trace of the CS. Evidence from humans suggests that trace and
delay conditioning rely on different brain mechanisms and that trace, but not delay,
conditioning depends on conscious awareness of the CS-US relationship (C. Smith
etal. 2005). This suggestion has provocative implications for other species, but not all
even agree on the importance of consciousness for conditioning in humans (Lovibond
and Shanks 2002).

Not only the temporal pattern of events during conditioning trials is important, the
time between trials—the intertrial interval (or ITI)—matters too. The notion that CSs
provide information about the occurrence of USs suggests that when CS and US are
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comparatively rare, the CS is more worth learning about than when CS and US are
more frequent. This corresponds to the traditional wisdom that when people learn a
task spaced practice is more effective than massed practice. However, when it comes
to animal training, this intuitive notion leads to a somewhat counterintuitive predic-
tion: if for example, one is autoshaping a pigeon by turning on the keylight for 8
seconds and then presenting grain, pecking will actually appear after fewer keylight-
food pairings if these trials are separated by, say, 2 minutes than by 20 seconds. It is
sometimes hard for students training pigeons to accept that their bird may actually
peck sooner if they don’t pack the trials in too much, but in fact what matters is the
ratio of intertrial time to trial time, at least in the arrangements with pigeons (Gibbon
et al. 1977) and rats (Lattal 1999; Holland 2000) where parametric tests have been
done. As illustrated in Figure 4.11, a higher : T ratio, that is, longer ITI (I) relative to
trial (T) or CS duration, leads to faster acquisition of responding to the CS. (This ratio
is sometimes, e.g., by Domjan, 2003, equivalently referred to as the C:T ratio, where
Cis the “cycle time,” or total ITT + CS time per trial.) A reader who has taken Section
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Figure 4.11. Influence of the I: T ratio on acquisition, illustrated by data from autoshaping in
pigeons. Left panel shows data from groups of birds trained with the given CS (or T, i.e. keylight) and
intertrial interval (ITI) durations. In the right panel the same data are replotted as a function of the
I: T ratio; points in boxes were omitted in calculating the solid overall regression line . Redrawn from
Gibbon et al. (1977) with permission.
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4.2.2 to heart will realize that tests with a standard ITI and CS after different
acquisition treatments are needed to clinch this argument. The results of such tests
have been consistent with the importance of the I: T ratio for learning (Lattal 1999;
Holland 2000; but see Section 4.7.2 and Domjan 2003). The implications of this and
the other effects of time summarized in this section for theories of conditioning are
discussed in Section 4.5.2.

4.4.6 Prior learning

In blocking, prior learning about one element of a compound CS reduces learning
about the other. But the effects of past experience on present learning are more
widespread. For example, exposure to a CS by itself before pairing with a US leads
to latent inhibition, retarded conditioning to that CS. It is as if having learned that the
CS signals nothing of importance the animal ceases to pay attention to it. Latent
inhibition is similar to habituation, in that mere exposure to an event results in
learning, but it is not clear whether the two phenomena reflect the same mechanism
(Chapter 5). Exposure to the US alone in the conditioning context also reduces its
effectiveness when a CS is later introduced. This can be explained as blocking of the
CS by the context: the animal already expects the US, so the CS adds little new
information. Conditioning to the context itself is readily observed: animals learn
what to expect in particular places, be they conditioning chambers or parts of the
natural environment. For example, a pigeon that has received food in a distinctively
wallpapered Skinner box becomes more active when placed in that environment than
in an equally familiar environment where it has never been fed. Rats learn where a
novel object was located in a single trial (Eacott and Norman 2004). At least in birds
and mammals, learning about the physical and temporal context of events is powerful
and ubiquitous. Thinking about the role of context in learning has led to novel
theoretical viewpoints (Chapter 7; Bouton 1993) as well as novel predictions about
naturalistic examples of learning (Darst 2006).

If exposure to either the CS or the US alone reduces conditioning, prior exposure to
random presentations of both CS and US should have an even more detrimental
effect. Of course this is the random control condition. The nature of its effects is
captured very well by the name learned irrelevance or, in the case of instrumental
conditioning, learned helplessness. However, it is debatable whether animals actually
learn that CS and US have a random relationship or whether their behavior can be
accounted for by the sum of effects of CS and US preexposure (Bonardi and Hall
1996; Bonardi and Ong 2003).

4.4.7 Extinction

If conditioned responding results from learning a predictive relationship between two
events, then it should be abolished if the animal has opportunity to learn that the
relation no longer holds. Traditionally it was given this opportunity by removing the
US and observing how the CR waned. However, the logic behind the random control
condition for original learning implies that the proper way to teach an animal that CS
and US are now unrelated and thereby produce extinction of responding is to present CS
and US in a noncontingent relationship. In one dramatic demonstration of the effec-
tiveness of this procedure, Gamzu and Williams (1971) extinguished pigeons’ auto-
shaped keypecking by adding extra food between keylight-food pairings, preserving
contiguity between the keylight and food but degrading their predictive relationship.
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Extinction may appear to involve loss of a learned association, unlearning.
Accordingly, Rescorla and Wagner (1972) modeled it by setting the asymptote of
conditioning with no US to zero so that already-acquired associative strength
decreases over unreinforced trials. However, considerable evidence indicates that,
contrary to this depiction, associations are not really lost during extinction (R. Miller
and Escobar 2002; Bouton and Moody 2004). Savings after extinction, that is,
speeding up of relearning compared to initial learning, is one such piece of evidence.
Another is spontaneous recovery, a partial recovery of extinguished responding when
the animal is returned to the experimental situation, say the next day. Originally
reported by Pavlov (1927), it has only been studied in any depth relatively recently
and may have more than one explanation (see Section 7.3). Reinstatement is further
evidence that learning is not entirely lost during extinction: simply presenting the US
alone in the experimental context after extinction can get responding going again.
Such data indicate that rather than losing the original learning during extinction, the
animal acquires new learning, perhaps an inhibitory association specific to the
temporal and spatial context in which extinction occurs (Bouton and Moody
2004). On this view, as in cases of memory loss which can be remedied by exposure
to appropriate retrieval cues, in extinction the effects of original training are retained
but need the right conditions in order to be expressed. This view is developed further
in Section 7.3.

4.5 What is learned?

Saying that conditioning causes a CS to become associated with a US conceals all
kinds of interesting and even contentious questions about what is learned, many of
which have only begun to be unpacked relatively recently. Section 4.5.2 summarizes
some of the theoretical issues involved. But first we look at some data bearing on a
comparatively more straightforward question: what is the CS or the US from the
animal’s point of view, that is, what aspects of it actually enter into learning? Or, how
does the animal represent the CS and the US?

4.5.1 Data
Learning about the CS

Any CS has a variety of features. It has a certain duration and intensity, it may have
shape, brightness, size, loudness, taste, odor, or texture, and occur in a certain
context. What is included in the animal’s representation of the CS? This question
can be answered by changing features of the CS after conditioning and observing the
effect on responding. With CSs that can be varied along a single physical continuum
like wavelength or auditory frequency, variations away from the training value often
lead to orderly variations in responding as in the generalization gradients in
Figure 3.9 (see also Chapter 6). Obviously, some specificity in responding is a
prerequisite for concluding that conditioning has occurred at all. For example, if a
rat responds in the same novel way to any and all sounds after tone-shock pairings,
one would conclude that the animal was sensitized rather than conditioned to
the tone.

As we have seen, the Rescorla-Wagner model treats separable features of a CS as if
they gain associative strength independently. This makes some sense for compounds
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of discrete CSs from different modalities like the proverbial light + tone. But what
about a compound of features from the same modality, say a red cross on a blue
pecking key? Why should we think that a pigeon represents this as a blue field with a
red cross superimposed on it? Maybe instead it encodes a configuration. If the key
with the red cross is paired with food, the bird will come to peck it, and it might peck
white keys with red crosses or plain blue keys, too. But maybe this is not because the
bird has acquired a red cross association and a separate blue key association. Maybe
instead the bird pecks at the red cross or the blue key alone because they are similar to
the original training stimulus, that is, through generalizing from the configuration.
A formal configural model of learning based on this intuition has been quite success-
ful in accounting for a large body of data, including some that the elemental Rescorla-
Wagner model cannot deal with (Pearce 1994b; Pearce and Bouton 2001). The
relative merits of configural vs. elemental accounts of learning with complex stimuli
are discussed further in Chapters 5 and 6.

Learning about time

In addition to sensory features, CSs and USs have temporal properties. The impor-
tance of temporal factors in conditioning, for example in trace and delay conditioning
(Figure 4.10), was traditionally explained with the concept of the stimulus trace. For
instance, the silence five seconds after a tone goes off is a different stimulus from the
same silence ten seconds later because the aftereffect or trace of the tone changes
systematically with time. Similarly, different times within an extended CS can be
thought of as different stimuli. However, evidence that animals accurately time short
intervals reviewed in Chapter 9 makes an account in terms of direct sensitivity to the
durations of CSs, USs, CS-US intervals, and the like seem more natural (Savastano
and Miller 1998). For instance, blocking is maximized when the CS-US interval is the
same for both the pretrained and the to-be-blocked CS (Barnet, Grahame, and
Miller 1993). It may seem more plausible that the CS-US interval itself is appreciated
than that the traces of two qualitatively different CSs, with which the US is
associated, are most similar after identical intervals, but both accounts explain this
effect equally well.

The notion that the temporal relationship between CS and US is itself learned,
rather than simply being one of the conditions affecting learning, suggests a novel way
of viewing simultaneous and backward conditioning. Perhaps animals learn that CS
and US are in fact simultaneous or in a backward temporal relationship but respond-
ing is not the same as in forward conditioning because the behavior appropriate to
anticipation of an event is not the same as that appropriate to its presence or recent
occurrence. As this notion suggests, rats given first order conditioning in which a tone
occurred at the same time as shock showed little conditioned suppression of drinking
in the presence of the tone CS, but nevertheless they acquired second order condi-
tioned suppression when a second-order click CS preceded the tone (Figure 4.12;
Barnet, Arnold, and Miller 1991; R. Cole, Barnet, and Miller 1995). There is now
considerable evidence that animals learn the specific temporal patterns of events in
conditioning experiments (R. Miller and Escobar 2002).

Learning about the US

When Pavlov’s dog salivated to a CS for food, what had it actually learned? Did the
CS evoke a complete representation of the food’s taste, texture, and the like, thereby
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Figure 4.12. Evidence that rats learn the temporal relationship between CS and US. Three groups of
rats receiving first-order and then second-order conditioning differed in whether the stimuli to be
associated at each stage were simultaneous (S) or in a forward temporal relationship (F), that is, with
CS preceding US as depicted above the data panels. Data from Barnet, Arnold, and Miller (1991)
redrawn with permission.

causing the dog to salivate? Or did the CS evoke salivation directly? If the dog could
talk, would it say “I’'m salivating because 'm thinking of food” or would it say “This
tone makes me salivate, but I don’t know why?” A classic demonstration that animals
encode the features of reward comes from instrumental learning, a delayed-response
experiment by Tinklepaugh (1928). Monkeys saw a piece of their favorite banana or
less-preferred lettuce being hidden. After a retention interval, the animals were
allowed to uncover the reward and eat it. When lettuce was substituted for banana
on occasional trials, the monkeys showed signs of surprise and anger, indicating that
they knew not simply where the reward was but what food it was (Figure 4.13).
Watanabe (1996) repeated such observations using an operant task and recorded
distinct patterns of cortical activity corresponding to the monkeys’ expectations of
raisin, apple, cabbage, water, grape juice, and other rewards. The implications of
such findings for the cognitive structure underlying instrumental behavior are
discussed in Chapter 11.

Questions about how the US is represented can be addressed in Pavlovian con-
ditioning by changing the value of the US after training. If responding is unaffected,
the animal must have merely associated the CS with the response or response system
activated by the original US. Often, however, responding changes with postcondi-
tioning changes in the value of the US in a way that indicates the animal has associated
the CS with a detailed representation of the US. For instance, the value of a food to
rats may be decreased by pairing it with poison. The rats then show less conditioned



122 COGNITION, EVOLUTION, AND BEHAVIOR

Figure 4.13. Tinklepaugh’s monkey Psyche looking for banana when lettuce had been secretly
substituted. After a photograph in Tinklepaugh (1928).

responding to a CS previously paired with that food than do control rats given
noncontingent poisoning. Such tests must be done without further USs being
given (i.e., in extinction) so as to tap the representation established by the original
training rather than new learning that the CS signals nasty food (Holland and Straub
1979).

A similar technique can be used to discover which sensory features of the US are
encoded. For instance, rats can be trained with two different CSs, each paired with a
distinctive type of food, say food pellets and sucrose. If the rat represents both USs
merely as “food,” “something tasty,” or the like, then it should not matter which of
them is later paired with poison: conditioned responding should decrease to the CS
signaling either one. In fact, however, responding decreases selectively to the CS
whose US was devalued (Colwill and Motzkin 1994; Colwill 1996). Selective satia-
tion or deprivation also change US value. For instance, pigeons that are hungry but
satiated with water reduce pecking at a CS signaling water but not at one signaling
food (Stanhope 1989). However, after extended training responding may continue at
a high rate even though the reinforcer has been devalued. Animals apparently learn
about both the sensory and the affective or response-eliciting features of USs, perhaps
to different degrees in different circumstances (Dickinson 1980; Balleine and
Dickinson 2006).

Images of the US

So far, this section indicates that a CS evokes a representation of a particular US, an
image of the US in some sense. As this idea suggests, associatively evoked stimulus
representations can substitute for the stimuli themselves in new learning (Holland
1990; Hall 1996). In one demonstration (Holland 1990), rats were exposed to
pairings of a tone with food until they showed clear evidence of anticipating food
in the presence of the tone. The tone was then paired with injections of a mild toxin, a
toxin adequate to condition aversion to any distinctive flavor paired with it though
not to the tone itself (see Box 4.1). As a result of the tone-toxin pairings, the rats
developed an aversion to the food previously paired with the tone. It was as if during
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these pairings the tone evoked an image of the food and that image was associated
with toxin (Dwyer 2003; Holland 2005).

Such learning about absent events turns out to be quite robust, and it need not
involve flavor aversions. For example, Holland and Sherwood (2008) trained indivi-
dual rats with one light signaling a tone and a second light signalling sucrose. After
subsequent training in which the “tone light” signaled the “sucrose light,” the rats
investigated the food cup more during the “tone light” than did control rats.
Two previously learned CSs can also serve as surrogates for their associates in
inhibitory learning (Holland and Sherwood, 2008). Such findings are important
because they suggest that conditioning allows animals to bring absent events to
mind and acquire new information about them, a primitive form of thought
(Holland 1990; Hall 1996).

4.5.2 What is learned? Theory
S-S or S-R associations?

Historically, the question “What is learned in conditioning?” was posed as “Are
associations formed between CS and US (stimulus-stimulus, S-S, associations) or
between CS and UR (stimulus-response, S-R, associations)?” The 1940s and 1950s
saw numerous experiments designed to determine whether learning consisted of S-S
or S-R connections, mainly using instrumental learning. In experiments with mazes,
this amounted to the question whether animals learned a rigid response such as
turning right or acquired knowledge about the location of the goal, a cognitive map
which they could use to reach the goal in different ways as circumstances required
(Chapter 8). As usual in controversies of this kind, the answer seemed to be “it
depends,” in this case on factors like the amount and conditions of training. The
S-R versus S-S distinction is often phrased for Pavlovian conditioning as a distinction
between procedural and declarative learning. Does the animal merely learn what to
do in the presence of the CS (S-R or procedural learning) or does it form a representa-
tion that could be expressed as a proposition, “A is followed by B,” and base action on
this knowledge in a flexible way (S-S or declarative learning)? The experiments
discussed in the last section, in which the value of the CS or the US is changed after
training, have shown that either may occur and that S-S learning may include quite a
detailed representation of both CS and US.

More than associative strength?

A more fundamental question than whether associations are S-S or S-R is whether
what is learned in conditioning is best conceptualized as associations at all. An
important condition for learning is the temporal patterning characteristic of contin-
gency between events, so why not conclude that this is what animals learn? Gallistel
(1990; Gallistel and Gibbon 2000) suggested that animals record the times of onset
and offset of potential CSs and USs and compute whether the statistical likelihood of
the US increases during the CS. Responding is determined not by stored associative
strength but by an online computation of the statistical uncertainty about whether the
US will follow the CS. This analysis is useful because it formalizes the notion of
contingency. However, the fact that a theorist can compute contingency in this way
does not mean that animals must do the same computations in order for their
behavior to reflect the contingencies they experience. Sensitivity to the sorts of
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experiences afforded by conditioning experiments may have evolved to enable ani-
mals to track causal, or contingent, relations among events in the environment, but an
animal that blindly forms associations by contiguity in the way described by the
Rescorla-Wagner model can track causality or contingency very well without having
any representation of causality or contingency as such. There is an important general
caveat here: cognitive mechanisms do not necessarily embody literal representations
of their functions, and assuming that they do can blind us to what is really going on
(see also Chapter 2 and p. 82 in R. Miller and Escobar 2002). In Chapter 12, for
instance, we see that some animals may behave as if sensitive to the states of mind of
their companions but without representing others’ states of mind as such at all.

RET and the comparator model

Nevertheless, Gallistel (1990) and others (R. Miller 2006) have correctly pointed to a
serious problem: an association as traditionally conceived has only one dimension,
strength. Thus it cannot encode the temporal relationship between CS and US, even
though it is clear that animals learn this (section 4.5.1). Moreover, increasing evi-
dence from studies of animal memory (Chapter 7) lends plausibility to the claim that
animals remember the details of a large number of the individual episodes experi-
enced in a conditioning experiment. This flies in the face of the implicit assumption
that all that is acquired in conditioning is a connection that summarizes past experi-
ence with a particular CS and US in a single value of associative strength. The
Rescorla-Wagner model and its variants also assume that associations of the same
strength acquired in different ways are equivalent. This assumption of path indepen-
dence is clearly not always correct (R. Miller, Barnet, and Grahame 1995; R. Miller
2006). For instance, an equally weak CS-US association could be present early in
training or after extinction, but further training would proceed faster after extinction
than it did originally, indicating that the animal has retained some effect of the
original training that is not evident in performance of the CR.

Such evidence that animals acquire more complex and detailed information than
can be encoded in unidimensional associations has stimulated formulation of two
distinct alternative models in which animals retain a more or less veridical represen-
tation of the events during conditioning, including their temporal properties.
Performance is determined by an online comparison of some sort, making these
models fundamentally different from the Rescorla-Wagner and related models in
which performance directly reflects the strength of learning (Dickinson 2001a;
Gallistel and Gibbon 2001; R. Miller and Escobar 2002). That is, they are perfor-
mance-based rather than acquisition-based models (R. Miller and Escobar 2001). In
the comparator model developed by Miller and his group (see R. Miller and Escobar
2002) learning is through simple contiguity. During a blocking experiment, animals
do associate the added (blocked) CS with the US. At the test the animal compares the
strength or predictive value of the added CS to that of other CSs present or associated
with it and finds that the CS trained first has a stronger link to the US. This point of
view predicts backward blocking (or retrospective revaluation). That is, rather than
blocking CS B by training A-US and then AB-US, one trains AB-US first and then, in
effect, teaches the animal that A was actually the cause of the US by training A-US.
Indeed, as the informal description of this procedure suggests, in the final test of
B animals may show little conditioned responding, as if they do not attribute the US to
it. However, it is possible for a modified acquisition-based model to account for such
effects (see R. R. Miller and Escobar 2002).
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Similarly, in Gallistel and Gibbon’s (2000) rate expectancy theory (RET), perfor-
mance is based on an ongoing comparison of the rate of USs during the CS with their
rate overall, that is, during CSs plus ITIs. This view predicts that the distribution of
total CS experience across trials should be unimportant. For example, if training
consists of episodes with 100 seconds of ITI and 20 seconds of CS per US, it shouldn’t
matter whether the animal experiences 100-second ITIs and 20-second CSs, each
followed by a US or 50-second ITIs and 10-second CSs, half of which end in a US (i.e.,
partial reinforcement, which is usually supposed to retard acquisition (Gottlieb
20035). In either case, the relevant rates will be one US per 20 seconds when the CS
is present and one US per 120 seconds overall. Several well-controlled tests of such a
prediction have, however, produced results more consistent with the traditional trial-
based account of acquisition, though sometimes revealing an additional role for time
(e.g., Bouton and Sunsay 2003; Domjan 2003; Gottlieb 2005).

Contrary to the traditional assumption that associative strength increases gradu-
ally over trials, RET implies that number of trials, that is, CS-US pairings, as such is
unimportant. Tests of this prediction have tended to support RET over trial-based
approaches. As one example, a review of acquisition data from a variety of species
and conditioning paradigms reveals that individual animals abruptly switch from
responding hardly at all to responding at close to their asymptotic rate instead of
increasing responding smoothly over trials (Gallistel, Fairhurst and Balsam 2004).
Group learning curves resemble the theoretical curve of associative strength in Figure
4.6 only because they average individual curves. However, models based on associa-
tive strength can account for such findings by postulating a threshold of associative
strength above which the animal always responds. In an even more direct test of the
importance of number of trials, Gottlieb (2008) compared acquisition of conditioned
approach to a food dispenser (magazine) in rats or mice given either 4 or 32 trials,
when trials were distributed within and between sessions so as to equate either total
ITI or total session length across groups. Little effect of the eightfold increase in trials
was evident in training sessions and, most importantly, in a common test at the end of
training. According to RET, this is because only a trial or so is necessary to give the
animal evidence that the CS predicts the US; the rest of the session shows it that the
context alone does not.

Summary

The twenty-fifth anniversary of the Rescorla-Wagner model occasioned major assess-
ments of its successes and limitations (R. Miller, Barnet, and Grahame 19935; Siegel
and Allan 1996). In the ensuing years, arguably some problems with it have become
more acute (R. Miller 2006). Among the areas considered in this book, conditioning
is one for which formal modeling is particularly well developed. The Rescorla-
Wagner model has guided discovery of new phenomena and still summarizes much
of what we know (Pearce and Bouton 2001), but newer alternatives imply that the
analysis of conditioning can and should be better connected with other aspects of
animal cognition, in particular timing and memory. As illustrated in the preceding
few paragraphs, they have also stimulated researchers to examine some fundamental
associationist assumptions. One review (R. Miller and Escobar 2002) characterizes
theory development in this area as a continual tension between simple and easily
falsifiable models vs. more elaborate models devised to deal with the problems of the
simple ones. It remains to be seen whether any single model will eventually prove
adequate to all the richness and variety of phenomena that current debates are
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revealing. This includes phenomena of human causal or contingency learning in
associative paradigms, which are largely beyond the scope of this book, but some
of which seem more compatible with the acquisition of propositional knowledge than
simple excitatory or inhibitory links (De Houwer 2009; Dickinson 2009).

4.6 Conditional control of behavior: Occasion setting and modulation

Consider the following problem, known as a feature positive discrimination: In the
presence of stimulus A nothing happens, but when A is preceded by another stimulus,
X, the US follows A (Figure 4.14). The Rescorla-Wagner model predicts that con-
ditioning will accrue only to X because it is the only reliable predictor of the US.
Stimulus A should gain no strength because the US occurs whether or not A is
presented. This is indeed what happens if X and A are simultaneous. However, if X
and A are presented serially, so that X precedes reinforced occurrences of A while
A alone is not reinforced, X does not become an excitor. Rather, it acquires the ability
to modulate excitation to A. The serial feature positive discrimination appears to
support a different, higher-level, kind of learning from the simple excitatory or
inhibitory connections between event representations discussed so far. This kind of
learning has been called, alternatively, facilitation, by analogy with inhibition, whose
conceptual opposite it appears to be (Rescorla 1987), and occasion setting, by
analogy with the occasion setting function of discriminative stimuli in instrumental
learning (Holland 1992), or simply modulation (Swartzentruber 1995). A stimulus
can be simultaneously an excitor and a modulator, and these functions are somewhat
independent.

Modulator _| L.
Feature- cs _l_l. ______ _|—|_

positive

training us —l_l_ _____ -

Modulator [ I
Feature- CS I |-

negative
training us [
Discriminative _ |

Instrumental stimulus

; Response [l [LIL
occasion-
setting Reinforcer [ 1

Time >

Figure 4.14. Procedures for training Pavlovian modulators and instrumental occasion setters. Each
row shows one trial with and one without the modulator/occasion setter.
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Two kinds of evidence show that modulation is not the same as simple excitation:
First, modulation has different conditions for acquisition and extinction. Second,
excitors and occasion setters fail to block each other, indicating that the contents of
learning are different. For instance, continuing the example above, the necessary
condition for extinction of facilitation is that X predict nonreinforcement of A.
Simply presenting the facilitator alone, with no reinforcement and no occurrences
of A, does not extinguish its facilitatory function (Rescorla 1986). One of the two
traditional paradigms for demonstrating Pavlovian conditioned inhibition (Rescorla
1969) parallels that for training a facilitator: a CS is reinforced when presented alone
but nonreinforced when preceded by another stimulus, the conditioned inhibitor.
It now appears that conditioned inhibitors trained in this way (as opposed to those
trained with simultaneous presentations with the nonreinforced CS) are best viewed
as modulators with properties analogous to those of facilitators (i.e., positive mod-
ulators Williams, Overmier, and LoLordo 1992; Swartzentruber 1995).

Modulation has been investigated in several different preparations, sometimes
with different results (see Pearce and Bouton 2001). What is clear is that facilitation
differs from simple conditioning in a number of ways. It seems to develop in parallel
with excitation and to serve a kind of higher-level function that is not readily captured
by simple associative models of conditioning. Moreover, although it has been useful
to study modulation using discrete stimuli, it is clear that environmental contexts are
important modulators of associative information in addition to becoming directly
associated with CSs and USs (Bouton 1993; Swartzentruber 1995; Pearce and Bouton
2001). The most important feature of modulation or occasion setting is that it allows
animals to use associative information in a flexible and appropriate way rather than
mindlessly performing a CR whenever a CS appears.

4.7 Effects of learning on behavior

4.7.1 Learning and performance

On the view that Pavlovian conditioning is merely transfer of control of a reflex, S-R
learning, behavior automatically results from learning so there is no distinction to be
made between learning and performance. However, examples of “behaviorally silent
learning” (Dickinson 1980) compel a distinction between learning and performance.
As one example, inhibitory learning, that is, below-zero associative strength in
Rescorla-Wagner terms, may not become evident until the conditioned inhibitor
is presented in combination with an excitor and suppresses conditioned respond-
ing (Rescorla 1969). In another example, Holland and Rescorla (1975) presented
food to rats following either a tone or a light. The rats soon became more active
during the tone, but activity changed very little during the light, suggesting that
the rats had learned only about the tone. Nevertheless, when rats trained with the
light had second order conditioning in which the tone predicted the light, they
became more active to the tone. The light could also block first-order condition-
ing to the tone. Eventually direct observations (Holland 1977) revealed that the
rats’ behavior did change during the light, but not in a way that influenced
motion of the jiggle cage that Holland and Rescorla (1975) had used to record
general activity. In fear conditioning, too, rats show different CRs to tones and
lights that support the same underlying learning (Kim et al. 1996). In such cases,
learning is “silent” until it is measured appropriately.
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If learning is distinct from performance, then performance rules are needed to
describe how learning is expressed in behavior. The traditional Pavlovian perfor-
mance rule was stimulus substitution: the CS becomes a substitute for the US. A dog
salivates when fed, so it salivates to a signal for food. Pigeons that are both hungry
and thirsty peck a lighted key signaling food in the same way as they peck at food,
whereas they “drink” a key signaling water (Jenkins and Moore 1973). But much of
the behavior resulting from Pavlovian conditioning is not strictly stimulus substitu-
tion. For example, if rats see another rat passing by on a trolley just before food
arrives, they don’t try to eat the signal rat but exhibit social behaviors like sniffing its
face and crawling over it (Timberlake and Grant 19735). Hamsters, which would not
normally interact socially over food, do not develop any social or feeding behavior in
such a situation (Timberlake 1983).

Such findings can be roughly described by saying that species-specific behavior
appropriate to the US occurs during the CS if there is stimulus support for it. Thus, diffuse
visual stimuli paired with food cause pigeons to become active rather than to peck. Shock
generally makes ratsjump and squeak, but after getting shock from touching a small prod
rats throw sawdust over the prod and bury it, whereas they freeze (i.e., become com-
pletely inactive) in the presence of diffuse signals for shock to the feet (Pinel and Treit
1978). Behavior in such cases is determined by the nature of the CS itself, not merely by
what stimuli happen to be present when it appears. This is shown very clearly by
observations of rats’ behavior to a compound of a light plus a tone CS for food
(Holland 1977). Rats pretrained to the light (i.e., rats for which conditioning to the
tone was blocked) behaved in a way appropriate to the light when the light and tone were
presented together, whereas rats pretrained to the tone behaved as they normally did with
the tone alone. Some differences in CR form can be accounted for as enhanced orienting
responses to the CSsinvolved (Holland 1984), but as we see below the preexisting natural
relationship between CS and US may also be important.

4.7.2  Behavior systems

Can all the different kinds of CRs animals display be described in a unified way that
allows unambiguous predictions for new species and situations? An approach based
on the ethological notion of behavior systems introduced in Chapter 2 reasonably
hypothesizes that the CS brings into play the behavior system relevant to the US
(Holland 1984; Suboski 1990; Hogan 1994b; Hollis 1997; Timberlake 2001b;
Domjan 200S5). Because behavior systems can be assessed outside of conditioning
situations, this approach offers a powerful causal analysis of conditioned behavior
(Shettleworth 1994a). In terms of the model of a behavior system in Figure 2.7,
Pavlovian conditioning could result in modification of either perceptual-motor or
perceptual-central connections. Perceptual-motor connections correspond to S-R
learning: the CS triggers a particular movement, as in stimulus substitution.
However, conditioning often seems to result in new perceptual (CS)—central con-
nections that facilitate the whole system of behaviors relevant to the US (Hogan
1994b). Behavior systems may also have a temporal organization, with activities that
change with proximity to the relevant goal as illustrated in Figure 4.15 and discussed
further below.

Behaviors shown after conditioning have a preexisting organization that influ-
ences their performance as CRs. For example, pigeons normally peck only stimuli
much smaller than the usual 2.5 cm. diameter pecking key. If a 6-mm. dot, smaller
than the pigeon’s gape, is on the key in an autoshaping experiment, pecking develops
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Figure 4.15. The organization of the rat’s feeding system. The three functional subsystems indicated
are activated in the order shown from top to bottom as the rat searches for and then finds food.
Redrawn from Timberlake (1994) with permission.

to it much more quickly than to the blank key (Jenkins, Barnes, and Barrera 1981). In
the behavior system view, this illustrates the joint control of a CR by its normal causal
factors (the size of spots) and associative ones. The behavior systems account also
explains why CRs are not necessarily the same as URs. For instance, when young
chicks are placed in a cool environment and exposed to pairings of a lighted pecking
key and a heat lamp, they come to peck the key even though they never peck the heat
lamp (Wasserman 1973). If the lamp is seen as a surrogate mother hen, the CR of
pecking can readily be understood: chicks peck at the mother’s feathers and snuggle
underneath her as she sits down to brood them (Hogan 1974). The behavior system
view also implies that not all species will show the same CRs in a given situation. For
instance, how seven species of rodents treat a moving ball bearing that signals
food depends on their species-specific predatory behavior (Timberlake and
Washburne 1989).

4.7.3 Behavior systems and the function of conditioning

The behavior systems approach offers a causal analysis of what animals do in
conditioning experiments, but much research based on it has also been guided by
thinking about the functions of conditioning in the natural lives of animals. This
thinking has led to some novel predictions and discoveries. For example, on the view
that the function of conditioning is to allow animals to learn cause-effect relation-
ships, the CR should optimize the animal’s interaction with the US (Hollis 1982;
Hollis 1997; Domjan 2005). This is not an answer to Tinbergen’s mechanism or
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development question but to the current function question. It does not mean that CRs
are instrumental responses learned through reward and punishment. Indeed, omis-
sion training experiments show that CRs may occur despite adverse experimental
consequences, as if they are involuntary. For instance in autoshaping pigeons go on
pecking even if pecking cancels food (Chapter 11). Evidence from conditioning with
USs including drugs, shock, and sexual behavior shows that this functional approach
makes sense of a wide variety of CRs (Hollis 1997; Domjan 2005). Importantly, this
includes cases of conditioning with drugs where the CR is opposite rather than similar
to the UR. A CR of vasodilation may occur when the direct response to the drug (the
UR) is vasoconstriction, body warming occurs instead of cooling, and so forth. Such
CRs maintain homeostasis by counteracting a drugs’ tendency to push physiological
variables outside normal ranges (Siegel 2005). Such compensatory CRs make sense in
the same framework as stimulus substitution: both function to optimize interaction
with USs.

The notion that the tendency to display particular CRs evolved because they
contribute to fitness suggests testable predictions about the present-day function of
conditioning. For example, Hollis has shown that sexual and aggressive CRs do in
fact give some fish an advantage that is very likely to translate into reproductive
success, and in one case she and her colleagues measured reproductive success
directly. Male blue gourami fish (Tricogaster tricopterous) were trained to expect
an encounter with a territorial rival following lighting of a red panel on the side of
their tank. The fish evidenced knowledge of the predictive relationship between the
panel and the rival’s arrival by displaying aggressively during the CS (Figure 4.16).
Control males had either unpaired exposure to rivals and the red panel or exposure to
rivals alone. When pairs of conditioned and control males were shown the red panel
at the same time and then allowed to fight each other, the conditioned males showed
more bites and tailbeating responses than their rivals, and they nearly always won the
fights (Hollis 1984; Hollis et al. 1995).

A provocative illustration of how conditioning contributes to social behavior
comes from a similar experiment with blue gouramis, this time involving competition
for food between two nonterritorial males (Hollis et al. 2004). Pairs of males were
first observed as they formed dominance relationships, in which the dominant usually
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won contests over food. Then the males of each pair were separated and each was
exposed to a small light CS signaling food dropped into the tank. Conditioned males
oriented toward the light when it came on, approached it, and nipped at the water
surface, whereas in control males these behaviors waned with unpaired light-food
experience. However, when dominant and subordinate males were put together for
tests, on the very first trial subordinate males trained with light-food pairings did not
perform their previous suite of CRs. Instead, before the dominant had time to attack
they adopted a submissive head-up posture. Thus, by anticipating food in the pre-
sence of the dominant, whether that dominant himself was conditioned or not,
subordinates reduced the number of attacks and bites they were subjected to. In
some cases they were actually able to steal some of the food. This example of
behavioral flexibility in conditioning is worth keeping in mind when we come to
discuss the cognitive basis of social tactics in Chapter 12.

Breeding males of many species behave aggressively toward any animals approach-
ing their territory, even females. If the male could anticipate the approach of a female
and inhibit undue aggression, mating success might be increased. Indeed this has
proven to be the case in blue gouramis. Male blue gouramis’ sexual behavior can be
conditioned with a female as a US using methods similar to those for conditioning
aggressive behavior (Hollis, Cadieux, and Colbert 1989; Hollis 1990). After presen-
tations of the CS, conditioned males direct fewer bites and more courtship move-
ments at a test female than do controls; that is to say, the CS prepares them for
mating. Moreover, this behavior translates into spectacularly enhanced reproduc-
tion. When conditioned and control males remained with females after a single
presentation of the CS, the conditioned males spawned sooner and fathered on
average over a thousand young, compared to a mean of less than 100 fathered by
controls for which the CS had been explicitly unpaired with a female (Hollis
et al.1997). Similarly when male Japanese quail (Coturnix japonica) mate in a
chamber where they have previously encountered females, they release more sperm
than do control males (Domjan, Blesbois, and Williams 1998), and their partners
produce more fertilized eggs (Adkins-Regan and MacKillop 2003). Females condi-
tioned in a similar way also produce more eggs after copulating in the presence of the
CS for mating (Adkins-Regan and MacKillop 2003; Mahometa and Domjan 2005).
And when two males in succession copulate with a female in a context that is a sexual
CS for one of them, the conditioned male fathers more of the resulting young, that is,
he has an advantage in sperm competition (Matthews et al. 2007).

4.7.4 Behavior systems and the laws of learning

The typical measure of strength of learning is the probability or intensity of a single
CR. Thus, the low levels of CR performance with long CS-US intervals (Figure 4.9) or
with a low L:T ratio (Figure 4.11) have been taken as evidence of poor learning. But
the behavior systems approach suggests that although responses resembling consum-
matory behavior may not be seen under these conditions, general search activity
might increase in the experimental context. This idea has proven useful in accounting
for the CRs shown with CSs of different durations in conditioning of fear in rats
(Fanselow 1994), feeding in rats (Timberlake 2001b), and sexual behavior in quail
(Domjan, Cusato, and Krause 2004). In all three systems, conditioning is evident even
with quite long CS-US intervals, but what CR appears depends on the interval. The
influence of CS-US interval on CR form has long been recognized, for instance in
Konorski’s (1967) distinction between preparatory and consummatory CRs. In his
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terms, preparatory behaviors tend to be shown with long CS-US intervals and con-
summatory behaviors with short ones. In the behavior systems account, the behaviors
within appetitive systems such as feeding or sex are classified functionally as general
search (e.g., general activity in search of food or a mate), focal search (e.g., striking
and pouncing on prey; grabbing and mounting a female), and consummatory beha-
viors (e.g., tearing and chewing prey, ejaculating; Timberlake 1994, 2001b).
Similarly, the perceived imminence of attack determines which defensive behaviors
are shown (Fanselow and Lester 1988). Preencounter behaviors such as reorganiza-
tion of feeding or increased vigilance occur in places where predators have been
encountered before, an animal that has just met a predator engages in postencounter
behaviors like freezing or fleeing, but if the predator attacks, the victim shows circa-
strike behaviors such as vocalizing and striking back at its attacker.

As an example, consider the studies of Domjan and his colleagues (Domjan,
Cusato, and Krause 2004; Domjan 2005) with Japanese quail (Coturnix japonica).
In these studies, male quail typically receive one trial per day in a large chamber with a
US consisting of opportunity to copulate with a receptive female kept in an adjacent
chamber. Akins (2000; see also Domjan, Cusato, and Krause 2004) trained birds with
1-minute or 20-minute presentations of a CS consisting of a terrycloth-covered object
roughly the size and shape of the body and neck of a female quail (see Figure 4.17). At
each CS duration, birds for which the CS immediately preceded access to the female
were compared to unpaired controls who copulated two hours before CS presenta-
tions. Birds trained with the short CS quickly increased the time they spent near the
CS object during the first minute it was present, whereas those trained with the long
CS increased their activity, or general search, above control levels. Importantly, both
CRs appeared within just two or three trials. In Akins’s (2000) experiment, both the
20-minute and the 1-minute CSs were exceptionally short relative to the ITI, since the
subject birds actually spent the entire 24 hours containing each trial in the condition-
ing chambers. However, when Burns and Domjan (2001; Domjan 2003) varied the
LT ratio by varying the time the birds spent in the chambers, they still found strong
learning at what should have been an unfavorable ratio, but it was evident in general
activity rather than approach to the CS. Rats show comparable effects during con-
ditioning with food (Silva and Timberlake 1997). Even in conventional conditioning
arrangements, variation in CS-US interval may have different effects on different
measures of learning (Delamater and Holland 2008). Such findings cast doubt on the

Figure 4.17. More and less quail-like objects used as CSs in sexual conditioning of male quail in the
studies by Akins and by Cusato and Domjan. Redrawn from Cusato and Domjan (1998) with
permission.
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claim (Section 4.4.5) that the I:T ratio is a critical determinant of the strength of
conditioned responding (Domjan 2003).

As we have seen, the behavior systems approach predicts that CRs will depend on
the species-specific relationship of the CS to the behavior system relevant to the US.
In one of the most comprehensive analyses of such effects, Timberlake and collea-
gues (see Timberlake 2001b) showed, for example, that for rats rolling ball bearings
versus conspecifics on trollies versus diffuse lights and tones all result in predictably
different CRs with the same food US. Similarly, in sexual conditioning with quail
(Domjan, Cusato, and Krause 2004; Domjan 2005) localized lights, diffuse context
cues, and different sorts of quail-sized objects all support different CRs. Earlier, we
saw how Holland (1977) found that in rats conditioned with food, lights and tones
support different CRs expressive of the same underlying learning, as revealed by
blocking and second order conditioning. However, some of the research by
Timberlake and Domjan suggests that naturalistic CSs may actually support quali-
tatively different learning which cannot be blocked by more arbitrary CSs.

As an example, consider some of the findings with quail (for review see
Domjan, Cusato, and Krause 2004). Because these birds live naturally in short
grassland, a male would often see a female’s head and neck as she approaches
before getting close enough to copulate. This bit of natural history suggested
using as a CS the object with the head and neck of a female quail shown in
Figure 4.17 along with a control CS of the same shape and size (Cusato and
Domjan 2000). Both objects therefore afford males the opportunity to mount
and attempt to copulate. When they were used as CSs, conditioned approach
behavior exceeded levels in unpaired controls with either one, but grabbing,
mounting, and attempts at cloacal contact with the model exceeded control
levels only in the group trained with the more realistic model. By itself the
superiority of this model could reflect an effect purely on performance, and the
response of naive males showed that it is indeed more effective in eliciting
sexual responses. However, a study of blocking (Figure 4.17; Koksal, Domjan,
and Weisman 1994) suggests that it actually supports stronger underlying learn-
ing. Quail were first conditioned with a localized light predicting copulatory
opportunity. They revealed their learning by approaching the light when it came
on. Controls had either unpaired light and copulation experience in the first
phase or no training. Then all birds received four trials in which one of the
models shown in Figure 4.17 was lowered into the cage at the same time as the
30-second light came on. Blocking and control groups trained with the natur-
alistic model spent high proportions of the trial near it, that is, the light CS did
not block learning with this model, but it did block conditioning to the model
lacking the head and neck of a female quail.

Domjan (2005) suggests that conditioning with the more realistic model exempli-
fies a widespread natural situation in which the CS has a preexisting relationship to
the US, perhaps because it is part of the US (as with the quail model) or because it is a
natural precursor of the US, as for a baby mammal contact with a mother’s nipple is a
natural precursor to obtaining milk. The failure of blocking just described, as well as
effects of the I: T interval and other evidence that learning with the naturalistic quail
CS is especially strong and supports more US-appropriate CRs, suggests that such
naturalistic contingencies support learning that obeys different principles than learn-
ing with the traditional arbitrary CSs (Timberlake 2001a; Domjan, Cusato, and
Krause 2004). Quite separately from the behavior systems approach, on the basis
of other evidence Miller and colleagues (Oberling et al. 2000; R. Miller and Escobar



134 COGNITION, EVOLUTION, AND BEHAVIOR

2002) suggest that in general stimuli of high inherent or acquired biological signifi-
cance are protected from overshadowing and blocking. In their terms, high biological
significance is equivalent to strong preexisting responses to the candidate CS.
Although this may boil down to the same thing suggested by behavior systems, it
seems less satisfactory because it lacks the same connection with the functional
organization of behavior, a connection which has been used to predict and explain
some intriguing phenomena.

4.8 Concluding remarks

This chapter began with some general ideas about the function and evolution of
learning. The section on Pavlovian conditioning sketched three different sets of
ideas that closely connect theories of the mechanism of conditioning with
assumptions about its function. Traditionally, conditioning is seen as a mechan-
ism for associating effects with their causes. This view has roots in philosophy.
It is echoed today in associative accounts of experiments on human causal
reasoning (Baker, Murphy, and Mehta 2001) and is the basis for modeling the
effect of conditioning as a change in associative strength. Such models implicitly
assume that the content of associative learning is excitatory and inhibitory links
between event representations with no representational content themselves. The
RET model emphasizes the importance of conditioning for tracking patterns of
arbitrary events through time and proposes a mechanism by which animals
explicitly do this. The behavior system approach, as we have just seen, focuses
instead on natural signaling relationships. In nature, CSs may be precursors to,
or even parts of, USs and the function of conditioning is to optimize interaction
with those USs. Each of these views inspires distinctive kinds of experiments
instantiating situations in which learning has its assumed function. But the
mechanism of learning need not directly reflect this function. In all cases, the
function of learning is ultimately to allow animals to adjust behavior appro-
priately to forthcoming events. It remains to be seen whether and, if so, how
different contemporary views about how this happens can be harmonized.

In addition to the basic facts about Pavlovian conditioning, this chapter has
two lessons to keep in mind for the rest of the book. One is that the conditions
for learning, the contents of learning, and the effects of learning on behavior are
central to a behavioral analysis of any kind of learning. The review of Pavlovian
conditioning that takes up most of the chapter shows how these three basic
questions have been addressed in one very well studied case. It thus provides a
model for analyzing other forms of learning. Secondly, even in this apparently
simple form of learning, animals show evidence of subtle and interesting cogni-
tive processing. For instance, rats or pigeons learn about multiple features of
CSs and USs, the context in which they occur, and the temporal relationships
between them. Access to some of this information is conditionally controlled by
the context, so that only the information most relevant in the current situation
controls behavior. Thus associative learning is not a stupid, low-level, process to
be contrasted with more “cognitive” mechanisms. It is important to keep in
mind the power of conditioning to produce subtle and sophisticated adjustments
to the local environment when evaluating claims that some examples of adaptive
behavior require other mechanisms for their explanation.
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Further reading

A comprehensive introduction to Pavlovian and instrumental conditioning is the text
by Bouton (2007). The textbooks by Eichenbaum (2008) and by Gluck, Mercado,
and Myers (2008) combine introductory surveys of research on conditioning and
learning with introductions to related neurobiological research. Higher-level reviews
of all these topics can be found in volume 3 of Stevens’ Handbook of Experimental
Psychology (Gallistel 2002). An excellent comparative survey of learning and its
neurobiological basis can be found in the relevant chapters of Papini’s (2008) text.
The function and evolution of learning, with particular reference to insects, is also
discussed in the chapters by Dukas (2008, 2009).



5
Recognition Learning

To recognize is to know again, “to perceive to be identical with something previously
known” (Oxford English Dictionary, 3rd edition). Therefore, in a sense all learning
involves recognition. This chapter is about how animals learn about objects, other
animals, and events they experience in the absence of obvious relationships with other
events. Such learning seems to reflect what people usually mean by recognition. When I
ask, “Doyou recognize that woman?” Imean “Have you seen her before?” Psychologists’
experiments on recognition memory (Chapter 7) capture this meaning. In behavioral
ecology, recognition can refer to classifying objects or other animals appropriately on
first encounter. For instance, kin recognition means treating relatives differently from
other conspecifics, regardless of whether they have been encountered before. This
corresponds to a second definition, “to know by means of some distinctive feature.”

Kin recognition is discussed at the end of this chapter. First, however, we consider
three examples of simple recognition learning: habituation, perceptual learning, and
imprinting. In each case we ask two familiar questions: What are the conditions for
learning? What is the content of learning, that is, what kind of representation under-
lies it? Habituation has been an important part of the “simple systems” approach to
learning from its inception because it appears more amenable to neurobiological
analysis than associative learning (R.F. Thompson and Spencer 1966; Papini
2008). Until relatively recently psychologists barely regarded habituation as genuine
learning (J. D. Harris 1943), but we see in this chapter that animals are learning the
characteristics of things in their world all the time, even when those things do not
signal food, predators, sex, or other conventional reinforcers. Increased appreciation
of this fact has led to new ways of testing nonverbal creatures for spatial, numerical,
and social knowledge, as described in later chapters.

5.1 Habituation

When a frog’s back is tickled, the frog reflexively wipes the spot that was tickled. If
the same place is touched repeatedly, the wiping reflex becomes less and less vigorous.
When a male white-throated sparrow hears the song of a neighbor on the edge of his
territory, he approaches and flies back and forth, finally perching on a branch to sing
a territorial song. Over the breeding season he becomes less aggressive toward
familiar neighbors but still shows his aggressive display toward strangers and toward
familiar neighbors in new places (Box 5.1). The waning of the frog’s wiping reflex and

136
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Box 5.1 Habituation, Association, and Individual Recognition

Males of many songbird species hold territories in the breeding season and exclude conspecific males
from them (Collins 2004). Singing and aggressive interactions are prominent near territory
boundaries, especially early in the breeding season. Birds that can learn who their neighbors are
and focus time and energy on repelling new arrivals will have more time for other activities. As this
functional notion suggests, birds do in fact respond less to familiar neighbors as the season advances.
The learning involved includes both habituation and association (Falls 1982; Catchpole and Slater
1995). White-crowned sparrows habituate to the same song played repeatedly from the same
location (Petrinovich and Patterson 1979). However, birds may also associate the songs of a
particular singer with the place where he usually sings. For instance, white throated sparrows
behave just as aggressively toward a neighbor’s song played from a new location as toward a
stranger’s song played from that location (Figure BS5.1; Falls and Brooks 1975). Male bullfrogs
(Rana catesbeiana) behave similarly: aggressive responses habituate to repeated croaks from a single
neighbor in a fixed location and dishabituate when a different frog calls from that location or the
same frog calls in a new location. Bullfrogs discriminate between familiar and novel neighbors
whether they call from the original or the novel location, apparently recognizing them as
individuals (Bee and Gerhardt 2002).
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Figure B5.1. Response (songs per minute) of male white-throated sparrows to the recorded
songs of neighbors or strangers presented either at the territorial boundary shared with the
neighbor (A) or elsewhere in the subject bird’s territory. Data from Falls and Brooks (1975),
redrawn with permission.
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Males of some bird species have repertoires of up to hundreds of different songs, which may function
partly to prevent females habituating to them (Catchpole and Slater 1995; Collins 2004). If neighbor-
stranger discrimination depends on associating the neighbor’s songs with the direction from which
they are usually heard, neighbor-stranger discrimination might be less sharp in species with large
repertoires, but this is not always so. Songs within an individual’s repertoire may have some shared
characteristics, permitting generalization among them. Such individual differences have been
documented in great tits in both the field and operant tests in the laboratory, where birds trained
to discriminate between the songs of different males generalize to unfamiliar songs of the same
individuals (Weary and Krebs 1992; but see Searcy, Coffman, and Raikow 1994).

The ability to identify a particular individual by any of several distinctive features presumably
develops through associating those features, as in examples of perceptual learning in the main text.
For example, a male hamster habituated to the vaginal scent of a familiar female (see Figure 3.4) also
proves to be habituated to her flank gland scent (Johnston and Bullock 2001; for a similar effect in
ground squirrels see Mateo 2006). Males that have never met the stimulus female do not transfer
habituation between scents, showing that habituation does not simply generalize from one scent to
the other. To transfer between two of a female’s odors a male needs to interact with her, even if
through a screen. Contact with the female’s body while she is anesthetized also suffices, perhaps
because warmth, touch, or some other chemicals from the female potentiate associations among her
odors. This mechanism would mitigate against associating odors that occur together by chance, as
when two different individuals have passed by the same place (Johnston and Peng 2008).
Cross-modal associations, as between faces and voices, may also play a role in individual and species
recognition. Some birds seem to associate the song of another species with its appearance (Matyjasiak
2004; D. Grant and Grant 2008). When rhesus macaques trained to discriminate among colony
mates in photos were played the vocalizations of those animals, an individual’s voice seemed to access
the same representation as the pictures (Adachi and Hampton 2008). In Chapter 12 we will see that
social primates acquire elaborate networks of associations among the characteristics of social
companions.

the waning of the sparrow’s aggressive display have both been studied as examples of
habituation even though the behaviors differ greatly in complexity and wane over
different time courses. In both cases behavior changes in such a way that time and
energy are not wasted in unnecessary or inappropriate behavior.

Habituation is a widespread form of behavioral plasticity, found even in one-
celled organisms and in many behavior systems (W. Thorpe 1956; Papini 2008).
It also appears to be the simplest: exposure to a single event is certainly the most
elementary of experiences. However, this apparently elementary experience can
have some quite complex effects, both long-term and short-term. Responses may
increase or decrease in intensity when they are repeatedly elicited, and sometimes
a single response does first one and then the other. Moreover, exposure to a
single event can produce perceptual learning, latent inhibition, and/or imprinting.
This section is organized around the same topics as Chapter 4. We look first at
the conditions for habituation learning, its contents, and the effects of learning on
behavior and then consider three theories about the content of learning in
habituation.

5.1.1 Conditions for learning

Habituation is identified operationally as a decrease in responding resulting from
repeated stimulation. (Confusingly, the procedure involved is also called habitua-
tion.) The response measured can be anything from a simple reflex to behavior of a
whole animal. However, changes in behavior due to fatigue of receptors or effectors
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Figure 5.1. Habituation and dishabituation of rats’ startle response to a sudden sound. Rats whose
data are represented by the dotted line received a flash of light just before the fifteenth sound.
Redrawn from Groves and Thompson (1970) with permission.

are not accepted as habituation. Fatigue can be eliminated as the cause of decreased
responding by demonstrating dishabituation: a novel stimulus restores responding to
the original habituating stimulus. Figure 5.1 shows an example from rats in which
presentation of a light restored the startle response to a sound. (Startle is a primitive
defensive response to sudden strong and therefore potentially dangerous stimuli. In
mammals, the whole body reacts as the animal instantly tenses its muscles and draws
its head and limbs close to its body. The reaction is conveniently measured by placing
the animal in a motion-sensitive cage. )

Experience with a single event is described by the answers to a few simple ques-
tions: What is it? How long and intense is it? How often does it occur? How many
times has it occurred? What was the animal’s age and motivational state during
exposure? These same questions define the key parameters of other forms of recogni-
tion learning.

Stimulus quality

Specificity is one of the defining features of habituation. Completely general response
decrement would be attributed to receptor adaptation or response fatigue. However,
habituation does generalize to stimuli similar to the habituating stimulus. Taking the
stimulus-specificity of habituation as a given implies that in dishabituation the animal
is classifying the new stimulus as different from the old one. Because the behaviors
that habituate do not have to be trained initially, this so-called habituation-dish-
abituation paradigm is a powerful tool for studying basic memory and classification
processes in nonverbal organisms, including human infants. The data on hamsters’
odor discrimination in Figure 3.4 is one example. A large body of literature on
infants’ cognition rests on the fact that babies orient toward novel visual and auditory
stimuli. Orienting (looking and/or modifying sucking rate) habituates to repeated
stimuli but is shown at a higher level when a novel stimulus appears. Thus for
example, a baby hears “ba...ba...ba” and then “pa...pa” to test if she
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discriminates between speech sounds. Similar tests have been used with monkeys and
rats to study spatial, numerical, and social discriminations (Chapters 8, 10, 12, and
14). Notice, however, that stronger responding to a novel stimulus than to the
original habituating stimulus is not the same as the enhancement (i.e., dishabituation)
of responding to the original stimulus illustrated in Figure 5.1. Strictly speaking then,
the popular habituation-dishabituation test should be called something like the
habituation-discrimination test.

Number of stimulations

It almost goes without saying that the more an eliciting stimulus is presented, the
more the response decreases. In a classic article, R.F. Thompson and Spencer
(1966) claimed that responding was a negative exponential function of number
of stimulations. This suggests that, like associative learning, the learning in habi-
tuation reduces the discrepancy between “expected” and actual events in a manner
proportional to the discrepancy. However, the exact form of habituation curves
depends on how responding is measured (Hinde 1970b; Figure 5.2). Unlike the-
ories of associative learning, theories of habituation have not always differentiated
the underlying learning, the theoretical habituation process, from performance of
the habituated response. However, the phenomenon of habituation below zero (R. F.
Thompson and Spencer 1966; Hinde 1970b) suggests that a learning-performance
distinction may be needed for habituation, too. Continuing stimulation after
responding stops results in slower recovery than simply habituating to zero, suggest-
ing that learning continues in the absence of measurable responding.
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Figure 5.2. How choice of absolute (left) or relative response measures can influence the pattern of
data, illustrated with effects of amphetamine on habituation of startle in rats. The panel on the left
suggests that the drug (filled circles) raises the level of responsiveness without affecting the rate of
habituation, whereas that on the right suggests that the drug slows habituation. Redrawn from Davis
and File (1984) with permission.
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Increasing numbers of presentations also reduce generalization to similar stimuli.
For example, Gillette and Bellingham (1982, cited in Hall 1991) habituated rats to
drinking a novel fluid flavored with salt (NA) and sucrose (S). The rats drank little
of this novel fluid at first but gradually increased their consumption. Generalization
was measured by the rats’ willingness to drink NA or S alone. The rats drank less
NA or S the more they had been habituated to the mixture. That is, the more they
had been exposed to NA+S the better they discriminated this compound from its
elements. This is just the opposite of what would be expected if the compound was
simply the sum of elements and indicates that exposure results in learning about the
stimulus, that is, perceptual learning (Hall 1991).

Timing and intensity

Responding typically declines faster during massed than during spaced presenta-
tions of the eliciting stimulus. But as discussed in Chapter 4, such an observation
is not enough to infer differences in learning. Differences in learning at T1 (i.e.,
during the train of stimuli) must be assessed by a common test at a later time, T2.
Here, the more profound decline has been seen after spaced training (Figure 5.3;
M. Davis 1970). The same idea applies to the effects of stimulus intensity (M.
Davis and Wagner 1969). R.F. Thompson and Spencer (1966) claimed that
habituation is “more rapid and/or pronounced” with weaker stimuli. But when
responding is measured in a standard test after exposure to different schedules
and intensities of stimulation, the results can be surprising. For instance, a
relatively loud tone evokes a smaller startle response in rats habituated with a
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Figure 5.3. The importance of giving a standard test after different habituation experiences. Two
groups of rats were pretested (left panel) and then habituated to tones presented with an
interstimulus interval (ISI) of either 2 or 16 seconds and tested 1 minute or 24 hours later at a variety
of ISIs (M. Davis 1970). Note how leftmost and rightmost panels depict the same test before and after
the habituation experience. Redrawn with permission.
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series of tones of gradually increasing loudness than in rats exposed to an equal
number of tones of the same loudness as the test tone (M. Davis and Wagner

1969).

The interval between T1 and T2

W. Thorpe (1956) stipulated that only a “relatively permanent” response decrement
counts as habituation. In fact, however, repeated stimulation can have two distinct
effects, one short-term and one lasting for days or weeks (Staddon and Higa 1996).
Even simple response systems such as gill withdrawal in Aplysia show long-term
retention of habituation (Figure 5.4). However, long-term habituation is also gradu-
ally forgotten, and generalization gradients broaden as time passes, as if the animal
forgets details of the habituating stimulus (Hall 1991).

State variables: Sensitization

Repeated stimulation can increase responding as well as decreasing it, especially if the
stimulus is moderately aversive. In the experiment shown in Figure 5.1, the rats were
actually more startled by the second and third tones than by the first one, although
startle later declined. This biphasic curve is typical of the results of many experiments
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Figure 5.4. Long-term and short-term habituation of Aplysia’s siphon withdrawal to a jet of water
applied to the siphon (tactile stimulus). No trials were administered between the last training day and
the tests on Day 5 and Day 12 (group represented by open circles) or Day 26, yet habituation was
retained. At the same time, habituation developed within each day. Redrawn from Carew, Pinsker,
and Kandel (1972) with permission.
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on habituation. The initial increase seems to reflect an independent process of
sensitization, a general enhancement of responsiveness to a whole class of stimuli,
not just the one being habituated. Sensitization often has a shorter time course than
habituation, as in Figure 5.1.

The sensitizing effect of moderately strong stimuli may be responsible for some
instances of “dishabituation.” Functionally, it seems as if a potentially dangerous
stimulus alerts the animal, making it more responsive to whatever comes next.
Associative potentiation of the rat’s startle response (Davis et al. 1993) fits this
description: rats startle more when they are in the presence of a signal associated
with shock. However, dishabituation can reflect a separate process from sensitiza-
tion. Siphon withdrawal in the sea slug Aplysia wanes when the siphon is repeat-
edly squirted with a jet of water (Figure 5.4). If the animal’s tail is touched or
shocked, siphon withdrawal is enhanced in both habituated and untrained animals.
In an elegant series of experiments, Marcus, Nolen, Rankin, and Carew (1988)
showed that sensitization and dishabituation can be dissociated in Aplysia in three
independent ways, thus lending support to a two-process theory of habituation
(Groves and Thompson 1970). For instance, the best dishabituating stimulus is a
touch to the tail or a relatively weak shock, whereas strong shocks or many shocks
to the tail are the best sensitizing stimuli. Sensitization of this response in Aplysia
has been the subject of a rare study of the phylogeny of learning at the neural level
(see Papini 2002).

5.1.2 Diversity of effects on behavior

Examples of habituation like startle in the rat or the wiping reflex in frogs seem to
involve little more than changes in specific reflex circuits. But complex behaviors of
whole animals like the territorial behavior of birds described in Box 5.1 also
habituate. As another example, rats or hamsters released into a large open enclosure
(an “open field”) approach and sniff objects in it, exploring them. Exploration
wanes over time, but if some of the objects are moved to new places, the animals
explore them again. Renewed exploration specific to the relocated objects shows
that their original locations were learned. As another example, when wild vervet
monkeys hear the call of a member of their troop broadcast from a loudspeaker, they
gradually stop looking toward the hidden speaker. Habituation transfers to acous-
tically dissimilar calls with the same referent (e.g., both are given when another
group of vervets is approaching). It seems the animal is not habituating to the
physical stimulus so much as to the reception of a certain kind of information
(see Chapter 14).

5.1.3. Contents of learning: Three models

Over 60 years ago, one of the first reviews of habituation concluded, “It will be
obvious, ... that no ‘mechanism’ of habituation will be found. There are quite prob-
ably several mechanisms...any single explanatory principle would have to be too
general to be satisfactory” (J.D. Harris 1943, 388). This conclusion is just as apt
today. In this section we consider three models of habituation. The two classic ones
differ in that one is a simple model of changes in S-R connections, and the other
assumes incoming stimuli are compared to a more complex representation. The third,
more recent, model depicts habituation as a form of associative learning (for further
discussion see Hall 1991; Macphail 1993).
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Sherrington’s reflex model

The simplest model of habituation dates from Sir Charles Sherrington’s studies of
animals with severed spinal cords in the late nineteenth century. Because this surgery
removes influences from the brain, habituation in spinal animals necessarily reflects
changes in specific reflex pathways, S-R connections. As in S-R accounts of associa-
tive learning, this model does not distinguish between learning and performance:
learning, the decrement in connection strength, is directly reflected in decreased
responding. As a general account of habituation this is simply a restatement of
behavioral observations in neural terms and as such is relatively impoverished.
It does not predict any new phenomena or specify the precise form of the decrement
in connection strength. However, this model can be elaborated in several ways to
account for phenomena such as dishabituation and sensitization (e.g., Horn 1967;
Davis and File 1984). It is a reasonable account of some examples of habituation such
as siphon withdrawal in Aplysia. Nevertheless, a simple S-R account is not very useful
for understanding habituation of more complex behaviors or possible changes in the
representation of stimuli during habituation.

Sokolov’s neuronal model

A more complex model couched in neural terms is Sokolov’s (1963) comparator
model. Here learning consists of building up a representation of the features of a
stimulus, the neuronal model. How this takes place is not specified but it could
involve the kind of within-event learning discussed in Section 5.2. Incoming stimuli
are compared to existing neuronal models before being acted on. If there is a match,
the initial response to the stimulus is inhibited, that is, behavioral habituation is
observed. If the incoming stimulus is discrepant from the neuronal model, an orient-
ing response (OR) occurs and the neuronal model is modified to reduce its discre-
pancy from the incoming stimulus. This scheme therefore distinguishes between
learning (modification of the neuronal model) and performance (the OR based on
detection of a discrepancy).

Some examples of habituation seem to require such a comparator account. One is
the missing stimulus effect (Sokolov 1963). If an animal is habituated to stimuli
coming at regular intervals and then one stimulus is omitted, the habituated response
reappears at the time the omitted stimulus was due. Similarly, hamsters that have
learned the locations of objects through exploration spend extra time in the location
from which a familiar object has just been removed (Poucet et al. 1986). The simple
reflex model has trouble with such effects because the absence of a stimulus has
significance only by comparison to expected input (but see Hall 1991). However, the
comparator model also has its troubles. In particular, an increasing series of stimulus
intensities should not result in greater response decrement than a series of presenta-
tions of the same intense stimulus (Davis and Wagner 1969; Groves and Thompson
1970). The neuronal model should match the test stimulus better when that stimulus
has been presented all along than when different stimuli have been presented.

Sokolov proposed a specific neural embodiment of his model: the neuronal model
is built up in the cortex, and it inhibits activity in the reticular formation, but this
system cannot apply to habituation in spinal animals or in Aplysia. There may be
different neural mechanisms for behavioral habituation in different systems. For
potential generality there is a lot to be said for more abstract “black box” models
like the one discussed next.
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Wagner’s SOP model

Accounting for an apparently simple kind of learning in terms of a more complex
one may seem unappealing, a violation of Lloyd Morgan’s Canon. Yet one influ-
ential model of habituation does just that: in this model, habituation results from
associating the habituating stimulus with the context in which it appears (Wagner
1978, 1981). This account integrates habituation with associative learning and with
standard features of short-term memory. (Hence its acronym, SOP, for standard
operating procedure of memory.) In the SOP model (Figure 5.5) incoming stimuli
are compared to the contents of active or working memory. Working memory has
two levels or states. The highest level of activation, A1, corresponds to the focus of
attention or “rehearsal.” The contents of Al are directly read out in behavior
appropriate to the stimulus being processed. If stimuli from food are in Al the
animal will be engaged in food-related activities; if a sudden loud noise is being
processed, the animal will startle. Behavior appropriate to incoming stimuli will be
observed whenever the incoming stimulus is not already represented in one of the
levels of active memory (A1 or A2).

Representations (nodes) in A1 fade into the A2 state, corresponding to representa-
tion in working memory just outside the immediate focus of attention, and thence
into long term or inactive memory (I). The behavioral readout of A2 is therefore
behavior appropriate to the memory of a very recent event. Representations can also
be activated into A2 associatively, that is, the animal can be reminded of them. The
distinction between the two states of active memory captures the notion that remem-
bering something and experiencing it are not the same and may evoke correspond-
ingly different behaviors. If an event is already represented in A2, this will interfere
with its ability to be evoked into Al. In this way, expected events (associatively
activated into A2) evoke a smaller response than unexpected ones. Short-term mem-
ory has limited capacity so that new, unexpected, stimuli displace stimuli currently
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Figure 5.5. Wagner’s SOP model of habituation as depicted by Roitblat (1987), indicating memory
nodes (circles) and associative links (lines). Redrawn with permission.
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being processed or rebearsed in Al. Associative learning occurs only when the stimuli
to be associated are processed simultaneously in A1l. On this view associatively
activated representations (represented only in A2) should not be able to function as
USs, contrary to the evidence about US images in Chapter 4. Short-term habituation
occurs because the more recently a stimulus has been primed into Al the more it
occupies A1 and/or A2. This limits the ability of new occurrences of that stimulus to
command processing in Al and evoke behavior. Long-term habituation reflects
association of the habituating stimulus with its context. Thus this model differs
from the other two in distinguishing between long-term and short-term habituation.

The SOP model generates a number of novel predictions which have inspired clever
tests. For example, habituation should be retarded by presenting “distractors” between
occurrences of the target stimulus in a sort of dishabituation paradigm. Whitlow (1975)
did this by presenting tones to rabbits and measuring vasoconstriction in the ear
(essentially the extent to which the rabbits “pricked up their ears” to the sounds). He
presented tones at various intervals to test the prediction that responding is evoked if
incoming stimulation does not correspond to the representation currently active in
short-term memory. When the same tone was presented twice in succession, the
response to the second tone was reduced at intertone intervals up to 150 seconds.
However, if two successive tones differed, the response to them was the same, even
when the intertone interval was as little as 30 seconds. The stimulus-specific response
decrement could be eliminated by presenting a distractor—flashing a light and touching
the rabbit—between successive presentations of the target stimulus (see Figure 7.10).

In Wagner’s model, the animal becomes less responsive to the target because it
learns to expect it in the experimental context (i.e., the representation is associatively
evoked into A2 by the context). Thus habituation should be context-specific.
Furthermore, it should be possible to “extinguish” habituation by exposing the
animal to the context in the absence of the habituating stimulus. Latent inhibition
reflects the same mechanism as habituation in this model because if a stimulus is not
well represented in A1 it is less available to be associated with another stimulus. Tests
of the prediction that both latent inhibition and habituation should be specific to their
original training context have had mixed results (McLaren and Mackintosh 2000;
Hall 2003). For example, latent inhibition generally fails to transfer to new but
familiar contexts, whereas habituation does transfer. Functionally, whether or not
habituation transfers should perhaps depend on the animal and the context. For
instance, contact with the body of another animal is innocuous as long as you are
in a herd or a communal burrow, but it’s potentially dangerous when you are alone.

In conclusion, the SOP model is appealing because it applies to a broader range of
phenomena than the earlier simpler models. It allows for complex behavior and for
short-term as well as long-term habituation, and it has links with standard memory
models and associative learning theory. In the years since it was first proposed it has
been elaborated to encompass a wider variety of phenomena from conditioning by
allowing both CSs and USs to have multiple components in the style of the models
discussed in the next section (see Brandon, Vogel, and Wagner 2003).

5.2 Perceptual learning
Perceptual learning refers to learning the characteristics of stimuli as distinct from

learning their relationship to other stimuli. The classic demonstration of perceptual
learning is an experiment by E. Gibson and Walk (1956). Young rats were exposed to
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large triangles and circles on the walls of their home cages until they were 90 days
old. Then they were trained to approach one of these patterns and avoid the other.
Rats familiar with the stimuli learned the discrimination much faster than rats for
which the stimuli were novel. This finding seems opposite to what would be expected
if exposure to the shapes produced latent inhibition. A way to understand it is to
realize that learning depends on both discriminability and associability of stimuli.
Associability corresponds to o or salience in the Rescorla-Wagner model (Chapter 4).
Exposure to a stimulus may reduce its associability with reward and at the same time
enhance its discriminability from similar stimuli, as shown by the following experi-
ment (Hall and Honey 1989).

Rats were exposed to a horizontally and a vertically striped plaque in a runway or
their home cages. Then they had a go/no go discrimination in the runway with one of the
plaques as the reinforced stimulus (i.e., they were rewarded for running when the
designated plaque was at the end of the runway but not when it was absent).
The preexposed rats learned the discrimination more slowly than a control group that
had been preexposed only to the runway (Figure 5.6). This illustrates latent inhibition
(Section 4.4.6): preexposure slowed associating the familiar plaque with reward. After
learning the presence-absence discrimination with one of the striped plaques, the rats
were tested in the runway with the other one. The control rats generalized their relatively
fast running to the second plaque, which they had not seen before. The preexposed
groups generalized less, that is, they discriminated better between the patterns. In more
recent experiments, such effects have been explored using liquids made up of different

Runway training Generalization
test
Pre-exposure VS.
food no food
home cage 7.4 5.5
runway 8.9 7.0
runway only 4.5 4.0
treatment trials to criterion test time/

training time

Figure 5.6. Procedure and results of Hall and Honey’s (1989) demonstration that preexposure both
reduces associability and enhances discriminability. Faster discrimination learning is indicated by
fewer trials to criterion. In the generalization test, the striped plaque not used for training was
presented in extinction and its effects measured as the ratio of running times to running time at the
end of training; hence, the higher the ratio the less the generalization, that is, the rats ran more slowly
to the test plaque than to the reinforced plaque.
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components. For instance, two flavored solutions such as saline and sucrose may be
made more similar by adding a third flavor such as lemon to both of them (McLaren and
Mackintosh 2000).

5.2.1 A model of stimulus representation

William James (1890, 511) described what seems to go on during perceptual learning
as follows:

How does one learn to distinguish claret from burgundy? ... When we first drank
claret we heard it called by that name, we were eating such and such a dinner, etc.
Next time we drink it, a dim reminder of all those things chimes through us as we get
the taste of the wine. When we try burgundy our first impression is that it is a kind of
claret; but something falls short of full identification, and presently we hear it called
burgundy. During the next few experiences, the discrimination may still be
uncertain—“which,” we ask ourselves, “of the two wines is this present specimen?”
But at last the claret-flavor recalls pretty distinctly its own name, “claret,” “that wine
I drank at So-and-so’s table” etc.; and the name burgundy recalls the name burgundy
and someone else’s table ... After a while ... the adhesion of each wine with its own
name becomes . .. inveterate, and ... each flavor suggests instantly and certainly its
own name and nothing else. The names differ far more than the flavors, and help to
stretch the latter further apart.

James’s idea—that things initially difficult to discriminate become more discrimin-
able by means of associations among their unique features—is captured in a general
model of stimulus representation proposed by McLaren, Kaye, and Mackintosh
(1989; McLaren and Mackintosh 2000). The model starts from the assumption
(Estes 1950) that stimuli are composed of a number of discrete elements. In James’s
example, the elements of each wine include its name, its flavor, and the occasions on
which it was drunk. Elements are assumed to be sampled randomly each time the
stimulus is encountered (Figure 5.7a). In earlier versions of stimulus sampling theory

a.

A B

Figure 5.7. The model of perceptual learning proposed by McLaren, Kaye, and Mackintosh (1989).
a: Circles represent two stimuli, A and B, that have some common elements (¢’s) as well as unique
ones (a’s and b’s). A subset of elements (inside the rectangle) is sampled when A appears. b: The
situation that develops after exposure to A and B, with reference to representative elements. Each a
element develops excitatory associative links with other a elements and with the common elements, c.
Inhibitory links develop between a and b elements. Meanwhile, the most frequently encountered
elements, the ¢’s, acquire the most latent inhibition (gray circles). After McLaren, Kaye, and
Mackintosh (1989) with permission.



RECOGNITION LEARNING 149

(e.g., Estes 1950; Pearce 1987) each stimulus element is a little CS independently
associated with the US. But this approach becomes much more interesting and
powerful if elements also become associated with each other as suggested by James.
Each stimulus element activates a unit or node in a hypothetical network of such
nodes (Hall 2002). When a stimulus is presented the nodes corresponding to stimulus
elements being sampled are activated both externally, by the element itself, and
internally, through associatively modifiable links with other nodes. Learning reduces
the discrepancy between internal and external inputs to a node by strengthening
connections among the nodes most often activated together, that is, those corre-
sponding to features of the same stimulus. As a result, eventually a subset of elements
will tend to activate nodes corresponding to the whole set (Figure 5.7b). The taste of
claret will immediately remind one of the name, the occasions on which it was drunk,
and so on. In effect, the network of associated nodes is a neuronal model of the
stimulus.

This Jamesian account indicates how stimuli become “unitized,” but to explain
how at the same time wines that share features might become more discriminable
from one another, McLaren et al.’s explanation calls upon latent inhibition. Exposure
to stimuli with common elements will give most latent inhibition to their common
elements, since by definition those elements appear most often. Then when one of
these familiar stimuli is to be associated with a US, strongest associations will develop
to the unique elements. In addition, sets of nodes corresponding to elements unique to
the different stimuli will develop inhibitory connections with each other, as indicated
in Figure 5.7b. In James’s example, burgundy reminds the inexperienced taster of
claret, that is, claret elements are activated internally. Inhibition develops between
elements unique to burgundy and those unique to claret because the expectation of
“claret” is not activated externally when burgundy is presented. At the same time
elements common to the two wines such as a red color will undergo latent inhibition.
These ideas suggest that perceptual learning will be more evident relative to latent
inhibition with stimuli that are initially less discriminable, that is, have more common
elements. The relevant data are consistent with this prediction (McLaren and
Mackintosh 2000; Hall 2003).

5.2.2. Within event learning

The model just reviewed hinges on the assumption that separable features of a single
event are associated with each other just as CSs are associated with USs. There is
considerable evidence for this assumption from experiments on within event learning.
The logic of such experiments is to create events with separable elements, expose
animals to this compound, then give one element a new significance and measure
behavior to the other. An experiment on within event learning is thus much like a
sensory preconditioning experiment (Figure 4.7) except that the stimuli to be asso-
ciated occur simultaneously. If the animal views them as features of the same event,
then its behavior to one element should reflect conditioning with the other (Rescorla
and Durlach 1981).

For example, rats might first drink two compound flavors such as sweet+sour
and salty+bitter. In the second phase of the experiment, an element of one com-
pound—say sweet—is paired with poison, and as a control a single element of the
other compound—say salt—is presented alone. In the final phase, when the rats
choose between the two elements not encountered in the second phase (i.e., sour
vs. bitter), they prefer to drink the flavor not paired with the poisoned one, that is,



150 COGNITION, EVOLUTION, AND BEHAVIOR

bitter. Parallel results have been obtained using lights and tones for rats and visual
stimuli for pigeons (Rescorla and Durlach 1981). Such within event learning
increases rapidly and monotonically with number of exposures to the compound.
Learning about simultaneous events can even be superior to learning about
successive events (see Rescorla and Durlach 1981). And, as one would expect,
within-event learning can be extinguished by presenting one or the other element
of the event by itself. However, although retraining after extinction is normally
quicker than original acquisition with Pavlovian or instrumental conditioning (the
phenomenon of savings), retraining of within event learning is difficult or impos-
sible after extinction. This finding is consistent with the view that animals origin-
ally treat the compound stimulus as a single unanalyzed unit or configuration. On
this view (Pearce 1994b) the acquired value of one element transfers to the other
through generalization because the individual elements are similar to their com-
pound. Exposure to the elements in isolation sets up representations of these as
separate events, and associative changes, involving them are no longer related back
to the compound.

Although other processes may sometimes be involved in perceptual learning, this
model shows that within-event associations can effectively account for much of what
is known about how animals form representations of the events and objects they are
simply exposed to (McLaren and Mackintosh 2000; Hall 2003). This same learning
process is likely involved in coming to recognize individuals through multiple
distinctive cues, as discussed in Box 5.1. In Chapter 6 we will see that it may also
be involved in explicit discrimination and category learning.

5.3 Imprinting

Precocial birds like chickens, ducks, and geese can run around within a few hours
after hatching. In natural conditions they are kept from running away from their
mother at this time, when they still need her for warmth and protection, by rapidly
developing a preference for following her rather than other large moving objects. In
experiments, they have become attached to moving balls, dangling sponges, flashing
lights, stuffed ferrets, and many other objects instead, through the learning process
known as imprinting. Although it had been described by Douglas Spalding in the
1870s, Konrad Lorenz’s (1935/1970) discussion of imprinting was responsible for an
outpouring of research on it in the 1950s and 1960s (see Bateson 1966). Lorenz
described how birds that had been removed from others of their own species early in
life would court and try to mate with members of the species that had raised them,
including Lorenz himself. Lorenz claimed that the process responsible for acquisition
of such social preferences was a kind of learning distinct from “ordinary learning,” by
which he meant Pavlovian or operant conditioning (Lorenz 1970, 377). He based this
claim on four apparently special characteristics. (1) Imprinting could occur only
during a critical period, early in life. (2) After this, it was irreversible. (3) Imprinting
influences behavior that is not, and often cannot be, shown at the time of learning,
that is, adult sexual behavior. (4) From experience with a particular individual,
normally the mother, the animal learns characteristics of its species.

It soon became apparent (cf. Bateson 1966; Bolhuis 1991) that Lorenz’s descrip-
tion of a gosling instantaneously and irreversibly imprinted with a lifelong preference
for people after one brief glimpse is far too simple. The phrase critical period was
replaced by sensitive period or sensitive phase, implying that the onset and offset of
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sensitivity were gradual. And, as Lorenz (1935/1970) had acknowledged, the nature
of the imprinting stimulus was important. Rather than being irreversible, early
preference for an inadequate artificial stimulus could sometimes be replaced by
preference for a more naturalistic one. And the differences between imprinting and
“ordinary learning” turned out to be not so great after all.

Imprinting was depicted as a “special,” “preprogrammed” kind of learning
because it is shown only by certain species at certain times in their lives (e.g.,
Staddon 1983). But it is actually no more “preprogrammed” than any other kind of
learning, and it shares many properties with other examples of recognition learning.
Most of this section is about filial imprinting, acquisition of social preferences in
young birds, because most work has been done in this area. Formation of sexual
preferences (Section 5.3.2) may involve some different processes.

5.3.1 Conditions and contents of learning
Laboratory tests of imprinting

When a chick or duckling is exposed to an effective imprinting object, it spends
more and more time close to it, twittering softly and snuggling up to it. It spends
less and less time shrilly peeping (“distress calling”) and trying to escape.
Demonstrating that such changes are due to experience with the object rather
than simply maturation requires two potential imprinting stimuli, A and B. Some
animals are exposed to A in the imprinting situation and some to B. Then all
animals are given a choice between A and B. For example, Bateson and Jaekel
(1976) placed chicks in a running wheel facing a red or a yellow flashing light. The
chicks could run toward the light but they did not get any closer to it. After varying
amounts of experience with one of the lights, the chicks were tested in another
running wheel on a track with the red light at one end and the yellow light at the
other (Figure 5.8). When the chick ran toward one light it was transported toward
the other, but it could continue to run toward its preferred light even when carried
to the opposite end of the track by its efforts. Preference was measured as propor-
tion of all wheel revolutions in a particular direction. Other tests of imprinting take
advantage of the fact that a bird will learn an instrumental response to see an object
on which it has been imprinted (e.g., Hoffman 1978; Figure 5.9). Such an object
also suppresses distress calling when it appears.

Length of exposure

Notice that when birds are trained in a running wheel as in Figure 5.8, running is
not instrumentally reinforced because they never get any closer to the imprinting
object. Thus sheer exposure to an object is sufficient for a preference to develop. In
fact, if exposed to them for long enough, chicks imprint to patterns on the walls of
their pens (see P. Bateson 1966). Just as with any other learning phenomenon,
length of exposure, type of stimulus, and the state of the animal must all be
considered together. A few minutes’ exposure to a conspicuous moving object
during the first day or two after hatching may have effects only matched by an
inconspicuous stationary object after many days’ exposure (ten Cate 1989). The
effects of length of exposure may depend on the species. Lorenz (1935/1970)
described two extremes of imprintability. A greylag gosling that had once seen
people would never afterward associate with geese, but curlews would always flee
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Figure 5.8. Running wheels for imprinting chicks (top row) and testing their preferences (middle),
and some of the stimuli used by Bateson, Horn, and their colleagues. Redrawn from Horn (1985) and
Bateson and Wainwright (1972) with permission.

Figure 5.9. Apparatus used for imprinting ducklings and testing instrumental responding reinforced
by presentation of the imprinting stimulus. The ducking pecks the square pole in the middle of his
compartment to illuminate the compartment in which the imprinting object moves back and forth.
Redrawn from Eiserer and Hoffman (1973) with permission.
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from people no matter how much they had been exposed to them. Yet Lorenz’s
assertion that imprinting is instantaneous and irreversible has nearly always been
tested on species other than greylag geese, such as domestic chicks and ducklings
(see Goth and Hauber 2004).

Type of stimulus

Lorenz (1935/1970) claimed that adults of the bird’s own species were more effective
imprinting objects than artificial stimuli. Species-specific stimuli do seem to be special
for both domestic chicks and ducklings, but not exactly in the way one might expect.
Domestic chicks prefer stuffed hens of the junglefowl (their wild ancestors; see
Figure 5.8). A preference for fowllike objects develops in the first 2 to 3 days of life
as a result of certain nonspecific experiences. It sums with learned preferences.
Rearranged stuffed junglefowl (Figure 5.8), stuffed ducks, or even ferrets (a potential
predator) are approached as much as junglefowl, perhaps because they have eyes
(Johnson and Horn 1988; Bolhuis 1996). These findings indicate that in natural
conditions imprinting to the mother is supported, or canalized, by preferences for
species-specific stimuli which ensure that the young bird is initially attracted to the
mother rather than to other moving objects (see ten Cate 1994). The role of filial
imprinting may be to establish not species identification, as suggested by Lorenz, but
identification of a particular individual—the mother—within that species (Bateson
1979).

The sensitive period

Many aspects of behavioral development have a sensitive period, a time when
they are most susceptible to environmental influence (see Hogan and Bolhuis
2005). Filial imprinting needs to take place only at the beginning of life because
its immediate function is to keep the young bird with its mother at this vulner-
able time. Accordingly, filial imprinting in chicks and ducklings takes place most
readily between a few hours and a few days after hatching. By itself, however, a
sensitive period does not make imprinting qualitatively different from associa-
tive learning: how learning depends on age is a different question from what
kind of experience causes it. Intuitively, the sensitive period reflects a develop-
mental timetable in which imprintability develops at a certain point in ontogeny
and further maturational processes end it. This clock model (ten Cate 1989)
probably accounts for the onset of the sensitive period, but it does not explain
its end.

On the alternative account, variously called the competitive exclusion (Bateson
1981; 1987), capacity (Boakes and Panter 1985), or self-termination model
(ten Cate 1989), imprinting is fundamentally different from most other forms of
learning because once an animal is fully imprinted to one object it cannot become
imprinted to any other object. That is, imprinting as intrinsically self-terminating
(Bateson 1990), as if there were a fixed number of neural connections that it
could occupy. Once these have been used up the animal may still learn to
recognize other stimuli such as food or siblings, but these do not, in Bateson’s
terms, “gain access to the executive system” for filial behavior. This model thus
distinguishes between S-S learning—learning the characteristics of the imprinting
object—and S-R learning—connecting the features of the object to the filial
behavior system.



154 COGNITION, EVOLUTION, AND BEHAVIOR
Is imprinting a kind of conditioning?

The observation that conspicuous moving or flashing objects lead to faster imprinting
than stationary ones suggests that imprinting is a form of Pavlovian conditioning in
which the static features of the object function as the CS and visual motion as the US.
This suggestion leads to a number of testable predictions that contrast with those of the
most explicit alternative, namely, that imprinting is a form of perceptual learning in
which the animal simply learns the features of the imprinting object and approaches it
because it is familiar (see van Kampen 1996). On the perceptual learning view, moving
objects are effective because they are more conspicuous than stationary objects. Once
the conspicuous features of the mother have acquired value through exposure in the
sensitive period her inconspicuous features can go on being learned about. As this
discussion suggests, the phenomena of perceptual learning reviewed earlier in the
chapter are found with imprinting objects. For instance, in an analog of the experiment
depicted in Figure 5.6, chicks imprinted to a visual pattern and later trained on a heat-
reinforced discrimination between two patterns learned faster if the imprinting stimu-
lus was one of the to-be-discriminated patterns (Honey, Horn, and Bateson 1993).
The conditioning analysis of imprinting is supported by evidence that imprinting
objects are reinforcing. For example, chicks and ducklings will perform an instru-
mental response to get a view of an imprinting object (Bateson and Reese 1969;
Hoffman and Ratner 1973) even before imprinting can have taken place. Since
Pavlovian USs such as food also reinforce instrumental behavior, it seems reasonable
to conclude that some feature of the imprinting object, such as motion, functions as a
US in imprinting. Consistent with this view is evidence that an object whicht does not
initially evoke any filial behavior comes to do so when the bird has seen it moving but
not stationary (Hoffman 1978). In addition, features of the imprinting object should
block or overshadow each other, as indeed they do in experiments using objects with
separable parts (review in van Kampen 1996). However, the conditioning model also
predicts that imprinting to a moving object will extinguish if the object is kept
stationary. This does not happen, and on the perceptual learning view it should
not. Also contrary to the conditioning model is the fact that filial behavior eventually
develops to a sufficiently conspicuous stationary object (Eiserer 1980; Figure 5.10).
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Figure 5.10. Mean time (in seconds per minute of test) ducklings spent approaching a stationary
imprinting stimulus during three kinds of experience with it. Redrawn from Eiserer (1980) with
permission.
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Figure 5.11. The “ARE” (Analysis, Recognition, Execution) model of imprinting. In this example
the imprinting object is distinguished by being red and having a head. After P. Bateson (1990) with
permission.

The contents of learning: A hybrid model

On the perceptual learning theory, whatis learned in imprinting is a representation of the
features of the imprinting object. On the conditioning model, it is an association of the
neutral features of the imprinting object with its US-like features. Clearly, each theory
uniquely explains some features of imprinting and omits others. For example, the percep-
tual learning model does not distinguish recognizing the imprinting object from recogniz-
ing anything else familiar. The conditioning model does not account for possible later
effects of the imprinting experience like gradual learning of the imprinting object’s
features. Because perceptual learning about an object can be going on at the same time
as associating the object with a US, both could be correct. This solution is proposed by the
competitive exclusion model (P. Bateson 1990; Hollis, ten Cate and Bateson 1991; van
Kampen 1996; P. Bateson 2000), according to which imprinting results in two kinds of
learning: recognition of the individual imprinting object (perceptual learning) and con-
nections of its representation to “the executive system” for filial behavior (S-R learning).
It consists of three systems, corresponding to the perceptual, central, and motor aspects of
any behavior system (Figure 2.7). Here these are analysis of incoming stimuli into features,
recognition of familiar features, and execution of filial behavior patterns (Figure 5.11).

Conditions for learning: Summary

Filial imprinting is influenced by the same kinds of conditions that influence other
learning about single events. Exactly how these factors matter differs among species
(Goth and Hauber 2004). The discussion of whether imprinting is an example of
classical conditioning (i.e., whether the conditions of learning include a positive
contingency between neutral and US-like features) reduces to the question whether
manipulations of the hypothesized CS-US relationship influence imprinting as pre-
dicted by conditioning theory. Clearly there is no single US such as motion, since
young birds deprived of exposure to a conspicuous moving object will imprint to
almost anything else eventually. One solution is to conclude that the “real” US is some
feature shared by all effective imprinting objects such as arousing a particular
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affective state (Bolhuis, de Vos, and Kruijt 1990). This doesn’t say much except that
objects that support imprinting support imprinting. It also doesn’t seem to explain
non-conditioning-like aspects of imprinting such as failure to extinguish.

5.3.2  Effects of learning on behavior: Sexual imprinting

Like Pavlovian conditioning and some examples of habituation, imprinting endows a
stimulus with control over a whole behavior system (van Kampen 1996). The beha-
vior system is filial or attachment behavior, behavior that functions to keep the young
bird close to its mother and the mother close to it. But one of Lorenz’s claims for the
uniqueness of imprinting was that it also influences behaviors which have not yet
appeared at the time of learning, namely sexual behaviors. Contrary to Lorenz’s
claim, however, one might expect sexual preferences for conspecifics to develop
without any specific experiences because mating with members of one’s own species
is essential to fitness.

Examples of sexual imprinting show that experience can in fact influence mate
choice. The classic observation is Lorenz’s (1935/1970; Immelmann 1972) report
that hand-reared birds prefer to court humans even after years of social experience
with their own species, including successful courtship and mating. But filial imprint-
ing need not be directly responsible for sexual preferences. In filial imprinting the
young bird needs to learn the characteristics of a particular individual, normally its
mother, whereas species characteristics are what matter for mating. However, early
learning about the mother could produce a generalized preference for individuals of
the same species later on. If the mother is not present when the young are ready to
mate, as in species where the young disperse from the natal area, the bird may choose
the closest match it can find. In addition, fine details of the mother’s appearance may
be forgotten between infancy and maturity while salient features, characteristic of
species members generally, are not (Zolman 1982). Moreover, the preference for the
mother developed early in life need not be specifically sexual. The adolescent male
may simply approach females of his species because they resemble his mother and
thereby learn that they can provide sexual interactions (Bischof 1994).

The optimal outbreeding bypothesis

Attempts to distinguish sexual and filial imprinting experimentally have shown that
filial and sexual imprinting can be dissociated in time. Vidal (1980) exposed domestic
cockerels of three different ages to an object that could support both filial and sexual
behavior. At sexual maturity, the birds that had been exposed to the model at the
youngest age and shown most filial behavior showed the least sexual behavior to it.
Those exposed latest and showing least filial behavior toward the model, showed
most sexual behavior toward it. Sexual imprinting also occurs after filial imprinting
in quail and ducks while birds are still in the family group but beginning to develop
adult plumage (Bateson 1979). This timing may function to allow animals to learn the
characteristics of siblings so they can choose mates slightly different from them. This
combination of learning and choice mechanisms would promote an optimal degree of
outbreeding, allowing animals to avoid the deleterious effects of breeding with very
close relations without outbreeding so much as to dilute adaptations to local condi-
tions. The representation of “close relative” should be based on siblings rather than
mother alone because the siblings provide a larger sample of close relatives, one
which includes characteristics of the father’s family.
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Figure 5.12. Overhead view of apparatus for testing sexual preference in quail and results when the
stimulus animals were related to the subject as indicated. A pedal in front of each window (hatched
rectangles) records how long the subject walking in the outer runway spends there. Redrawn from P.
Bateson (1982) with permission.

Evidence consistent with the optimal outbreeding hypothesis comes from studies
in which quail raised in family groups were exposed to siblings, cousins, and non-
kin in the multiple choice apparatus shown in Figure 5.12. Birds of both sexes spent
most time near first cousins (Bateson 1982). When quail of different degrees of
relatedness were housed together after being raised in families, those housed with
cousins layed fertile eggs sooner than those housed with siblings or more distant
relatives (Bateson 1988), showing that preferences evident in the choice apparatus
could have a real impact on reproduction. Mice and great tits also prefer mates
slightly different from animals they were raised with (Barnard and Aldhous 1991;
Boyse et al. 1991), but it is not clear how widely the optimal outbreeding hypothesis
applies (Cooke and Davies 1983; Burley, Minor and Strachan 1990).

The content of learning

The optimal discrepancy model raises the question how information about different
family members is represented: does the bird form a representation of a prototypical
family member or does it store information about each individual (or exemplar)
separately? This is a general question about category learning (Chapter 6).
Prototype theory predicts that after training with a number of specific instances of
a category, the prototype or central tendency will be preferred to any other instance,
even if it is novel. Ten Cate (1987) tested this notion for “double imprinting” in zebra
finches. (Notice that zebra finches are altricial, that is, they hatch naked and helpless.
They do not need very early filial imprinting to keep them with the mother but may
form sexual preferences while still in the family group.) If male zebra finches are
raised by their own parents for about the first thirty days and then housed with
Bengalese finches, some of them become “ditherers” (ten Cate 1986). They direct
sexual behavior about equally to both zebra finches and Bengalese finches, although
they prefer either to a novel species (Figure 5.13). Have such birds formed two
separate representations of acceptable sexual partners or a single composite repre-
sentation? Ten Cate (1987) tried to find out by offering them a choice between a zebra
finch-Bengalese finch hybrid and a zebra finch or a Bengalese finch. If we assume that
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Figure 5.13. Panels on the left show hypothetical generalization of sexual preference in male zebra
finches imprinted to zebra finches (Z), Bengalese finches (B), or on both species. In the latter case, the
sum of the two preference gradients (dotted line) is maximal for a bird resembling a zebra finch—
Bengalese finch hybrid (H). Panels on the right show sexual preference in pairwise tests with a zebra
finch, a Bengalese finch, and a hybrid, measured as proportion of songs directed to each stimulus
bird. Redrawn from ten Cate (1987) with permission.

the hybrid combines features of both species, prototype theory predicts that ditherers
should prefer it to either a zebra finch or a Bengalese finch. But the same outcome is
predicted by exemplar learning if generalization gradients from the two separate
standards overlap enough (Figure 5.13). Ditherers did prefer the hybrid, and the
results with birds imprinted on just one species indicated that such a preference could
not result from summation of two separate generalization gradients (Figure 5.13).
Thus the birds seemed to acquire a representation of a prototype. This research is a
good example of how a framework for thinking about the development of represen-
tations may be transferred from one context (conditioning theory) to another
(imprinting), although the conclusions from this study may not always apply (Vos,
Prijs, and ten Cate 1993).
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Sexual imprinting?

Some effect of experience on sexual preferences has been found in every species in
which it has been looked for (ten Cate and Vos 1999), but in most cases the relative
contributions of experiences and species-specific predispositions are unknown.
Acquisition of sexual preferences would be a better term than sexual imprinting to
summarize the effect of experience on what species an individual chooses to mate
with because it is not a unitary learning phenomenon. In some cases (e.g., Gallagher
1977; Vidal 1980; ten Cate, Los, and Schilperood 1984) mere exposure to animals
with certain characteristics influences later choice. In others, individuals have pro-
tracted and complex interactions with siblings and parents while sexual preferences
may be being formed, making it next to impossible to isolate the experiences which
are critical (if indeed any are) to later mate choice. For example, when young zebra
finches are raised by foster parents consisting of a zebra finch and a Bengalese finch,
the zebra finch parent directs more feeding and aggressive behavior toward the young
zebra finches than does the Bengalese finch. The young may therefore pay more
attention to the zebra finch parent and learn more about its appearance (ten Cate
1994). In addition, a preference developed during early life may be replaced by a
preference for the first species the animal breeds with (Bischof 1994).

Species differences

Not all birds are raised by their own parents. For example, cowbirds and cuckoos are
among species that are brood parasites, laying their eggs in other birds’ nests and
leaving them to be raised by their unfortunate foster parents (Box 5.2). Megapodes,
large chicken-like birds of Australia and nearby islands, bury their eggs in the ground
and the young hatch and dig their way out by themselves. How such birds recognize
individuals of their own species for flocking and mating has been attracting attention
more recently than the “classic” imprinting species (Goth and Hauber 2004). Indeed,
functional notions about imprinting suggest many possibilities for comparative stu-
dies which have hardly been exploited.

Box 5.2 A Cost of Recognition

European cuckoos (Cuculus canorus) lay their eggs in other birds’ nests. When the young cuckoo
hatches, it pushes the eggs or young of its host out of the nest, thereby monopolizing all the host’s
parental effort while reducing the host’s reproductive success to zero (Davies and Brooke 1988). It
would seem that the small songbirds parasitized by cuckoos should be able to recognize their own
eggs and/or offspring so they can discriminate against cuckoos. Some such birds do learn what their
own eggs look like and reject eggs that are too different (Davies and Brooke 1988; Lotem, Nakamura,
and Zahavi 1995). However, cuckoos’ eggs are very good mimics of their hosts’ eggs; different races
(gentes) of cuckoos specialize on different host species and lay eggs that closely resemble the eggs of
those hosts. Thus potential hosts faces a difficult signal detection problem, and their behavior can be
understood in terms of the costs of and benefits of accepting versus rejecting unusual eggs in the nest
(Figure BS5.2; Davies, Brooke, and Kacelnik 1996). Ejecting an egg entails some risk of breaking or
rejecting one’s own egg. When the probability of parasitism is low, the host’s expected reproductive
success is highest with a relatively lax criterion for rejection, but when the probability of parasitism is
high, the benefit of rejecting outweighs the cost, and potential hosts should discriminate more
strongly against deviant eggs. Some birds adjust their criterion on a short-term basis: seeing a
stuffed cuckoo on the edge of the nest increases reed warblers’ tendency to reject a model cuckoo
egg (Davies, Brooke, and Kacelnik 1996).
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Why doesn’t this reasoning also apply to offspring recognition? One possibility is that any
mechanism for rejecting parasites such as cuckoos requires that the hosts learn what their own
offspring look like in the first place. A learning process like imprinting on the first brood of offspring
raised would go wrong whenever the first clutch was parasitized: the parent would learn to accept
cuckoos and reject all future offspring of its own (Lotem 1993). Here is a case where not learning is
better than learning. Moreover, a small bird like a reed warbler can discriminate against cuckoos
without recognizing them as something not their own young simply by abandoning its nest when the
nestling has been there too long. The cartoon in Figure BS.2 with one large baby cuckoo nearly filling
a nest built for several baby warblers is an accurate depiction of the relative sizes of cuckoo and host
offspring. The big baby cuckoo takes longer to fledge than a brood of smaller birds, and it turns out
that reed warbler hosts abandon young that have been in the nest unusually long. This is true whether
there is only one offspring or as many as four (Grim 2007).

Bird species in which individuals nest close together and/or the young may wander should have
mechanisms for parent-offspring recognition. Sometimes animals must make what seem to be
incredibly difficult discriminations, as when penguins can find their offspring in a colony of
hundreds or thousands (Aubin and Jouventin 2002). Such feats need not involve specializations in
recognition learning ability. Cues to identity of the eggs or young could be very salient and/or the
animals could have perceptual specializations for discriminating individual differences. Learning to
recognize eggs and offspring has been studied comparatively in colonial and solitary-nesting gulls and
swallows (Beecher 1990; Storey et al. 1992). In swallows, colonial and solitary species differ in the
signals given off by the young rather than in adult perception or learning.

5.3.3 TImprinting: Conclusions

The essence of filial imprinting is that through mere exposure to a stimulus during a
sensitive period the animal both learns its features and comes to preferentially direct
filial behavior to it. The feature-learning part of imprinting seems to be the same as
any perceptual learning, but its behavioral effects are specific to filial behavior. This
makes filial imprinting distinct from a mere preference for the familiar, which is
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widespread among animals and reflects the fact that something previously experi-
enced without aversive consequences is probably safer than something unknown. The
fact that the imprinting experience endows the imprinting object with privileged
access to the filial behavior system parallels the way in which conditioning endows
CSs with control over feeding, sexual, fear, or other behavior systems (Chapter 4).
What remains as unique to filial imprinting is its rapid occurrence through mere
exposure early in life and—at least with naturalistic objects—the difficulty of rever-
sing it. As well, its restriction to a comparatively few species gives it one property of a
specialized learning module.

When it comes to sexual imprinting it is probably preferable to think in terms of a set
of processes involved in acquisition of sexual preferences rather than a single imprint-
ing-like process. We look a little further at some of these processes in the next section.
The term imprinting has been extended to other preferences that appear to be formed
early in life, most notably habitat preferences (see Davis and Stamps 2004). When
young animals disperse from the place where they were born, choosing to settle in a
place that is similar to the natal habitat makes sense because by virtue of its similarity
such a place is likely to have the necessary resources for living and breeding. And
indeed, there is experimental evidence from diverse species that animals prefer habitats
like their natal habitats (Davis and Stamps 2004). However, “habitat preference” could
actually be preference for any of a number of resources in the habitat, acquired in any of
a number of ways, For example, the animal might settle where there an abundance of
familiar food. Accordingly, the label habitat imprinting has been replaced by the more
neutral term natal habitat preference induction (Davis and Stamps 2004).

5.4 The behavioral ecology of social recognition: Recognizing kin

Recognizing your mother and recognizing an appropriate mate are but two kinds of
social recognition. Even some invertebrates such as wasps and hermit crabs show
evidence of recognizing specific individuals, dominance hierarchies imply an ability
to recognize individuals by rank (review in Tibbetts and Dale 2007), and many
animals show social recognition in a variety of other contexts as well (Chapters 12
and 13). But the form of recognition most discussed by behavioral ecologists is kin
recognition, that is, social recognition in which animals respond selectively to their
relatives. Inbreeding avoidance, mentioned in the last section, requires discriminating
against relatives, but in nepotistic situations animals help their relatives. For example,
rather than leaving their parents’ territory and starting their own families, Florida
scrub jays and young of some other birds remain at home and help to feed their
younger siblings (Woolfenden and Fitzpatrick 1984). Helping at the nest tends to
occur when good territories are so scarce that young inexperienced birds are unlikely
to be able to breed successfully on their own. The scrub jays’ helping at the nest is an
example of behavior that benefits close relatives and is therefore subject to kin
selection (W. Hamilton 1963). Kin selection arises because what really counts in
evolution is the inclusive fitness of an act, its effects on the actor’s individual fitness
plus its effects on the fitness of the actor’s relatives in proportion to their relatedness
(Box 1.2). For example, because siblings share half their genes with each other,
behavior that increases two siblings’ reproductive success more than it reduces the
reproductive success of the altruist increases the altruist’s inclusive fitness. This
reasoning explains how scrub jays could be selected to stay at home and help when
conditions are unfavorable for independent breeding.
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Figure 5.14. The elements of a recognition system. The white mouse recognizes the grey one as
having the relevant label for a behavioral response. Adapted from Waldman, Frumhoff, and Sherman
(1988) with permission.

Kin recognition has received a lot of attention from behavioral ecologists because
it is expected whenever fitness is increased by directing resources selectively toward
relatives. Figure 5.14 is a general depiction of social recognition systems that helps in
thinking about the information processing it requires. A fundamental requirement is
that the individuals to be discriminated must emit a distinctive signal (a “label”) that
species members can perceive. Signals for discriminating kin should be reliable cues to
the bearer’s genetic identity (Neff and Sherman 2002), but as we see in a minute this
does not mean they have to be correlated with the animal’s genetic makeup as such.
Perception of the signal must trigger an internal representation that corresponds to
“relative,” the “template” in the figure. This sort of representation for the central
tendency of a category is referred to as a prototype in Chapter 6, but template is used
here to retain the flavor of the model in Figure 5.14.

Having detected whatever cues identify their kin, the perceiver directs some
behavior selectively to them. The behavior shown and the threshold for showing it
may depend on the social context (Reeve 1989; Mateo 2004). The distinction
between detecting kin and discriminating in their favor is nicely underlined by a
comparison of golden-mantled and Belding’s ground squirrels (Mateo 2002). As
discussed later in this section, the very social Belding’s ground squirrels discriminate
in favor of kin in a variety of situations whereas golden-mantled ground squirrels
show little evidence of recognizing kin other than mothers and offspring.
Nevertheless, in habituation-dishabituation tests, golden-mantled ground squirrels
discriminate among the odors of grandmother, aunt, half-aunt, and non-kin in a
graded way just as Belding’s ground squirrels do (Figure 5.15; Mateo 2002). In terms
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Figure 5.15. Time (mean seconds) Belding’s ground squirrels spent investigating an object with the
odor of an unfamiliar animal (referent) during successive presentations and the same measure from
subsequent presentation of the odor of an individual related to the referent animal as indicated. Bars
mark siginificant differences. Data from Mateo (2002), redrawn with permission; drawing after a
photograph in Krebs and Davies (1993), with permission.

of Figure 5.14, they evidently possess kin labels and a recognition template, but the
ability to discriminate along the dimension of relatedness does not modulate nepo-
tistic behavior.

Kin recognition may be indirect: the altruist responds to a contextual stimulus
normally correlated with kinship. For instance, parents of altricial young like many
songbirds or small rodents are usually safe in responding to anything they find in their
nest as if it is their offspring, for example by feeding it. Cuckoos, cowbirds, and other
avian nest parasites exploit this rule by laying their eggs in other birds’ nests. When
the young cuckoo hatches, it pushes its foster siblings out of the nest, and the host
birds unwittingly put all their reproductive effort into feeding the young cuckoo (Box
5.2). Following a simple rule like “treat everything in the nest as your offspring” does
not require kin recognition nor learning the features of the offspring as such.
Discrimination might be tied to location, so that a relative encountered elsewhere is
treated as a stranger. For this reason, not all agree on whether indirect recognition
should be regarded as a form of kin recognition (Tang-Martinez 2001; Mateo and
Holmes 2004). Clearly, however, it functions to allow animals to discriminate in
favor of kin and that sense is as good a kin recognition mechanism as any other.

When family members are together in the same nest or territory at a predictable
time in the life cycle, the stage is set for learning that permits recognition outside that
spatial context. In imprinting, for instance, newly hatched chicks and ducklings
behave as if following the rule: “The first large moving object you see is your mother.”
This rule works because the mother is virtually certain to be near the nest when the
babies hatch. The same kind of principle allows young animals to learn characteristics
of their siblings while in the nest and later behave altruistically toward them. Such
experience-based kin recognition has been studied extensively in ground squirrels and
other rodents, where it is based on odor (R. Johnston 2003; Mateo 2003), and in
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some birds, where it is more often based on auditory or visual cues (e.g., Beecher
1990; Nakagawa and Waas 2004; Sharp. et al. 2005). In Belding’s ground squirrels
(Spermophilus beldingi), males disperse from the area where they were born, but
adult females establish burrows close to their natal area (Holmes and Sherman 1982).
Therefore, females often interact with their own offspring, their sisters, and the
sisters’ offspring, but males do not. As kin selection thinking predicts, closely related
females behave altruistically toward each other in defense against predators and
territorial disputes. For example, females are more likely to alarm call in the presence
of sisters and offspring, a behavior that may increase their own risk of being caught by
the predator.

The role of experience in kin recognition in this species has been investigated by
means of cross-fostering experiments (see Mateo and Holmes 2004; Holmes and
Mateo 2007). In such experiments, babies from one nest are raised in the nest of a
foster mother along with babies to which they are unrelated. (Until the time when the
young are ready to start leaving the nest, mothers accept foster babies and rear them
as their own, that is, they use a location rule as a guide to kinship at this stage.) Kin
recognition can then be tested by allowing two animals to meet in a neutral arena and
recording the incidence of aggression and other behaviors. Such studies show that
Belding’s ground squirrels treat the animals they were raised with as kin. The learning
involved could be sheer familiarization, as in habituation or perceptual learning. It
could be imprinting-like, conferring a special social significance to stimuli experi-
enced during a sensitive phase of development, or it could involve associating features
of others in the nest with some US-like events (Tang-Martinez 2001; Mateo 2004).

When there are multiple siblings in the nest, the learning is essentially category
learning, discussed in Chapter 6. Thus the resulting representation or recognition
template might include features of each sibling or be like a prototype or average of
“sibling” (Mateo and Holmes 2004). In general, it is difficult to distinguish these
possibilities behaviorally, and notwithstanding some speculations about whether
prototypes or exemplar memory are involved in kin recognition (Mateo 2004), there
seems to be no relevant evidence one way or the other. Consistent with either kind of
representation, ground squirrels generalize their learned representation of kin, treat-
ing new individuals like kin if they are similar to those in their natal nest. For example,
unrelated females raised with each others’ siblings are less aggressive toward each
other as adults than are pairs of unfamiliar animals not raised with each others’
relatives (Holmes 1986). Such generalization is based on the similarity of odors from
genetically similar individuals (Holmes and Mateo 2007; Cheetham. et al. 2007).
Indeed, tests in which ground squirrels were allowed to investigate odors from
different individuals, much like the tests with hamsters described in Chapter 3,
show that odors are perceived as more similar the more closely related the individuals
they come from (Figure 5.15; R. Johnston 2003; Mateo 2003).

If odors carry cues to genetic relatedness (see Cheetham. et al. 2007), then unfa-
miliar individuals can be recognized as kin. For example, females respond altruisti-
cally to those genetically similar to themselves even if they have never encountered
each other or their siblings before (Holmes 1986). Such behavior suggests that
individuals respond to some signal directly linked to genes similar to their own. It
could result from a single gene, or “recognition allele,” controlling production of
signal, recognition, and discriminative behavior, but this sort of single-gene control of
multiple behavioral mechanisms is considered unlikely (Grafen 1990; Mateo 2004).
A more likely, but controversial, possibility is that direct recognition of kin is based
on comparing their characteristics to your own, a mechanism known as self-referent



RECOGNITION LEARNING 165

phenotype matching (Hauber and Sherman 2001). For example, because female
Belding’s ground squirrels may mate with more than one male, litters can contain
both full siblings (same father and mother) and half siblings (same mother, different
father). Who is who can be determined by DNA fingerprinting. Females raised with
full and half sisters behave most altruistically toward their full sisters (Holmes and
Sherman 1982), implying that genetic similarity is playing a role over and above
familiarity.

A critical test of self-referent phenotype matching requires raising an animal apart
from its relatives from birth and then seeing if it discriminates kin from non-kin
(Hauber and Sherman 2001; see also Mateo and Holmes 2004). This has been done
with positive results in golden hamsters (Mateo and Johnston 2000), peacocks
(Petrie, Krupa, and Burke 1999), and cowbirds (Hauber, Sherman, and Paprika
2000). None of these experiments makes clear, however, whether the animal is
matching cues from the stimulus animal to a learned representation of some aspect
of itself or to on-line perception of its own characteristics. For example because
cowbirds develop in the nest of another species, they could use self-referent pheno-
type matching to recognize which species to mate with when adult. When nestling
cowbirds began to grow feathers, Hauber, Sherman, and Paprika (2000) colored
some black and left others normal grayish-brown. When tested for preference
between black-dyed and normal gray adults, colored birds preferred black females,
whereas controls preferred undyed females. However, experimental birds were still
black and the controls still gray at this time. Additional groups in which the subject
birds were colored just before the test could help to unravel the roles of past
experience versus perception of present appearance (see Tang-Martinez 2001).

5.5 Forms of recognition learning compared

Animals learn about events they are simply exposed to in the absence of specific
contingencies with other events. The examples of recognition learning that have
been analyzed most extensively are habituation, perceptual learning, and imprint-
ing. In each case, the features of a stimulus likely become associated with each other
so that exposure to one feature recalls other features, as described in Section 5.2 on
perceptual learning. With the exception of the sensitive period in filial imprinting
similar conditions are important for each kind of recognition learning. However the
resulting behavioral changes are qualitatively different and are evident in more or less
specific behavior systems. Perceptual learning is traditionally assessed by testing
whether an arbitrary relationship is learned more readily with a familiar than with
a novel stimulus. In habituation, a preexisting response decreases in probability or
intensity. In imprinting, sexual or filial preferences develop. Comparator models have
been prominent in accounts of recognition learning: present input is compared to a
stored representation and responding is based on the discrepancy between them.
Notwithstanding largely untested differences in the kinds of representations they
imply, the models of the cognitive processes involved in recognition in habituation,
imprinting, and kin discrimination are essentially the same, as can be seen by
comparing Figures 5.5, 5.11, and 5.14.

The section of the chapter on social recognition describes some natural situations
involving recognition of other individuals. In a few of them, something is known
about what cues are used and how they acquire their significance. In most of these
cases, too little is known about the conditions and contents of recognition learning to
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compare it in detail to the examples described earlier in the chapter. However, there
seems to be no reason to question that the same sorts of learning are involved. For
instance, in Belding’s ground squirrels, phenotype matching of the individual’s odor
might be involved in initial recognition of kin, but distinctive features such as
appearance and voice may later be associated with this feature to permit individuals
to be recognized at a distance (see Box 5.1). The results of the many studies of how
animals readily learn about the objects to which they are exposed in the laboratory
make it plausible that similar learning contributes to the complex social knowledge
underlying some animal societies (Chapter 12).

Further reading

Chapter 5 of Papini’s (2008) text includes a comprehensive and well-illustrated intro-
duction to habituation, including recent work on its neurobiology. Ethological
observations of a wide range of examples are described by Hinde (1970a, Chapter
13). The book by Hall (1991), still the standard review of habituation and perceptual
learning, develops an argument for an integrated model of habituation, latent inhibi-
tion, and perceptual learning. Hall (2001) updates it.

Lorenz’s (1935/1970) own account of his work in imprinting is still very much
worth reading. The most comprehensive review of imprinting remains that by
Bolhuis (1991). There has been comparatively little recent behavioral work on filial
imprinting (Bateson 2000), but it has continued to be studied at the neural level, as
summarized by Horn (2004). A new direction in research on sexual imprinting is
comparative work on species recognition by brood parasites, reviewed by Goth and
Hauber (2004). The chapter by Sherman, Reeve, and Pfennig (1997) is a general
discussion of recognition mechanisms. Mateo (2004) and R. Johnston (2003) provide
substantial reviews of recent work, and Holmes and Mateo (2007) give a nice over-
view of research on kin recognition with particular reference to rodents. Tibbetts and
Dale (2007) discuss individual recognition from a functional perspective, with many
examples including wasps, lobsters, and cetaceans.



6
Discrimination, Classification, and
Concepts

6.1 Three examples

1. A male stickleback with a bright red belly, ready to mate, swims about in a tank.
A grayish model fish with a swollen “belly” appears, and our subject begins to
display courtship movements. Their vigor increases when the model assumes a
diagonal posture with its head up. A short time later, another model, with a red,
unswollen, belly, is introduced. The male darts toward it, ready for a fight
(Figure 6.1).

2. A female baboon hears another female in her troop make a threatening grunt and
looks in the direction of the sound. The grunt is answered by the scream of a low
ranking female from the caller’s own family, and the listener resumes foraging. The
next day, she hears the same female grunt, but this time the grunt is followed by the
scream of a dominant female, and our listener looks toward the sounds for several
seconds.

3. A pigeon pecks at a small photograph of Harvard Yard containing trees, buildings,
people. After a few seconds, a hopper of grain appears and the pigeon eats. Now the
scene changes to a treeless Manhattan street. The bird emits a few desultory pecks,
then turns away and paces about. After a minute or so, a picture of a leafy suburban
garden appears and the bird begins pecking again.

These animals are discriminating among model fish, sounds, or pictures. In opera-
tional terms, they are exhibiting stimulus control. At the same time they are classify-
ing or categorizing complex stimuli, in that they give one response to some stimuli
and different responses to others. This chapter asks what mechanisms underlie such
behavior. When animals respond differently to different classes of things, does this
mean they have an underlying concept? Does the stickleback, for example, have a
concept of “mate” or “rival male”? Or can their behavior be explained as responses to
a few simple stimuli? What do these apparently different explanations mean? And
how does discriminative behavior develop?

Clearly, the issues here overlap with those in the chapters on perception, learning,
and recognition. In general, in this chapter animals are discriminating among stimuli
that they readily perceive as different. Chapter 5 was concerned with discriminative

167



168 COGNITION, EVOLUTION, AND BEHAVIOR

Figure 6.1. Model fish used to discover what

stimuli control sexual and aggressive A ©
behaviors of male sticklebacks. Top: a normal

male stickleback. Models on the left have red

undersides, like normal males. On the right is

a model with the swollen belly characteristic

of egg-laden females and a dead tench ©
presented in the upright posture of a courting

female stickleback. Redrawn from Tinbergen

(1951) with permission.

behavior acquired through simple exposure, whereas much of this chapter concerns
explicit discrimination training, in which some stimuli are paired with one conse-
quence and others, with another. Ideas about learning and event representation
introduced in Chapters 4 and 5 are key to understanding the effect of such training,
and they are elaborated here.

We start, however, with natural stimuli and discriminations that are not explicitly
trained, as in Examples 1 and 2. Experience may contribute to what animals do in these
situations, but the focus is on what aspects of natural objects control discriminative
responding and how they do so, not on how it develops. Section 6.2 introduces classical
ethological phenomena and ideas, and Section 6.3 reviews more recent analyses of how
animals classify signals in the wild. Traditional discrimination training experiments
used simple stimuli like tones and lights. Section 6.4 reviews the principles they reveal,
and Box 6.3 discusses the role these principles play in the arms race between predators
and prey. We then return to classification of complex stimuli in experiments on learned
discriminations between categories of things like Example 3. Is animals’ behavior in
such experiments evidence that they have a concept or are they just clever memorizers?
What does it mean to have a concept anyway?

As this preview suggests, animal discrimination and classification have been the
subject of two rather separate research traditions. Laboratory research by psychologists
has been—and continues to be—dominated by studies with pigeons like that depicted
in Example 3. These are designed to test theories of visual category learning, many of
them derived from studies with humans. Research like that depicted in Examples 1 and
2 is more concerned with discovering whether and how animals classify natural signals
and other stimuli in biologically meaningful ways. Examples of what may be learned by
integrating these approaches will be highlighted throughout the chapter.

6.2 Untrained responses to natural stimuli

6.2.1 Sign stimuli

One of the key observations of classical ethologists was that, like the stickleback in
Example 1, animals respond selectively to objects in their environment. Among the
wide range of stimuli that an animal’s sense organs can detect, some elicit one
behavior, some another. Patently perceptible features of natural objects are apparently
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ignored in some contexts. For example, male sticklebacks in breeding condition attack
crude models with red bellies that lack most other fishlike characteristics. The red belly
is a sign stimulus. Subtle features of sign stimuli can be important, however, particu-
larly their configuration (see Ewert 2005). For instance, the red on the model is more
effective if it is on the “belly,” not the “back.”

Sign stimuli may have their effects on very young animals or as soon as the animal
can perform the appropriate responses, for example when it is ready to breed for the
first time. Many of the stimulus-response connections appropriate for species-specific
feeding, breeding, and other behaviors exist prefunctionally, but this need not mean
that learning cannot occur later on nor that environmental conditions before they are
first performed have no influence. That is, although the traditional concept of sign
stimulus may have included innateness, the important fact that some stimuli selec-
tively elicit highly specific responses survives the demise of the innate/learned distinc-
tion (see Chapter 1).

One way in which experience affects sign stimuli is to bring about control by subtle
features of an object that are not effective originally. One well-analyzed example
involves pecking at the parent’s bill by gull chicks. Adult herring gulls have a red spot
near the end of the lower mandible, and chicks’ pecking at this spot stimulates the
adult to regurgitate food. The red color of the spot is a sign stimulus (Hailman 1967).
Newly hatched herring gulls seem to ignore features of model gull heads like shape
and color and respond only to the presence of a red bill-like area (Figure 6.2).
However, older chicks are also influenced by more subtle features like the shape of
the head and peck more at more realistic models, reflecting a process Hailman (1967)

- = Pecks /30 s

Figure 6.2. Effects of the placement of the red spot normally at the end of the parent’s bill as in the
top model and the point at which the model pivots (black dots) on pecking by herring gull chicks.
Redrawn from Hailman (1967) with permission.
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called perceptual sharpening. As in perceptual learning (Chapter ), initially ineffec-
tive features of an object become associated with an effective feature so that objects
originally treated as similar are differentiated. Indeed, young gulls learn to discrimi-
nate their own parents from other gulls by associating their visual and auditory
features with the food reinforcement they provide (Griswold et al. 1995).

6.2.2 Multiple cues: Heterogeneous summation and supernormality

More than one feature of a natural stimulus may influence a given response. For example, a
model’s “posture” and its way of moving as well as its color determine how vigorously a
male stickleback attacks it. Separable cues may have a precisely additive effect, a phenom-
enon known as heterogeneous summation (see Margolis et al. 1987; Ewert 2005). In an
elegant example Heiligenberg (1974) measured aggression in the cichlid fish,
Haplochromis burtoni, by observing how much one fish attacked smaller fish of another
species living in its tank. The modest baseline level of attack could be temporarily raised or
lowered by presenting a model conspecific outside the tank. A model with a black eye bar
raised the level of attack; a similar model with orange spots but no eye bar reduced attack
(Figure 6.3). These effects summed algebraically: a model with both a black eye bar and

Mean number of attacks /min
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Figure 6.3. Summation of the inhibitory effect of orange spots (bottom panel) and the excitatory
effect of a black eye bar (top panel) on attack rate of male cichlids, Haplochromis burtoni. Dotted
line in the central panel is the sum of the curves in the two other panels; the solid line represents the
data. Redrawn from Heiligenberg (1974) with permission.
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orange spots caused little change in the attack rate. Sometimes stimuli with more extreme
values than those found in nature are most effective. Baby herring gulls peck more at a red
knitting needle than at the red spot on a parent’s beak (Hailman 1967). As another
example, incubating herring gulls retrieving eggs from outside the nest prefer eggs that
are larger or more speckled than normal. Such extra-attractive characteristics can be
combined in a single model to create a supernormal stimulus or supernormal releaser
like that shown in Figure 3.10 (see also Section 6.4.2.; N. Tinbergen 1951; Baerends 1982).

Heterogeneous summation is analogous to the additivity of CSs in conditioning
(Chapter 4). However, as in conditioning, separable cues are not always precisely
additive (Partan 2004; Partan and Marler 2005). Features may form a configuration,
psychologically different from the sum of its parts (Ewert 2005). Also as in con-
ditioning (see Fetterman 1996), relative rather than absolute values of cues may be
important. For instance, the optimal stimulus for begging in baby thrushes is a small
“head” near the top of a larger “body.” When a model has two “heads” near the top,
more begging is directed toward the one that has the more nearly natural relative
size (N. Tinbergen 1951). Some stimuli may not elicit responding in themselves but
rather modulate responding to another stimulus, just as with occasion setting in
conditioning.

The evolution, function, and use of multiple cues raises questions for behavioral
ecologists (Fawcett and Johnstone 2003; Maynard Smith and Harper 2003), parti-
cularly in the context of mate choice (Candolin 2003; Phelps, Rand, and Ryan 2006).
For instance, why do so many male birds invest in multiple signals such as brightly
colored and long feathers plus singing plus displaying? All of these are not only
energetically costly to produce but make males conspicuous to predators. Why do
some male bowerbirds build elaborate avenues of sticks and decorate them with
colored objects? Not only are such signals costly to males, females have been assumed
to incur a cost in time and/or psychological resources when evaluating more than one
feature of a signal. However, a consideration of “receiver psychology” (Rowe 1999)
suggests that accuracy of detection, recognition, and discrimination should be
enhanced rather than degraded by simultaneous presentation of multiple cues.
Furthermore, multiple sexual signals can have several functions (Candolin 2003).
They may signal different aspects of a male’s quality or different features important in
mate choice, particularly species membership versus individual identity (but see
Phelps, Rand, and Ryan 2006). They might also be simultaneous redundant signals
of the same thing, where “receiver psychology” may favor their evolution (Rowe
1999). In any case, sometimes different signals are used at different points in the mate
choice process, as when a female is attracted by song from a distance and then
responds to visual signals as she approaches the singing male. Such sequential use
of cues is undoubtedly important functionally but it is less interesting mechanistically
than simultaneous processing of multiple cues.

Multiple signals are also important in other forms of social recognition and in prey
choice (Rowe 1999; Fawcett and Johnstone 2003; Partan 2004). Enhanced response
to simultaneous cues in more than one modality, as to the song and sight of a
displaying male, is an example of multisensory integration, a topic of active research
in cognitive neuroscience (Calvert, Spence, and Stein 2004) and has attracted interest
on that account (Partan 2004). So far, however, more attention has been given to
documenting and classifying examples of such phenomena (e.g., Partan and Marler
2005) than to probing whether they have any special mechanistic properties
(see Candolin 2003). Research like that on unimodal multicomponent signals
described in Section 6.3 might be helpful in showing how different components are
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weighted in determining a response, perhaps by combining psychophysical theories
about how different sources of information should be weighted (see Section 8.2.2)
with evolutionary models of optimal cue use (Fawcett and Johnstone 2003; Phelps,
Rand, and Ryan 2006).

6.2.3 Conclusions

Ethological terms like sign stimulus and releaser summarize important facts about
animal behavior, but few researchers still use them. One reason is that the analysis of
sign stimuli was intimately related to the Lorenzian model of motivation, now
considered by many to be oversimplified and unrealistic (but see Hogan 2005). Sign
stimuli were assumed to release accumulated action-specific energy via a species-
specific decision mechanism, the innate releasing mechanism or IRM. One objection-
able feature of this scheme was the term innate. As discussed in Chapter 1, this term
fell out of use as all involved in debating it accepted that both environmental and
genetic factors contribute to all behavior. Nevertheless, whatever it is called,
untrained discriminative behavior shares many features with explicitly trained dis-
criminations. These include the following.

1. Not all features of a relevant situation or object control behavior equally, even
though all might be perceptible by the animals involved.

2. Features that do influence behavior have may have additive effects as CSs do.
Conditional control and control by configurations or relationships may also be
seen (Partan and Marler 2005).

3. Stimuli other than those that occur in nature may be more effective than natural
objects. This describes supernormality as well as peak shift in trained discriminations
(Section 6.4.2).

4. Discriminative behavior may be specific to relevant motivational states. For
example, a male stickleback does not behave so differently toward males and
females when he is not in reproductive condition. Similarly, stimuli associated
with food may no longer evoke CRs in sated animals, evidence that the CS
evokes a representation of the features of the US which then controls action
(see Section 4.5.1).

6.3 Classifying complex natural stimuli

6.3.1 Classifying multidimensional signals in the field

Features of a sign stimulus are not always precisely additive, nor are they as simple
as a red belly or a black stripe. For example, bird songs are complex temporal
patterns of sound frequencies analyzable into notes and phrases. One approach to
understanding behavior toward such complex stimuli represents them as points in a
multidimensional stimulus space. For example, Nelson and Marler (1990) tested
the hypothesis that birds identify the songs of their species by relying on the features
that best distinguish them from the songs of other species found in the same habitat,
the local sound environment. They studied two North American songbirds, the field
sparrow (Spizella pusilla) and the chipping sparrow (S. passerina) by analyzing a
number of parameters of the songs of these and 11 other species commonly singing
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around them in upstate New York. Many exemplars (i.e., specific examples) of each
species’ song were described along dimensions such as maximum and minimum
sound frequency, number of notes, and note and song duration. When the average
song of each species and its range of variation were placed in the multidimensional
signal space so defined, three variables were sufficient to differentiate chipping
sparrow song from those of the other species, while four additional variables
were needed for field sparrow song, that is, this song overlapped with more of
the other songs in the signal space (Figure 6.4).

To discover whether field sparrows actually use the features that best discriminate
their species-typical song in signal space, Nelson and Marler observed the birds’
aggressive responses to songs played in the middle of their territories. A standard
species-typical song with median values of all features was compared to a song
differing in just one feature. The feature being tested, note duration for example,
was altered until the test signal reliably elicited less territorial threat than the normal
song. The difference from normal defined the just meaningful difference (JMD) for
that feature. In general, birds responded less to an altered song when its features took
on values about 2.5 standard deviations away or more from the average value for the
species. The just meaningful difference is most likely larger than the psychophysical
just noticeable difference (JND, Chapter 3), that is, the birds could probably be
trained to make much finer discriminations.

Chipping
sparrow

DF 1

2 -

DF 2

Figure 6.4. Two-dimensional space of song characteristics showing the extent to which chipping
sparrow and song sparrow songs are similar to those of 11 other species found in the same habitat.
Polygons enclose all songs sampled for each species. Dimension DF1 is positively correlated with
song duration and number of notes; DF2 is correlated positively with minimum frequency and
negatively with internote interval and note duration. Redrawn from Nelson and Marler (1990) with
permission.
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To find out how features were weighted in the birds’ decisions, Nelson and
Marler used two altered songs in each test. For example, a song with its maximum
frequency altered by one JMD was pitted against one with its duration altered by
one JMD. If the bird directed more aggressive behavior toward the song with altered
duration than toward the song with altered frequency, it could be concluded that
duration was less important than frequency in the classification of song as “field
sparrow” versus “other species”. Sound frequency was the most important feature
for field sparrows, consistent with the hypothesis that birds should be most respon-
sive to features that best differentiate their song from others in the same sound
environment (see Figure 6.4). Other features were ranked in a way consistent with
the hypothesis that species recognition is based on the least variable features of
species-specific signals.

6.3.2 Birds classifying signals in the laboratory

A thorough multidimensional analysis requires large amounts of data from standar-
dized tests, and these may be difficult to obtain in the field. Operant tests in the
laboratory overcome this limitation. In one useful paradigm, the animal performs one
response to present a steady background stimulus against which a second stimulus
sometimes appears. The animal is reinforced for performing a second response when
the different stimulus appears, and its latency to report “different” is taken as
evidence of the ease with which it perceives the difference. A relatively large set of
stimuli is used, maybe a dozen or more, and each appears sometimes as background
and sometimes as the alternated stimulus. The data are converted into a representa-
tion of psychological distances among the stimuli in a multidimensional space: pairs
of stimuli for which “different” is reported quickly are far apart, while pairs for which
the latency is long are close together, that is, perceived as similar. Each cluster of
stimuli in such a space defines a psychological category (for further discussion see
Blough 2001). Unlike the method of category discrimination training discussed in
Section 6.5, this procedure allows the animal to show how it classifies the stimuli on
its own rather than imposing a classification scheme on it. The two approaches can be
combined, as in the studies with bird song discussed in Section 6.5.5.

Dooling and his collaborators exploited this technique to study how birds classify
vocalizations of their own and other species (Dooling et al. 1990; Dooling et al.
1996). For example, Dooling, Brown, Klump, and Okanoya (1992) tested canaries,
zebra finches, budgerigars and starlings with the contact calls of canaries, zebra
finches, and budgerigars. For each species of subjects, the sounds formed three
clusters in multidimensional stimulus space corresponding to the three species’ calls
(Figure 6.5). When it came to detecting differences within species, the canaries,
zebra finches, and budgerigars were each quickest at detecting differences between
individuals of their own species. Psychophysical studies indicate that this species-
specific advantage does not reflect differences in auditory perception but rather
more central processing, in which calls are compared to a representation of a
species-typical call and close matches are treated as belonging to the subjects’ own
species (Dooling 2004).

A similar study with primates (Brown, Sinnott, and Kressley 1994) showed that
humans and Sykes’s monkeys (Circopithecus albogularis) classified monkey and bird
alarm calls as predicted on functional grounds. In the wild, the monkeys should
respond similarly to all monkey species’ alarm chirps because any of them could signal
a predator, but they should ignore the acoustically similar chirping of forest birds.
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Figure 6.5. Top: Plots similar to that in Figure 6.4 showing how budgerigars, canaries, zebra finches,
and starlings classified the songs of four canaries (C1-C4), four budgerigars (B1-B4) and four zebra
finches (Z1-Z4). Lower panels: Latency with which birds of the four species tested responded when
the test stimulus changed from one song to the song of another individual of the same species.
Response to vocalizations of the subject’s own species shown in white. Redrawn from Dooling et al.
(1992) with permission.

Accordingly, Sykes’s monkeys classified alarm chirps of their own and another sym-
patric monkey species as more similar to each other than either was to a sample of bird
calls. People tested in the same way classified the bird calls as more similar to those of
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Figure 6.6. Normal and scrambled budgerigar faces used to test face perception in budgerigars. Data
are the increase in latency when individual budgerigars were required to discriminate between
scrambled faces compared to their latency to discriminate between two normal faces. The isolate was
raised apart from other budgerigars. Redrawn from Brown and Dooling (1993) with permission.

monkeys and the monkey calls as more different from one another than the monkeys
did. As another example of a species-specific advantage in auditory classification,
birds of a number of species outperform humans when tones in one range of frequen-
cies are to be discriminated from higher and lower tones. The birds discriminate the
category boundary much more sharply than the humans do, showing evidence of the
absolute pitch presumably used in song learning and recognition in the wild (Weisman
etal. 2006).

Such comparative data on classification raise many questions. For example, would
monkeys raised in the laboratory classify bird and monkey calls in the same way as
monkeys that had lived in the wild? Conversely, would a naturalist with a lot of
experience in the monkeys’ habitat classify the calls as monkeys do? In Chapter 14 we
see that many animals learn functional categories consisting of the alarm calls of other
species in their habitat and thereby warn each other of a common danger. To what
extent is the monkeys’ response in these experiments due to this kind of experience as
opposed to a perceptual specialization? We also need to be sure that animals treat
sounds in an artificial context like an operant chamber as species-specific signals.
There is some evidence that birds working for food in the laboratory do treat recorded
species-specific vocalizations as vocalizations in that zebra finches learn an operant
discrimination between zebra finch songs faster than birds not in reproductive con-
dition (Cynx and Nottebohm 1992). Similarly, captive cottontop tamarins (Saguinus
oedipus, a small monkey) reply to recorded tamarin long calls just as they do to the
actual calls (Miller, Iguina, and Hauser 2005).
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From anonhuman perceiver’s point of view, visual images in photographs and video
may not match the real things very well (Box 6.1). Nevertheless, Brown and Dooling
(1992,1993) have successfully used colored slides in a procedure like the one used with
auditory stimuli to analyze how budgerigars classify the faces of budgerigars and other
birds. The birds classified slides of natural budgerigar faces on the basis of features that
would be socially significant in the wild. They did not seem to be influenced by purely
pictorial features like the proportion of the slide occupied by the image, suggesting that
they were processing the slides as bird faces. Moreover, as with vocalizations, there was
a species-specific advantage: budgerigars detected a difference between budgerigar
faces quicker than one between zebra finch faces, although people judged zebra finches
to differ more. In addition, studies with scrambled budgerigar faces indicated that the
configuration of features into a face was important.

Box 6.1 How Do Animals See Pictures?

Following Herrnstein’s (1979) demonstration that pigeons could acquire and generalize a
discrimination between pictures with trees and pictures without trees (Example 3 at the beginning
of the chapter), Herrnstein and de Villiers (1980) asked how pigeons perform when slides of fish—a
natural category irrelevant to present-day pigeons—are used instead. This experiment is interesting
only on the assumption that pigeons recognize objects and scenes in back-projected colored slides as
such. If all the pigeon sees is an array of colored blobs, discrimination learning should not be affected
by whether the slides depict objects natural or unnatural to pigeons’ environment, or indeed whether
they depict objects at all, and it was not. In retrospect, the notion that slides of objects and scenes are
more naturalistic or ecologically valid stimuli than simple patterns and colors because animals see
them as depicting places and things in the real world appears naive and misguided (Fetterman 1996;
Delius et al. 20005 Fagot 2000).

How animals behave toward still or moving pictures has been addressed in two remarkably
separate bodies of work. Some psychologists have continued on from Herrnstein using operant
techniques to study aspects of picture perception in animals, mostly pigeons but also monkeys
(Fagot 2000). One approach is to see if a learned discrimination transfers between arbitrary
objects or scenes to images of them, or the reverse, to test whether objects and pictures are in some
sense equivalent. The results have been mixed (Delius et al. 2000; Fagot, Martin-Malivel, and Depy
2000; Watanabe 2000). For example, pigeons trained to find food in a distinctive part of a large room
seemed to transfer this discrimination to slides of different parts of the room (Cole and Honig 1994),
but exposure to a particular outdoor location did not speed learning of a discrimination between
slides of it and a second outdoor location (Dawkins et al. 1996; but see Wilkie 2000). A number of
factors mitigate against transfer (D’eath 1998), including that slides or video may not capture color
as seen by pigeons (see Box 3.1), and that they may be at unnatural viewing distances for the real
objects they depict (Dawkins and Woodington 1997). Tests of transfer between objects and pictures
of them also fail to take into account that real objects provide many cues to depth and distance
unavailable in pictures (see Dawkins et al. 1996, for further discussion). Other research (Spetch and
Friedman 2006) has looked at whether purely pictorial features important for object recognition in
humans are also used by pigeons to classify drawings of objects. The results may or may not reveal
something about general mechanisms of object recognition.

In a novel and potentially useful approach to testing whether animals relate pictures to
representations of the real thing Aust and Huber (2006) trained pigeons to discriminate slides with
versus without people using slides which never showed a particular part of the body, either hands or
heads. If the birds saw the slides as representing parts of people, they should generalize to slides
showing the missing part, for example, to a head alone for the group trained on headless people, but
they should not generalize if they saw the slides as meaningless patterns. The birds did generalize to
some extent, pecking more at slides with the missing part than to novel slides without any part of a
person, and various controls suggested that no simple visual features of the slides could account for
this. A nice further control would be a similar experiment manipulating parts of something pigeons
are unfamiliar with.
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Meanwhile, behavioral ecologists and ethologists have had a lively debate about the use of video
playbacks in one twenty-first-century version of sign stimulus research with diverse species including
spiders, lizards, fish, and birds. Videos of sexual, aggressive, and other behaviors have tremendous
potential for revealing the cues animals use in social interactions because the behaviors and features
of the animal in the video can be controlled and manipulated, even in an interactive way. However,
not only do moving pictures have all the limitations of still pictures already mentioned, in addition
some animals’ flicker fusion frequency is higher than humans,” which means that what we see as
smooth motion is likely perceived as jerky and perhaps aversive (see Adret 1997; D’eath 1998).
Recent technical advances in producing and displaying computerized images have overcome many of
these problems. Studies making use of them have shown, for example, that Japanese quail recognize a
video image of a particular individual quail they saw “in person” earlier (Ophir and Galef 2003) and
that Jacky dragons, a species of small lizard, display aggressively to a video rival exactly as to a real
one (Ord et al. 2002). Increasingly robots are used to reveal the stimuli important in social
interactions as they can even be deployed in the field. One way to be sure their visual properties
are realistic from the perceiver’s point of view is to cover them with real skin or feathers as done by
Patricelli, Coleman, and Borgia (2006).

In summary, the best answer to the question asked by this box is, “It depends”—on the
species of animal and the kind of discrimination being tested. Jumping spiders court conspecifics
and attack prey that they see on TV, apparently not discriminating a video image from the real
thing (Clark and Uetz 1990). Even with older types of video, chickens behave as if seeing real
conspecifics and predators, apparently reacting to simple sign stimuli such as shape or motion.
When used with appropriate caution, slides and video images of real-world things and events
can be extremely useful for answering certain questions about how animals discriminate and
classify things of importance in nature. The work on face recognition in budgerigars and other
species described earlier in this chapter is one example; another is that on vocal communication
in chickens discussed in Chapter 14.

Independently of this kind of research, numerous studies of category learning in
pigeons like Example 3 (see Section 6.5) have used images of human faces as stimuli.
Some of this work has looked at the importance of parts and their configurations in
the birds’ ability to respond differently to different sets of photographs such as male
versus female faces. Face images have generally been used here simply as arbitrary
patterns that can be varied in a systematic way with readily available morphing
algorithms. Arguably, the results of such studies have only tenuous relevance to either
pigeons’ or humans’ natural classifications, especially given some of the findings
described next.

Monkeys, chimpanzees, and sheep can discriminate between individual conspeci-
fics’ faces in photographs (Kendrick et al. 1995; Parr et al. 2000). In humans, facial
features in a normal configuration are thought to tap into a specialized face-recognition
system. Some evidence for this is the observation that individuals’ faces become more
difficult to recognize when they are upside down. However, baboons trained to
respond differently to images of two different familiar caretakers’ faces showed no
evidence for differential processing of upright versus inverted faces. Rather, they
appeared to treat them as meaningless shapes (Martin-Malivel and Fagot 2001).
Consistent with this conclusion are the results of a clever comparative study in which
both humans and baboons classified black and white images as the faces of humans
or baboons (Martin-Malivel et al. 2006). Once subjects succeeded with a set of 60
training images, they were exposed to computer-generated human-baboon morphs
and degraded faces. Analysis of how such images were classified as a function of
how they were degraded revealed that the baboons used the information in the
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images as would an observer treating the images as abstract shapes, whereas the
humans referred them to preexisting concepts of baboon and human faces. Unlike
tests varying features, such as eyes, that should be important for recognition, this
method does not rest on any assumptions about what features are used. However,
notwithstanding the conclusion suggested by this experiment, under some circum-
stances individuals of various primate species, including chimpanzees and rhesus
macaques, do treat images of conspecific faces as such. For example, chimpanzees
and rhesus match the facial expressions naturally associated with distinctive vocali-
zations to those vocalizations (Parr et al. 2000; Ghazanfar and Logothetis 2003;
Parr 2003).

6.4 Discrimination learning

Discrimination learning traditionally refers to the results of procedures in which
animals are reinforced for performing a different, arbitrary, response to each of two
or more stimuli. Training with a single stimulus requires discrimination learning
too, since the animal has to discriminate the experimental context plus the rein-
forced stimulus from the context alone. Methods of training with two or more
stimuli (Box 6.2) have led to a distinctive body of data and theory with implications
for the nature of animal category or concept learning. The discrimination training
procedures described in Box 6.2 may suggest that they all involve instrumental
training, that is, associating responses rather than stimuli with their consequences.
However, procedures the experimenter views as instrumental may be effective
because of the Pavlovian contingencies embedded in them. For example, as we
have seen in Chapter 4, approaching a stimulus paired with food and retreating
from one not paired with expected food are natural outcomes of Pavlovian con-
ditioning procedures. Contemporary discussions typically apply to discrimination
training in general. In any case, although theories about the content of instrumental
learning are not discussed until Chapter 11, for present purposes it is necessary to
know only how instrumental procedures are used to discover how animals discri-
minate and classify stimuli.

Box 6.2 Methods for Discrimination Training

Stimuli to be discriminated may be simultaneous or successive. For example, in a simultaneous black-
white discrimination in a T-maze a rat chooses between a black arm and a white one, with black
sometimes on the left, sometimes on the right. The rat might receive food in the white arm, no food in
the black arm. Gradually it learns to enter the white arm regardless of which side it is on. In a
comparable successive black-white discrimination the rat is placed in a black alley on some trials and
a white alley on others. It finds food only at the end of the white (or the black) alley. In this go/no go
discrimination, performance is assessed by comparing running speeds or latencies to reach the end of
the white vs. black alleys.

Correction procedures can be helpful in exposing animals to to-be-learned contingencies: if the
animal makes an unrewarded choice at the beginning of the trial, it is “corrected” by removing
opportunity for all but the rewarded response. In simultaneous discriminations, there is always a
correct, rewarded, response, and this may make these procedures more sensitive for detecting the
early stages of learning with difficult discriminations because the animal never has to withhold
responding.
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Much of the older literature on discrimination training (see Mackintosh 1974) used rats in
alleys and mazes, as described above. Now computer-controlled operant chambers are widely
used because they allow automated testing of large numbers of animals for large numbers of trials.
Pigeons are popular subjects because their visual acuity and color vision means they can be trained
on tasks involving large numbers of visual stimuli. Operant procedures may have discrete trials as
in the T-maze and runway, but free operant procedures are also used. In these, one or another of
the stimuli to be discriminated is always available and response rates are compared in the different
stimulus-reward conditions. A successive free-operant discrimination procedure is also referred to
as a multiple schedule. Simultaneous free-operant discriminations are concurrent schedules.
Intermittent reinforcement may be scheduled with a different frequency or pattern in the
presence of each stimulus and response rates compared. It is not necessary that one of the
stimuli be completely unrewarded; with sufficient exposure animals can learn quite subtle
differences between reinforcement contingencies paired with different stimuli. They sometimes
learn all sorts of other things the experimenter may not intend, too. For instance, in a successive
free-operant discrimination with intermittent reinforcement in the presence of one stimulus and
no reinforcement (extinction) in the presence of the other, animals can use the presence or absence
of reinforcement in the first few seconds of each stimulus presentation as a cue to whether to keep
responding during that stimulus.

Once animals have acquired a discrimination they may be tested to see which aspects of the
discriminative stimuli control responding, as in the studies of generalization in Section 6.4.2. But
animals don’t stop learning just because the experimenter is giving a test. Reinforcing the animal for
any response it makes in the test may teach it to respond indiscriminately, but never reinforcing it for
responding to the novel test stimuli is no better. A common solution to this dilemma is to reinforce
responding intermittently during the training phase, as in the study by Blough described in Section
6.4.2. Intermittent or partial reinforcement for correct responses increases resistance to extinction
(i.e., the animal will keep responding longer without reinforcement) and makes it possible to sneak in
occasional unreinforced test stimuli without the animal learning not to respond to them, thereby
increasing the number of tests that can be given.

6.4.1 Acquisition
Simple discriminations

Even in a novel environment a frightened rat runs into a black compartment rather
than into a white one. It clearly discriminates black from white already, yet if
experimentally naive rats are trained in a black-white discrimination with food
reward, many trials may elapse before they perform differently from chance. This is
not surprising if we consider that the situation is initially completely novel. Before the
animal can become interested in eating and learn how to get food, its tendency to
explore the novel environment and/or its fear of it has to habituate. This learning may
occupy a separate phase of pretraining, or feeder training (sometimes called magazine
training). In two-choice situations, animals commonly adopt position habits during
the acquisition phase, or presolution period. For instance, a rat being trained on a
simultaneous black-white discrimination may always choose the stimulus on the left.
Historically, this kind of consistent response to incorrect features was called hypoth-
esis testing, as if the animal was testing the hypothesis “left is correct.” Considerable
debate was devoted to the question whether animals learn anything about the correct
features during this phase (see Mackintosh 1974).

Not surprisingly, physical similarity between the stimuli to be discriminated
influences the speed of discrimination learning. A discrimination between two shades
of grey is learned more slowly than one between black and white. If the stimuli to be
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discriminated differ in several features, providing redundant cues, acquisition is faster
than if they differ in only one feature (Mackintosh 1974). Animals may learn a
difficult discrimination faster if they first learn an easy related one, as in the study
of bats’ auditory sensitivity described in Chapter 3.

Relative validity

Consider the following experiment on eyelid conditioning in rabbits (Wagner et al.
1968; Figure 6.7). (In eyelid conditioning, a CS signals a puff of air or a mild shock to
the eyelid; the rabbit closes the nictitating membrane over its eye in anticipation of the
US.) Two groups of rabbits were each exposed to two tone CSs, T1 and T2. Both
tones were always presented in compound with a light, L. In the uncorrelated group,
T1 + L and T2 + L were each followed by the US on 50% of trials. In the correlated
group , T1 + L was always reinforced and T2 + L was never reinforced. Notice that the
light was followed by the US half the time for both groups. If the number of pairings
of light with the US is all that matters in learning to discriminate the light from the
context alone, all the rabbits should respond similarly on test trials with the light
alone. In fact, however, only the animals in the uncorrelated group showed substan-
tial numbers of CRs to the light alone. This group blinked rather little to either of the
tones alone (Figure 6.7). In contrast, rabbits in the correlated group responded to T1
and not to T2 or L alone. This pattern of results and others like it in instrumental
paradigms (Mackintosh 1983) is accounted for by the notion that what matters for
learning is the predictive value of a CS relative to that of other potential CSs in the
situation (see Chapter 4). Here the light always predicts the US for the uncorrelated
group, regardless of which tone is present. For the correlated group, T1 predicts the
US perfectly and the light is irrelevant.

The tendency to learn most about the best predictors has ecological implications.
Dukas and Waser (1994) exposed bumblebees (Bombus flavifros) to patches of artifi-
cial flowers, each decorated with two colors. For example, a bee might find yellow +
blue, yellow + purple, white + blue, and white + purple flowers. Bees for which a single
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Figure 6.7. Method and results of the relative validity experiment of Wagner et al. (1968).
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color reliably predicted nectar (e.g., only white + blue and white + purple rewarded)
gradually increased the proportion of visits they made to rewarded flowers, but those
for which no single color was a reliable predictor (e.g., only white + blue and yellow +
purple rewarded) did not improve their foraging efficiency in over 300 visits.
Bumblebees in the latter group would have had to learn the significance of each
configuration of colors, a solution to discrimination training discussed next.

Compounds as configurations

Suppose stimulus A is reinforced and stimulus B is reinforced, but their compound,
stimulus AB, is not reinforced. According to the Rescorla-Wagner model (Chapter 4)
it is impossible for animals to learn to respond to A and to B but not to AB. The AB
compound should support more responding than either A or B alone, not less.
Nevertheless, rats and pigeons can learn such a configural discrimination. To explain
how they do, elemental theories have to assume that the compound, AB, contains an
extra, configural, element. In effect this corresponds to the animal’s knowledge that
AB is a distinct entity more than the sum of its parts. In this way the separately
reinforced A and B can still be excitatory but the hypothetical configural element can
gain enough inhibitory strength to cancel their combined effects.

In contrast to this approach, Pearce’s (1994a, 1994b) configural theory mentioned
in Chapter 4 suggests that a compound is treated as a unique stimulus, albeit one with
some similarity to both A and B. Generalization between the compound and its
elements makes the configural discrimination difficult, but not impossible. To account
for behavior in this particular discrimination problem, there is not much to choose
between configural and elemental models. Pearce’s theory provides a better account of
performance in some more complex discriminations involving three or four elements in
different combinations, but on the other hand, there are some situations for which an
elemental account does a better job (review in J. A. Harris 2006). Each account may be
correct for some subset of discrimination learning situations (Pearce and Bouton 2001).
Or perhaps some new model will provide a better account than any existing one
(cf. J.A. Harris 2006). But both elemental and configural approaches suffer from
vagueness in the specification of similarity. How do we identify the “elements” that
two stimuli may or may not have in common or quantify the similarity between two
compounds with common features (Fetterman 1996; D. S. Blough 2001)?

6.4.2 Generalization and peak shift

No stimulus is exactly the same twice. A red belly may be on a small or a large male or
seen at different angles and distances, but it is still a sign of a male in breeding
condition. If nothing else, the internal state of the perceiver or the orientation of its
receptors changes from one encounter with an object to the next. Generalization from
one thing to others that are physically similar to it makes it possible to behave
consistently to events that are the same in consequential ways. The experience of eating
a particular seed or butterfly is a good indication of what will follow from eating other
seeds or butterflies of the same kind, so there is a sense in which the universal tendency
to generalize expresses a creature’s estimate that a new thing is the same kind as a thing
previously learned about (Shepard 1987, 1994). As this functional account implies,
generalization is seen with all sorts of discriminative behavior, whether trained in the
laboratory or not (Ghirlanda and Enquist 2003). Generalizing from one thing to
another does not necessarily mean the animal cannot tell them apart. In nature, there
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is a tradeoff between generalizing and discriminating (McLaren 1994). For instance,
fear responses are likely to generalize widely because the cost of ignoring the slightest
sign of a predator is likely to be greater than the cost of making a startle response to a
falling leaf. Reflecting such functional tradeoffs, the extent of generalization may
depend on the behavior system and the strength of motivation underlying responding.

Learned behaviors seldom generalize completely, even when they might be
expected to. For example, suppose a pigeon is reinforced intermittently when a
pecking key is lighted with green light but not when the key is dark. If it receives
food intermittently, perhaps on a variable interval (V1) schedule, it will peck steadily
whenever the light is on. (On a VI schedule, food can be earned with a specified
average frequency but at intervals varying from very short to very long.) All it has to
learn is a discrimination between light on and light off, but when the wavelength of
the light is now varied, the pigeon’s pecking rate will vary in an orderly way with
wavelength (Figure 6.8).

After discrimination training, generalization may be tested along a dimension
shared by S+ and S-. In the example above, suppose the pigeon is reinforced for
pecking when the key is illuminated with one wavelength and not reinforced, or
reinforced less often, for pecking at another wavelength. Now testing with stimuli
varying in wavelength will reveal the highest rates of pecking not to the reinforced
wavelength but to one displaced away from the unreinforced wavelength (Figure 6.8).
This is peak shift, found with many species and stimulus dimensions (Ghirlanda and
Enquist 2003; Lynn, Cnaani, and Papaj 2005; ten Cate and Rowe 2007; but see
Spetch and Cheng 1998). Peak shift is generally more marked the closer together are
the positive (S+) and negative (S-) stimuli (but see Baddeley, Osorio, and Jones 2007).
Notice that in Figure 6.8 training a wavelength discrimination increased the rate of
pecking to S+ compared to what it was in the simple discrimination between light on
and light off. This increase in rate is related to the phenomenon of behavioral
contrast: behavior in the presence of a stimulus correlated with an unchanging
schedule of reinforcement depends on the reinforcement rate during other stimuli
that may be present. If more frequent reinforcement is sometimes available,
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Figure 6.8. Wavelength generalization and peak shift in pigeons. The control group was simply
reinforced for pecking at a key illuminated by 550 nm (CS). The other four groups were reinforced at
this wavelength and extinguished at one other, S-, wavelength as indicated. Redrawn from Hanson
(1959) with permission.
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Figure 6.9. How additive gradients of excitation and inhibition can generate peak shift. The net
excitation from reinforcement at S+ minus inhibition from extinction at S- is represented by the
length of the vertical lines. The longest such line is not at S+ but to its right. Redrawn from Spence
(1937) with permission.

responding in the constant schedule will be lower than when that schedule is con-
trasted with lower reinforcement rates, as if an unchanging schedule is evaluated
relative to other current options.

Gradients of excitation and inhibition

From the time of Pavlov, theories of discrimination learning have been based on the
notion that reinforcement results in excitatory connections between stimuli or
responses and reinforcers, whereas nonreinforcement results in inhibitory ones.
This notion provides a simple mechanistic account of peak shift if we assume that
both excitation and inhibition generalize and that behavior toward a stimulus reflects
its net excitation (i.e., excitation minus inhibition), as shown in Figure 6.9. This
model, the classic Hull-Spence model, takes generalization for granted rather than
trying to explain it from first principles. An alternative (Blough 1975) provides a
possible mechanism for generalization by viewing the S+ and S- as each consisting of a
number of elements separately associated with the US, as in the model of perceptual
learning in Chapter 5. If elements individually acquire associative strength, it follows
that discriminations will be learned more slowly between similar than between
dissimilar stimuli. Elements common to S+ and S- will alternately gain and lose
associative strength, retarding the emergence of a difference in net associative
strength between S+ and S-, the more so the more common elements there are.
Table 6.1 shows how this approach accounts for peak shift.

Table 6.1 An elementalist analysis of peak shift

Stimuli 1 2 3(S+) 4 (S-)
Elements 0112 1223 2334 3445
+ + +++ 4+ + 4+
Net =/- +1 +2 +1 -1

Stimuli 1-4 are composed of various proportions of elements 1-3, as indicated. If 3 is the positive stimulus
in discrimination training and 4 is the negative stimulus, stimulus 2 will acquire greater net positive
strength than stimulus 3. After Mackintosh (1995), reproduced with permission.
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Because inhibition implies suppression below a “zero” level, it cannot be distin-
guished from absence of excitation without a moderate baseline level of behavior.
One solution to this problem is a summation test: compound the putative inhibitory
stimulus with an excitor to test whether it reduces responding more than does an
untrained stimulus (Rescorla 1969). Another is to test whether excitation is acquired
more slowly to the supposed inhibitor than to a neutral stimulus (the retardation test;
Rescorla, 1969). Blough (1975) conducted a summation test in which a whole range
of stimuli were reinforced at a low level to generate a stable baseline of behavior.
Pigeons pecked a key with a single colored line on it which could be illuminated by
any of 25 wavelengths (Figure 6.10). Each time the key lit up, pecking produced food
on a fixed-interval (FI) 20-second schedule; that is, when 20 seconds had elapsed since
the beginning of the trial, the next peck would be reinforced. In general, food was
only given on about 10% of the trials, but pecking was maintained by presenting a
gray square sometimes paired with food (a secondary reinforcer) at the end of every
trial. This procedure resulted in an increasing rate of pecking with the time a stimulus
was on and similar average rates to all 25 stimuli. Generalization of excitation was
studied on this baseline by giving extra reinforced presentations of a selected wave-
length to increase its excitation. Similarly, inhibitory gradients resulted from extra
nonreinforced presentations of a selected wavelength. Because intermittent reinforce-
ment was continued at the other wavelengths, this procedure permitted prolonged
assessment of generalization.

The sharpness of the gradient obtained in this procedure depends on when it is
measured during the 20-second fixed interval (see Figure 6.10). Early in the interval
responding is at its most selective. The pecking rates to all wavelengths increase
throughout the interval so the excitatory gradient is nearly flat near the time of
reinforcement. No other evidence is needed that generalization reflects more than
lack of ability to discriminate. Here one might say that the more there is to gain from
responding, as at the end of the FI, the more responding generalizes. An interesting
feature of the gradients in Figure 6.10 is the “shoulders” in the inhibitory gradients
on either side of the nonreinforced value. They can be generated by the elemental
model in a similar way to the enhanced responding that accompanies peak shift
(see Blough 2001).
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Figure 6.10. One pigeon’s excitatory and inhibitory wavelength generalization gradients in Blough’s
(1975) experiment. Separate gradients are shown for each 5-second period of the 20-second stimulus,
timed up from zero with food at the end of 20 seconds. Redrawn from Blough (1975) with
permission.
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Supernormality and peak shift

Peak shift is like supernormality in untrained discriminations in that stimuli with
more extreme values than those normally present evoke the most responding.
This similarity has stimulated discussions about possible mechanistic and/or func-
tional commonalities between the two phenomena (Cheng 2002; Ghirlanda and
Enquist 2003; Lynn, Cnaani, and Papaj 2005). The examples of supernormality
described in Section 6.2.2, however, seem to differ from peak shift as depicted in
Figures 6.8-6.10 in being open-ended. That is, a wide range of stimuli with
characteristics more extreme than normal evoke greater responding than normal.
Such responses might be the outcome of natural selection against responding to
values below some criterion, for instance, objects too small to be eggs (Staddon
1975; Baerends 1982). But this is not the whole story. An important difference
between features such as wavelength, in the examples in Figures 6.8 and 6.10, and
features such as size and number is that the latter vary in intensity. Unlike the case
with wavelength or orientation, changing an object along an intensity dimension
means there is more or less of it, and even in generalization tests with explicitly
trained responses, the shape of the gradient can vary with the type of continuum
tested (Ghirlanda and Enquist 2003). Peak shift in any kind of discrimination may
be the outcome of the kind of decision process depicted in signal detection theory
(Chapter 3 and Lynn, Cnaani, and Papaj 2005). With overlapping sensory effects
of two sets of stimuli such as S+ and S- (or eggs and not-eggs), the animal can be more
certain that the stimulus is S+ when it differs more from S- than usual. One intriguing
suggestion is that ‘difference’ is judged relative to the original discrimination. A small
difference is more relevant after training on a difficult discrimination (Baddeley,
Osorio, and Jones 2007).

6.4.3  Other processes in discrimination learning

In the wild animals must be learning new discriminations all the time. For instance,
as the seasons progress and new seeds and insects appear, a young bird may need to
learn how to discriminate them from the substrate, where they are most abundant,
and how to handle them. Birds that migrate have to learn about new food items at
stopovers along the way and in their final wintering grounds (Mettke-Hofmann and
Gwinner 2003). Long-lived animals may have to learn new things about neighbors
and territories in each breeding season. One might therefore wonder whether
discrimination learning becomes easier with experience. That is, do animals “learn
to learn”? This amounts to asking whether animals acquire anything during
discrimination training besides excitatory and inhibitory connections to specific
positive and negative stimuli. This question has been investigated in a number of
ways (see Mackintosh 1974), but here we focus on discrimination reversal learning
and learning sets. Studies of these phenomena have also yielded some noteworthy
comparative data.

Serial reversal learning

Discrimination reversal learning is just what it says: after being exposed to a given
S+ and S- for a number of trials an animal is now exposed to the same stimuli with
their significance reversed. So if black was initially positive in a black-white discri-
mination, black becomes negative. In serial reversals the animal is exposed to a series
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of reversals. The significance of the stimuli may change at the beginning of each
experimental session. Rats typically perform worse in the first few reversals of a given
problem, but they eventually perform better than they did on the first discrimination
(Figure 6.11). Optimal performance is one error per reversal. This can be attained by
adopting a win stay—Ilose shift strategy: always try the response that was last
rewarded, and if that is no longer rewarded, shift to the other response, otherwise
stay. Monkeys seem to learn this strategy, but rats do not. Instead, two other things
seem to happen. First, a long series of daily reversals causes proactive interference
(PI, see Chapter 7) in memory. The rat has had so many reversals that it cannot
remember at the beginning of one day which response was rewarded yesterday, so it
performs at chance. (At the beginning of each early reversal, performance is below
chance; at this stage the rat evidently does remember the last problem.) Second,
performance increases from 50% correct, or chance, more quickly in late than early
reversals, suggesting that rats gradually learn what stimuli to pay attention to in the
experimental situation.

Rumbaugh and his colleagues (Rumbaugh and Pate 1984; Rumbaugh, Savage-
Rumbaugh, and Washburn 1996) compared primates on a version of reversal learn-
ing in which animals were first trained to a criterion of either 67% or 84% correct
with a given pair of objects and then given ten trials with the significance of the
objects reversed. This procedure was repeated with a series of new pairs of objects. An
animal influenced only by past reinforcement with given objects should reverse more
slowly the higher the original criterion, whereas one that has learned the principle of
reversal might be expected to do just the opposite because the better it knows the
current contingencies the easier it should be to tell when they reverse. In a comparison
of 13 primate species, most of the prosimians tested showed the former pattern, the
apes showed the latter, and the monkeys were intermediate (Rumbaugh, Savage-
Rumbaugh, and Washburn 1996).

Some common tasks for studying children’s cognitive development essentially
require reversal learning. For example, in Piaget’s classic test of object permanence,
the child sees an object hidden in one place, A, and successfully retrieves it. But when
the same object is now hidden in another place, B, a very young child will continue
reaching for it in A, failing to reverse the previously successful response. But even
while committing this A not B error in responding, the child may be looking toward
B, as if knowing where the object is but being unable to inhibit the old behavior. The
disappearance of this error somewhere between the ages of 1 and 2 years is but one of
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many kinds of evidence for the growth of inhibitory control during human develop-
ment. Indeed, the same trend, along with evidence for its link to development of the
prefrontal cortex may be seen in non-human primates (Hauser 2003). Differences in
reversal learning among primates such as those reported by Rumbaugh and collea-
gues could be related to species differences in this area of the brain.

Learning set

Tests for learning set are like discrimination reversals in that the animal is trained on
many discrimination problems in succession, but the stimuli are different in each
problem. As in reversal learning, general factors like learning to ignore irrelevant cues
can improve performance over problems. The optimal strategy for learning set is
again win stay—lose shift because an animal can do no better than choose randomly
on the first trial of each problem and then stay with the alternative chosen first if it
was rewarded, otherwise shift. Proportion correct choices on the second trial is a
measure of the extent to which this strategy has been acquired. The ability to acquire
a learning set has been used to compare animals in “intelligence.” This is an appealing
kind of test because “learning to learn” does seem intelligent from an anthropocentric
point of view. In addition, the shape of the curve representing number of errors as a
function of successive problems seems to be a meaningful measure of learning
regardless of its absolute level. Whether individuals of a particular species learn the
first problems slowly or quickly, one can still ask whether they improve over pro-
blems and whether they eventually attain the optimum of perfect performance on the
second trial of each new discrimination.

The view that learning set is a good test of animal intelligence was encouraged
by early data from mammals (Figure 6.12). The ordering of species, with rhesus
monkeys performing better than New World squirrel monkeys, which performed
better than cats, and rats and squirrels doing worst, is consistent with the assumption
that animals can be ordered on a single ladder of intellectual improvement. However,
this naive interpretation (see Chapter 2) is not even supported by further data on
learning set. Data of other mammals do not fall where they would be expected to
(Macphail 1982), and at least one bird species, blue jays, acquire a win stay/lose shift
strategy like rhesus monkeys do (review in Kamil 1985). In both blue jays and
monkeys, staying or shifting depends—as it would be expected to—on memory for
the first trial of a problem. Accuracy on the second trial of a new discrimination falls
as the time between trials (the inter trial interval or ITI) lengthens so that the outcome
of the first trial is forgotten.
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The results of learning set experiments with rats deal a further blow to the idea that
learning set performance is a unitary reflection of a species’ “intelligence”: the sensory
modality of the stimuli to be discriminated has an overwhelming effect on rats’
performance. The rat data in Figure 6.12 come from an experiment with visual
stimuli: in over 1000 problems, the rats’ accuracy on second choices hardly rose
above chance. But with spatial cues rats acquire a learning set within fewer than 50
problems (Zeldin and Olton 1986), and with olfactory cues they do so even faster
(Eichenbaum, Fagan and Cohen 1986; Slotnick, Hanford, and Hodos 2000). The
many procedural differences among experiments with different cues could have
contributed to the differences in results, but they are consistent with evidence that
rats have excellent memory for olfactory and spatial cues (Chapter 7).

Attention

In the Rescorla-Wagner model (Chapter 4), the learning rate parameter o is a
measure of the salience of a CS. Salience is assumed to be determined by physical
features of the CS—for instance a dim light has lower salience than a bright light—
and by the animal’s species-specific sensory abilities. For instance, odors are prob-
ably more salient than colors for rats, while the reverse is likely true for most birds.
But some elaborations of the Rescorla-Wagner model have assumed that in addition
associability or salience of stimuli, o in the equation for learning, can change with
experience (for a review see Pearce and Bouton 2001). Intuitively, it might seem that
as a stimulus acquires predictive value it would be attended to more: good
predictors deserve more attention, so o should increase as associative strength
increases (Mackintosh 1973). But it is equally plausible that well-learned predictors
are responded to automatically, so o of a CS should decrease as its associative
strength increases (Pearce and Hall 1980). There is some evidence consistent with
each of these views, suggesting that each one is correct in some yet-to-be-specified
circumstances.

Experience may change attention not just to particular stimuli but to whole
stimulus dimensions or modalities. For example, Blough (1969) reinforced pigeons
intermittently for pecking in the presence of a single combination of tone frequency
and wavelength out of 49 such compounds made up of 7 tones and 7 wavelengths.
The birds could perform well only by paying attention to both tone and light. That
they did so was shown by steep generalization gradients along both tone frequency
and wavelength (Figure 6.13). But when one feature of the reinforced stimulus was
made irrelevant by keeping it constant for several sessions, the gradient along that
dimension flattened dramatically, indicating that the birds were paying less atten-
tion to it.

Several other sorts of data have also been thought to point to changes in
attention during discrimination training (Mackintosh 1974, 1983). For instance,
performance on a color discrimination is better following previous training on
another color discrimination than following training on, say, an orientation dis-
crimination. In such experiments, possible effects of simple stimulus generalization
from one discrimination to the next need to be ruled out by varying the positive and
negative stimuli for different animals and by making them as dissimilar as possible
from one discrimination to the next. If an animal trained with red positive and
green negative showed positive transfer to a discrimination with orange positive
and blue negative, an appeal to stimulus generalization would be more appropriate
than an appeal to increased attention to wavelength. Despite the intuitive appeal of
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Figure 6.13. Generalization along the dimensions of wavelength and sound frequency following
reinforcement at a single combination of wavelength and frequency. A single pigeons’ rate of pecking
is shown as proportion of rate to the reinforced wavelength and tone frequency. After Blough (1969)

with permission.

the notion that animals learn what to pay attention to, it has proven remarkably
difficult to obtain unambiguous evidence for changes in attention in conventional
discrimination learning because of the difficulty of ruling out such specific transfer
effects (Mackintosh 1983). Procedures like Blough’s together with tests of short-
term memory have been more illuminating (Riley and Leith 1976; see Chapter 7).
Nevertheless, this does not mean that animals do not learn what to attend to in
discrimination learning experiments. The ability to acquire new discriminations
does improve with experience, probably for a variety of reasons. The processes
involved may be important in variable environments in nature.

6.5 Category discrimination and concepts

Example 3 at the beginning of this chapter depicts a classic series of experiments
(Herrnstein, Loveland, and Cable 1976; Herrnstein 1979) in which pigeons were
trained to classify photographic slides according to their membership in categories
such as “tree” and “non-tree.” Typically, birds were trained with about 40 S+ slides, all
having exemplars of the category, and 40 S- slides, lacking exemplars. The slides were
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presented in random order on a multiple schedule, so that each one was on for a minute
or so. A bird was reinforced intermittently for pecking at S+ slides and not reinforced
for pecking at S-slides. A correction procedure might be used in which each negative
slide remained on until a certain number of seconds had elapsed without pecks, thus
extending the period of extinction for poorly learned negative slides. The data consisted
of response rates before the first reinforcer in positive slides and during a comparable
period for negative slides. In general, pigeons learn remarkably quickly with such a
procedure to classify photographs representing a large number of human-defined
natural categories including water, fish, and people as well as trees (see Chapters
16-21 in Wasserman and Zentall 2006b; Zentall et al. 2008). Most importantly,
they generalize to new instances. For example, birds that respond at a higher rate to
trees than to non-trees continue to do so when shown slides they have never seen before
(Herrnstein 1979).

This research attracted attention because the results seem to suggest that the
birds “have a concept” in the same way humans do. Indeed, one of the first articles
about it (Herrnstein, Loveland, and Cable 1976) was titled “Natural concepts in
pigeons.” However, what animals are doing in such experiments is best referred to
operationally, as category discrimination. That is, they are behaving differently to
different categories of items. One can then ask whether any special processes
underlie this behavior. Besides possibly illuminating mechanisms of human perfor-
mance in comparable situations (Mackintosh 2000; Ashby and Maddox 200S5),
the results are of interest from an ecological point of view because objects to be
discriminated in nature are, like the slides in Herrnstein’s experiments, more
complex and variable than the stimuli typical of traditional discrimination learning
experiments.

The pigeons in Herrnstein’s experiment are discriminating on the basis of member-
ship in a perceptual category, as distinct from a functional category. The former is
defined by perceptual features of its members, whereas the latter is defined by some
other property such as being edible or being related to a dominant female. For
example, screwdrivers belong in a perceptual category of long thin objects along
with pencils and carrots, but they also belong in the functional category fools along
with hammers and saws. In effect, all members of a functional category have a
common associate, for example, edibility or Female A as a relative. Categories may
also be relational; that is, a set of two or more things belongs to the category if it
instantiates a specified relationship such as identity or mother and offspring.

As may be apparent, much psychological research on animal category learning is
decidedly anthropocentric (Zentall et al. 2008). The key question is what representa-
tional ability is implied by performance such that of Herrnstein’s pigeons. We will
see that perceptual or functional category learning requires no more than the species-
general ability to associate surface features of stimuli with reward and/or with one
another; no special ability for abstraction or conceptualization need be invoked.
When it comes to relational categories, however, in particular same versus different,
it’s another story. Although both primates and pigeons can be trained, sometimes
with great difficulty, to categorize displays as to whether the items in them are all the
same or not, they seem to do so on the basis of perceptual variability. This makes their
performance very different from that of people, most of whom classify such displays
categorically—either the same or different, not more or less variable (Castro, Young,
and Wasserman 2006)—and who possess a domain general concept of sameness.
That is, people can represent second-order relationships, those abstracted from the
first-order or perceptual features of stimuli. This sensitivity has been suggested to
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characterize a pervasive mental discontinuity between humans and all other species
(see Chapter 15; Penn, Holyoak, and Povinelli 2008).

6.5.1 Perceptual category discrimination: Memorizing and generalizing

When photographs of real-world scenes and objects are the stimuli in a category
discrimination experiment, animals do not have to see them as representing real
things in order to classify them correctly. Indeed, it is questionable whether pigeons
see the photographs in experiments like Herrnstein’s as anything other than arrays of
colored blobs (Box 6.1). Monkeys trained to discriminate slides with people from
those without people proved to be responding partly to red patches: slides showing a
slice of watermelon or a hyena carrying a dead flamingo were treated like slides of
people (D’Amato and Van Sant 1988). Thus learning perceptual category discrimina-
tions may have little to do with human-like conceptual representations of the things
depicted. Rather, much of what is going on can be accounted for as simple discrimi-
nation learning and stimulus generalization.

Because memorizing 80 or more individual slides seems quite a feat, the possibility
that pigeons solve category discriminations by doing so was initially discounted.
However, it turns out that pigeons can memorize many more than 80 slides.
Vaughan and Greene (1984) trained birds with a total of 160 S+ and 160 S- slides.
This was a pseudocategory discrimination: slides were assigned to the positive and
negative sets regardless of perceptual similarity or natural category membership.
Nevertheless, within a few sessions with each new set of 40 positive and 40 negative
slides appearing twice per session, the birds were pecking more to most positives than
to most negatives. Moreover, they still performed the final discrimination with 320
slides well above chance after a rest of more than two years. Pigeons trained similarly
for 2 to 3 years with an ever-increasing pool of pictures were estimated to remember
over 800 individual slides (Cook et al. 2005).

Pigeons are also sensitive to fine details like those differentiating one photograph of a
scene from another taken a few minutes later (S. Greene 1983). But memorization is not
the whole story. Pigeons generally learn faster and perform better with categorical
groupings than with pseudocategories (S. Watanabe, Lea, and Dittrich 1993). But
members of a perceptual category like “tree” or “fish” have more in common as visual
stimuli (e.g., patches of green, certain kinds of contours) than members of a random
collection of things. Thus stimulus generalization among category members will tend to
improve performance with categories while, if anything, the same process will impede
learning of pseudocategories.

The earliest experiments on category discrimination consisted largely of demon-
strations that pigeons and a few other species could learn most—though apparently
not all—category discriminations (S. Watanabe, Lea, and Dittrich 1993). However,
to understand what such performance is based on, a more analytical approach was
needed. Wasserman and his colleagues (review in Wasserman and Astley 1994)
pursued such an approach by, in effect, asking pigeons, “What category does this
slide belong to?” and giving them four possible answers. This is like the “name game,”
in which an adult shows pictures to a young child and asks, “What is it?” The pigeon
viewed a central slide representing a member of one of four categories, for example
cats, flowers, cars and chairs (Figure 6.14). After being required to peck at the slide a
number of times, ensuring that it was processed, the bird chose among four keys, one
at each corner of the viewing screen. A peck at the upper right, red, key might be
reinforced if the slide showed a cat, a peck at the lower left, green, key, reinforced if
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Figure 6.14. Apparatus for training four-way categorization in pigeons and performance on slides
never seen before (nonrepeat) compared to performance on slides repeated from session to session.
Data redrawn from Bhatt et al. (1988) with permission.

the slide showed a car, and so on. With 10 instances of each category, pigeons chose
correctly about 80% of the time within 10 days of training, seeing each slide just once
a day (note that chance performance is only 25% correct).

This procedure was used in a series of experiments which documented how
pigeons’ discrimination among categories of photographs is based on a combination
of memorizing exemplars and generalizing from them. For instance, when the num-
ber of training slides per category was varied from 1 (i.e., a discrimination among
only four slides) to 12, pigeons learned more slowly the more slides per category,
consistent with a role for memorizing individual slides. On the other hand, when
tested with new slides after reaching 70% correct on training slides, they performed
better the more exemplars of each category they were trained with. This result should
not be surprising. The more, say, cat slides the bird has been exposed to, the more
likely a new cat slide will be similar to one seen before. Perhaps the best evidence for
the joint contribution of memory and stimulus generalization was an experiment in
which pigeons were able to learn a category discrimination even though each slide
was shown only once (Figure 6.14). The birds evidently learned enough from a single
trial with each slide to permit generalization to new slides of the same category. This
could mean that only the common features of each category were learned, since these
would be repeated from exemplar to exemplar. However, when novel slides were
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intermixed with slides being shown for the second time, performance was worse on
novel than on familiar slides. Thus, the birds apparently memorized features or
combinations of features unique to single slides as well as features common to
many slides. Pigeons can also learn to classify a given set of images in two ways
concurrently (Lazareva, Freiburger, and Wasserman 2004), a laboratory analogue of
the multiple classification of social companions described in Chapter 12.

6.5.2 The contents of perceptual category learning: Exemplars, features,
or prototypes?

What has an animal learned when it can accurately classify stimuli into perceptual
categories? One answer was suggested in the preceding section: the animal simply
learns the characteristics of every slide as a whole (Wasserman and Astley 1994;
Chase and Heinemann 2001). Associative strength is acquired to each individual
stimulus, and by definition there is more stimulus generalization within than between
perceptual categories. However, a theory based on learning of elements makes similar
predictions to exemplar learning here. The elemental approach starts from the
observation that perceptual category membership is defined by the possession of
certain features. For instance, trees are likely to be green, have leaves and/or branches,
dark vertical trunks, be outdoors, and so on. But obviously many nontrees—for
instance celery stalks—have one or more of these features, too. Furthermore, natural
categories may be polymorphous; that is, not all category members have all the same
features, although each has at least a subset of them. For instance, birch trees have a
trunk and leafy branches with white bark, pine trees have a trunk with dark-colored
bark but needles in place of leaves. An elemental analysis of categories proposes that
nevertheless a set of features can be found such that the conjunction of some number
of them separates category members from other things. The number and identity of
conjoined features may vary from instance to instance, as with trees.

A more analytical approach than using collections of photographs is to create
categories of artificial stimuli (Figure 6.15). Reinforcement for responding to each
feature can depend on the other features with which it appears, much as with
objects forming natural categories (e.g., in a tree-no tree discrimination, a leafy
oak tree is positive, but a leafy celery stalk, negative). Pigeons can learn category
discriminations with stimuli like those depicted in Figure 6.15 (Huber and Lenz
1993; Lea, Lohmann, and Ryan 1993; Huber and Lenz 1996), but they do not
always learn as quickly as they learn to categorize colored slides of natural scenes.
One reason may be that, unlike the case with natural categories, the artificial
categories have been designed so that no one feature or cluster of features is more
predictive of category membership than others. For instance, each artificial seed in
Figure 6.15 is described by values of each of five features (spotted/plain, fat/thin,
stripe curved/straight, horizontal/vertical, rounded/pointed). Because category
membership depends on any three or more features being shared with the perfect
exemplar, each feature is equally important. In contrast, in many natural categor-
ization problems such as that depicted in Figure 6.4 some features predict category
membership better than others.

Huber and colleagues (Huber and Aust 2006) analyzed something more like a
natural categorization problem with controlled stimuli by using computer-manipulated
images of human faces. Like other research summarized below, this work supports the
conclusion that pigeons use both elements and configurations of elements, depending
on the task. An even more stripped-down and well-controlled approach to creating
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Figure 6.15. “Artificial seeds” for category discrimination experiments. The perfect exemplar of Set
A is fat, dotted, horizontal, with a straight stripe present and a curved stripe absent. The perfect
exemplar of set B has the opposite value of each of the five features. “Good” and “poor” exemplars
have only 4 or 3 features, respectively, in common with the perfect exemplar of their category.
Redrawn from Lea, Lohmann, and Ryan (1993) with permission.

naturalistic categories is to create overlapping sets of stimuli that vary continuously
along two dimensions, such as height and width (Shimp et al. 2006). Just as in the
stimulus space defining songs from two bird species (Figure 6.4), categories are
defined probabilistically, with items near a central value being more likely than
more deviant ones. For example, a “high wide” category might include a few “low
narrow” exemplars. Reasoning familiar from signal detection theory (Chapter 3)
predicts the optimal choice of the response corresponding to each category. Pigeons
do choose close to optimally with a variety of categorization rules. For example, as in
Figure 6.13, when the relevance of one dimension changes relative to the other,
pigeons’ weighting of it changes accordingly,

Both exemplar-learning and element-learning accounts of category discrimination
are fundamentally associative: exposure to each instance changes associative strength
of the whole exemplar or its features, respectively, and performance to other exem-
plars and nonexemplars is based on stimulus generalization. A somewhat different
account, derived from human concept learning (Ashby and Maddox 2005), is that
exposure to individual exemplars results in the formation of a representation of a
category prototype, a sort of ideal exemplar, the central tendency of all exemplars.
The prototypical bird, for instance, is more like a robin or a sparrow than a penguin
or an ostrich. Categorization of exemplars is based on comparing them to the
prototype.
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Figure 6.16. Stimuli and data from Pearce’s (1989) experiments on artificial category learning by
pigeons. After Pearce (1989) with permission.

Prototype theory makes two predictions that at first sight appear to be unique,
but they can equally well be generated by associative theories. One prediction is
that categorization of the prototype stimulus itself should be more accurate than
categorization of any exemplars, even if the prototype has never been seen before.
Pearce (1988, 1989) tested this prediction using categories consisting of patterns of
three colored bars (Figure 6.16). Individual bars varied in height from 1 to 7 units,
and patterns were classified in terms of the total height of their components.
Patterns with a total of 9 units were positive; a total of 15 units defined a negative
pattern. Individual bars could be 1 to 5 units high in positive patterns and 3 to 7
units high in negative patterns. Thus, some individual stimulus elements (here, bars
3, 4, or 5 units high) could appear in a pattern belonging to either category.

One would suppose that the prototypical positive pattern would be one composed
of three 3-unit bars; similarly, the negative prototype is three 5-unit bars. Pearce’s
pigeons saw neither of these patterns in training, but they were tested with the
prototypes and other novel patterns after learning the category discrimination
(Figure 6.16). Response rates were not highest to the prototype “short” pattern and
lowest to the “tall” one. Instead, the birds showed the most extreme response rates to
extra-short and extra-tall patterns. This result can best be described as peak shift. The
birds appear to have treated the individual bars as the stimulus elements, which
gained excitatory or inhibitory strength as they were paired with reinforcement or
nonreinforcement, respectively. Because bars 1 unit high could occur in positive but
not negative patterns, they would be more strongly associated with reinforcement
than bars of length 3, which could occur in both positive and negative patterns.
Similarly, most inhibition would accrue to bars of length 7.

This associative, element-based account of Pearce’s results implies that a prototype
effect (best discrimination between the central tendencies or prototypes of the
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trained in two different ways to discriminate stimuli above the diagonal line from stimuli below it.
Small disks represent the stimuli used in training; larger disks, the stimuli used in testing, that is, the
category prototype (P) and stimuli closer to (C) and farther from (F) the category boundary than the
prototype. After Mackintosh (1995) with permission.

categories) might still be found with certain categories and training procedures.
Mackintosh (1995, 2000) reported just such an effect (Figure 6.17). As in Pearce’s
experiment, pigeons were trained to discriminate two artificial categories without
being exposed to the prototypes of those categories. Testing with new stimuli revealed
a prototype effect if the birds had been trained initially to peck at all 12 stimuli that
defined the positive stimulus class. By itself, this training results in greatest associative
strength to the stimuli with the central values of the set, that is, the prototype. Peak
shift was obtained when the birds had only pecked at a black cross before category
discrimination training began.

In general prototype suggests a specific configuration, not just a set of features.
In Pearce’s experiments with the rows of colored bars, for example, the average
height of the whole row defined category membership (for the experimenters, if not
for the pigeons). But by designing categories of three colored bars such that no one
element appeared more frequently in one category than the other, Aydin and Pearce
(1994) obtained a prototype effect, which they attribute to the pigeons learning
each display as a configuration. Similarly, Huber and Aust (2006) concluded that
pigeons use both facial elements and their configuration to categorize simplified
images of human faces. Because a combination of elements in a certain configura-
tion is what characterizes a specific image, or category exemplar, it might appear
that this is no different from an exemplar-based account. However, it differs from
pure exemplar learning theory in specifying the dimensions for generalization from
learned exemplars, namely elements and their spatial arrangement. A mathematical
model of configural learning (Pearce 1994a) accounts for Aydin and Pearce’s
findings and related ones.
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Figure 6.18. Example of three tasks used by Smith, Minda, and Washburn (2004) to compare
category learning by rhesus macaques and people. In each set, one response is rewarded for stimuli on
the left, the other for stimuli on the right. Both species find Task I easiest; humans find Task II
intermediate and Task VI hardest. All tasks other than Task I are equally hard for macaques.
Redrawn from Smith, Minda, and Washburn (2004) with permission.

The discussion so far suggests that, just as in humans (Ashby and Maddox 2005),
what is learned from category discrimination training is flexible and depends to some
extent on how the categories are constructed. If a difference along just one dimension
defines a category boundary, animals will base responding on one element (Shimp
et al. 2006), whereas if all elements are shared between categories and their config-
uration must be used, it will be (Aydin and Pearce 1994; Huber and Aust 2006), and
if categories are defined arbitrarily, at least pigeons will memorize the significance
of every exemplar. Rule-based category representations, however, may be unique to
humans (J. Smith, Minda, and Washburn 2004). To take an example from a simple
perceptual category, Task I in Figure 6.18, triangles and squares that are either black
or white and either big or small can be classified according to the rule “ “It’s an A if it’s
a black triangle or a white square; otherwise it’s a B.” No single feature predicts
category membership here, but this classification is easier for people to learn than
more arbitrary groupings of the same stimuli in which the significance of the exem-
plars must be memorized separately, as in Task VI in Figure 6.18. Rhesus macaques,
however, find all such tasks similarly difficult, as would be expected if they must learn
all by memorizing the exemplars. However both macaques and humans, find Task I
the easiest classification to learn, that is, one based on a single common element, “A’s
are black, B’s are white’ (J. Smith, Minda, and Washburn 2004). This is a nice
example of how imposing different kinds of classifications on a single stimulus set
can reveal species differences.

6.5.3 Functional categories and equivalence classes

Members of a functional category may be perceptually similar—consider writing
implements for example—but they have more than perceptual attributes in common.
In the laboratory, functional (or associative) categories are typically designed so the
members share only an associate: a reinforced response, or a specific stimulus,
reinforcer or US. We have already seen that some animals can learn such arbitrary
groupings (pseudocategories) by brute-force memorization. But members of genuine
functional categories are connected by their associate(s) in such a way that perfor-
mance toward all category members is affected by changing the significance of one of
them. The common associate serves as a common element that mediates
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generalization among category members. This is what Hull called mediated or
secondary generalization (see Delius, Jitsumori, and Siemann 2000; Urcuioli 2006).
Research using three different paradigms—and to some extent different explanatory
frameworks—has shown that animals can learn functional categories and provided
some information about how they do so.

Conceptual knowledge in humans links members of a category so that, for exam-
ple, learning that “tools are cheap here” immediately changes our behavior toward all
members of the class tool (Lea 1984). What this implies for animal category learning
is illustrated by an experiment in which pigeons learned a pseudocategory discrimi-
nation with 40 unrelated positive slides and 40 unrelated negative slides (Vaughan
1988). When the birds were reliably pecking more to most of the positive than to most
of the negative slides, their significance was reversed so the birds were now reinforced
for pecking the originally negative slides and not for pecking the original positives.
When the birds were once more responding appropriately, the significance of the two
categories was reversed again, and so on. Finally, after 20 or more reversals, reversing
the contingency with a few slides was enough to result in responding to the remaining
slides that was appropriate to the new contingencies, as if all members of a category
were functionally equivalent.

With relatively large categories of items as in Vaughan’s experiment, repeated
reversals are generally needed to develop functional equivalence (Delius et al. 2000).
This is not true in the two other paradigms that have been used to investigate
functional equivalence, perhaps because the categories involved are small. Indeed,
the many-to-one (MTO) matching to sample procedure illustrated in Table 6.2 is
essentially the minimal category learning procedure. In brief, on each trial of an MTO
matching experiment, the animal first sees a sample stimulus and is then given the
choice of two comparison stimuli, say X and Y. Importantly, each set of comparisons
is used with two or more possible samples. For instance, choice of X is reinforced after
samples A or B, choice of Y after samples C or D. To test for functional equivalence of

Table 6.2 Many to one matching and mediated conditioning as tests of acquired equivalence.

Many-to-one matching to sample

Initial training Reassignment Acquired equivalence ?
Sample Choice* Sample Choice Sample Choice**
A Xvs. Y A Xvs. Y

B Xvs. Y B Xvs. Y?
C Xvs. Y C Xvs. Y

D Xvs. Y D Xvs. Y?
Mediated conditioning (Ward-Robinson and Hall 1996)

A — grape pellets A —shock

B - grape pellets panel push to B?

C - nothing panel push to C?
Control group

A —nothing A - shock

B - nothing panel push to B?

C — grape pellets panel push to C?

*Note: reinforced option is underlined
** No reinforcement given; underlined choice would be evidence of acquired equivalence
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A with B and of C with D, training proceeds with reversed contingencies for, say,
A and C. Once these are learned, if the pairs of stimuli have become equivalent in the
first phase, B and D will now be responded to in a way more appropriate to the new
than to the old contingencies, as indeed they are (Urcuioli 2006).

Logically equivalent procedures have been used with Pavlovian conditioning, as
shown in Table 6.2 (Hall 1996). For example, in Ward-Robinson and Hall’s (1999)
experiment with rats, CSs A and B signaled grape-flavored food pellets for the critical
group whereas C signaled nothing. In Phase 2, A was now followed by shock while
B and C were not presented. The effects of this experience on evaluation of B and the
control CS C were then tested by presenting B and C while the rats were pressing a
panel for plain food pellets. Responding on such a baseline typically increases during
a food-associated CS and decreases during a shock-associated CS. As predicted if
Phase 1 training had made A and B functionally equivalent, rats panel-pressed less
during B than during the neutral C, whereas the reverse was true for the control rats
treated as shown in Table 6.2.

Ward-Robinson and Hall (1999) explain their results as an instance of mediated
conditioning. In effect, at the end of Phase 1, A and B both evoke a representation of
grape pellets. In Phase 2, shock occurs when this representation is activated, serving
to link the grape pellet representation to shock. Then when B is presented in the
test, the common association with grape pellets, now with its further link to shock,
mediates reduced responding. In a more direct test of such mediated conditioning, the
same rats later received grape pellets for bar pressing. The rats in the experimental
group bar pressed less than those in the control group for which CS C, previously
unpaired with pellets, rather than CS B had signaled shock in Phase 2. Notice that
grape pellets themselves had never been paired with shock, only their representation.
On the reasonable assumption that a stimulus can evoke a representation of an
upcoming reinforced response (called prospective coding in the matching to sample
literature; see Chapter 7) a similar argument explains functional equivalence in
matching to sample, but it may not be the whole story (see Urcuioli 2006).

In Chapter 14 we learn that diana monkeys and some other animals show common
behavior to alarm calls of their own species, alarm calls of other species, and predator
vocalizations. This seems to be an example of many-to-one matching, or classifica-
tion. Acoustically different signals are to some extent functionally equivalent, but
whether the behavioral equivalence is mediated by a representation of a predator per
se or of the response to be made to it is a matter of debate, part of a more general
discussion of how animal communications have their effects (Chapter 14; Seyfarth
and Cheney 2003a).

More than functional equivalence is implied by equivalence classes, or Sidman
equivalence, after Murray Sidman, who first specified their characteristics on the
basis of studies of verbal labeling in children. Members of an equivalence class are
entirely logically equivalent, just as the word dog, a picture of a dog, and a real dog
are in some sense equivalent. This equivalence emerges from simple experience of
learning to match members of such a class to another without special additional
training, making it what Sidman (e.g., 2000) calls an emergent relation. Members of
equivalence classes satisfy tests of logical transitivity, symmetry and reflexivity as
well as equivalence in the sense discussed so far. Symmetry means that having been
trained to choose comparison B when A is the sample in matching to sample, without
further training a subject chooses A if B is the sample. Transitivity implies that
training to choose B when A is presented and C when B is presented will result in
C being chosen when A is presented (and as well, A is chosen when C is presented).
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And reflexivity means logically A = A. These kinds of performance emerge in
language-competent children, but there is little evidence from other species—mainly
pigeons—for the spontaneous emergence of the full package after training on one
part of it (Jitsumori et al. 2002; Zentall, Clement, and Weaver 2003; Urcuioli 2006).
An exception may be the sea lion trained extensively with a matching procedure
similar to Vaughan’s (Schusterman and Kastak 1998; Schusterman, Kastak, and
Kastak 2003). However, just as in any cross-species comparisons, it is important to
ask whether the procedures used are entirely comparable across species, and they
may not be (Hall 1996).

Asperhaps with same/different concept learning, discussed in next section, attempts
to demonstrate Sidman equivalence in animals may be an example of disproportionate
attention being devoted to a phenomenon influentially claimed to exist only in humans
but without much thoughtful comparative or functional analysis. Nevertheless, what
makes Sidman equivalence potentially important comparatively is its assumed simi-
larity to conceptual abilities expressed in human language. As Hall (1996) points out,
to the extent that equivalence class formation or functional categorization results from
simple associative learning mechanisms, it should be phylogenetically very wide-
spread. The apparent failure of pigeons to show full equivalence in Sidman’s sense
despite extensive testing implies that it requires something more.

6.5.4 Abstract or relational categories

Humans can classify things according to properties that emerge out of relationships
among things. Do any animals use abstract categories (Herrnstein 1990)? One of
the candidates most discussed in a comparative context is the same/different or
matching concept (see Mackintosh 2000; Cook and Wasserman 2006). For instance,
do animals trained to match to sample have a generalized ability to match? Pigeons
trained with just a few stimuli (e.g., red and green) do not match novel samples (e.g.,
yellow and blue) but apparently memorize conditional rules (“If the sample was red,
choose red; if green, choose green”). In contrast, various corvids such as rooks acquire
a matching concept, transferring to novel colors, after similar treatment (Wilson,
Mackintosh, and Boakes 1985; Mackintosh 1988). Monkeys and chimpanzees,
too, match novel stimuli after exposure to just one matching problem, though the
monkeys’ transfer is not complete (D’Amato, Salmon, and Colombo 1985; Oden,
Thompson, and Premack 1988). Pigeons do eventually acquire generalized matching
if they are trained for thousands of trials with a large set of stimuli (review in Katz,
Wright, and Bodily 2007).

However, matching to sample, in which the animal responds first to the sample
and then chooses between the sample and a comparison, is a test of relative
familiarity rather than identity, “Which did I just respond to?” rather than “Are
these two things the same?” (Macphail, et al. 1995; Mackintosh 2000). Genuine
same-different discrimination means classifying displays categorically as to whether
items in it are all the same or not. This kind of discrimination, particularly whether
pigeons can learn it, has arguably received undue attention (see Mackintosh 2000),
partly because Premack (1983) claimed that only language-trained chimpanzees are
capable of it. That is, given AX as a novel sample they choose BY over BB.
However, chimpanzees with other kinds of experience also match “same” and
“different” displays spontaneously (R.K. R. Thompson, Oden, and Boysen 1997;
review in Zentall et al. 2008). Moreover, young chimpanzees implicitly categorize
pairs of objects as the same or different without any special training (see
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R. Thompson 19935). Given a pair of identical objects to handle, they are then more
interested in a pair of nonidentical objects than in a pair of new objects that are
identical to each other. Such behavior is also seen in young children but not in
monkeys (Zentall et al. 2008).

A similarly low-level perceptual process or implicit knowledge is apparently
responsible for pigeons’ as well as monkeys’ ability to categorize stimuli like those
in Figure 6.19 as same or different (Cook and Wasserman 2006; Zentall et al.
2008). Pigeons were exposed to category discrimination training with pecks to one
side key reinforced in the presence of a display of 16 identical elements; pecks to a
second side key were reinforced in the presence of a display of 16 elements each
different from the others. After being trained to 83% correct with 16 arrays of each
kind, pigeons averaged 71% correct on arrays composed of novel symbols
(Wasserman, Hugart, and Kirkpatrick-Steger 1995). Further analysis indicates
that both pigeons and monkeys discriminate among such arrays on the basis of
their variability, a feature measured continuously as entropy (see Cook and
Wasserman 2006; Zentall et al. 2008; Wasserman and Young 2009). The more
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Figure 6.19. Examples of stimuli used to train pigeons in same/different discriminations. After
Wasserman, Hugart, and Kirkpatrick-Steger (1995) with permission.
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