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Preface

The clinical trial is “the most definitive tool for evaluation of the applicability of
clinical research.” It represents “a key research activity with the potential to
improve the quality of health care and control costs through careful comparison
of alternative treatments” [1]. It has been called on many occasions, “the gold
standard” against which all other clinical research is measured.

Although many clinical trials are of high quality, a careful reader of the medical
literature will notice that a large number have deficiencies in design, conduct,
analysis, presentation, and/or interpretation of results. Improvements have occurred
over the past few decades, but too many trials are still conducted without adequate
attention to the fundamental principles. Certainly, numerous studies could have
been improved if the authors had had a better understanding of the fundamentals.

Since the publication of the first edition of this book in 1981, a large number of
other texts on clinical trials have appeared, most of which are indicated here [2-21].
Several of them, however, discuss only specific issues involved in clinical trials.
Additionally, many are no longer current. The purpose of this fifth edition is to
update areas in which major progress has been made since the publication of the
fourth edition. We have revised most chapters considerably. Because it was becom-
ing unwieldy, we divided the chapter on monitoring response variables into two
chapters, one on monitoring committees and the other on monitoring approaches.
We also added a chapter on regulatory issues.

Importantly, two new authors are now involved. This brings fresh perspectives
to a book originally published over three decades ago.

In this book, we hope to assist investigators in improving the quality of their
clinical trials by discussing fundamental concepts with examples from our experi-
ence and the literature. The book is intended both for investigators with some
clinical trial experience and for those who plan to conduct a trial for the first time.
Itis also intended to be used in the teaching of clinical trial methodology and to assist
members of the scientific and medical community who wish to evaluate and interpret
published reports of trials. Although not a technically oriented book, it may be used

vii
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as a reference for graduate courses in clinical trials. Those readers who wish to
consult more technical books and articles are provided with the relevant literature.

Because of the considerable differences in background and objectives of the
intended readership, we have not attempted to provide exercises at the end of each
chapter. We have, however, found two exercises to be quite useful and that apply most
of the fundamental principles of this text. First, ask students to critique a clinical trial
article from the current literature. Second, have each student develop a protocol on a
clinically relevant research question that is of interest to the student. These draft
protocols can often be turned into protocols that are implemented. Although there is
a chapter on regulatory issues, this book is not meant to replace going to the actual
agencies for guidance on regulations and policies. Those differ among countries and
frequently change. Rather, as the title indicates, we hope to provide the fundamentals
of clinical trials ethics, design, conduct, analysis, and reporting.

The first chapter describes the rationale and phases of clinical trials. Chapter 2
covers selected ethical issues. Chapter 3 describes the questions that clinical trials
seek to answer and Chap. 4 discusses the populations from which the study samples
are derived. The strengths and weaknesses of various kinds of study designs,
including noninferiority trials, are reviewed in Chap. 5. The process of randomiza-
tion is covered in Chap. 6. In Chap. 7, we discuss the importance of and difficulties
in maintaining blinding. How the sample size is estimated is covered in Chap. 8.
Chapter 9 describes what constitutes the baseline measures. Chapter 10 reviews
recruitment techniques and may be of special interest to investigators not having
ready access to trial participants. Methods for collecting high-quality data and some
common problems in data collection are included in Chap. 11. Chapters 12 and 13
focus on assessment of harm and health-related quality of life that are important
clinical trial outcomes. Measures to enhance and monitor participant adherence are
presented in Chap. 14. Chapter 15 reviews techniques of survival analysis.
Chapter 16 presents the functions of data monitoring committees and Chap. 17
reviews methods of data monitoring. Which data should be analyzed? The authors
develop this question in Chap. 18 by discussing reasons for not withdrawing
participants from analysis. Topics such as subgroup analysis and meta-analysis
are also addressed. Chapter 19 deals with phasing out clinical trials and Chap. 20
with reporting and interpretation of results. In Chap. 21, we present information
about multicenter, including multinational, studies, which have features requiring
special attention. Several points covered in Chap. 21 may also be of value to
investigators conducting single center studies. Finally, selected regulatory issues,
as they apply to clinical trials are reviewed in Chap. 22.

This book is a collaborative effort and is based on knowledge gained in over four
decades of developing, conducting, overseeing, and analyzing data from a number
of clinical trials. This experience is chiefly, but not exclusively, in trials of heart and
lung diseases, AIDS, and cancer. As a consequence, many of the examples cited are
based on work done in these fields. However, the principles are applicable to
clinical trials in general. The reader will note that although the book contains
examples that are relatively recent, others are quite old. The fundamentals of
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clinical trials were developed in those older studies, and we cite them because,
despite important advances, many of the basic features remain unchanged.

In the first edition, the authors had read or were familiar with much of the
relevant literature on the design, conduct, and analysis of clinical trials. Today, that
task would be nearly impossible as the literature over the past three and a half
decades has expanded enormously. The references used in this text are not meant to
be exhaustive but rather to include the literature that established the fundamentals
and newer publications that support the basic concepts.

The views expressed in this book are those of the authors and do not necessarily
represent the views of the institutions with which the authors have been or are
affiliated.

North Bethesda, MD, USA Lawrence M. Friedman
Winston-Salem, NC, USA Curt D. Furberg
Madison, WI, USA David L. DeMets
Winston-Salem, NC, USA David M. Reboussin
Durham, NC, USA Christopher B. Granger
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Chapter 1
Introduction to Clinical Trials

The evolution of the modern clinical trial dates back at least to the eighteenth
century [1, 2]. Lind, in his classical study on board the Salisbury, evaluated six
treatments for scurvy in 12 patients. One of the two who was given oranges and
lemons recovered quickly and was fit for duty after 6 days. The second was the best
recovered of the others and was assigned the role of nurse to the remaining ten
patients. Several other comparative studies were also conducted in the eighteenth
and nineteenth centuries. The comparison groups comprised literature controls,
other historical controls, and concurrent controls [2].

The concept of randomization was introduced by Fisher and applied in agricul-
tural research in 1926 [3]. Probably the first clinical trial that used a form of random
assignment of participants to study groups was reported in 1931 by Amberson
et al. [4]. After careful matching of 24 patients with pulmonary tuberculosis into
comparable groups of 12 each, a flip of a coin determined which group received
sanocrysin, a gold compound commonly used at that time. The British Medical
Research Council trial of streptomycin in patients with tuberculosis, reported in
1948, used random numbers in the allocation of individual participants to experi-
mental and control groups [5, 6].

The principle of blinding was also introduced in the trial by Amberson
et al. [4]. The participants were not aware of whether they received intravenous
injections of sanocrysin or distilled water. In a trial of cold vaccines in 1938, Diehl
and coworkers [7] referred to the saline solution given to the subjects in the control
group as a placebo.

One of the early trials from the National Cancer Institute of the National
Institutes of Health in 1960 randomly assigned patients with leukemia to either
6-azauracil or placebo. No treatment benefit was observed in this double-blind
trial [8].

In the past several decades, the randomized clinical trial has emerged as the
preferred method in the evaluation of medical interventions. Techniques of imple-
mentation and special methods of analysis have been developed during this period.

© Springer International Publishing Switzerland 2015 1
L.M. Friedman et al., Fundamentals of Clinical Trials,
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2 1 Introduction to Clinical Trials

Many of the principles have their origins in work by Hill [9—12]. For a brief history
of key developments in clinical trials, see Chalmers [13].

The original authors of this book have spent their careers at the U.S. National
Institutes of Health, in particular, the National Heart, Lung, and Blood Institute,
and/or academia. The two new authors have been academically based throughout
their careers. Therefore, many of the examples reflect these experiences.
We also cite papers which review the history of clinical trials development at
the NIH [14-18].

The purpose of this chapter is to define clinical trials, review the need for them,
discuss timing and phasing of clinical trials, and present an outline of a study
protocol.

Fundamental Point

A properly planned and executed clinical trial is the best experimental technique
for assessing the effectiveness of an intervention. It also contributes to the identi-
fication of possible harms.

What Is a Clinical Trial?

We define a clinical trial as a prospective study comparing the effects and value of
intervention (s) against a control in human beings. Note that a clinical trial is
prospective, rather than retrospective. Study participants must be followed forward
in time. They need not all be followed from an identical calendar date. In fact,
this will occur only rarely. Each participant however, must be followed from a well-
defined point in time, which becomes time zero or baseline for that person in the
study. This contrasts with a case-control study, a type of retrospective observational
study in which participants are selected on the basis of presence or absence of an
event or condition of interest. By definition, such a study is not a clinical trial.
People can also be identified from medical records or other data sources and
subsequent records can be assessed for evidence of new events. With the increasing
availability of electronic health records, this kind of research has become more
feasible and may involve many tens of thousands of individuals. It is theoretically
possible that the participants can be identified at the specific time they begin
treatment with one or another intervention selected by the clinician, and then
followed by means of subsequent health records. This type of study is not consid-
ered to be a clinical trial because it is unlikely that it is truly prospective. That is,
many of the participants would have been identified after initiation of treatment and
not directly observed from the moment of initiation. Thus, at least some of the
follow-up data are retrospective. It also suffers from the major limitation that
treatment is not chosen with an element of randomness. Thus associations between
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treatment and outcome are nearly always influenced by confounding factors, some
of which are measured (and thus can be accounted for with adjustment) and others
unmeasured (that cannot be). Of course, electronic records and registries can work
effectively in collaboration with randomization into clinical trials. As exemplified
by the Thrombus Aspiration in ST-Elevation Myocardial Infarction in Scandinavia
(TASTE) trial [19], electronic registries greatly simplified the process of identify-
ing and obtaining initial information on those people eligible for the trial. As noted
by Lauer and D’Agostino [20], however, translating this approach into other
settings will not be easy.

A clinical trial must employ one or more intervention techniques. These may be
single or combinations of diagnostic, preventive, or therapeutic drugs, biologics,
devices, regimens, procedures, or educational approaches. Intervention techniques
should be applied to participants in a standard fashion in an effort to change some
outcome. Follow-up of people over a period of time without active intervention
may measure the natural history of a disease process, but it does not constitute a
clinical trial. Without active intervention the study is observational because no
experiment is being performed.

Early phase studies may be controlled or uncontrolled. Although common
terminology refers to phase I and phase II trials, because they are sometimes
uncontrolled, we will refer to them as clinical studies. A trial, using our definition,
contains a control group against which the intervention group is compared.
At baseline, the control group must be sufficiently similar in relevant respects to
the intervention group in order that differences in outcome may reasonably be
attributed to the action of the intervention. Methods for obtaining an appropriate
control group are discussed in Chaps. 5 and 6. Most often a new intervention is
compared with, or used along with, best current standard therapy. Only if no such
standard exists or, for several reasons discussed in Chap. 2, is not available, is
it appropriate for the participants in the intervention group to be compared to
participants who are on no active treatment. “No active treatment” means that
the participant may receive either a placebo or no treatment at all. Obviously,
participants in all groups may be on a variety of additional therapies and regimens,
so-called concomitant treatments, which may be either self-administered or pre-
scribed by others (e.g., other physicians).

For purposes of this book, only studies in human beings will be considered as
clinical trials. Certainly, animals (or plants) may be studied using similar tech-
niques. However, this book focuses on trials in people, and each clinical trial must
therefore incorporate participant safety considerations into its basic design. Equally
important is the need for, and responsibility of, the investigator to inform fully
potential participants about the trial, including information about potential benefits,
harms, and treatment alternatives [21-24]. See Chap. 2 for further discussion of
ethical issues.

Unlike animal studies, in clinical trials the investigator cannot dictate what an
individual should do. He can only strongly encourage participants to avoid certain
medications or procedures which might interfere with the trial. Since it may be
impossible to have “pure” intervention and control groups, an investigator may not
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be able to compare interventions, but only intervention strategies. Strategies refer to
attempts at getting all participants to adhere, to the best of their ability, to their
originally assigned intervention. When planning a trial, the investigator should
recognize the difficulties inherent in studies with human subjects and attempt
to estimate the magnitude of participants’ failure to adhere strictly to the protocol.
The implications of less than perfect adherence are considered in Chap. 8.

As discussed in Chaps. 6 and 7, the ideal clinical trial is one that is randomized
and double-blind. Deviation from this standard has potential drawbacks which will
be discussed in the relevant chapters. In some clinical trials compromise is unavoid-
able, but often deficiencies can be prevented or minimized by employing funda-
mental features of design, conduct, and analysis.

A number of people distinguish between demonstrating “efficacy” of an inter-
vention and “effectiveness” of an intervention. They also refer to “explanatory”
trials, as opposed to “pragmatic” or “practical” trials. Efficacy or explanatory trials
refer to what the intervention accomplishes in an ideal setting. The term is some-
times used to justify not using an “intention-to-treat” analysis. As discussed in
Chaps. 8 and 18, that is insufficient justification. Effectiveness or pragmatic trials
refer to what the intervention accomplishes in actual practice, taking into account
inclusion of participants who may incompletely adhere to the protocol or who for
other reasons may not respond to an intervention. Both sorts of trials may address
relevant questions and both sorts need to be properly performed. Therefore, we do
not consider this distinction between trials as important as the proper design,
conduct, and analysis of all trials in order to answer important clinical or public
health questions, regardless of the setting in which they are done.

The SPIRIT 2013 Statement (Standard Protocol Items: Recommendations for
Interventional Trials) [25], as well as the various International Conference on
Harmonisation (ICH) documents [26] devote considerable attention to the quality
of trials, and the features that make for high quality. Poorly designed, conducted,
analyzed, and reported trials foster confusion and even erroneous interpretation of
results. People have argued over what key elements deserve the most attention
versus those that expend resources better used elsewhere. However, unless certain
characteristics such as unbiased assignment to treatment of sufficient numbers of
adequately characterized participants, objective and reasonably complete assess-
ment of the primary and secondary outcomes, and proper analysis are performed,
the trial may not yield interpretable results. Much of the rest of this book expands on
these issues.

Clinical Trial Phases

In this book we focus on the design and analysis of randomized trials comparing the
effectiveness and adverse effects of two or more treatments. Several steps or phases
of clinical research, however, must occur before this comparison can be
implemented. Classically, trials of pharmaceutical agents have been divided into
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Fig. 1.1 Correlation between development phases and types of study [26]

phases I through IV. Studies with other kinds of interventions, particularly those
involving behavior or lifestyle change or surgical approaches, will often not fit
neatly into those phases. In addition, even trials of drugs may not fit into a single
phase. For example, some may blend from phase I to phase II or from phase II to
phase III. Therefore, it may be easier to think of early phase studies and late phase
studies. Nevertheless, because they are in common use, and because early phase
studies, even if uncontrolled, may provide information essential for the conduct of
late phase trials, the phases are defined below.

A good summary of phases of clinical trials and the kinds of questions addressed
at each phase was prepared by the International Conference on Harmonisation [26].
Figure 1.1, taken from that document, illustrates that research goals can overlap
with more than one study phase.

Thus, although pharmacology studies in humans that examine drug tolerance,
metabolism, and interactions, and describe pharmacokinetics and pharmacodynamics,
are generally done as phase I, some pharmacology studies may be done in other trial
phases. Therapeutic exploratory studies, which look at the effects of various doses and
typically use biomarkers as the outcome, are generally thought of as phase IL
However, sometimes, they may be incorporated into other phases. The usual phase
IIT trial consists of therapeutic confirmatory studies, which demonstrate clinical
usefulness and examine the safety profile. But such studies may also be done in
phase II or phase IV trials. Therapeutic use studies, which examine the drug in
broad or special populations and seek to identify uncommon adverse effects, are
almost always phase IV (or post-approval) trials.

Phase I Studies

Although useful pre-clinical information may be obtained from in vitro studies or
animal models, early data must also be obtained in humans. People who participate
in phase I studies generally are healthy volunteers, but may be patients who have
already tried and failed to improve on the existing standard therapies. Phase I
studies attempt to estimate tolerability and characterize pharmacokinetics and
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pharmacodynamics. They focus on questions such as bioavailability and body
compartment distribution of the drug and metabolites. They also provide prelimi-
nary assessment of drug activity [26]. These studies may also assess feasibility and
safety of pharmaceutical or biologic delivery systems. For example, in gene transfer
studies, the action of the vector is an important feature. Implantable devices that
release an active agent require evaluation along with the agent to assess whether the
device is safe and delivers the agent in appropriate doses.

Buoen et al. reviewed 105 phase I dose-escalation studies in several medical
disciplines that used healthy volunteers [27]. Despite the development of new
designs, primarily in the field of cancer research, most of the studies in the survey
employed simple dose-escalation approaches.

Often, one of the first steps in evaluating drugs is to estimate how large a dose
can be given before unacceptable toxicity is experienced by patients [28—33]. This
is usually referred to as the maximally tolerated dose. Much of the early literature
has discussed how to extrapolate animal model data to the starting dose in humans
[34] or how to step up the dose levels to achieve the maximally tolerated dose.

In estimating the maximally tolerated dose, the investigator usually starts with a
very low dose and escalates the dose until a prespecified level of toxicity is
obtained. Typically, a small number of participants, usually three, are entered
sequentially at a particular dose. If no specified level of toxicity is observed, the
next predefined higher dose level is used. If unacceptable toxicity is observed in any
of the three participants, additional participants, usually three, are treated at the
same dose. If no further toxicity is seen, the dose is escalated to the next higher
dose. If additional unacceptable toxicity is observed, then the dose escalation is
terminated and that dose, or perhaps the previous dose, is declared to be the
maximally tolerated dose. This particular design assumes that the maximally
tolerated dose occurs when approximately one-third of the participants experience
unacceptable toxicity. Variations of this design exist, but most are similar.

Some [32, 35-37] have proposed more sophisticated designs in cancer research
that specify a sampling scheme for dose escalation and a statistical model for the
estimate of the maximally tolerated dose and its standard error. The sampling
scheme must be conservative in dose escalation so as not to overshoot the maxi-
mally tolerated dose by very much, but at the same time be efficient in the number
of participants studied. Many of the proposed schemes utilize a step-up/step-down
approach; the simplest being an extension of the previously mentioned design to
allow step-downs instead of termination after unacceptable toxicity, with the
possibly of subsequent step-ups. Further increase or decrease in the dose level
depends on whether or not toxicity is observed at a given dose. Dose escalation
stops when the process seems to have converged around a particular dose level.
Once the data are generated, a dose response model is fit to the data and estimates of
the maximally tolerated dose can be obtained as a function of the specified
probability of a toxic response [32].

Bayesian approaches have also been developed [38, 39]. These involve methods
employing continual reassessment [35, 40] and escalation with overdose control
[41]. Bayesian methods involve the specification of the investigators’ prior opinions
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about the agent’s dose-toxicity profile, which is then used to select starting doses,
and escalation rules. The most common Bayesian phase I design is called the
continual reassessment method, [35] in which the starting dose is set to the prior
estimate of the maximally tolerated dose. After the first cohort of participants
(typically of size 1, 2, or 3, though other numbers are possible), the estimate
is updated and the next participant(s) assigned to that estimate. The process is
repeated until a prespecified number of participants have been assigned. The dose at
which a hypothetical additional participant would be assigned constitutes the final
estimate of the maximally tolerated dose. Bayesian methods that constrain the
number of total toxicities have also been developed (escalation with overdose
control) as have designs that allow for two or more treatments [42] and methods
that allow for incomplete follow-up of long-term toxicities (time-to-event continual
reassessment method) [43]. Many variations have been proposed. An advantage
of Bayesian phase I designs is that they are very flexible, allowing risk factors and
other sources of information to be incorporated into escalation decisions. A disad-
vantage is their complexity, leading to unintuitive dose assignment rules.

A detailed description of the design and conduct of dose escalating trials for
treatments of cancer is found in Chaps. 1-5 of a book edited by Crowley and
Ankerst [44]. A book edited by Ting contains a more general discussion of dose-
selection approaches [45].

Phase II Studies

Once a dose or range of doses is determined, the next goal is to evaluate whether the
drug has any biological activity or effect. The comparison may consist of a
concurrent control group, historical controls, or pre-treatment status versus post-
treatment status. Because of uncertainty with regard to dose-response, phase II
studies may also employ several doses, with perhaps four or five intervention arms.
They will look, for example, at the relationship between blood level and activity.
Genetic testing is common, particularly when there is evidence of variation in rate
of drug metabolism. Participants in phase II studies are usually carefully selected,
with narrow inclusion criteria [26].

Although sometimes phase II studies are used for regulatory agency approval of
a product, generally phase II studies are performed to make a decision as to whether
to further develop a new drug or device. As such, the purpose is to refine an estimate
of the probability of success in phase III. Success depends on a variety of factors,
including estimated beneficial and adverse effects, feasibility, and event rates of the
target population. Because phase II trials by definition do not have adequate power
to define the effect on major clinical outcomes, the estimate of treatment effect and
harm may depend on multiple inputs, including effects on biomarkers, on more
common but less definitive clinical outcomes (like unstable angina rather than
myocardial infarction) and on more minor safety signals (like minor bleeding or
modest elevation in liver function tests).
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The phase II design depends on the quality and adequacy of the phase I study.
The results of the phase II study will, in turn, be used to design the phase III trial.
The statistical literature for phase II studies, which had been rather limited [46—52]
has expanded [53, 54] and, as with phase I studies, includes Bayesian methods
[55, 56].

One of the traditional phase II designs in cancer is based on the work of Gehan
[46], which is a version of a two stage design. In the first stage, the investigator
attempts to rule out drugs which have no or little biologic activity. For example, he
may specify that a drug must have some minimal level of activity, say, in 20% of
patients. If the estimated activity level is less than 20%, he chooses not to consider
this drug further, at least not at that maximally tolerated dose. If the estimated
activity level exceeds 20%, he will add more participants to get a better estimate of
the response rate. A typical study for ruling out a 20% or lower response rate enters
14 participants. If no response is observed in the first 14 participants, the drug is
considered not likely to have a 20% or higher activity level. The number of patients
added depends on the degree of precision desired, but ranges from 10 to 20. Thus,
a typical cancer phase II study might include fewer than 30 people to estimate the
response rate. As is discussed in Chap. 8, the precision of the estimated response
rate is important in the design of the controlled trial. In general, phase II studies
are smaller than they ought to be.

Some [32, 47, 57] have proposed designs which have more stages or a sequential
aspect. Others [50, 58] have considered hybrids of phase II and phase III designs in
order to enhance efficiency. While these designs have desirable statistical proper-
ties, the most vulnerable aspect of phase II, as well as phase I studies, is the type of
person enrolled. Usually, phase II studies have more exclusion criteria than phase
III comparative trials. Furthermore, the outcome in the phase II study (e.g., tumor
response) may be different than that used in the definitive comparative trial (e.g.,
survival). Refinements may include time to failure [54] and unequal numbers of
participants in the various stages of the phase II study [59]. Bayesian designs for
phase II studies require prior estimates, as was the case for phase I studies, but differ
in that they are priors of efficacy measures for the dose or doses to be investigated
rather than of toxicity rates. Priors are useful for incorporating historical data into
the design and analysis of phase II trials. Methods are available for continuous [60],
bivariate [60], and survival outcomes [61]. These methods can account not only for
random variations in participant responses within institutions but also for system-
atic differences in outcomes between institutions in multicenter trials or when
several control groups are combined. They also acknowledge the fact that historical
efficacy measures of the control are estimated with error. This induces larger
sample sizes than in trials which assume efficacy of the control to be known, but
with correspondingly greater resistance to false positive and false negative errors.
Bayesian methods can also be used in a decision-theoretic fashion to minimize a
prespecified combination of these errors for a given sample size [62, 63].

Although not generally considered phase II studies, some pilot (or feasibility
or vanguard) studies may serve similar functions. Particularly for studies of
non-pharmacologic interventions, these pilot studies can uncover possible problems
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in implementing and assessing an intervention. Here, we distinguish pilot studies
conducted for this purpose from those done to see if a design for a later phase trial is
feasible. For example, can participant screening and enrollment and maintenance of
adherence be successfully implemented?

Phase III/IV Trials

The phase III and phase IV trials are the clinical trials defined earlier in the chapter.
They are generally designed to assess the effectiveness of new interventions or
existing interventions with new indications and thereby, their value in clinical
practice. They also examine adverse effects, but, as described below and in
Chap. 12, assessment of harm in clinical trials has limitations. The focus of most
of this book is on these late phase trials. However, many design assumptions depend
on information obtained from phase I and phase II studies, or some combination of
early phase studies.

Phase III trials of chronic conditions or diseases often have a short follow-up
period for evaluation, relative to the period of time the intervention might be used in
practice. In addition, they focus on efficacy or effectiveness, but knowledge of
safety is also necessary to evaluate fully the proper role of an intervention in clinical
practice. A procedure or device may fail after a few years and have adverse
sequelae for the patient. In 2014, the FDA warned that morcellation to treat uterine
fibroids by laparoscopic means, a procedure that had been used for years, could lead
to spreading of unsuspected uterine sarcoma [64]. Thus, long-term surveillance
of an intervention believed to be effective in phase III trials is often necessary.
Such long-term studies or studies conducted after regulatory agency approval of the
drug or device are referred to as phase IV trials. Drugs may be approved on the basis
of intermediate or surrogate outcomes or biomarkers, such as blood pressure or
cholesterol lowering. They may also be approved after relatively short term studies
(weeks or months), even though in practice, in the case of chronic conditions, they
may be taken for years or even decades. Even late phase clinical trials are limited in
size to several hundred or thousand (at most, a few tens of thousands) of partici-
pants. Yet the approved drugs or devices will possibly be used by millions of
people. This combination of incomplete information about clinical outcomes,
relatively short duration, and limited size means that sometimes the balance
between benefit and harm becomes clear only when larger phase IV studies
are done, or when there is greater clinical experience. One example is some of
the cyclooxygenase 2 (COX 2) inhibitors, which had been approved for arthritis
pain, but only disclosed cardiovascular problems after larger trials were done.
These larger trials were examining the effects of the COX 2 inhibitors on preven-
tion of colon cancer in those with polyps [65, 66]. Similarly, only after they had
been on the market were thiazolidinediones, a class of drugs used for diabetes,
found to be associated with an increase in heart failure [67].
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Regulatory agency approval of drugs, devices, and biologics may differ because,
at least in the United States, the regulations for these different kinds of interventions
are based on different laws. For example, FDA approval of drugs depends greatly
on at least one well-designed clinical trial plus supporting evidence (often, another
clinical trial). Approval of devices relies less on clinical trial data and more on
engineering characteristics of the device, including similarity with previously
approved devices. (For further discussion of regulatory issues, see Chap. 22.)
Devices, however, are often implanted, and unless explanted, may be present for
the life of the participant. Therefore, there are urgent needs for truly long-term data
on performance of devices in vivo. Assessment of devices also depends, more so
than drugs, on the skill of the person performing the implantation. As a result, the
results obtained in a clinical trial, which typically uses primarily well-trained
investigators, may not provide an accurate balance of harm and benefit in general
practice.

The same caution applies to clinical trials of procedures of other sorts, whether
surgical or lifestyle intervention, where only highly skilled practitioners are inves-
tigators. But unlike devices, procedures may have little or no regulatory oversight,
although those paying for care often consider the evidence.

Why Are Clinical Trials Needed?

Well-designed and sufficiently large randomized clinical trials are the best method
to establish which interventions are effective and generally safe and thereby
improve public health. Unfortunately, a minority of recommendations in clinical
practice guidelines are based on evidence from randomized trials, the type of
evidence needed to have confidence in the results [68]. Thus, although trials provide
the essential foundation of evidence, they do not exist for many commonly used
therapies and preventive measures. Improving the capacity, quality and relevance
of clinical trials is a major public health priority.

Much has been written about the advent of individualized medicine, where an
intervention (usually a drug or biologic) is used specifically in a person for whom it
was designed or who has a specific genetic marker. We may someday reach
the point where that is possible for many conditions and therapies. But we are not
there yet. With rare exceptions, the best we can generally do is to decide to use or
not use a treatment that has been evaluated in a clinical trial in a given population.
Even when we better understand the genetic components of a condition, the
interaction with the environment usually precludes full knowledge of a disease’s
patterns and course. Therefore, almost always, a clinical trial is the most definitive
method of determining whether an intervention has the postulated effect. Even
when a drug is designed to be used in people with selected genetic markers, clinical
trials are still commonly conducted. An example is trastuzumab, which is beneficial
in women with HER?2 receptors in breast cancer [69-71]. Even here, treatment is
only partly successful and can have major adverse effects. Benefits of using
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pharmacogenetics in the decisions to achieve optimum dosing of warfarin have
been claimed from some studies, but not in others [72-75]. Given the uncertain
knowledge about disease course and the usual large variations in biological mea-
sures, it is often difficult to say on the basis of uncontrolled clinical observation
whether a new treatment has made a difference to outcome, and if it has, what the
magnitude is. A clinical trial offers the possibility of such judgment because there
exists a control group which, ideally, is comparable to the intervention group in
every way except for the intervention being studied.

The consequences of not conducting appropriate clinical trials at the proper time
can be both serious and costly. An example was the uncertainty as to the efficacy and
safety of digitalis in congestive heart failure. Only in the 1990s, after the drug had been
used for over 200 years, was a large clinical trial evaluating the effect of digitalis
on mortality mounted [76]. Intermittent positive pressure breathing became
an established therapy for chronic obstructive pulmonary disease without good evi-
dence of benefits. One trial suggested no major benefit from this very expensive
procedure [77]. Similarly, high concentration of oxygen was used for therapy in
premature infants until a clinical trial demonstrated that it could cause blindness [78].

A clinical trial can determine the incidence of adverse effects or complications of
the intervention. Few interventions, if any, are entirely free of undesirable effects.
However, drug toxicity might go unnoticed without the systematic follow-up mea-
surements obtained in a clinical trial of sufficient size. The Cardiac Arrhythmia
Suppression Trial documented that commonly used anti-arrhythmic drugs were harm-
ful in patients who had a history of myocardial infarction, and raised questions about
routine use of an entire class of anti-arrthythmic agents [79]. Corticosteroids had been
commonly used to treat people with traumatic brain injury. Small clinical trials were
inconclusive, and a meta-analysis of 16 trials showed no difference in mortality
between corticosteroids and control [80]. Because of the uncertainty as to benefit, a
large clinical trial was conducted. This trial, with far more participants than the others
combined, demonstrated a significant 18% relative increase in mortality at 14 days
[81] and a 15% increase at 6 months in the corticosteroid group [82]. As a result, an
update of the meta-analysis recommended against the routine use of corticosteroids in
people with head injury [83]. Niacin was widely believed to be a safe and effective
treatment to improve lipid parameters and reduce coronary heart disease events for
patients at risk [84, 85]. The Atherothrombosis Intervention in Metabolic Syndrome
with Low HDL/High Triglycerides: Impact on Global Health Outcomes (AIM-HIGH)
trial failed to show added benefit from long-acting niacin in 3,414 participants with
cardiovascular disease receiving statin therapy [86]. A concern with that trial was that
it might have been underpowered. The Heart Protection Study 2-Treatment of HDL to
Reduce the Incidence of Vascular Events (HPS2-THRIVE) [87] was designed
to provide definitive information regarding the clinical effects of a combination
formulation of niacin and laropiprant, an agent to prevent flushing side effects,
on top of simvastatin. That trial of 25,673 participants also showed no reduction in
the primary outcome of vascular events, but increases in serious adverse gastrointes-
tinal events, infection, and onset and poor control of diabetes.
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In the final evaluation, an investigator must compare the benefit of an intervention
with its other, often unwanted effects in order to decide whether, and under what
circumstances, its use should be recommended. The financial implications of an
intervention, particularly if there is limited benefit, must also be considered. Several
studies have indicated that drug eluting stents have somewhat less restenosis than
bare metal stents in percutaneous coronary intervention [88, 89]. The cost differ-
ence, however, can be considerable, especially since more than one stent is typically
inserted. The Comparison of Age-Related Macular Degeneration Treatments
Trials (CATT) showed that ranibizumab and bevacizumab were similarly effective
at the 1-year point with respect to visual acuity in people with age-related macular
degeneration [90]. Bevacizumab appeared to have various more serious adverse
effects, but was one-fortieth the cost of ranibizumab. Whether the difference in
the adverse events is real is uncertain, as another trial of the same agents in the same
population did not show it [91]. In both examples, are the added benefits or possibly
fewer adverse events, which may be defined and measured in different ways, of
the more expensive interventions worth the extra cost? Such assessments are not
statistical in nature. They must rely on the judgment of the investigator and the
medical practitioner as well as on those who pay for medical care. Clinical trials
rarely fully assess costs of the interventions and associated patient care, which
change over time, and cannot replace clinical judgment; they can only provide
data so that decisions are evidence-based.

People suffering from or being treated for life-threatening diseases for which
there are no known effective therapies and those caring for them often argue that
controlled clinical trials are not needed and that they have a right to experimental
interventions. Because there may be little hope of cure or even improvement,
patients and their physicians want to have access to new interventions, even if
those interventions have not been shown to be safe and effective by means of the
usual clinical trial. They want to be in studies of these interventions, with the
expectation that they will receive the new treatment, rather than the control (if there
is a control group). Those with the acquired immunodeficiency syndrome (AIDS)
used to make the case forcefully that traditional clinical trials are not the sole
legitimate way of determining whether interventions are useful [92-95]. This is
undeniably true, and clinical trial researchers need to be willing to modify, when
necessary, aspects of study design or management. Many have been vocal in their
demands that once a drug or biologic has undergone some minimal investigation, it
should be available to those with life-threatening conditions, should they desire it,
even without late phase clinical trial evidence [96]. If the patient community is
unwilling to participate in clinical trials conducted along traditional lines, or in
ways that are scientifically “pure,” trials are not feasible and no information will be
forthcoming. When the situation involves a rare, life-threatening genetic disorder in
children, what level of evidence is needed for patients and their families, clinicians,
and regulatory authorities to approve use of new agents? When should accelerated
or “fast track” approval occur? Should there be interim approval based on less rigid
criteria, with use restricted to specific cases and situations? When should post-
approval trials be required? The U.S. FDA approved bedaquiline for drug-resistant
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tuberculosis on the basis of a randomized trial of 160 patients with time to culture
conversion as the primary outcome, even though the study was too small to reliably
detect clinical outcomes [97, 98]. This was done because of the urgent need for
new drugs and with the requirement that a “confirmatory trial” would be conducted.
Investigators need to involve the relevant communities or populations at risk, even
though this could lead to some compromises in design and scientific purity.
Investigators need to decide when such compromises so invalidate the results that
the study is not worth conducting. It should be noted that the rapidity with which
trial results are demanded, the extent of community involvement, and the conse-
quent effect on study design, can change as knowledge of the disease increases, as
at least partially effective therapy becomes available, and as understanding of the
need for valid research designs, including clinical trials, develops. This happened to
a great extent with AIDS trials.

Although investigators should design clinical trials using the fundamentals
discussed in this book, they must consider the context in which the trial is being
conducted. The nature of the disease or condition being studied and the population
and setting in which it is being done will influence the outcomes that are assessed,
the kind of control, the size, the duration, and many other factors.

Clinical trials are conducted because it is expected that they will influence
practice and therefore improve health [99-104]. Traditionally, there has been
considerable delay in adoption of evidence from trials, depending on the direction
of the results, strength of the findings, methods of dissemination of results, and
other evidence. There is indirect evidence, though, that the results of clinical trials
can affect practice, which in turn may improve health outcomes. Ford et al. [105]
estimated that about half of the reduction in death from coronary artery disease in
the United States between 1980 and 2000 was due to better control of risk factors.
The other half of the reduction was due to improved treatments, most of which were
based on clinical trial results. A specific example of change in practice based on
evidence from trials and improved survival comes from a national registry in
Sweden during 1996-2007. Increase use of reperfusion therapy, revascularization,
and medications such as aspirin, beta blockers, clopidogrel, and statins in treatment
of ST segment elevation myocardial infarction was associated with a 50% decrease
in mortality over this relatively short period [106]. In the United States, a registry
that included 350 hospitals from 2001 to 2003 showed 11% lower in-hospital
mortality for each 10% improvement in hospital-level adherence to guideline-
based treatment, with most of those treatment recommendations based on clinical
trial results [107].

There is no such thing as a perfect study. However, a well thought-out, well-
designed, appropriately conducted and analyzed clinical trial is an effective tool.
While even well designed clinical trials are not infallible, they generally provide a
sounder rationale for intervention than is obtainable by other research methods. On
the other hand, poorly designed, conducted, and reported trials can be misleading.
Also, without supporting evidence, no single study ought to be definitive. When
interpreting the results of a trial, consistency with data from laboratory, animal,
epidemiological, and other clinical research must be considered.



14 1 Introduction to Clinical Trials

Some have claimed that observational studies provide the “correct” answer more
often than not and that therefore clinical trials are often superfluous [108, 109].
Others have pointed out that sometimes, results of observational studies and clinical
trials are inconsistent. Observational studies, many of them large, suggested that
use of antioxidants would reduce the risk of cancer and heart disease. These agents
began to be widely used as a result. Later, large randomized controlled trials
evaluating many of the antioxidants demonstrated no benefit or even harm [110].
Similarly, because of the results from observational studies, hormone therapy was
advocated for post-menopausal women as a way to prevent or reduce heart disease.
Results of large clinical trials [111-113] cast considerable doubt on the findings
from the observational studies. Whether the differences are due to the inherent
limitations of observational studies (see Chap. 5) or more specifically to the
“healthy user bias” has been debated, but these and numerous other examples
[114] support the belief that observational studies are unreliable in determining
modest intervention effects.

We believe that pitting one kind of clinical research against another is inappro-
priate. Both observational epidemiology studies, including registries, and clinical
trials have their strengths and weaknesses; both have their place [115]. Proper
understanding of the strengths and weaknesses of clinical trials, and how the results
of well-designed and conducted trials can be used in conjunction with other
research methodologies, is by far the best way of improving public health and
scientific understanding.

Problems in the Timing of a Trial

Once drugs and procedures of unproved clinical benefit have become part of
general medical practice, performing an adequate clinical trial becomes difficult
ethically and logistically. Some people advocate instituting clinical trials as early as
possible in the evaluation of new therapies [116, 117]. The trials, however, must be
feasible. Assessing feasibility takes into account several factors. Before conducting
a trial, an investigator needs to have the necessary knowledge and tools. He must
know something about the expected adverse effects of the intervention and what
outcomes to assess and have the techniques to do so. Well run clinical trials of
adequate magnitude are costly, and therefore almost always require sponsors
willing to pay for them, and should be done only when preliminary evidence of
the efficacy and harm of an intervention looks promising enough to warrant the
effort and expense involved.

Another aspect of timing is consideration of the relative stability of the interven-
tion. If active research will be likely to make the intended intervention outmoded in a
short time, studying such an intervention may be inappropriate. This is particularly
true in long-term clinical trials, or studies that take many months to develop. One of
the criticisms of trials of surgical interventions has been that surgical methods are
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constantly being improved. Evaluating an operative technique of several years past,
when a study was initiated, may not reflect the current status of surgery [118—120].

These issues were raised years ago in connection with the Veterans Administra-
tion study of coronary artery bypass surgery [121]. The trial showed that surgery
was beneficial in subgroups of patients with left main coronary artery disease and
three vessel disease, but not overall [121-123]. Critics of the trial argued that when
the trial was started, the surgical techniques were still evolving. Therefore, surgical
mortality in the study did not reflect what occurred in actual practice at the end of
the long-term trial. In addition, there were wide differences in surgical mortality
between the cooperating clinics [124] that may have been related to the experience
of the surgeons. Defenders of the study maintained that the surgical mortality in the
Veterans Administration hospitals was not very different from the national experi-
ence at the time [125]. In the Coronary Artery Surgery Study [126] surgical
mortality was lower than in the Veterans Administration trial, suggesting better
technique. The control group mortality, however, was also lower. Despite continu-
ing evolving technology, including the development of drug-eluting stents, many
trials of coronary stents have been successfully undertaken [127, 128]. The changes
in stent design and use of medications to limit stent thrombosis have been incor-
porated into each new trial.

Review articles show that surgical trials have been successfully undertaken
[129, 130] and, despite challenges, can and should be conducted [131, 132].
While the best approach might be to postpone a trial until a procedure has reached
is the point where it is unlikely to change greatly, at least in the near term, such a
postponement will probably mean waiting until the procedure has been widely
accepted as efficacious for some indication, thus making it difficult, if not impos-
sible to conduct the trial. However, as noted by Chalmers and Sacks [133], allowing
for improvements in operative techniques in a clinical trial is possible. As in all
aspects of conducting a clinical trial, judgment must be used in determining the
proper time to evaluate an intervention.

Study Protocol

Every well-designed clinical trial requires a protocol. The study protocol can be
viewed as a written agreement between the investigator, the participant, and the
scientific community. The contents provide the background, specify the objec-
tives, and describe the design and organization of the trial. Every detail explaining
how the trial is carried out does not need to be included, provided that a compre-
hensive manual of procedures contains such information. The protocol serves as a
document to assist communication among those working in the trial. It should also
be made available to others upon request. Many protocols are now being
published in on-line journals.

The protocol should be developed before the beginning of participant enroll-
ment and should remain essentially unchanged except perhaps for minor updates.
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Careful thought and justification should go into any changes. Major revisions
which alter the direction of the trial should be rare. If they occur, the rationale
behind such changes and the process by which they are made need to be clearly
described. An example is the Cardiac Arrhythmia Suppression Trial, which, on
the basis of important study findings, changed intervention, participant eligibility
criteria, and sample size [134].

Numerous registries of clinical trials now exist. The WHO International Clinical
Trials Registry Platform (ICTRP) [135] lists those registries, including
ClinicalTrials.gov [136], one of the original registries that are acceptable to the
International Committee of Medical Journal Editors. Registration of all late phase
trials and many early phase studies is now advocated, and indeed required by many
journals and sponsors. Journals will not publish results of trials or study design
papers unless the study has been registered at one of the many sites. The
U.S. National Institutes of Health requires that trials that it funds be registered
[137], as does the Food and Drug Administration for trials it oversees [138].
The registry sites have, at a minimum, information about the study population,
intervention and control, response variables, and other key elements of the study
design. Reasons for registering trials include reducing the likelihood that trial
results are not published or otherwise made known, providing a way to compare
the study design as initially described with what was published, and allowing other
researchers to determine what else is happening in their area of interest. From the
ClinicalTrials.gov registry, we know that the majority (62%) of registered trials
enroll 100 or fewer participants, the majority of trials (66%) are single center, and
there is substantial variability in use of randomization, blinding, and use of mon-
itoring committees [139]. We applaud the practice of registration, and encourage all
investigators to go further by including links to their protocols at the registry sites.
See Chap. 22 for a further discussion of trial registration.

A guidance for developing a clinical trials protocol has been published by the
Standard Protocol Items: Recommendations for Interventional Trials (SPIRIT 2013
Statement) [25]. Topic headings of a typical protocol which also serve as an outline
of the subsequent chapters in this book are given below:

A. Background of the study
B. Objectives

1. Primary question and response variable

2. Secondary questions and response variables
3. Subgroup hypotheses

4. Adverse effects

C. Design of the study
1. Study population

(a) Inclusion criteria
(b) Exclusion criteria

2. Sample size assumptions and estimates
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9.

. Enrollment of participants

(a) Informed consent

(b) Assessment of eligibility

(c) Baseline examination

(d) Intervention allocation (e.g., randomization method)

. Intervention(s)

(a) Description and schedule
(b) Measures of compliance

. Follow-up visit description and schedule
. Ascertainment of response variables

(a) Training
(b) Data collection
(c) Quality control

. Assessment of Adverse Events

(a) Type and frequency
(b) Instruments
(¢) Reporting

. Data analysis

(a) Interim monitoring, including data monitoring committee role
(b) Final analysis

Termination policy

D. Organization

1.

Participating investigators

(a) Statistical unit or data coordinating center
(b) Laboratories and other special units
(c) Clinical center(s)

. Study administration

(a) Steering committees and subcommittees
(b) Monitoring committee
(c) Funding organization

Appendices

Definitions of eligibility criteria
Definitions of response variables
Informed Consent Form
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Chapter 2
Ethical Issues

People have debated the ethics of clinical trials for as long as trials have been
conducted. The arguments have changed over the years and perhaps become more
sophisticated, but many of them involve issues such as the physician’s obligations
to the individual patient versus societal good; clinical equipoise; study design
considerations such as randomization and the choice of control group, including
use of placebo; informed consent; conduct of trials in underdeveloped areas and
world regions; conflicts of interest; participant confidentiality and sharing of data
and specimens; lack of publication; and publication bias.

A well-designed trial should answer important public health questions without
impairing the welfare of participants. There may, at times, be conflicts between a
physician’s perception of what is good for his or her patient and the design and
conduct of the trial. In such instances, the needs of the participant must
predominate.

Ethical issues apply in all stages of a clinical trial. In this chapter, we summarize
some of the major factors involving ethics in design, conduct, and reporting of
clinical trials. As will be noted, several of the issues are unsettled and have no easy
solution. We expect, however, that investigators will at least consider these issues
in the planning stages of trials, so that high ethical standards can be applied to all
trials.

Emanuel et al. [1] listed seven criteria that they considered essential to the
ethical conduct of clinical research. These criteria are value, scientific validity,
fair selection of participants, favorable benefit/risk balance, independent review,
informed consent, and respect for enrolled participants (Table 2.1). Independent
review is generally conducted by ethics review committees specifically constituted
for oversight of research with human subjects. In the United States, such commit-
tees are termed institutional review boards (IRBs). Other names used outside the
United States are research ethics committees, ethics committees, or ethics review
committees. Although the role of ethics review committees is discussed later in this
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Table 2.1 Requirements for an ethical clinical trial

Requirement Explanation
Value Evaluate an intervention that has the potential to be of social or scientific
value
Scientific validity Use methods that will produce reliable results
Fair selection of Participant selection that avoids placing the vulnerable at undue risk and
participants avoids preferential access of attractive interventions to the privileged
Favorable benefit/risk Minimize risks and maximize potential benefits, with an estimate that
balance benefits will likely outweigh risks
Independent review Review of design by individuals not directly affiliated with the research
(for example, ethics review committees)
Informed consent Provide information about purpose of research, procedures, and poten-

tial risks and benefits to enable participants to make voluntary
decisions in a way that respects participant autonomy
Respect for enrolled Protect the rights and wellbeing of participants
participants

Adapted from Emanuel et al. [1]

chapter under Informed Consent, it must be emphasized that independent review by
these committees and others, such as data monitoring boards, applies to several
aspects of a trial.

We encourage the reader to seek out any of the many books and journals devoted
to ethical aspects of clinical research. Those go into the issues, including ones we do
not address, in considerable depth. A particularly relevant book is The Oxford
Textbook of Clinical Research Ethics, many chapters of which relate directly to
clinical trials [2]. The reader is also referred to several key documents:

1. Nuremberg Code. This was the first major international statement on the ethics
of medical research, published in 1947 in response to unethical human experi-
mentation on concentration camp prisoners in the Second World War [3]. This
code outlined ethical standards for medical research with an emphasis on the
requirement for voluntary consent to participation.

2. Declaration of Helsinki. Issued by the World Medical Association in 1964, and
periodically amended, the Declaration of Helsinki is a comprehensive statement
of the ethics of human subject research [4].

3. Belmont Report. Created by a United States federal commission in 1979, this
report outlines ethical principles for clinical research [5]. The report is structured
around three basic principles: respect for persons, beneficence, and justice.

4. International Ethical Guidelines for Biomedical Research Involving Human
Subjects, prepared by the Council for International Organizations of Medical
Sciences in collaboration with the World Health Organization, first in 1982 and
amended several times, including in 2002 [6]. This document includes 21 guide-
lines that address ethical responsibilities in human subject research, many of
which apply to clinical trials.
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Fundamental Point

Investigators and sponsors of clinical trials have ethical obligations to trial
participants and to science and medicine.

Planning and Design

Ethics Training

All clinical trial investigators should have training in research ethics. Understand-
ing ethical principles, and the related regulatory requirements (see Chap. 22), is
essential for responsible conduct of clinical trials. An important part of training in
ethics is a review of the history of abuses in clinical research that prompted many of
the guidelines and regulations that followed. These include an experiment in
Tuskegee, Alabama, when treatment was withheld from around 400 African-
American men with syphilis to study the course of the disease as well as the
abhorrent experiments of concentration camp prisoners in the Second World War.
There are a number of resources for research ethics training, including several
National Institutes of Health (NIH) websites [7-9].

Does the Question Require a Clinical Trial?

An early decision relates to whether a clinical trial is even necessary. Not all
questions need to be answered, and not all of those that should be answered require
clinical trials. Sometimes, other kinds of clinical studies may be able to address the
question at least as well as, or even better than, a clinical trial. Even if the answer
may not be quite as good, the added benefits from the trial may not be worth the
added risk.

Because clinical trials involve administering something (a drug, device, bio-
logic, or procedure) to someone, or attempting to change someone’s behavior, there
may be adverse as well as positive results. Although some of the potential adverse
consequences may be known before the trial is started, and therefore prevented or
minimized, others may arise unexpectedly during the trial or be more serious than
anticipated. The question being addressed by the clinical trial, therefore, must be
important enough to justify the possible adverse events. The question must have
relevant clinical, public health, and/or other scientific value. A trivial question
should not expose study participants to risk of harm, either physical or emotional.
Harm can be either a direct result of the intervention or indirect, like from
withholding something beneficial. The study investigator, sponsor or funder, and
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institutions where the study will be performed must all ensure that the question is
sufficiently important and the trial is appropriately conducted to justify those risks.

Though the question may be important, the clinical trial may be infeasible or
unethical. An obvious example is cigarette smoking—providing non-smokers with
cigarettes to prove that smoking is harmful is clearly unethical. Observational
studies have given us sufficient evidence to answer that question, since the relative
risk is so great. The Cardiac Arrhythmia Suppression Trial (CAST) [10] was
designed to determine whether suppression of ventricular arrhythmias with antiar-
rhythmic agents in people with heart disease would lead to a reduction in sudden
cardiac death. After two of the three antiarrhythmic drugs were found to be harmful
and the trial was stopped, some asked whether the study might be continued but
reconfigured to demonstrate that quinidine, a long-used drug with some properties
similar to the two discontinued agents, would also be harmful. The CAST investi-
gators quickly decided that designing a trial specifically to prove harm, especially
serious harm, would be unethical. Although the outcome of a trial is uncertain, the
primary response variable should always be one where either benefit or
noninferiority is potentially achievable.

Two kinds of trials raise ethical issues because of concerns about the balance
between potential benefits to society (and perhaps to participants) and the risks of
harm and discomfort to participants. In both, the likelihood of immediate benefit to
the study participants exists but is remote. One involves “marketing” (also termed
“seeding”) trials. Such clinical trials are conducted to show that a new drug or new
version of an old drug is at least as good as (i.e., noninferior to) a drug already
proven to be beneficial. Other than enhancing the financial status of the industry
sponsor, there may be little benefit from the new drug. Yet trial participants are
being put at risk from a drug with unknown adverse effects, some of which might be
serious. If the new drug has some potential improvement over the existing one, the
trial might be justified. Perhaps the new drug is easier to take (e.g., once a day rather
than twice a day administration, or taking a pill rather than an injection), is better
tolerated, or causes fewer adverse events. One could also argue that having more
than one drug with similar benefits is good for the economy, fostering lower
medical care costs. But in the end, those conducting such trials should show how
the question is important and how there will be meaningful benefits for patients.

A second kind of trial, the ethics of which have been debated, is the early phase
study. If these studies are performed in healthy volunteers, there is a nontrivial
chance that they will be harmed, but have little opportunity to benefit, other than
from whatever payment they receive as a result of their participation and from the
possible contribution they provide to advancing treatment. Some people regularly
enroll in such studies for the payment [11]. It has been argued that with proper
attention to study design and safety monitoring, appropriate evaluation by ethics
review committees, and true informed consent, these studies are ethical [12].
As always, risk must be kept to a minimum and the payment must not be so great
as to encourage participants to do something that would place them at serious risk.
The pros and cons of various payment models for research participants are
discussed by Dickert and Grady [13]. As with other clinical research, early phase



Planning and Design 29

studies are only ethical if investigators and sponsors do whatever is necessary to
minimize risk. Unfortunately, instances when investigators may not have taken
proper care have occurred and received widespread attention [14—16].

Some early phase studies are conducted with participants who have a disease or
condition. Patients with cancer that have not responded to other therapies may
volunteer for such trials, hoping that the experimental intervention will prove
beneficial. Given the small size of these studies and the unfortunate fact that most
interventions early in their development do not prove beneficial, there may be only
a small chance of benefit. But even if there is only a slight possibility of improve-
ment, as long as there is adequate informed consent and the expectation of benefit to
society from the knowledge to be gained, most would agree that these trials can be
conducted in an ethical manner [17, 18]. However, the strategy of commonly
subjecting participants to experimental therapies without the ability to compare
safety and harm to a control group in an unbiased way raises its own ethical issues.

On the other hand, most treatments used in medicine, including those
recommended in clinical practice guidelines [19], do not have the clinical trial
evidence to be certain that the benefit outweighs the risk. This suggests that we have
a responsibility, when possible, to promote high-quality clinical trials to provide the
evidence to guide clinical decision-making. It is ironic that consent is essential for a
patient to be in a clinical trial comparing two commonly used treatments, and yet
assignment to those treatments in clinical practice is routine and accepted without
consent and without gaining knowledge about whether there is benefit or harm. If
one accepts that randomized trials are the most reliable way to define modest
treatment effects, then increasing the number and efficiency of trials should be a
priority for the broader health care system, a goal of the Patient-Centered Outcome
Research Institute (PCORI) [20].

Controversies in the approach to informed consent in trials that compare treat-
ments commonly used in practice were highlighted by the Surfactant, Positive
Pressure, and Oxygenation Randomized Trial (SUPPORT) [21]. This trial ran-
domly assigned premature babies to supplemental oxygen to keep the arterial
oxygen saturation at the lower end versus the higher end of standard recommenda-
tions. The six-page, single-spaced consent form included standard elements of
informed consent, including a statement that lower levels of oxygen might reduce
retinopathy, a known complication of higher oxygen levels. The trial showed less
retinopathy with lower oxygen target, but unexpectedly higher mortality, and the
results have changed practice. Meanwhile, the Office for Human Research Pro-
tections (OHRP) of the U.S. Department of Health and Human Services investi-
gated the consent process in the trial and determined that institutional review boards
failed to have the consent state that mortality might be increased in one of the
treatment strategies [22]. This decision has caused concern among academic insti-
tutions about the risk of conducting trials as well as undermining attempts to
streamline the consent process in pragmatic trials that are comparing standard
therapies [23]. In fact, it has been argued that the participant risks involved with
random assignment to commonly used standard treatments are not different than
standard practice and that this should be acknowledged in the regulations [24].
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It appears that most people are willing to volunteer for clinical trials, but most
people are not approached to participate in trials [25]. Some have suggested that
there should be a greater sense of social responsibility to participate in clinical
research since current treatments are available only due to previous patients par-
ticipating, and future advances will likewise depend on this participation [26]. This
places the burden on clinical researchers to be responsible in designing trials that
will provide reliable guidance for future care. In fact, most trials are too small to
provide reliable information and many results of trials are never published
[27]. Even if our current complex approach to conducting trials were simplified,
the costs are still a major barrier. Moreover, relatively little funding is allocated to
answering the questions that would have the greatest impact on improving public
health.

Randomization

In the typical “superiority trial” described in Chap. 5, randomization is usually done
on top of standard or usual therapy, which all participants should receive. The
special issues related to noninferiority trials are discussed in Chap. 5. Randomiza-
tion can be a problem for physicians and other clinicians who feel pressure to be
able to choose the treatment that has the greatest likelihood of benefit. The
investigator, however, must acknowledge uncertainty when it exists. Therefore,
an objection to random assignment should only apply if the investigator believes
that there is reasonable certainty that a superior therapy exists. If that is the case, he
or she should not participate in a trial that randomizes participants to a therapy other
than the believed superior therapy. On the other hand, if he or she truly cannot say
that one treatment is better than another, there should be no ethical problem with
randomization. Such judgments regarding efficacy may vary among investigators,
such that there is uncertainty for some but not others. Because it is unreasonable to
expect that an individual investigator should have no preference, not only at the
start of a trial but during its conduct, the concept of “clinical equipoise” among the
expert clinical community has been proposed [28]. Some have maintained that until
an intervention has been proven beneficial, randomization is the most ethical
approach and one that will provide the correct answer soonest [29-32]. It may be
that “equipoise” will change over the course of a trial, as was the case in the Second
International Study of Infarct Survival (ISIS-2) trial testing streptokinase for myo-
cardial infarction. During the period of recruitment, the data monitoring committee
found that there was “proof beyond reasonable doubt” that streptokinase reduced
mortality for patients 0—4 h after onset of pain, and this information was shared with
investigators [33]. They were told that “patients can be randomized if the respon-
sible physician remains, in the light of this and other evidence, uncertain as to
whether streptokinase is indicated” [33]. However, is it ethically justifiable for a
data monitoring committee to allow participants to be randomly assigned to an arm
(in this case, placebo) for which there is “proof” of higher mortality? Many would
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argue that the committee should have recommended a change in the protocol with
no further enrollment in this subset.

There are other situations in which consent is not possible in the traditional
sense, including certain situations in which the patient is unable to provide consent
(for example in the setting of cardiac arrest) and when the unit of randomization is
not the patient (cluster randomized studies). An example of such a cluster random-
ized study is the Randomized Evaluation of Decolonization versus Universal
Clearance to Eliminate MRSA (REDUCE MRSA) trial [34]. Forty-three hospitals
were randomly assigned to 1 of 3 strategies of MRSA screening and patient
isolation, targeted decolonization, or universal decolonization (of all patients with-
out screening), to reduce rates of MRSA infection. Most hospitals used a central
IRB. Since all regimens were standard of care and participation in the trial was
anticipated to have a favorable benefit-risk balance, the requirement for patient
consent was waived. Patients were given information sheets explaining the trial.

Control Group

Choice of the control group is a major design issue in clinical trials. If there is a
known best therapy, one would generally expect the new intervention to be com-
pared with that therapy, or added to it. But the optimal therapy may not be widely
used for various reasons. These could include cost, unavailability of the therapy or
lack of sufficient clinicians competent to administer it, lack of acceptance by the
practicing clinical community, socioeconomic and cultural differences, or other
factors. Depending on these circumstances, some trials may not use the best known
therapy or standard of care as the control. They may rely on what the practicing
communities typically do, or usual therapy [35]. Investigators and ethics review
committees need to judge whether the usual therapy deprives participants of a
proven better treatment that they would otherwise receive. If so, serious ethical
concerns arise. A major area of disagreement has been the degree of responsibility
of investigators to ensure that all participants receive the best proven therapy as a
control or background care, even if usual care in the community in which the trial is
being conducted is not up to that standard [36]. The appropriate control and
background therapy depends, in part, on the purpose of the trial. (See also the
section below, “Trials in Low- and Middle-Income Countries.”)

Considerable confusion has arisen when people talk about placebo-controlled
trials, as they may refer to different kinds of designs. Often, a new intervention is
added to usual care or standard care and compared against that care plus placebo.
Sometimes, a new intervention is seen as a possible replacement for an existing
therapy, yet for various reasons, it is not thought appropriate to compare the new
intervention against the existing therapy. The commonly used therapy, for example,
may not have been proven to be beneficial, or it may be poorly tolerated. Therefore,
a placebo comparator is used instead of the existing therapy. Often, a blinded
placebo control provides the most complete information about the risks and benefits
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of a new therapy as an inert placebo is the best approximation of a neutral control.
The SYMPLICITY HTN-3 (Renal Denervation in Patients With Uncontrolled
Hypertension-3) trial of renal denervation for control of severe refractory hyper-
tension is a good example of the importance of a placebo (in this case a sham
procedure) [37]. Earlier randomized trials of renal denervation compared with
no renal denervation, on top of optimal medical therapy, showed a major
(22-32 mmHg) reduction in systolic blood pressure with renal denervation that
led to widespread enthusiasm and adoption of this treatment in Europe, where the
device to perform the procedure was approved based on those results. However,
the sham-controlled trial found similar 12-14 mmHg reductions in systolic blood
pressure with renal denervation and with the sham procedure.

Even if a proven therapy exists, whether short-term discontinuation of that
therapy for the purpose of conducting a placebo-controlled trial is harmful depends
on the condition being studied. Exposing participants to serious harm by withhold-
ing beneficial treatment is unethical even in the short term. For conditions causing
only mild to moderate discomfort, it may be acceptable. For example, investigators
evaluating new analgesic agents might choose to use a placebo control, as long
as any pain or discomfort is treated promptly. As always, there will be borderline
cases that require discussion and review by ethics review committees [38].

Freedman et al. [39, 40] acknowledged that many factors are considered in
deciding whether to use a placebo control. They argued that if an accepted treat-
ment exists, much of the time a placebo control is unethical and, indeed, unneces-
sary. Rothman and Michels [41, 42] also maintained that in many cases a placebo,
in lieu of the proven therapy, has been used inappropriately because a proven
therapy existed. This debate occurred with the Enhanced Suppression of the Platelet
IIb/Illa Receptor with Integrilin (ESPRIT) trial [43—45]. The decision to use a
placebo control, rather than another proven IIb/Illa receptor inhibitor, was only
allowed after it was shown that many cardiologists were not persuaded by the prior
evidence, and even then only with declaration by the investigators that they were
uncertain as to the benefits of IIb/Illa inhibitors. We think that this is a valid
argument as the participating investigators were informed about the current evi-
dence and made the decision to conduct another placebo-controlled trial because
they questioned the applicability of that evidence. History has supported their
decision, since IIb/Illa inhibitors are no longer strongly recommended in guidelines
nor used as a standard in practice. Ethics review committees must have full
knowledge and informed consent must contain the relevant information.

Before an investigator uses a placebo control, which will often be the best
design, he or she should assess whether it will provide the basis for a better
assessment of the active therapy and should determine that its use will not cause
serious harm (due to withholding a proven effective alternative). Importantly, all
participants must be told that there is a specified probability (e.g., 50%) of their
receiving placebo. The World Medical Association Declaration of Helsinki
(as amended in 2013) [4], the Council for International Organizations of Medical
Sciences (CIOMS) [6], regulatory bodies [46], and others have guidelines for use
of placebo. Miller summarizes the issues that should be considered by
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investigators [47]. If life-saving treatment is available, patients should not be
assigned to placebo versus an active treatment. For example, once streptokinase
was shown to save lives of patients with myocardial infarction, it would no longer
be ethical to compare a new fibrinolytic agent, like alteplase, with placebo.
Likewise, if assignment to placebo (versus available active therapy) would likely
result in any significant pain or harm, then a placebo would be unethical.
A placebo control is particularly important when studying conditions with a
variable course and/or frequent spontaneous remissions, when existing therapies
are inconsistently effective or have serious side effects, or when frequency of the
condition is so low that an equivalence trial would be impractical [47].

Protection from Conflicts of Interest

A widely expressed concern in clinical research is the potential for conflicts of
interest on the part of the investigators. In the context of ethical issues, conflicts of
interest can lead to bias in design, conduct, data analysis, interpretation, and
reporting of findings. Conflicts of interest are generally considered in the financial
context, but intellectual or other conflicts also exist [48]. Ideally, no investigator
should have any interests other than the well-being of the study participants and the
generation of new knowledge that will improve clinical care and public health. That
is unrealistic, however, given that investigators must receive research funding to
conduct research, and this funding may come from government, industry, research
foundations, private investors, or others who have considerable interest in the
outcome of the study. Many investigators have also spent a career attempting to
advance the science, and could be disappointed if or fail to accept that their theory is
incorrect. Therefore, most clinical trials find it more realistic to manage conflicts of
interest rather than to avoid them completely.

The practice of disclosing financial relationships to participants and others has
been reviewed and recommendations have been proposed [49]. Among these
recommendations, it was noted that because many participants may not fully
appreciate the impact that financial relationships might have on research design,
conduct, and analysis, in addition to disclosure, IRBs and others should “play a
significant role in determining the acceptability of these relationships™ [49]. We
think that disclosure and IRB or other oversight may be sufficient for early phase
studies. It may not be sufficient, however, for late phase trials—those that are
designed to have major implications for clinical practice. Most late phase clinical
trials are sponsored by industry, and although the investigators enrolling and
following participants may not stand to gain financially from the results of the
trial, the sponsors clearly do. Therefore, analysis should be conducted, or at least
validated, by groups independent of the industry sponsor. Ideally, this should also
occur in trials sponsored by others. Any investigators who have significant eco-
nomic interests in the outcome either should not participate or should not have
opportunities to affect and publish the trial results. This may mean that the lead
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investigator in multi-investigator studies or the investigator in single-investigator
studies should have no major financial conflicts if the study is one likely to change
practice and increase sales. Financial conflicts may also contribute to the problem
of “negative” trials being less likely to be published or having their publication
delayed (see Chap. 20). Trials with positive results are published more often
(see Chap. 20). Other key investigators with major conflicts should also be barred
from such trials. If the investigators have limited roles or only small financial
investments, it may be acceptable for them to participate. We recognize that the
situation is more complicated when those designing and overseeing, and perhaps
co-authoring publications, are employees of the company sponsoring the trial.
Nevertheless, complete openness and data analysis by an independent group remain
important. The use of external independent oversight bodies and clear lines of
authority may mitigate conflicts of interest. In the end, however, clinical trial results
must be believed and accepted by the clinical communities. To the extent that
conflicts of interest (real or perceived) lessen that acceptance, the study is impaired.
Therefore, all appropriate ways of minimizing and managing conflicts should
be used.

Informed Consent

Proper informed consent is essential to ethical trial conduct. Partly as a result of
terrible things done in the name of clinical research, various bodies developed
guidelines such as the Nuremberg Code [3], Declaration of Helsinki [4], Belmont
Report [5], and International Ethical Guidelines for Biomedical Research Involving
Human Subjects [6]. These guidelines lay out standards for informed consent that
are commonly followed internationally. In parallel to the Belmont Report, the
United States Congress passed laws that require adherence to informed consent
regulations by those receiving government support—the so-called Common Rule,
or Title 45 of the Code of Federal Regulations, part 46 (45 CFR 46) [50]—and those
evaluating agents under the auspices of the U.S. Food and Drug Administration
[51]. These regulations require that clinical research studies be reviewed by IRBs,
and establish the membership and other procedures that IRBs must follow.

One of the primary roles of the IRB is to ensure that there is true, voluntary
informed consent. The Common Rule and 21 CFR 50 [52] require consent forms to
contain basic elements. Table 2.2 lists these as well as other elements that may be
added as appropriate. Simply adhering to legal requirements does not ensure
adequate informed consent [53—55]. Informed consent is a process that can take
considerable time and effort; it is not simply a matter of getting a form signed. In
many, perhaps most, clinical trial settings, true informed consent can be obtained.
Potential participants have the capacity to understand what is being requested of
them, they have adequate time to consider the implications of joining a trial, ask
questions, and take information home to review and discuss with their families
and personal physicians, and they are familiar with the concepts of research and
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Table 2.2 Informed consent checklist—basic and additional elements

Basic elements
A statement that the study involves research
An explanation of the purposes of the research
The expected duration of the subject’s participation
A description of the procedures to be followed
Identification of any procedures that are experimental
A description of any reasonably foreseeable risks or discomforts to the subject
A description of any benefits to the subject or to others that may reasonably be expected from
the research
A disclosure of appropriate alternative procedures or courses of treatment, if any, that might be
advantageous to the subject
A statement describing the extent, if any, to which confidentiality of records identifying the
subject will be maintained
For research involving more than minimal risk, an explanation as to whether any compensation
and any medical treatments are available if injury occurs and, if so, what they consist of, or
where further information may be obtained
An explanation of whom to contact for answers to pertinent questions about the research and
research subjects’ rights, and whom to contact in the event of a research-related injury to the
subject
A statement that participation is voluntary, refusal to participate will involve no penalty or loss
of benefits to which the subject is otherwise entitled, and the subject may discontinue partici-
pation at any time without penalty or loss of benefits to which the subject is otherwise entitled
Additional elements, as appropriate
A statement that the particular treatment or procedure may involve risks to the subject (or to the
embryo or fetus, if the subject is or may become pregnant), which are currently unforeseeable
Anticipated circumstances under which the subject’s participation may be terminated by the
investigator without regard to the subject’s consent
Any additional costs to the subject that may result from participation in the research
The consequences of a subject’s decision to withdraw from the research and procedures for
orderly termination of participation by the subject
A statement that significant new findings developed during the course of the research, which
may relate to the subject’s willingness to continue participation, will be provided to the subject
The approximate number of subjects involved in the study

From the Code of Federal Regulations [50]

voluntary consent. As discussed in the “Privacy and Confidentiality” section below,
investigators may share data and biospecimens with other researchers, while
following federal guidelines. If such sharing is planned or required by the sponsor,
the informed consent material must make it clear that sharing will occur and that the
data may be used for purposes other than those of the trial for which the person is
volunteering.

Sometimes people may not understand that a clinical trial is a research endeavor.
They may believe that they are receiving therapy for their condition. This may
happen in early phase trials of new drugs that are being developed for serious,
untreatable diseases, or in any clinical trial testing a promising intervention for a



36 2 Ethical Issues

serious or chronic condition. Patients may view the trial as the last or best possibility
for cure. Sometimes clinicians are also researchers and may seek to enroll their own
patients into clinical trials. These situations can lead to what has been termed
“therapeutic misconception” [56]. The distinction between research, an experiment
in essence, and clinical care may blur. Extra effort must be made to provide patients
with the information needed to judge the merits of volunteering for research,
separate from their clinical care.

The situations where participant enrollment must be done immediately, in
comatose patients, or in highly stressful circumstances and where the prospective
participants are minors or not fully competent to understand the study are more
complicated and may not have optimal solutions. In the United States, FDA [57]
and Department of Health and Human Services [58] guidelines allow for research in
emergency situations, when informed consent is not possible. Under these regula-
tions, IRBs may approve the study without informed consent as long as a series of
special conditions has been met, including that there has been community consul-
tation and a safety committee is formed to monitor accumulating data. Similar
research is also allowed in Canada [59] and under the European Medicines Agency
(EMA) Guidelines for Good Clinical Practice [60]. A trial of fibrinolytic therapy
versus placebo in the context of resuscitation for cardiac arrest was successfully
conducted under the EMA guidelines [61] and a trial of therapeutic hypothermia for
patients with out-of-hospital cardiac arrest was conducted under Department of
Health and Human Services guidelines [62]. In these trials, local ethics committees
agreed that the trial could be done without informed consent prior to enrollment.
Instead, consent was later given by surviving participants or their family members
or others.

Some have questioned research in emergency settings because of the lack of
prior informed consent, and several such clinical trials have been quite controver-
sial. An example is a trial of a product intended to be used as a blood substitute in
trauma patients [63]. Because patients were unconscious at the time of administra-
tion of the blood substitute, consent could not be obtained. Therefore, community
consultation was obtained before local IRBs approved the study. However, there
were allegations that safety problems noted in earlier trials of the agent were not
published or otherwise disclosed to those bodies. We do not take a position on the
merits of this particular trial, and we support the concept of being able to conduct
important research in settings where full informed consent before enrollment is not
possible. The sponsors and investigators, though, must be completely open about all
data relevant to the conduct of such studies and must follow all local regulations
[64]. Failure to do so harms not only the unwitting participants, but the entire field
of research in emergency settings.

For pragmatic, simple trials that are comparing treatments that are each standard
of care, a streamlined approach to consent has been proposed [65]. Just as a
“learning health care system” integrates clinical research with care, a simple
consent process could be integrated into patient care with an explanation of the
research, of the fact that either treatment is approved and standard, and that it is
uncertain which is better.
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Research on prisoners is restricted [66] due to a history of violation of ethical
principals in the population and since informed consent free of the appearance of
possible coercion is difficult to establish.

Also contentious is the practice of obtaining consent from participant surrogates
when the study participant is unable to provide fully informed consent. This
typically happens with research in minors, when parents or other guardians make
the decision. Special review is required for pediatric research; requirements vary
depending on the expected risks from the study [50]. Other situations, such as
research in emotionally or mentally impaired individuals, also have generated
discussion and guidelines regarding use of surrogate consent [67, 68]. Less clear
is the use of surrogate consent for potential study participants who are temporarily
unable to understand the nature of the study and give consent. This issue arose in
research in people with acute respiratory distress syndrome [69]. Suggestions for
accommodating research in such situations include risk assessment, determination
of patient capacity, and reconsent [70]. As in all such situations, judgment on the
part of investigators, sponsors, IRBs, and others will be required and second-
guessing will inevitably occur.

The right to withdraw consent to continue in a trial, including withdrawing
consent to continue to receive study interventions and undergo study procedures,
is another important ethics principle. Less clear is to what extent participants have
the right or option to refuse to have any type of follow-up, since determining major
outcomes as well as serious adverse outcomes, including death, is essential in many
trials to interpret the results and entails minimal risk to participants. If the initial
consent declares that participants may withdraw from intervention and all study
procedures but that vital status will be obtained at the end of the study regardless,
this may be an appropriate compromise. This can protect the contributions of others
who have placed themselves at some risk with the understanding that their partic-
ipation may help future patients, while minimizing risk and discomfort to those who
wish to withdraw.

Conduct

Trials in Low- and Middle-Income Countries

Many large multicenter clinical outcome trials are international, and they are
becoming more so [71] (see Chap. 21). Most diseases are global. The ability to
enroll and follow participants in more than one country assists in enrollment and
may help in generating results that are generalizable to different populations and
settings. However, trials that are conducted in low- and middle-income countries
can raise ethical issues. Are they conducted in those regions because the disease of
interest is prevalent there, and the results relevant to the region? Or are the countries
or regions selected primarily for convenience, low cost, or fewer administrative and
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regulatory burdens? The control group may be receiving less than optimal care, and
thus may have a higher event rate, permitting a smaller, shorter, and less expensive
trial. If the trial is conducted for those reasons, it may be unethical. Some have said
that the investigators are obligated to ensure that all participants receive optimal
care without regard to usual practice in the country where the trial is being
conducted. Others have maintained that it is sufficient if the participants receive
care at least as good as what they would receive had they not been in the trial, or
care that is better than standard care for their setting. This was the argument of the
investigators in a tamoxifen trial of adjuvant oophorectomy and tamoxifen in the
treatment of breast cancer in Vietnamese and Chinese women. State-of-the-art
treatment by United States standards (including radiation) was not available and
not likely to be available. What was being tested was whether a simple and
affordable treatment like tamoxifen would be better than what was available [72].

Extrapolation of study results from less developed regions to highly developed
countries with very different health care systems and standards of care, and vice
versa, has also been questioned. While it is clear that risk and event rates tend to be
higher in low-income countries [73], some studies have suggested that the treatment
effects may indeed be different [74, 75].

After the trial ends, what is the obligation of the investigators to provide an
intervention shown to be beneficial, both to the study participants and to the broader
population in a low-income country? This and other similar issues have no easy
answers. We believe, however, that trials should only be conducted in places and
with participants likely to benefit from the results and with informed consent
procedures that clearly describe what will be done at the end of the trial. The results
from the trial must be able to be applied to clinical practice in the population from
which the participants came [76].

Recruitment

Recruitment of trial participants is often one of the more challenging aspects of
conducting a clinical trial (see Chap. 10). Unless an adequate number of partici-
pants are enrolled to generate the number of outcomes needed, the trial will not be
able to answer the questions about benefit and harm. Therefore, there is great
pressure to recruit an adequate number of participants and to do so as quickly as
possible. The use of some financial incentives, such as “finder’s fees” (i.e. payment
to physicians for referring participants to a clinical trial investigator), is inappro-
priate in that it might lead to undue pressure on a prospective participant [77]. This
differs from the common and accepted practice of paying investigators a certain
amount for the cost and effort of recruiting each enrolled participant. Even this
practice becomes questionable if the amount of payment is so great as to induce the
investigator to enroll inappropriate participants [13].

Study participants may (and at times should) be paid for their involvement in
clinical trials. Typically, payment is meant to compensate them for the time, effort,
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and expense of attending clinic visits. Studies that enroll healthy volunteers (usually
phase I studies) will often provide payment beyond reimbursement for expenses.
The amount generally depends on the time required and the amount of pain and
risks involved in any procedures. As with paying investigators, when the amount is
such that people, whether they are healthy volunteers or patients, might make
unwise or dangerous decisions, it becomes excessive. Participants should not be
paid more for taking on more risk. Ethics review committees often have guidelines
as to appropriate payment amounts for various kinds of studies and procedures and
must ensure that the amount provided does not create an undue influence.

As discussed in Chap. 9, many potentially eligible trial participants may be on
medication. This treatment may be for the condition that will be studied or some
other reason. In order to assess the participant’s condition at baseline, the investi-
gator may be tempted to withdraw medication, at least temporarily. For example,
one might be interested in enrolling people at high risk of cardiovascular disease,
and thus try to accrue those with hypertension. But an accurate baseline blood
pressure might not be obtainable in those already on treatment. It might not even be
clear that the participant already on antihypertensive drugs would have met the
eligibility criteria if not on medication. Should one withdraw the drug or simply
accept that those on treatment probably truly had hypertension, especially if while
on treatment they still have high normal blood pressures? Usually, the latter is the
better course of action.

Safety and Efficacy Monitoring

Occasionally, during a trial, important information relevant to informed consent
derives either from other studies or from the trial being conducted. In such cases,
the investigator is obligated to update the consent form and notify current partic-
ipants in an appropriate manner. A trial of antioxidants in Finnish male smokers
(the Alpha-Tocopherol Beta Carotene Cancer Prevention Study) indicated that beta
carotene and vitamin E may have been harmful with respect to cancer or cardio-
vascular diseases, which was contrary to earlier observational studies [78]. Because
of those findings, investigators of the ongoing Carotene and Retinol Efficacy Trial
(CARET) informed the participants of the results and the possible risks
[79]. CARET was subsequently stopped earlier than planned because of adverse
events similar to those seen in the Finnish trial. The investigator of a third trial of
antioxidants, the Age-Related Eye Disease Study (AREDS), then notified partici-
pants (with a focus on the smokers) of the findings from both the Finnish study and
CARET [80, 81].

Five trials of warfarin in patients with atrial fibrillation were being conducted at
approximately the same time [82] in the late 1980s. After the first three ended,
showing clear benefit from warfarin in the reduction of strokes, the remaining two
found it difficult ethically to continue. Interim results from the Heart and Estrogen/
progestin Replacement Study (HERS) [83] and a Women’s Health Initiative (WHI)
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[84] evaluation of estrogen suggested that thromboembolic adverse events that
had not been clearly presented in the informed consent were occurring. In both
studies, the data and safety monitoring boards debated whether the studies should
stop or continue with additional actions taken. The trials continued, but participants
in those trials and medical communities were notified of these interim findings of
embolic risk [85, 86]. Not only is such a practice an ethical stance, but a well-
informed participant is usually a better trial participant. How much data should be
provided to study participants and when, and the role of independent safety
monitoring groups in this decision, are still areas of debate [87].

The issue of how to handle accumulating data from an ongoing trial is a difficult
one, and is further discussed in Chap. 16. With advance understanding by both
participants and investigators that they will not be told interim results unless they
show conclusive benefit or harm, and that there is a responsible safety monitoring
group, ethical concerns should be lessened if not totally alleviated.

Early Termination for Other Than Scientific or Safety Reasons

Clinical trials are only ethical if there are adequate resources to conduct them and
see them to completion. Trials may (and should) be stopped early if there are safety
concerns or if there are scientific reasons to do so (see Chap. 16). It is inappropriate,
however, to stop a trial early because the sponsor changes its mind about research
agendas or marketing priorities, or failed to adequately plan for sufficient resources.
In such cases, participants who enrolled did so with the understanding that they
would be helping to advance medical knowledge. In the process, they put them-
selves at possibly considerable risk based, in part, on that understanding. To fail to
complete the study is a serious breach of ethics. An example of when this happened
is the Controlled Onset Verapamil Investigation of Cardiovascular End Points
(CONVINCE) trial [88]. Partway through follow-up, the sponsor ended the study
for reasons other than scientific or safety concerns. As noted in an editorial by Psaty
and Rennie [89], “the responsible conduct of medical research involves a social
duty and a moral responsibility that transcends quarterly business plans. ...”

In another situation, an investigator with inadequate funds to complete his trial
solicited money from participants in the trial so that he could continue purchasing
the experimental drug [90]. Because the trial was being conducted in patients with a
fatal condition, amyotrophic lateral sclerosis, the study participants viewed the trial
as a last hope and were therefore under considerable pressure to donate. We view
such actions as completely unethical. Plans for conducting the trial, including
obtaining experimental agents, must be in place before the trial begins.

With all trials, investigators need to plan in advance how they will handle end-
of-study issues such as whether participants will have continued access to the
intervention and transition to appropriate medical care.
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The issues of privacy and confidentiality have received considerable attention. The
widespread uses of electronic media have made many people concerned about the
privacy of their medical records, including research records. Electronic medical
records have simplified the tasks of finding potentially eligible participants for
trials, conducting international multicenter studies, following up on participants
during and after the studies, and sharing data with other researchers. They have also
led to laws restricting what kinds of medical records can be shared and with whom,
in the absence of clear permission from the patients. In the United States, the Health
Insurance Portability and Accountability Act (HIPAA) primarily addresses privacy
issues in clinical practice [91]. However, there are clinical research provisions that
affect how investigators identify, contact, and obtain informed consent from pro-
spective participants, and how study data are maintained and provided to others
[91] (see also Chap. 10). These laws, in turn, have generated articles pointing out
the increased difficulty in conducting clinical research. Policies encouraging or
mandating sharing of data and biospecimens from research studies [92-94] may
conflict with the objectives of maintaining confidentiality. If data are shared with
other researchers for unspecified purposes, might participants who volunteered for a
trial object to their data being used for goals of which they might not approve? If the
original informed consent does not allow for use of the biospecimens by others or
for purposes different from the stated ones, either the biospecimens cannot be
shared or new informed consents must be obtained. The increasing availability
and use of genetic material adds to this conflict. Fear of employment or health
insurance discrimination based on genetic information may make some people
unwilling to participate in trials if complete confidentiality cannot be ensured. It
is probably not possible to share data and specimens that are useful to the recipient
investigator while also completely removing all participant identifiers. Some com-
promises are inevitable. At the current time, there are no clear solutions to these
issues, but trial participants must have a right to make informed choices. Clinical
trial investigators need to be aware of the concerns, and to the extent possible, plan
to address them before the study starts.

Data Falsification

There has been concern about falsification of data and entry of ineligible, or even
phantom, participants in clinical trials (see Chap. 10). A case of possible falsifica-
tion that gained considerable attention was a trial of bone morphogenetic protein-2
in the management of fractures due to combat injuries [95]. An editorial in the
journal that published the article, which had purported to show benefit from
treatment, said that “much of the paper was essentially false” and announced the
article’s withdrawal [96]. A trial of lumpectomy and radiation therapy for breast
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cancer was severely harmed because of falsified data on a small number of
participants at one of many enrolling sites. The overall results were unchanged
when the participants with the falsified data were not included [97, 98]. Neverthe-
less, the harm done to the study and to clinical trials in general was considerable.
We condemn all data fabrication. It is important to emphasize that confidence in the
integrity of the trial and its results is essential to every trial. If, through intentional
or inadvertent actions, that confidence is impaired, not only have the participants
and potentially others in the community been harmed, the trial loses its rationale
and ability to influence science and medical practice. Chapter 11 reviews issues of
ensuring data quality.

Reporting
Publication Bias, Suppression, and Delays

All investigators have the obligation to report trial results fully and in a timely
fashion. As discussed in Chap. 20, it is well known that publication bias exists.
Positive or exciting findings are more likely to be published than null results. In one
survey of 74 trials of antidepressant agents, 38 were considered to have results
favorable to the intervention. All but one of these were published. Of the 36 studies
considered not to have favorable results, 22 were not published. Eleven others were
published in ways that obscured the lack of favorable results [99]. Heres and
colleagues examined trials of head-to-head comparisons of second-generation
antipsychotic agents [100]. Ninety percent of the trials sponsored by industry
were reported in favor of the sponsor’s drug. Interestingly, this occurred even
with trials that compared the same drugs, but the outcome changed when the
sponsor was a different company. Clearly bias and conflicts of interest can have
important effects on publication and interpretation of results.

It is more probable that large, late phase trials will be published regardless of the
results than will small, early stage trials. There are exceptions, however. As
discussed in Chap. 5, the results of the second Prospective Randomized Amlodipine
Survival Evaluation 2 (PRAISE-2) trial [101], although presented in 2000, were
only published 13 years after the trial was completed [102]. The problem of delayed
or absent publication is undoubtedly true of other trials with disappointing
outcomes.

An important advance in ensuring publication is that many journals [103],
sponsors such as the NIH [104], and the FDA [105] require that trials be registered
at initiation in one of several accepted registration sites. Although it is not a
complete solution to the problem of failure to make public the results of all trials,
registration allows for easier tracking of trials that are initiated but perhaps never
completed or never published. An analysis of trials registered on ClinicalTrials.gov
[106] showed from a sample cohort that only 78 of 150 (52%) had associated
publications within 2 years after results posting.
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We take the position that the results of all clinical trials should be published in a
timely way regardless of the findings. It is important that the totality of the
information, pro and con, be available so that those designing other studies and
clinicians can make informed decisions. If the study results are not published, it is
also unfair to the participants who volunteered for a trial with the understanding that
they would be helping medical research. So-called “gag clauses” in industry-
sponsored trials [107] are both antithetical to academic freedom and contrary to
ethical practice.

Conflicts of Interest and Publication

All researchers have biases of some sort. It is understandable that an investigator’s
perspective will enter into a publication, even though best efforts are made to be
objective in reporting and interpreting study results. For this reason, many journals,
and most high-profile ones, require that authors disclose their potential conflicts of
interest [108]. In addition, many multi-investigator studies have publication poli-
cies that exclude from authorship those with major conflicts of interest.

More extreme is “ghost authorship,” where the papers are written by employees
of the sponsors, who are not listed as authors, and the academic-based investigators,
who may have had little or no role in drafting the manuscript, are given authorship
credit. We deplore this practice. We also deplore the practice of listing as authors
anyone who did not truly contribute to the research. In response to concerns about
“ghost authorship,” many journals now ask for the contribution of each listed author
when the manuscript is submitted for publication (see Chap. 19 for further discus-
sion of these issues).

References

—_

. Emanuel EJ, Wendler D, Grady C. What makes clinical research ethical? JAMA

2000;283:2701-11.

2. Emanuel EJ, Grady C, Crouch RA, et al (eds.). The Oxford Textbook of Clinical Research
Ethics. Oxford: Oxford University Press, 2008.

3. U.S. Department of Health & Human Services website. The Nuremberg Code. Available at:
http://www.hhs.gov/ohrp/archive/nurcode.html. Accessed January 14, 2015.

4. World Medical Association website. WMA Declaration of Helsinki — Ethical Principles for
Medical Research Involving Human Subjects. Available at: http://www.wma.net/en/30publi
cations/10policies/b3/index.html. Accessed January 14, 2015.

5. U.S. Department of Health & Human Services website. The Belmont Report: Ethical

Principles and Guidelines for the Protection of Human Subjects of Research. The National

Commission for the Protection of Human Subjects of Biomedical and Behavioral Research.

April 18, 1979. Available at: http://www.hhs.gov/ohrp/humansubjects/guidance/belmont.

html. Accessed January 14, 2015.


http://www.hhs.gov/ohrp/humansubjects/guidance/belmont.html
http://www.hhs.gov/ohrp/humansubjects/guidance/belmont.html
http://www.wma.net/en/30publications/10policies/b3/index.html
http://www.wma.net/en/30publications/10policies/b3/index.html
http://www.hhs.gov/ohrp/archive/nurcode.html.%20%20
http://dx.doi.org/10.1007/978-3-319-18539-2_19

44

10.

11.

13.

14.

15.

16.

17.

18.

19.

20.

2

—_

22.

23.

24.

25.

26.

2 Ethical Issues

. Council for International Organizations of Medical Sciences, World Health Organization.

International Ethical Guidelines for Biomedical Research Involving Human Subjects. Avail-
able at: http://www.cioms.ch/publications/layout_guide2002.pdf. ~Accessed January
14, 2015.

. National Institutes of Health Clinical Center, U.S. Department of Health & Human Services.

Ethics in Clinical Research. Available at: http://clinicalcenter.nih.gov/recruit/ethics.html.
Accessed January 14, 2015.

. National Institutes of Health Clinical Center, U.S. Department of Health & Human Services.

Clinical Research Training On-Line. Available at: http://cc.nih.gov/training/training/crt.
html. Accessed January 14, 2015.

. National Institutes of Health Clinical Center, U.S. Department of Health & Human Services.

Ethical and Regulatory Aspects of Clinical Research. Available at: http://www.bioethics.nih.
gov/courses/index.shtml. Accessed January 14, 2015.

Preliminary report: effect of encainide and flecainide on mortality in a randomized trial of
arrhythmia suppression after myocardial infarction. The Cardiac Arrhythmia Suppression
Trial (CAST) Investigators. N Engl J Med 1989;321:406-412.

Elliott C. Guinea-pigging: healthy human subjects for drug safety trials are in demand. But is
it a living? New Yorker 2008;7:36-41.

. Jonsen AR, Miller FG. Research with healthy volunteers. In: Emanuel EJ, Grady C, Crouch

RA, et al (eds.). The Oxford Textbook of Clinical Research Ethics. Oxford: Oxford University
Press, 2008:481-487.

Dickert N, Grady C. Incentives for research participants. In: Emanuel EJ, Grady C, Crouch
RA, et al (eds.). The Oxford Textbook of Clinical Research Ethics. Oxford: Oxford University
Press, 2008:386-396.

Savulescu J, Spriggs M. The hexamethonium asthma study and the death of a normal
volunteer in research. J Med Ethics 2002;28:3-4.

Suntharalingam G, Perry MR, Ward S, et al. Cytokine storm in a phase 1 trial of the anti-
CD28 monoclonal antibody TGN1412. N Engl J Med 2006;355:1018-1028.

St Clair EW. The calm after the cytokine storm: lessons from the TGN1412 trial. J Clin Invest
2008;118:1344-1347 (correction J Clin Invest 2008;118:2365).

Agrawal M, Emanuel EJ. Ethics of phase 1 oncology studies: reexamining the arguments and
data. JAMA 2003;290:1075-1082.

Joffe S, Miller FG. Bench to bedside: mapping the moral terrain of clinical research. Hastings
Cent Rep 2008;38:30-42.

Tricoci P, Allen JM, Kramer JM, et al. Scientific evidence underlying the ACC/AHA clinical
practice guidelines. JAMA 2009;301:831-841.

Patient-Centered Outcomes Research Institute website. Available at: http://www.pcori.org/.
Accessed January 14, 2015.

. SUPPORT Study Group of the Eunice Kennedy Shriver NICHD Neonatal Research Network,

Carlo WA, Finer NN, et al. Target ranges of oxygen saturation in extremely preterm infants.
N Engl J Med 2010;362:1959-1969.

Human Research Protections under Federalwide Assurance (FWA) 5960. http://www.hhs.
gov/ohrp/detrm_letrs/YR13/marl3a.pdf. Accessed January 14, 2015.

Lantos JD. The weird divergence of ethics and regulation with regard to informed consent.
Am J Bioeth 2013;13:31-33.

Lantos JD, Spertus JA. The concept of risk in comparative-effectiveness research. N Engl J
Med 2014;371:2129-2130.

Research America: An Alliance for Discoveries in Health. Research Enterprise Survey,
February 2010 (slide presentation). Available at: http://www.researchamerica.org/uploads/
ResearchEnterprisePoll.pdf. Accessed January 14, 2015.

Schaefer GO, Emanuel EJ, Wertheimer A. The obligation to participate in biomedical
research. JAMA 2009;302:67-72.


http://www.researchamerica.org/uploads/ResearchEnterprisePoll.pdf
http://www.researchamerica.org/uploads/ResearchEnterprisePoll.pdf
http://www.hhs.gov/ohrp/detrm_letrs/YR13/mar13a.pdf
http://www.hhs.gov/ohrp/detrm_letrs/YR13/mar13a.pdf
http://www.pcori.org/
http://www.bioethics.nih.gov/courses/index.shtml
http://www.bioethics.nih.gov/courses/index.shtml
http://cc.nih.gov/training/training/crt.html
http://cc.nih.gov/training/training/crt.html
http://clinicalcenter.nih.gov/recruit/ethics.html
http://www.cioms.ch/publications/layout_guide2002.pdf

References 45

27

28.
29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.
46.

47.

48

49.

50.

51.

. Califf RM, Zarin DA, Kramer JM, et al. Characteristics of clinical trials registered in
ClinicalTrials.gov, 2007-2010. JAMA 2012;307:1838-1847

Freedman B. Equipoise and the ethics of clinical research. N Engl J Med 1987;317:141-145.
Shaw LW, Chalmers TC. Ethics in cooperative clinical trials. Ann N Y Acad Sci
1970;169:487-495.

Byar DP, Simon RM, Friedewald WT, et al. Randomized clinical trials. Perspectives on some
recent ideas. N Engl J Med 1976;295:74-80.

Spodick DH. The randomized controlled clinical trial. Scientific and ethical bases. Am J Med
1982;73:420-425.

Royall RM, Bartlett RH, Cornell RG, et al. Ethics and statistics in randomized clinical trials.
Stat Sci 1991;6:52-88.

Intravenous streptokinase given within 0-4 hours of onset of myocardial infarction reduced
mortality in ISIS-2. Lancet 1987;1:502.

Huang SS, Septimus E, Kleinman K, et al. Targeted versus universal decolonization to
prevent ICU infection. N Engl J Med 2013;368:2255-2265.

Dawson L, Zarin DA, Emanuel EJ, et al. Considering usual medical care in clinical trial
design. PLoS Med 2009;6:¢1000111.

Holm S, Harris J. The standard of care in multinational research. In: Emanuel EJ, Grady C,
Crouch RA, et al (eds.). The Oxford Textbook of Clinical Research Ethics. Oxford: Oxford
University Press, 2008:729-736.

Bhatt DL, Kandzari DE, O’Neill WW, et al.; SYMPLICITY HTN-3 Investigators. A con-
trolled trial of renal denervation for resistant hypertension. N Engl J Med 2014;370:1393-
1401.

Temple RJ, Meyer R. Continued need for placebo in many cases, even when there is effective
therapy. Arch Intern Med 2003;163:371-373.

Freedman B, Weijer C, Glass KC. Placebo orthodoxy in clinical research. I: Empirical and
methodological myths. J Law Med Ethics 1996;24:243-251.

Freedman B, Glass KC, Weijer C. Placebo orthodoxy in clinical research. II: Ethical, legal,
and regulatory myths. J Law Med Ethics 1996;24:252-259.

Rothman KJ, Michels KB. The continuing unethical use of placebo controls. N Engl J Med
1994;331:394-398.

Michels KB, Rothman KJ. Update on unethical use of placebos in randomised trials.
Bioethics 2003;17:188-204.

O’Shea JC, Hafley GE, Greenberg S, et al. Platelet glycoprotein IIb/IIla integrin blockade
with eptifibatide in coronary stent intervention: the ESPRIT trial: a randomized controlled
trial. JAMA 2001;285:2468-2473.

Mann H, London AJ, Mann J. Equipoise in the enhanced suppression of the platelet IIb/IIla
receptor with integrilin trial (ESPRIT): a critical appraisal. Clin Trials 2005;2:233-241.
Tcheng J. Comment on Mann et al. Clin Trials 2005;2:242-243.

International Conference on Harmonisation of Technical Requirements for Registration of
Pharmaceuticals for Human Use: ICH Harmonised Tripartite Guideline: Choice of Control
Group and Related Issues in Clinical Trials E10 (July 2000). http://www.ich.org/fileadmin/
Public_Web_Site/ICH_Products/Guidelines/Efficacy/E10/Step4/E10_Guideline.pdf

Miller FG. The ethics of placebo-controlled trials. In: Emanuel EJ, Grady C, Crouch RA,
et al (eds.). The Oxford Textbook of Clinical Research Ethics. Oxford: Oxford University
Press, 2008:261-272.

. Levinsky NG. Nonfinancial conflicts of interest in research. N Engl J Med 2002;347:759-761.
Weinfurt KP, Hall MA, King NM, et al. Disclosure of financial relationships to participants in
clinical research. N Engl J Med 2009;361:916-921.

Code of Federal Regulations, Title 45, Part 46. Available at: http://www.hhs.gov/ohrp/
humansubjects/guidance/45ctr46.html. Accessed January 14, 2015.

Code of Federal Regulations, Title 21. Available at: http://www.accessdata.fda.gov/scripts/
cdrh/ctdocs/cfcfr/CFRSearch.cfm. Accessed January 14, 2015.


http://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfcfr/CFRSearch.cfm
http://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfcfr/CFRSearch.cfm
http://www.hhs.gov/ohrp/humansubjects/guidance/45cfr46.html
http://www.hhs.gov/ohrp/humansubjects/guidance/45cfr46.html
http://www.ich.org/fileadmin/Public_Web_Site/ICH_Products/Guidelines/Efficacy/E10/Step4/E10_Guideline.pdf
http://www.ich.org/fileadmin/Public_Web_Site/ICH_Products/Guidelines/Efficacy/E10/Step4/E10_Guideline.pdf

46

52

53.

54.
55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

2 Ethical Issues

. Code of Federal Regulations, Title 21, Part 50. Available at: http://www.accessdata.fda.gov/
scripts/cdrh/cfdocs/cfcfr/CFRSearch.cfm?CFRPart=50. Accessed January 14, 2015.
Cassileth BR, Zupkis RV, Sutton-Smith K, et al. Informed consent -- why are its goals
imperfectly realized? N Engl J Med 1980;302:896-900.

Grunder TM. On the readability of surgical consent forms. N Engl J Med 1980;302:900-902.
Howard JM, DeMets D. How informed is informed consent? The BHAT experience. Control
Clin Trials 1981;2:287-303.

Henderson GE, Churchill LR, Davis AM, et al. Clinical trials and medical care: defining the
therapeutic misconception. PLoS Med 2007;4:e324.

U.S. Food and Drug Administration. Exception from informed consent requirements for
emergency research. Available at: http://www.fda.gov/downloads/RegulatoryInformation/
Guidances/UCM249673.pdf. Accessed January 14, 2015.

Federal Register, volume 61, October 2, 1996. 45 CFR Part 46, pages 5131-3; Department of
Health & Human Services, Waiver of Informed Consent Requirements in Certain Emergency
Research. Available at: http://www.hhs.gov/ohrp/policy/hsdc97-01.html. Accessed January
14, 2015.

Tri-Council Policy Statement: Ethical conduct for research involving humans (amended
2005). http://www.ncehr-cnerh.org/english/code_2/. Accessed January 14, 2015.

European Medicines Agency ICH Topic E6 (R1) Guideline for Good Clinical Practice,
January 1997 (corrected July 2002). Available at: http://www.ema.europa.eu/docs/en_GB/
document_library/Scientific_guideline/2009/09/WC500002874.pdf.  Accessed  January
14, 2015.

Bottiger BW, Arntz HR, Chamberlain DA, et al. Thrombolysis during resuscitation for out-
of-hospital cardiac arrest. N Engl J Med 2008;359:2651-2662.

Kim F, Nichol G, Maynard C, et al. Effect of prehospital induction of mild hypothermia on
survival and neurological status among adults with cardiac arrest: a randomized clinical trial.
JAMA 2014;311:45-52.

Burton TM. Despite heart attack deaths, PolyHeme still being tested on trauma patients.
Wall Street Journal February 22, 2006.

Kipnis K, King NM, Nelson RM. Trials and errors: barriers to oversight of research
conducted under the emergency research consent waiver. IRB 2006;28:16-19.

Kim SY, Miller FG. Informed consent for pragmatic trials--the integrated consent model.
N Engl J Med 2014;370:769-772.

U.S. Department of Health & Human Services. Frequently Asked Questions About Human
Research. Available at: http://answers.hhs.gov/ohrp/categories/1568. Accessed January
14, 2015.

Karlawish JH. Research involving cognitively impaired adults. N Engl J Med 2003;348:1389-
1392.

Rosenstein DL, Miller FG. Research involving those at risk for impaired decision-making
capacity. In: Emanuel EJ, Grady C, Crouch RA, et al (eds.). The Oxford Textbook of Clinical
Research Ethics. Oxford: Oxford University Press, 2008:437-445.

Steinbrook R. How best to ventilate? Trial design and patient safety in studies of the acute
respiratory distress syndrome. N Engl J Med 2003;348:1393-1401.

Silverman HJ, Luce JM, Schwartz J. Protecting subjects with decisional impairment in
research: the need for a multifaceted approach. Am J Respir Crit Care Med 2004;169:10-14.
Glickman SW, McHutchison JG, Peterson ED, et al. Ethical and scientific implications of the
globalization of clinical research. N Engl J Med 2009;360:816-823.

Love RR, Duc NB, Allred DC, et al. Oophorectomy and tamoxifen adjuvant therapy in
premenopausal Vietnamese and Chinese women with operable breast cancer. J Clin Oncol
2002;20:2559-2566.

Orlandini A, Diaz R, Wojdyla D, et al. Outcomes of patients in clinical trials with
ST-segment elevation myocardial infarction among countries with different gross national
incomes. Eur Heart J 2006;27:527-533.


http://answers.hhs.gov/ohrp/categories/1568
http://www.ema.europa.eu/docs/en_GB/document_library/Scientific_guideline/2009/09/WC500002874.pdf
http://www.ema.europa.eu/docs/en_GB/document_library/Scientific_guideline/2009/09/WC500002874.pdf
http://www.ncehr-cnerh.org/english/code_2/
http://www.hhs.gov/ohrp/policy/hsdc97-01.html
http://www.fda.gov/downloads/RegulatoryInformation/Guidances/UCM249673.pdf
http://www.fda.gov/downloads/RegulatoryInformation/Guidances/UCM249673.pdf
http://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfcfr/CFRSearch.cfm?CFRPart=50
http://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfcfr/CFRSearch.cfm?CFRPart=50
http://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfcfr/CFRSearch.cfm?CFRPart=50

References 47

74

75.

76.

71.
78.

79.

80.

81.

82.

83.

84.

85.

86.

87.
88.
89.
90.
91.

92.

. Vickers A, Goyal N, Harland R, et al. Do certain countries produce only positive results? A
systematic review of controlled trials. Control Clin Trials 1998;19:159-166.

O’Shea JC, Califf RM. International differences in cardiovascular clinical trials. Am Heart J
2001;141:875-880.

London AL. Responsiveness to host community health needs. In: Emanuel EJ, Grady C,
Crouch RA, et al (eds.). The Oxford Textbook of Clinical Research Ethics. Oxford: Oxford
University Press, 2008:737-744.

Lind SE. Finder’s fees for research subjects. N Engl J Med 1990;323:192-195.

The effect of vitamin E and beta carotene on the incidence of lung cancer and other cancers in
male smokers. The Alpha-Tocopherol, Beta Carotene Cancer Prevention Study Group. N
Engl J Med 1994;330:1029-1035.

Miller AB, Buring J, Williams OD. Stopping the Carotene and Retinol Efficacy Trial: The
Viewpoint of the Safety and Endpoint Monitoring Committee. In: DeMets DL, Furberg CD,
Friedman LM (eds.). Data Monitoring in Clinical Trials: A Case Studies Approach.
New York: Springer, 2006: 220-227.

Age-Related Eye Disease Study Research Group. The Age-Related Eye Disease Study
(AREDS): design implications. AREDS report no. 1. Control Clin Trials 1999;20:573-600.
Age-Related Eye Disease Study Research Group. A randomized, placebo-controlled, clinical
trial of high-dose supplementation with vitamins C and E, beta carotene, and zinc for
age-related macular degeneration and vision loss: AREDS report no. 8. Arch Ophthalmol
2001;119:1417-1436

Tegeler CH, Furberg CD. Lessons from warfarin trials in atrial fibrillation: missing the
window of opportunity. In: DeMets DL, Furberg CD, Friedman LM (eds.). Data Monitoring
in Clinical Trials: A Case Studies Approach. New York: Springer, 2006:312-319.

Hulley S, Grady D, Bush T, et al. Randomized trial of estrogen plus progestin for secondary
prevention of coronary heart disease in postmenopausal women. Heart and Estrogen/proges-
tin Replacement Study (HERS) Research Group. JAMA 1998;280:605-613.

Rossouw JE, Anderson GL, Prentice RL, et al. Risks and benefits of estrogen plus progestin in
healthy postmenopausal women: principal results from the Women’s Health Initiative ran-
domized controlled trial. JAMA 2002;288:321-333.

Hulley SB, Grady D, Vittinghoff E, et al. Consideration of early stopping and other chal-
lenges in monitoring the Heart and Estrogen/Progestin Replacement Study. In: DeMets DL,
Furberg CD, Friedman LM (eds.). Data Monitoring in Clinical Trials: A Case Studies
Approach. New York: Springer, 2006:236-247.

Wittes J, Barrett-Connor E, Braunwald E, et al. Monitoring the randomized trials of the
Women’s Health Initiative: the experience of the Data and Safety Monitoring Board. Clin
Trials 2007;4:218-234.

Peppercorn J, Buss WG, Fost N, et al. The dilemma of data-safety monitoring: provision of
significant new data to research participants. Lancet 2008;371:527-529.

Black HR, Elliott WJ, Grandits G, et al. Principal results of the Controlled Onset Verapamil
Investigation of Cardiovascular End Points (CONVINCE) trial. JAMA 2003;289:2073-2082.
Psaty BM, Rennie D. Stopping medical research to save money: a broken pact with
researchers and patients. JAMA 2003;289: 2128-2131.

Marcus AD. Paying to keep your drug trial alive. Wall Street Journal. April 10, 2007.
National Institutes of Health, U.S. Department of Health & Human Services. Health Insurance
Portability and Accountability Act (HIPAA). Available at: http://privacyruleandresearch.nih.
gov/. Accessed January 14, 2015.

National Institutes of Health, U.S. Department of Health & Human Services. NIH Data
Sharing Policy and Implementation Guidance (updated March 5, 2003). Available at: http://
grants.nih.gov/grants/policy/data_sharing/data_sharing_guidance.htm. Accessed January
14, 2015.


http://grants.nih.gov/grants/policy/data_sharing/data_sharing_guidance.htm
http://grants.nih.gov/grants/policy/data_sharing/data_sharing_guidance.htm
http://privacyruleandresearch.nih.gov/
http://privacyruleandresearch.nih.gov/

48

93

94.

95.

96.

97.

98.

99.

100.

101.

102.

103.

104.

105.

106.

107

108.

2 Ethical Issues

. Policy for Sharing of Data Obtained in NIH Supported or Conducted Genome-Wide Asso-
ciation Studies (GWAS). Available at: http://grants.nih.gov/grants/guide/notice-files/NOT-
OD-07-088.html. Accessed January 14, 2015.

Zarin DA, Tse T. Medicine. Moving toward transparency of clinical trials. Science
2008;319:1340-1342.

Wilson D, Meier B. Doctor falsified study on injured G.I.’s, Army says. The New York Times.
May 12, 2009.

Scott J. Withdrawal of a paper. J Bone Joint Surg Br 2009;91:285-286.

Fisher B, Anderson S, Redmond CK, et al. Reanalysis and results after 12 years of follow-up
in a randomized clinical trial comparing total mastectomy with lumpectomy with or without
irradiation in the treatment of breast cancer. N Engl J Med 1995;333:1456-1461.

Angell M, Kassirer JP. Setting the record straight in the breast cancer trials. N Engl J Med
1994;330:1448-1450.

Turner EH, Matthews AM, Linardatos E, et al. Selective publication of antidepressant trials
and its influence on apparent efficacy. N Engl J Med 2008;358:252-260.

Heres S, Davis J, Maino K, et al. Why olanzapine beats risperidone, risperidone beats
quetiapine, and quetiapine beats olanzapine: an exploratory analysis of head-to-head com-
parison studies of second-generation antipsychotics. Am J Psychiatry 2006;163:185-194.
Packer M, Carson P, Elkayam U, et al. Effect of amlodipine on the survival of patients with
severe chronic heart failure due to a nonischemic cardiomyopathy: results of the PRAISE-2
study (prospective randomized amlodipine survival evaluation 2). JACC Heart Fail
2013;1:308-314.

Pfeffer MA, Skali H. PRAISE (prospective randomized amlodipine survival evaluation) and
criticism. JACC Heart Fail 2013;1:315-317.

International Committee of Medical Journal Editors. Uniform requirements for manuscripts
submitted to biomedical journals: writing and editing for biomedical publication (updated
October 2008). Available at: http://www.icmje.org/. Accessed January 14, 2015.

Clinical Trials Registration in ClinicalTrials.gov (Public Law 110-85): Competing Applica-
tions and Non-Competing Progress Reports. Available at: http://grants.nih.gov/grants/guide/
notice-files/NOT-OD-08-023.html. Accessed January 14, 2015.

Federal Register, volume 73, Number 99, May 21, 2008. Available at: http://edocket.access.
gpo.gov/2008/E8-11042.htm. Accessed January 14, 2015.

Zarin DA, Tse T, Williams RJ, et al. The ClinicalTrials.gov results database--update and key
issues. N Engl J Med 2011;364:852-860.

. Steinbrook R. Gag clauses in clinical-trial agreements. N Engl J Med 2005;352:2160-2162.
Drazen JM, Van Der Weyden MB, Sahni P, et al. Uniform format for disclosure of competing
interests in ICMIJE journals. N Engl J Med 2009;361:1896-1897.


http://edocket.access.gpo.gov/2008/E8-11042.htm
http://edocket.access.gpo.gov/2008/E8-11042.htm
http://grants.nih.gov/grants/guide/notice-files/NOT-OD-08-023.html
http://grants.nih.gov/grants/guide/notice-files/NOT-OD-08-023.html
http://www.icmje.org/
http://grants.nih.gov/grants/guide/notice-files/NOT-OD-07-088.html
http://grants.nih.gov/grants/guide/notice-files/NOT-OD-07-088.html

Chapter 3
What Is the Question?

The planning of a clinical trial depends on the question that the investigator is
addressing. The general objective is usually obvious, but the specific question to be
answered by the trial is often not stated well. Stating the question clearly and in
advance encourages proper design. It also enhances the credibility of the findings.
The reliability of clinical trial results derives in part from rigorous prospective
definition of the hypothesis. This contrasts with observational studies where the
analyses are often exploratory, may be part of an iterative process, and therefore
more subject to chance [1]. One would like answers to a number of questions, but
the study should be designed with only one major question in mind. This chapter
discusses the selection of this primary question and appropriate ways of answering it.
In addition, types of secondary and subsidiary questions are reviewed.

The first generation of clinical trials typically compared new interventions to
placebo or no treatment on top of best current medical care. They addressed the
straight-forward question of whether the new treatment was beneficial, neutral, or
harmful compared to placebo or nothing. Since that time, the best medical care has
improved dramatically, probably largely due to the contribution of randomized
clinical trials (see Chap. 1).

Because of this success in developing beneficial therapies and preventive mea-
sures, new design challenges emerged. Prospective trial participants are likely to be
on proven therapies. A new intervention is then either added to the existing one or
compared against it. If a comparison between active treatments is performed in a
clinical practice setting, the studies are often referred to as comparative effective-
ness research. (Not all comparative effectiveness research involves clinical trials,
but this book will be limited to a discussion of trials.) Due to the lower event rate in
patients receiving best known care, whether in add-on trials or comparison trials,
the margins for improvement with newer interventions became smaller. This
statistical power issue has been addressed in three ways: first, sample sizes have
been increased (see Chap. 8); second there has been an increased reliance on
composite outcomes; and third, there has been an increased use of surrogate
outcomes.
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Another consequence of better treatment was the emergence of trials designed
to answer a different type of question. In the past, as noted above, the typical
question was: Is the new intervention better, or superior to, no treatment or
standard treatment? Now, we frequently ask: Do alternative treatments that may
be equal to, or at least no worse than, existing treatments with regard to the
primary outcome convey other important advantages in terms of safety, adher-
ence, patient convenience, and/or cost? These trials are often referred to as
noninferiority trials and are discussed later in this chapter and in more detail in
Chaps. 5, 8, and 18.

Fundamental Point

Each clinical trial must have a primary question. The primary question, as well as
any secondary or subsidiary questions, should be carefully selected, clearly
defined, and stated in advance.

Selection of the Questions

Primary Question

The primary question should be the one the investigators and sponsors are
most interested in answering and that is capable of being adequately answered.
It is the question upon which the sample size of the study is based, and which must
be emphasized in the reporting of the trial results. The primary question may
be framed in the form of testing a hypothesis because most of the time an
intervention is postulated to have a particular outcome which, on the average,
will be different from (or, in the case of noninferiority trials, not worse than) the
outcome in a control group [2]. The outcome may be a clinical event such as
improving survival, ameliorating an illness or disease complications, reducing
symptoms, or improving quality of life; modifying an intermediate or surrogate
characteristic such as blood pressure; or changing a biomarker such as a labora-
tory value.

Sometimes, trials are designed with more than one primary question. This may
be appropriate, depending on the trial design. For example, factorial design trials
are specifically conducted to answer more than one question. If done in the
context of the usual parallel design trial, statistical adjustments might need to
be made to account for the additional question(s) and the sample size made
adequate. See Chap. 8 for further discussion of the issue of adjustments in parallel
design trials.
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Secondary Questions Regarding Benefit

There may also be a variety of subsidiary, or secondary questions that are usually
related to the primary question. The study may be designed to help address these, or
else data collected for the purpose of answering the primary question may also
elucidate the secondary questions. They can be of two types. In the first, the
response variable is different than that in the primary question. For example, the
primary question might ask whether mortality from any cause is altered by
the intervention. Secondary questions might relate to incidence of cause-specific
death (such as cancer mortality), incidence of non-fatal renal failure, or incidence of
stroke. Many investigators also assess patient-reported outcomes such as health-
related quality of life (see Chap. 13).

The second type of secondary question relates to subgroup hypotheses. For
example, in a study of cancer therapy, the investigator may want to look specifically
at people by gender, age, stage of disease at entry into the trial or by presence or
absence of a particular biomarker or genetic marker. Such subsets of people in the
intervention group can be compared with similar people in the control group.
Subgroup hypotheses should be 1) specified before data collection begins, 2)
based on reasonable expectations, and 3) limited in number. In any event, the
number of participants in most subgroups is usually too small to prove or disprove
a subgroup hypothesis. One should not expect significant differences in subgroup
unless the trial was specifically designed to detect them. Failure to find significant
differences should not be interpreted to mean that they do not exist. Investigators
should exercise caution in accepting subgroup results, especially when the overall
trial results are not significant. A survey of clinical trialists indicated that inappro-
priate subgroup analyses were considered one of the two major sources of distortion
of trial findings [3]. Generally, the most useful reasons for considering subgroups
are to examine consistency of results across pre-defined subgroups and to create
hypotheses that can be tested in future trials and meta-analyses.

There has been recognition that certain subgroups of people have not been
adequately represented in clinical research, including clinical trials [4]. In the
United States, this has led to requirements that women and minority populations
be included in appropriate numbers in trials supported by federal government
agencies [5]. The debate is whether the numbers of participants of each sex and
racial/ethnic group must be adequate to answer the key questions that the trial
addresses, or whether there must merely be adequate diversity of people. Many
trials are international in scope. Whether one should examine outcome data by
country or region has been debated [6]. Are observed differences in intervention
effect by geographic region true or due to the play of chance [7, 8]? One might
expect that culture, medical care system, genetic makeup, and other factors could
affect the magnitude, or even existence of benefit from a new intervention. But, as
has been noted [9, 10], the design and size of the trial should be driven by
reasonable expectations that the intervention will or will not operate materially
differently among the various subsets of participants. If such variability is expected,
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it is appropriate to design the trial to detect those differences. If not, adequate
diversity with the opportunity to examine subgroup responses at the end of the trial
(and conduct additional research if necessary) is more appropriate.

Secondary questions raise several trial methodological issues; for example, if
enough statistical tests are done, a few will be significant by chance alone when
there is no true intervention effect. An example was provided by the Second
International Study of Infarct Survival (ISIS-2), a factorial design trial of aspirin
and streptokinase in patients with acute myocardial infarction [11]. To illustrate the
hazards of subgroup analyses, the investigators showed that participants born under
the Gemini or Libra astrological birth signs had a somewhat greater incidence
of vascular and total mortality on aspirin than on no aspirin, whereas for all other
signs, and overall, there was an impressive and highly significant benefit from
aspirin. Therefore, when a number of tests are carried out, results should be
interpreted cautiously as they may well be due to chance. Shedding light or raising
new hypotheses, and perhaps conducting meta-analyses, are more proper outcomes
of these analyses than are conclusive answers. See Chap. 18 for further discussion
of subgroup and meta-analyses.

Both primary and secondary questions should be important and relevant scien-
tifically, medically, or for public health purposes. Participant safety and well-being
must always be considered in evaluating importance. Potential benefit and risk of
harm should be looked at by the investigator, as well as by local ethical review
committees, and often, independent data monitoring committees.

Questions Regarding Harm

Important questions that can be answered by clinical trials concern adverse effects
of or reactions to therapy (Chap. 12). Here, unlike the primary or secondary
questions, it is not always possible to specify in advance the questions to be
answered. What adverse effects might occur, and their severity, may be
unpredictable. Furthermore, rigorous, convincing demonstration of serious toxicity
is usually not achieved, because it is generally thought unethical to continue a study
to the point at which a drug has been conclusively shown to be more harmful than
beneficial [12—14]. Investigators traditionally monitor a variety of laboratory and
clinical measurements, look for possible adverse events, and compare these in
the intervention and control groups. Some of the most serious adverse effects,
however, are rare and do not occur commonly enough to be detected reliably in
clinical trials. Statistical significance and the previously mentioned problem of
multiple response variables become secondary to clinical judgment and participant
safety. While this will lead to the conclusion that some purely chance findings are
labeled as adverse effects, responsibility to the participants requires a conservative
attitude toward safety monitoring, particularly if an alternative therapy is available.
Trials have been stopped early for less than statistically convincing evidence of
adverse effects [15—17]. In such cases, only other trials of the identical or related
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interventions noting the same adverse effect (as were the situations for these
examples of antiarrhythmic therapy in people with heart disease, beta carotene in
people at high risk of lung cancer, and an angiotensin-converting enzyme inhibitor
in acute myocardial infarction) or convincing nonclinical studies will provide
irrefutable evidence that the adverse finding is true. In the last case cited, other
studies contradicted the finding.

Ancillary Questions

Often a clinical trial can be used to answer questions which do not bear directly on
the intervention being tested, but which are nevertheless of interest. The structure of
the trial and the ready access to participants may make it the ideal vehicle for such
investigations. Large trials, in particular, create databases that offer opportunities to
better understand the disease or condition, treatment, predictors of outcomes, and
new hypotheses that can be tested. The Group Utilization of Streptokinase and
Tissue Plasminogen Activator for Occluded Coronary Arteries (GUSTO-1) trial
[18] provides an example of use of a dataset that yielded over 100 subsequent
publications, including one identifying predictors of mortality [19]. The Assess-
ment of Pexelizumab in Acute Myocardial Infarction (APEX AMI) trial [20] found
no benefit from the complement inhibitor, pexelizumab, but so far, over 50 manu-
scripts regarding primary angioplasty in acute ST-elevation myocardial infarction
have been published.

Clinical trials can also be used to examine issues such as how the intervention
works. A small group of participants might undergo mechanistic studies (as long as
they are not unduly burdensome or invasive). In the Studies of Left Ventricular
Dysfunction (SOLVD) [21], the investigators evaluated whether an angiotensin
converting enzyme inhibitor would reduce mortality in symptomatic and asymp-
tomatic subjects with impaired cardiac function. In selected participants, special
studies were done with the objective of getting a better understanding of the disease
process and of the mechanisms of action of the intervention. These substudies did
not require the large sample size of the main studies (over 6,000 participants). Thus,
most participants in the main trials had a relatively simple and short evaluation and
did not undergo the expensive and time-consuming procedures or interviews
demanded by the substudies. This combination of a rather limited assessment in
many participants, designed to address an easily monitored response variable, and
detailed measurements in subsets, can be extremely effective. An angiographic
substudy in the GUSTO trial helped explain how accelerated alteplase treatment
resulted in more effective coronary perfusion [22]. The improved survival appeared
to be fully explained by this impact on reperfusion [23]. In the Harmonizing
Outcomes with Revascularization and Stents in Acute Myocardial Infarction
(HORIZONS-AMI) trial [24], lower rates of bleeding with bivalirudin compared
with unfractionated heparin plus a glycoprotein IIb/IIla inhibitor appeared to
explain only part of the lower subsequent mortality in the bivalirudin group [25].
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Exploratory genetic studies are commonly conducted to examine possible
mechanisms of action of the intervention. Genetic variants of the cytochrome
P450 CYP2C19 metabolic pathway of clopidogrel were related to the level of the
active metabolite and reduction in platelet aggregation for participants treated
with clopidogrel in the database from the Trial to Assess Improvement in
Therapeutic Outcomes by Optimizing Platelet Inhibition with Prasugrel-
Thrombolysis in Myocardial Infarction (TRITON-TIMI) [26].

Kinds of Trials

Trials with Extensive Data Collection vs. Large, Simple

Traditionally, most trials of new interventions have collected extensive information
about participants, have detailed inclusion and exclusion criteria, involve consid-
erable quality assurance measures, and assess many, carefully measured outcomes.
These sorts of trials, although they address major questions and are well-conducted,
are quite expensive and often very time-consuming. Therefore, given the needed
resources, trial sponsors can afford to address only some of the many important
questions can be answered, often in limited kinds of participants and clinical
settings.

As discussed by Tricoci et al. [27] with respect to clinical practice guidelines in
cardiology, but undoubtedly similar in other medical fields, many of these guide-
lines are based on inadequate data. One of the rationales for large, simple clinical
trials is that they can provide data relevant to clinical practice, since they are
typically conducted in practice settings [28]. The general idea is that for common
conditions, and important outcomes, such as total mortality, even modest benefits
of intervention, particularly interventions that are easily implemented in a large
population, are important. Because an intervention is likely to have similar effects
(or at least effects that trend in the same direction) in most participants, extensive
characterization of people at entry may be unnecessary. The study must have
unbiased allocation of participants to intervention or control and unbiased and
reasonably complete ascertainment of outcomes. Sufficiently large numbers of
participants are more important in providing the statistical power necessary to
answer the question(s) than careful attention to quality and completeness of data.
This model depends upon a relatively easily administered intervention, brief
forms, and an easily ascertained outcome, such as a fatal or unambiguous nonfatal
event. Neither the trials that collect extensive information nor the simple ones are
better. Rather, both types are essential. The proper design depends on the condi-
tion being studied, the nature of the question, and the kind of intervention.
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Superiority vs. Noninferiority Trials

As mentioned in the introduction to this chapter, traditionally, most trials were
designed to establish whether a new intervention on top of usual or standard care
was superior to that care alone (or that care plus placebo). If there were no effective
treatments, the new intervention was compared to just placebo. As discussed in
Chap. 8, these trials were generally two-sided. That is, the trial was designed to see
whether the new intervention was better or worse than the control.

With the development of effective therapies, many trials have been designed to
demonstrate that a new intervention is not worse than the intervention previously
shown to be beneficial, i.e., an active control, by some prespecified amount.
As noted earlier, the motivation for such a question is that the new intervention
might not be better than standard treatment on the primary or important secondary
outcomes, but may be less toxic, more convenient, less invasive and/or have some
other attractive feature, including lower cost. The challenge is to define what is
meant by “not worse than.” This has been referred to as the “margin of indiffer-
ence,” or §, meaning that if the new intervention is not less effective than this
margin, its use might be of value given the other features. In the analysis of this
design, the 95% upper confidence limit would need to be less than this margin in
order to claim noninferiority. Defining § is challenging and will be discussed in
Chap. 5.

The question in a noninferiority trial is different than in a superiority trial and
affects both the design and conduct of the trial. For example, in the superiority trial,
poor adherence will lead to a decreased ability, or power, to detect a meaningful
difference. For a noninferiority trial, poor adherence will diminish real and impor-
tant differences and bias the results towards a noninferiority claim. Thus, great care
must be taken in defining the question, the sensitivity of the outcome measures to
the intervention being evaluated, and the adherence to the intervention during the
conduct of the trial.

Comparative Effectiveness Trials

As mentioned, major efforts are being devoted to conducting comparative
effectiveness research. Although comparative effectiveness studies can be of var-
ious sorts, encompassing several kinds of clinical research, we will limit our
discussion to clinical trials. Much medical care has not been rigorously evaluated,
meaning that trials comparing ongoing preventive and treatment approaches are
needed. And of course, when new interventions are developed, they must be
compared against existing therapy. Additionally, the increasing cost burden of
medical care means that even if several treatments are equally effective, we need
to consider factors such as cost, tolerability, and ease of administration. Therefore,
comparative effectiveness trials are commonly of the noninferiority sort.
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Much of the literature on comparative effectiveness research advocates
conducting the studies in usual practice settings (often called pragmatic trials)
[29, 30] (see Chap. 4). Because these trials are conducted in clinical practice
settings, they must be relatively simple, demanding little in the way of effort to
screen and assess outcomes. The goal is to compare two interventions, both of
which are considered standard care.

Intervention

When the question is conceived, investigators, at the very least have in mind a class
or type of intervention. More commonly, they know the precise drug, procedure, or
lifestyle modification they wish to study. In reaching such a decision, they need to
consider several aspects.

First, the potential benefit of the intervention must be maximized, while possible
harm is kept to a minimum. Thus, dose of drug or intensity of rehabilitation and
frequency and route of administration are key factors that need to be determined.
Can the intervention or intervention approach be standardized, and remain reason-
ably stable over the duration of the trial? Investigators must also decide whether to
use a single drug, biologic, or device, fixed or adjustable doses of drugs, sequential
drugs, or drug or device combinations. Devices in particular undergo frequent
modifications and updates. Investigators need to be satisfied that any new version
that appears during the course of the trial functions sufficiently similarly in impor-
tant ways to the older versions so that combining data from the versions would be
appropriate. Of course, an investigator can use only the version available at the
onset of the trial (if it is still obtainable), but the trial will then be criticized
for employing the outdated version. For example, coronary stents have evolved
and the newer ones have lower risk of stent thrombosis [31]. This development may
have altered their relative effectiveness vs. bypass surgery, therefore trials that
continued to use the older versions of the stents have little credibility.

Sometimes, it is not only the active intervention, but other factors that apply.
In gene transfer studies, the nature of the vector, as well as the actual gene, may
materially affect the outcome, particularly when it comes to adverse effects. If the
intervention is a procedure, other considerations must be considered. Surgical and
other procedures or techniques are frequently modified and some practitioners are
more skilled than others. Investigators need to think about learning curves, and at
what point someone has sufficient skill to perform the intervention.

Not only the nature of the intervention, but what constitutes the control group
regimen must also be considered for ethical reasons, as discussed in Chap. 2, and
study design reasons, as discussed in Chap. 5.

Second, the availability of the drug or device for testing needs to be determined.
If it is not yet licensed, special approval from the regulatory agency and cooperation
or support by the manufacturer are required (see Chap. 22).


http://dx.doi.org/10.1007/978-3-319-18539-2_22
http://dx.doi.org/10.1007/978-3-319-18539-2_5
http://dx.doi.org/10.1007/978-3-319-18539-2_2
http://dx.doi.org/10.1007/978-3-319-18539-2_4

Response Variables 57

Third, investigators must take into account design aspects, such as time of
initiation and duration of the intervention, need for special tests or laboratory
facilities, and the logistics of blinding in the case of drug studies. Certain kinds of
interventions, such as surgical procedures, device implantation, vaccines, and gene
transfer may have long-term or even life-long effects. Therefore, investigators
might need to incorporate plans for long-term assessment. There had been reports
that drug-eluting stents, used in percutaneous coronary intervention, perhaps had a
greater likelihood of restenosis than bare-metal stents [32, 33]. Follow-up studies
seemed to assuage these concerns [34]. Nevertheless, investigators must consider
incorporating plans for long-term assessment. Problems with metal-on-metal
hip replacements were only uncovered years after many had been implanted
[35, 36]. The rubbing of the metal ball against the metal cup causes metal particles
to wear away, possibly leading to both local and systemic adverse effects.

Response Variables

Kinds of Response Variables

Response variables are outcomes measured during the course of the trial, and they
define and answer the questions. A response variable may be total mortality, death
from a specific cause, incidence of a disease, a complication or specific adverse
effect, symptomatic relief, quality of life, a clinical finding, a laboratory measure-
ment, or the cost and ease of administering the intervention. If the primary question
concerns total mortality, the occurrence of deaths in the trial clearly answers the
question. If the primary question involves severity of arthritis, on the other hand,
extent of mobility or a measure of freedom from pain may be reasonably good
indicators. In other circumstances, a specific response variable may only partially
reflect the overall question. As seen from the above examples, the response variable
may show a change from one discrete state (living) to another (dead), from one
discrete state to any of several other states (changing from one stage of disease to
another) or from one level of a continuous variable to another. If the question can be
appropriately defined using a continuous variable, the required sample size may be
reduced (Chap. 8). However, the investigator needs to be careful that this variable
and any observed differences are clinically meaningful and relevant and that the use
of a continuous variable is not simply a device to reduce sample size.

In general, a single response variable should be identified to answer the primary
question. If more than one are used, the probability of getting a nominally signif-
icant result by chance alone is increased (Chap. 18). In addition, if the different
response variables give inconsistent results, interpretation becomes difficult. The
investigator would then need to consider which outcome is most important, and
explain why the others gave conflicting results. Unless she has made the
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determination of relative importance prior to data collection, her explanations are
likely to be unconvincing.

Although the practice is not advocated, there may be circumstances when more
than one “primary” response variable needs to be looked at. This may be the case
when an investigator truly cannot decide which of several response variables relates
most closely to the primary question. Ideally, the trial would be postponed until this
decision can be made. However, overriding concerns, such as increasing use of the
intervention in general medical practice, may compel her to conduct the study
earlier. In these circumstances, rather than arbitrarily selecting one response vari-
able which may, in retrospect, turn out to be suboptimal or even inappropriate,
investigators prefer to list several “primary” outcomes. An old example is the
Urokinase Pulmonary Embolism Trial [37], where lung scan, arteriogram and
hemodynamic measures were given as the “primary” response variables in
assessing the effectiveness of the agents urokinase and streptokinase. Chapter 8
discusses the calculation of sample size when a study with several primary response
variables is designed.

Commonly, investigators prepare an extensive list of secondary outcomes,
allowing them to claim that they “prespecified” these outcomes when one or
more turn out to reach nominally significant differences. Although prespecification
provides some protection against accusations that the findings were data-derived, a
long list does not protect against likely play of chance. Far better is a short list of
outcomes that are truly thought to be potentially affected by the intervention.
Combining events to make up a response variable might be useful if any one
event occurs too infrequently for the investigator reasonably to expect a significant
difference without using a large number of participants. In answering a question
where the response variable involves a combination of events, only one event per
participant should be counted. That is, the analysis is by participant, not by event.

One kind of combination response variable involves two kinds of events. This
has been termed a composite outcome. It must be emphasized, however, that the
composite outcome should be capable of meaningful interpretation such as where
all components are related through a common underlying condition or respond to
the same presumed mechanism of action of the agent. In a study of heart disease,
combined events might be death from coronary heart disease plus nonfatal myo-
cardial infarction. This is clinically meaningful since death from coronary heart
disease and nonfatal myocardial infarction might together represent a measure of
serious coronary heart disease. Unfortunately, as identified in a survey of 40 trials
using composite outcomes by Cordoba et al. [38], there was considerable lack of
clarity as to how components were combined and results reported. Difficulties in
interpretation can arise if the results of each of the components in such a response
variable are inconsistent [39]. In the Physicians’ Health Study report of aspirin to
prevent cardiovascular disease, there was no difference in mortality, a large reduction
in myocardial infarction, and an increase in stroke, primarily hemorrhagic [40].
In this case, cardiovascular mortality was the primary response variable, rather
than a combination. If it had been a combination, the interpretation of the results
would have been even more difficult than it was [41]. Even more troublesome is


http://dx.doi.org/10.1007/978-3-319-18539-2_8

Response Variables 59

the situation where one of the components in the combination response variable is
far less serious than the others. For example, if occurrence of angina pectoris or a
revascularization procedure is added, as is commonly done, interpretation can be
problematic. Not only are these less serious than cardiovascular death or myo-
cardial infarction, they often occur more frequently. Thus, if overall differences
between groups are seen, are these results driven primarily by the less serious
components? What if the results for the more serious components (e.g., death)
trend in the opposite directions? This is not just theoretical. For example, the
largest difference between intervention and control in the Myocardial Ischemia
Reduction with Aggressive Cholesterol Lowering (MIRACL) trial was seen in the
least serious of the four components; the one that occurred most often in the
control group [42]. A survey of published trials in cardiovascular disease that used
composite response variables showed that half had major differences in both
importance and effect sizes of the individual components [43]. Those components
considered to be most important had, on average, smaller benefits than the more
minor ones. See Chap. 18 for a discussion of analytic and interpretation issues if
the components of the composite outcome go in different directions or have other
considerable differences in the effect size.

When this kind of combination response variable is used, the rules for
interpreting the results and for possibly making regulatory claims about individual
components should be established in advance. A survey of the cardiovascular
literature found that the use of composite outcomes (often with three or four
components) is common, and the components vary in importance [44]. One possi-
ble approach is to require that the most serious individual components show the
same trend as the overall result. Some have suggested giving each component
weights, depending on the seriousness [45, 46]. However, this may lead to trial
results framed as unfamiliar scores that are difficult to interpret by clinicians.
Although it has sample size implications, it is probably preferable to include in
the combined primary response variable only those components that are truly
serious, and to assess the other components as secondary outcomes. If an important
part of a composite outcome goes in the wrong direction, as occurred with death in
the Sodium-Hydrogen Exchange Inhibition to Prevent Coronary Events in Acute
Cardiac Conditions (EXPEDITION) trial [47], even benefit in the composite
outcome (death or myocardial infarction), is insufficient to conclude that the
intervention (in this case, sodium-hydrogen exchange inhibition by means of
cariporide during coronary artery bypass graft surgery) should be used. Adding to
the concern was an adverse trend for cerebrovascular events.

Another kind of combination response variable involves multiple events of the
same sort. Rather than simply asking whether an event has occurred, the investi-
gator can look at the frequency with which it occurs. This may be a more mean-
ingful way of looking at the question than seeking a yes-no outcome. For example,
frequency of recurrent transient ischemic attacks or epileptic seizures within a
specific follow-up period might comprise the primary response variable of interest.
Simply adding up the number of recurrent episodes and dividing by the number of
participants in each group in order to arrive at an average would be improper.
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Multiple events in an individual are not independent, and averaging gives undue
weight to those with more than one episode. One approach is to compare the
number of participants with none, one, two, or more episodes; that is, the distribu-
tion of the number of episodes, by individual.

Sometimes, study participants enter a trial with a condition that is exhibited
frequently. For example, they may have had several episodes of transient atrial
fibrillation in the previous weeks or may drink alcohol to excess several days a
month. Trial eligibility criteria may even require a minimum number of such
episodes. A trial of a new treatment for alcohol abuse may require participants to
have at least six alcoholic drinks a day for at least 7 days over the previous month.
The investigator needs to decide what constitutes a beneficial response. Is it
complete cessation of drinking? Reducing the number of drinks to some fixed
level (e.g., no more than two on any given day)? Reducing alcohol intake by
some percent, and if so, what percent? Does this fixed level or percent differ
depending on the intake at the start of the trial? Decisions must be made based on
knowledge of the disease or condition, the kind of intervention and the expectations
of how the intervention will work. The clinical importance of improvement versus
complete “cure” must also be considered.

Specifying the Question

Regardless of whether an investigator is measuring a primary or secondary response
variable, certain rules apply. First, she should define and record the questions in
advance, being as specific as possible. She should not simply ask, “Is A better than
B?” Rather, she should ask, “In population W is drug A at daily dose X more
efficacious in improving Z by Q amount over a period of time 7 than drug B at daily
dose Y?” Implicit here is the magnitude of the difference that the investigator is
interested in detecting. Stating the questions and response variables in advance is
essential for planning of study design and calculation of sample size. As shown in
Chap. 8, sample size calculation requires specification of the response variables as
well as estimates of the intervention effect. In addition, the investigator is forced to
consider what she means by a successful intervention. For example, does the
intervention need to reduce mortality by 10 or 25% before a recommendation for
its general use is made? Since such recommendations also depend on the frequency
and severity of adverse effects, a successful result cannot be completely defined
beforehand. However, if a 10% reduction in mortality is clinically important, that
should be stated, since it has sample size implications. Specifying response vari-
ables and anticipated benefit in advance also eliminates the possibility of the
legitimate criticism that can be made if the investigator looked at the data until
she found a statistically significant result and then decided that that response
variable was what she really had in mind all the time

Second, the primary response variable must be capable of being assessed in all
participants. Selecting one response variable to answer the primary question in
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some participants, and another response variable to answer the same primary
question in other participants is not a legitimate practice. It implies that each
response variable answers the question of interest with the same precision and
accuracy; i.e., that each measures exactly the same thing. Such agreement is
unlikely. Similarly, response variables should be measured in the same way for
all participants. Measuring a given variable by different instruments or techniques
implies that the instruments or techniques yield precisely the same information.
This rarely, if ever, occurs. If response variables can be measured only one way in
some participants and another way in other participants, two separate studies are
actually being performed, each of which is likely to be too small.

Third, unless there is a combination primary response variable in which the
participant remains at risk of having additional events, participation generally ends
when the primary response variable occurs. “Generally” is used here because,
unless death is the primary response variable, the investigator may well be inter-
ested in certain events, including adverse events, subsequent to the occurrence of
the primary response variable. These events will not change the analysis of the
primary response variable but may affect the interpretation of results. For example,
deaths taking place after a nonfatal primary response variable has already occurred,
but before the official end of the trial as a whole, may be of interest. On the other
hand, if a secondary response variable occurs, the participant should remain in the
study (unless, of course, it is a fatal secondary response variable). He must continue
to be followed because he is still at risk of developing the primary response
variable. A study of heart disease may have, as its primary question, death from
coronary heart disease and, as a secondary question, incidence of nonfatal myocar-
dial infarction. If a participant suffers a nonfatal myocardial infarction, this counts
toward the secondary response variable. However, he ought to remain in the study
for analytic purposes and be at risk of developing the primary response variable and
of having other adverse events. This is true whether or not he is continued on the
intervention regimen. If he does not remain in the study for purposes of analysis of
the primary response variable, bias may result. (See Chap. 18 for further discussion
of participant withdrawal.)

Fourth, response variables should be capable of unbiased assessment. Truly
double-blind studies have a distinct advantage over other studies in this regard. If
a trial is not double-blind (Chap. 7), then, whenever possible, response variable
assessment should be done by people who are not involved in participant follow-up
and who are blinded to the identity of the study group of each participant. Inde-
pendent reviewers are often helpful. Of course, the use of blinded or independent
reviewers does not entirely solve the problem of bias. Unblinded investigators
sometimes fill out forms and the participants may be influenced by the investiga-
tors. This may be the case during a treadmill exercise performance test, where the
impact of the person administering the test on the results may be considerable.
Some studies arrange to have the intervention administered by one investigator and
response variables evaluated by another. Unless the participant is blinded to his
group assignment (or otherwise unable to communicate), this procedure is also
vulnerable to bias. One solution to this dilemma is to use only “hard,” or objective,
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response variables (which are unambiguous and not open to interpretation, such as
total mortality or some imaging or laboratory measures read by someone blinded to
the intervention assignment). This assumes complete and honest ascertainment of
outcome. Double-blind studies have the advantage of allowing the use of softer
response variables, since the risk of assessment bias is minimized.

Fifth, it is important to have response variables that can be ascertained as
completely as possible. A hazard of long-term studies is that participants may fail
to return for follow-up appointments. If the response variable is one that depends on
an interview or an examination, and participants fail to return for follow-up
appointments information will be lost. Not only will it be lost, but it may be
differentially lost in the intervention and control groups. Death or hospitalizations
are useful response variables because the investigator can usually ascertain vital
status or occurrence of a hospital admission, even if the participant is no longer
active in a study. However, only in a minority of clinical trials are they appropriate.

Sometimes, participants withdraw their consent to be in the trial after the trial
has begun. In such cases, the investigator should ascertain whether the participant is
simply refusing to return for follow-up visits but is willing to have his data used,
including data that might be obtained from public records; is willing to have only
data collected up to the time of withdrawal used in analyses; or is asking that all of
his data be deleted from the study records.

All clinical trials are compromises between the ideal and the practical. This is
true in the selection of primary response variables. The most objective or those most
easily measured may occur too infrequently, may fail to define adequately the
primary question, or may be too costly. To select a response variable which can
be reasonably and reliably assessed and yet which can provide an answer to the
primary question requires judgment. If such a response variable cannot be found,
the wisdom of conducting the trial should be re-evaluated.

Biomarkers and Surrogate Response Variables

A common criticism of clinical trials is that they are expensive and of long duration.
This is particularly true for trials which use the occurrence of clinical events as the
primary response variable. It has been suggested that response variables which are
continuous in nature might substitute for the binary clinical outcomes. Thus, instead
of monitoring cardiovascular mortality or myocardial infarction an investigator
could examine progress of atherosclerosis by means of angiography or ultrasound
imaging, or change in cardiac arrhythmia by means of ambulatory electrocardio-
grams or programmed electrical stimulation. In the cancer field, change in tumor
size might replace mortality. In AIDS trials, change in CD-4 lymphocyte level has
been used as a response to treatment instead of incidence of AIDS in HIV positive
patients or mortality. Improved bone mineral density has been used as a surrogate
for reduction in fractures.
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A rationale for use of these “surrogate response variables” is that since the
variables are continuous, the sample size can be smaller and the study less expen-
sive than otherwise. Also, changes in the variables are likely to occur before the
clinical event, shortening the time required for the trial. Wittes et al. [48] discuss
examples of savings in sample size by the use of surrogate response variables.

It has been argued that in the case of truly life-threatening diseases (e.g., AIDS in
its early days, certain cancers, serious heart failure), clinical trials should not be
necessary to license a drug or other intervention. Given the severity of the condi-
tion, lesser standards of proof should be required. If clinical trials are done,
surrogate response variables ought to be acceptable, as speed in determining
possible benefit is crucial. Potential errors in declaring an intervention useful may
therefore not be as important as early discovery of a truly effective treatment.

Even in such instances, however, one should not uncritically use surrogate
endpoints [49, 50]. It was known for years that the presence of ventricular arrhyth-
mias correlated with increased likelihood of sudden death and total mortality in
people with heart disease [51], as it was presumably one mechanism for the
increased mortality. Therefore, it was common practice to administer antiarrhythmic
drugs with the aim of reducing the incidence of sudden cardiac death [52, 53].
The Cardiac Arrhythmia Suppression Trial demonstrated, however, that three drugs
that effectively treated ventricular arrhythmias were not only ineffective in reducing
sudden cardiac death, but actually caused increased mortality [54, 15].

A second example concerns the use of inotropic agents in people with heart
failure. These drugs had been shown to improve exercise tolerance and other
symptomatic manifestations of heart failure [55]. It was expected that mortality
would also be reduced. Unfortunately, clinical trials subsequently showed that
mortality was increased [56, 57].

Another example from the cardiovascular field is the Investigation of Lipid
Level Management to Understand its Impact in Atherosclerotic Events (ILLUMI-
NATE). In this trial, the combination of torcetrapib and atorvastatin was compared
with atorvastatin alone in people with cardiovascular disease or diabetes. Despite
the expected impressive and highly statistically significant increase in
HDL-cholesterol and decrease in LDL-cholesterol in the combination group,
there was an increase in all-cause mortality and major cardiovascular events [58].
Thus, even though it is well-known that lowering LDL-cholesterol (and possibly
increasing HDL-cholesterol) can lead to a reduction in coronary heart disease events,
some interventions might have unforeseen adverse consequences. Recent studies
looking at the raising of HDL-cholesterol have also been disappointing, despite the
theoretical grounds to expect benefit [59]. The Atherothrombosis Intervention in
Metabolic Syndrome with Low HDL/High Triglycerides and Impact on Global
Health Outcomes (AIM-HIGH) trial [60] and the Second Hearth Protection Study
(HPS-2 THRIVE) [61] did not reduce cardiovascular outcomes in the context of
lowering LDL-cholesterol.

It was noted that the level of CD-4 lymphocytes in the blood is associated with
severity of AIDS. Therefore, despite some concerns [62] a number of clinical trials
used change in CD-4 lymphocyte concentration as an indicator of disease status.
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If the level rose, the drug was considered to be beneficial. Lin et al., however,
argued that CD-4 lymphocyte count accounts for only part of the relationship
between treatment with zidovudine and outcome [63]. Choi et al. came to similar
conclusions [64]. In a trial comparing zidovudine with zalcitabine, zalcitabine was
found to lead to a slower decline in CD-4 lymphocytes than did zidovudine, but had
no effect on the death rate from AIDS [65]. Also troubling were the results of a
large trial which, although showing an early rise in CD-4 lymphocytes, did not
demonstrate any long-term benefit from zidovudine [66]. Whether zidovudine or
another treatment was, or was not, truly beneficial is not the issue here. The main
point is that the effect of a drug on a surrogate endpoint (CD-4 lymphocytes) is not
always a good indicator of clinical outcome. This is summarized by Fleming, who
noted that the CD-4 lymphocyte count showed positive results in seven out of eight
trials where clinical outcomes were also positive. However, the CD-4 count was
also positive in six out of eight trials in which the clinical outcomes were
negative [50].

Similar seemingly contradictory results have been seen with cancer clinical
trials. In trials of 5-fluorouracil plus leucovorin compared with 5-fluorouracil
alone, the combination led to significantly better tumor response, but no difference
in survival [67]. Fleming cites other cancer examples as well [50]. Sodium fluoride,
because of its stimulation of bone formation, was widely used in the treatment of
osteoporosis. Despite this, it was found in a trial in women with postmenopausal
osteoporosis to increase bone fragility [68].

These examples do not mean that surrogate response variables should never be
used in clinical trials. Nevertheless, they do point out that they should only be used
after considering the advantages and disadvantages, recognizing that erroneous
conclusions about interventions might occasionally be reached.

Prentice has summarized two key criteria that must be met if a surrogate
response variable is to be useful [69]. First, the surrogate must correlate with the
true clinical outcome, which most proposed surrogates would likely do. Second, for
a surrogate to be valid, it must capture the full effect of the intervention. For
example, a drug might lower blood pressure or serum LDL-cholesterol, but as in
the ILLUMINATE trial example, have some other deleterious effect that would
negate any benefit or even prove harmful.

Another factor is whether the surrogate variable can be assessed accurately and
reliably. Is there so much measurement error that, in fact, the sample size require-
ment increases or the results are questioned? Additionally, will the evaluation be so
unacceptable to the participant that the study will become infeasible? If it requires
invasive techniques, participants may refuse to join the trial, or worse, discontinue
participation before the end. Measurement can require expensive equipment and
highly trained staff, which may, in the end, make the trial more costly than if
clinical events are monitored. The small sample size of surrogate response variable
trials may mean that important data on safety are not obtained [70]. Finally, will the
conclusions of the trial be accepted by the scientific and medical communities? If
there is insufficient acceptance that the surrogate variable reflects clinical outcome,
in spite of the investigator’s conviction, there is little point in using such variables.
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Many drugs have been approved by regulatory agencies on the basis of surrogate
response variables, including those that reduce blood pressure and blood sugar. In
the latter case, though, the Food and Drug Administration now requires new
diabetes drugs to show that cardiovascular events are not increased [71].
We think that, except in rare instances, whenever interventions are approved by
regulatory bodies on the basis of surrogate response variables, further clinical
studies with clinical outcomes should be conducted afterward. As discussed by
Avorn [72], however, this has not always been the case. He cites examples not only
of major adverse effects uncovered after drugs were approved on the basis of
surrogate outcomes, but lack of proven clinical benefit. In all decisions regarding
approval, the issues of biologic plausibility, risk, benefits, and history of success
must be considered.

When are surrogate response variables useful? The situation of extremely
serious conditions has been mentioned. Particularly, when serious conditions are
also rare, it may be difficult or even impossible to obtain enough participants to use
a clinical outcome. We may be forced to rely on surrogate outcomes. Other than
those situations, surrogate response variables are useful in early phase development
studies, as an aid in deciding on proper dosage and whether the anticipated biologic
effects are being achieved. They can help in deciding whether, and how best, to
conduct the late phase trials which almost always should employ clinical response
variables.

Changing the Question

Occasionally, investigators want to change the primary response variable partway
through a trial. Reasons for this might be several, but usually it is because achieving
adequate power for the original primary response variable is no longer considered
feasible. The event rate might be less than expected, and even extension of the trial
might not be sufficient by itself or might be too expensive. The Look AHEAD
(Action for Health in Diabetes) trial was designed to see if weight loss in obese or
overweight people with type 2 diabetes would result in a reduction in cardiovascu-
lar disease. The investigators were confronted with a much lower than expected rate
of the primary outcome during the course of the trial, and after 2 years, the data
monitoring board recommended expanding the primary outcome. It was changed
from a composite of cardiovascular death, myocardial infarction, and stroke to one
including hospitalization for angina. In addition, the duration of follow-up was
lengthened [73]. As discussed in Chap. 10, recruitment of participants might be too
slow to reach the necessary sample size. The Prevention of Events with Angiotensin
Converting Enzyme Inhibition (PEACE) trial was seeking 14,100 patients with
coronary artery disease, but after a year, fewer than 1,600 had been enrolled.
Therefore, the original primary outcome of death due to cardiovascular causes or
nonfatal myocardial infarction was changed to include coronary revascularization,
reducing the sample size to 8,100 [74]. The Carvedilol Post-Infarct Survival
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Control in Left Ventricular Dysfunction (CAPRICORN) trial [75] had both poor
participant recruitment and lower than expected event rate. To the original primary
outcome of all-cause mortality was added a second primary outcome of all-cause
mortality or hospitalization for cardiovascular reasons. In order to keep the overall
type 1 error at 0.05, the @ was divided between the two primary outcomes.
Unfortunately, at the end of the trial, there was little difference between groups in
the new primary outcome, but a reduction in the original outcome. Had it not been
changed, requiring a more extreme result, it would have reached statistical
significance [76].

In these examples, the rationale for the change was clearly stated. On occasion,
however, the reported primary response variable was changed without clear ratio-
nale (or even disclosed in the publication) and after the data had been examined
[77, 78]. A survey by Chan et al. [79] found that over 60% of trials conducted
in Denmark in 1994-1995 had primary outcome changes between the original
protocol and the publication.

Changing the primary outcome during the trial cannot be undertaken lightly and
is generally discouraged. It should only be done if other approaches to completing
the trial and achieving adequate power are not feasible or affordable. Importantly, it
must be done without knowledge of outcome trends. One possible way is for the
protocol to specify that if recruitment is below a certain level or overall event rate is
under a certain percent, the primary outcome will be changed. Anyone aware of the
outcome trends by study group should not be involved in the decision. This includes
the data monitoring committee. Sometimes, an independent committee that is kept
ignorant of outcome trends is convened to make recommendations regarding the
proposed change.

General Comments

Although this text attempts to provide straightforward concepts concerning the
selection of study response variables, things are rarely as simple as one would like
them to be. Investigators often encounter problems related to design, data monitor-
ing and ethical issues and interpretation of study results.

In long-term studies of participants at high-risk, when total mortality is not the
primary response variable, many may nevertheless die. They are, therefore,
removed from the population at risk of developing the response variable of interest.
Even in relatively short studies, if the participants are seriously ill, death may occur.
In designing studies, therefore, if the primary response variable is a continuous
measurement, a nonfatal event, or cause-specific mortality, the investigator needs to
consider the impact of total mortality for two reasons. First, it will reduce the
effective sample size. One might allow for this reduction by estimating the overall
mortality and increasing sample size accordingly.
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Second, if mortality is related to the intervention, either favorably or unfavorably,
excluding from study analysis those who die may bias results for the primary
response variable.

One solution, whenever the risk of mortality is high, is to choose total mortality
as the primary response variable. Alternatively, the investigator can combine total
mortality with a pertinent nonfatal event as a combined primary response variable.
Neither of these solutions may be appropriate and, in that case, the investigator
should monitor total mortality as well as the primary response variable. Evaluation
of the primary response variable will then need to consider those who died during
the study, or else the censoring may bias the comparison.

Investigators need to monitor total mortality-as well as any other adverse
occurrence-during a study, regardless of whether or not it is the primary response
variable (see Chap. 16). The ethics of continuing a study which, despite a favorable
trend for the primary response variable, shows equivocal or even negative results
for secondary response variables, or the presence of major adverse effects, are
questionable. Deciding what to do is difficult if an intervention is giving promising
results with regard to death from a specific cause (which may be the primary
response variable), yet total mortality is unchanged or increased. An independent
data monitoring committee has proved extremely valuable in such circumstances
(Chap. 16).

Finally, conclusions from data are not always clear-cut. Issues such as alterations
in quality of life or annoying long-term adverse effects may cloud results that are
clear with regard to primary response variables such as increased survival. In such
circumstances, the investigator must offer her best assessment of the results but
should report sufficient detail about the study to permit others to reach their own
conclusions (Chap. 21).
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Chapter 4
Study Population

Defining the study population in the protocol is an integral part of posing the
primary question. Additionally, in claiming an intervention is or is not effective it
is essential to describe the type of participants on which the intervention was tested.
Thus, the description requires two elements: specification of criteria for eligibility
and description of who was actually enrolled. This chapter focuses on how to define
the study population. In addition, it considers two questions. First, what impact does
selection of eligibility criteria have on participant recruitment, or, more generally,
study feasibility? Second, to what extent will the results of the trial be generalizable
to a broader population? This issue is also discussed in Chap. 10.

In reporting the study, the investigator needs to say what population was studied
and how they were selected. The reasons for this are several. First, if an intervention
is shown to be successful or unsuccessful, the medical and scientific communities
must know to what population the findings apply [1].

Second, knowledge of the study population helps other investigators assess the
study’s merit and appropriateness. Unfortunately, despite guidelines for reporting
trial results [2], many publications contain inadequate characterization of the study
participants [3]. Therefore, readers may be unable to assess fully the merit or
applicability of the studies.

Third, in order for other investigators to be able to replicate the study, they need
data descriptive of those enrolled. Before most research findings are widely accepted,
they need to be confirmed by independent scientists. Although it is small trials that are
more likely to be repeated, these are the ones, in general, that most need confirmation.

Fundamental Point

The study population should be defined in advance, stating unambiguous inclusion
(eligibility) criteria. The impact that these criteria will have on study design, ability
to generalize, and participant recruitment must be taken into account.
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Definition of Study Population

The study population is the subset of the population with the condition or charac-
teristics of interest defined by the eligibility criteria. The group of participants
actually studied in the trial, which constitutes the trial participants, is selected from
the study population. (See Fig. 4.1). There are two main types of exclusions. First,
patients who have absolute or relative contraindications to the study intervention.
Second, trial design issues that may interfere with the optimal conduct of the trial
and factors that could interfere with participant adherence (see below).

The extent to which the obtained trial results can be generalized depends on its
external validity [1]. External validity refers to the questions whether the trial
findings are valid for participants other than those meeting the protocol definition
of the study populations, but from a comparable clinical setting. Rothwell identified
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Fig. 4.1 Relationship of study sample to study population and general population (those with and
those without the condition under study)
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six issues that could potentially affect external validity—trial setting, selection of
participants, characteristics of randomized participants, differences between the
trial protocol and clinical practice, outcome measures and follow-up, and adverse
effects of treatment. External validity is a measure of generalizability. The term
internal validity refers to the question whether the trial results are valid for all
participants meeting the eligibility criteria of the trial protocol, i.e., the definition of
the study population.

Considerations in Defining the Study Population

Inclusion criteria and reasons for their selection should be stated in advance. Those
criteria central to the study should be the most carefully defined. For example, a
study of survivors of a myocardial infarction may exclude people with severe
hypertension, requiring an explicit definition of myocardial infarction. However,
with regard to hypertension, it may be sufficient to state that people with a systolic
or diastolic blood pressure above a specified level will be excluded. Note that even
here, the definition of severe hypertension, though arbitrary, is fairly specific. In a
study of antihypertensive agents, however, the above definition of severe hyper-
tension is inadequate. To include only people with diastolic blood pressure over
90 mmHg, the protocol should specify how often it is to be determined, over how
many visits, when, with what instrument, by whom, and in what circumstances. It
may also be important to know which, if any, antihypertensive agents participants
were on before entering the trial. For any study of antihypertensive agents, the
criterion of hypertension is central; a detailed definition of myocardial infarction,
on the other hand, may be less important.

If age is a restriction, the investigator should ideally specify not only that a
participant must be over age 41, for example, but when he must be over 41. If a
subject is 40 at the time of a pre-baseline screening examination, but 41 at baseline,
is he eligible? This should be clearly indicated. If valvular heart disease is an
exclusion criterion for a trial of anticoagulation in atrial fibrillation, is this any
significant valve abnormality, or is restricted to rheumatic heart disease? Does it
apply to prior valve repair? Often there are no “correct” ways of defining inclusion
and exclusion criteria and arbitrary decisions must be made. Regardless, they need
to be as clear as possible, and, when appropriate, with complete specifications of the
technique and laboratory methods.

In general, eligibility criteria relate to participant safety and anticipated effect of
the intervention. It should be noted, however, that cultural or political issues, in
addition to scientific, public health, or study design considerations, may affect
selection of the study populations. Some have argued that too many clinical trials
exclude, for example, women, the elderly, or minority groups, or that even if
not excluded, insufficient attention is paid to enrolling them in adequate numbers
[4-7]. Some patient groups may be underrepresented due to practical issues (the
frail might not be able to attend frequent follow-up visits) and the need for informed
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consent might exclude individuals with cognitive dysfunction. Policies from the
U.S. National Institutes of Health now require clinical trials to include certain
groups in enough numbers to allow for “valid analysis” [8]. The effect of these
kinds of policies on eligibility criteria, sample size, and analysis must be considered
when designing a trial.

The following five categories outline the framework upon which to develop
individual criteria:

Potential for Benefit

Participants who have the potential to benefit from the intervention are obviously
candidates for enrollment into the study. The investigator selects participants on the
basis of his scientific knowledge and the expectation that the intervention will work
in a specific way on a certain kind of participants. For example, participants with a
urinary infection are appropriate to enroll in a study of a new antibiotic agent
known to be effective in vitro against the identified microorganism and thought to
penetrate to the site of the infection in sufficient concentration. It should be evident
from this example that selection of the participant depends on knowledge of the
presumed mechanism of action of the intervention. Knowing at least something
about the mechanism of action may enable the investigator to identify a well-
defined group of participants likely to respond to the intervention. Thus, people
with similar characteristics with respect to the relevant variable, that is, a homoge-
neous population, can be studied. In the above example, participants are homogeneous
with regard to the type and strain of bacteria, and to site of infection. If age or renal or
liver function is also critical, these too might be considered, creating an even more
highly selected group.

Even if the mechanism of action of the intervention is known, however, it may
not be feasible to identify a homogeneous population because the technology to do
so may not be available. For instance, the causes of headache are numerous and,
with few exceptions, not easily or objectively determined. If a potential therapy
were developed for one kind of headache, it would be difficult to identify precisely
the people who might benefit.

If the mechanism of action of the intervention is unclear, or if there is uncertainty
at which stage of a disease a treatment might be most beneficial, a specific group of
participants likely to respond cannot easily be selected. The Diabetic Retinopathy
Study [9] evaluated the effects of photocoagulation on progression of retinopathy.
In this trial, each person had one eye treated while the other eye served as the
control. Participants were subgrouped on the basis of existence, location and
severity of vessel proliferation. Before the trial was scheduled to end, it became
apparent that treatment was dramatically effective in the four most severe of the ten
subgroups. To have initially selected for study only those four subgroups who
benefited was not possible given existing knowledge. This is an example, of
which there are many, of the challenge in predicting differential intervention effects



Definition of Study Population 71

based on defined subgroups. For most interventions, there is uncertainty about the
benefits and harms that makes enrolling a broader group of participants with the
condition prudent.

Some interventions may have more than one potentially beneficial mechanism of
action. For example, if exercise reduces mortality or morbidity, is it because of its
effect on cardiac performance, its weight-reducing effect, its effect on the person’s
sense of well-being, some combination of these effects, or some as yet unknown
effect? The investigator could select study participants who have poor cardiac
performance, or who are obese or who, in general, do not feel well. If he chose
incorrectly, his study would not yield a positive result. If he chose participants with
all three characteristics and then showed benefit from exercise, he would never
know which of the three aspects was important.

One could, of course, choose a study population, the members of which differ in
one or more identifiable aspects of the condition being evaluated; i.e., a heterogeneous
group. These differences could include stage or severity of a disease, etiology,
or demographic factors. In the above exercise example, studying a heterogeneous
population may be preferable. By comparing outcome with presence or absence of
initial obesity or sense of well-being, the investigator may discover the relevant
characteristics and gain insight into the mechanism of action. Also, when the study
group is too restricted, there is no opportunity to discover whether an intervention is
effective in a subgroup not initially considered. The broadness of the Diabetic
Retinopathy Study was responsible for showing, after longer follow-up, that the
remaining six subgroups also benefited from therapy [10]. If knowledge had been
more advanced, only the four subgroups with the most dramatic improvement might
have been studied. Obviously, after publication of the results of these four subgroups,
another trial might have been initiated. However, valuable time would have been
wasted. Extrapolation of conclusions to milder retinopathy might even have made a
second study difficult. Of course, the effect of the intervention on a heterogeneous
group may be diluted and the ability to detect a benefit may be reduced. That is the
price to be paid for incomplete knowledge about mechanism of action.

Large, simple trials are, by nature, more heterogeneous in their study
populations, than other sorts of trials. There is a greater chance that the participants
will more closely resemble the mix of patients in many clinical practices. It is
assumed, in the design, that the intervention affects a diverse group, and that despite
such diversity, the effect of the intervention is more similar among the various kinds
of participants than not. In such trials, not only are the interventions relatively easy
to implement, and the baseline and outcome variables limited, so too are the
eligibility criteria. Definitions of eligibility criteria may not require repeated visits
or special procedures. They may rely on previously measured variables that are part
of a diagnostic evaluation, or on variables that are measured using any of several
techniques, or on investigator judgment. For example, a detailed definition of
myocardial infarction or hypertension may be replaced with, “Does the investigator
believe a myocardial infarction has occurred?” or “Is hypertension present?” The
advantage of this kind of criteria is their simplicity and greater generalizability.
The disadvantage is the possible difficulty that a clinician reading the results of the
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trial will have in deciding if the results are applicable to specific patients under his
care. It should be noted, however, that even with the large simple trial model, the
criteria are selected and specified in advance.

Homogeneity and heterogeneity are matters of degree and knowledge. As
scientific knowledge advances, ability to classify is improved. Today’s homoge-
neous group may be considered heterogeneous tomorrow. Patients with mutations
in BRCA1 and BRCA2 genes discovered in the 1990s have different susceptibility
and course of breast and ovarian cancer. Patients with breast cancer tissue with HER2
and/or estrogen receptors respond differently to chemotherapy treatments [11].
Thus, breast cancer is now defined and treated based on genomically defined subsets.

High Likelihood of Showing Benefit

In selecting participants to be studied, not only does the investigator require people
in whom the intervention might work, but he also wants to choose people in whom
there is a high likelihood of detecting the hypothesized effects of the intervention.
Careful choice will enable investigators to detect results in a reasonable period of
time, given a reasonable number of participants and a finite amount of funding.

For example, in a trial of an antianginal agent, an investigator would not wish to
enroll a person who, in the past 2 years, has had only one brief angina pectoris
episode (assuming such a person could be identified). The likelihood of finding an
effect of the drug on this person is limited, since his likelihood of having many
angina episodes during the expected duration of the trial is small. Persons with
frequent episodes would be more appropriate. One option is to enrich the popula-
tion with high risk patients, as was done in the ROCKET-AF trial of rivaroxaban
versus warfarin for stroke prevention in atrial fibrillation [12]. Patients were
required to have three risk factors for stroke that resulted in a population with
higher risk and higher stroke rate than the general population with indication for
oral anticoagulation. This allowed for a smaller sample size, since the calculation of
sample size (Chap. 8) takes into account the expected incidence of the primary
outcome. The results were consistent across the risk levels of patients enrolled, and
the FDA provided approval for the drug across the spectrum of risk, including even
lower risk patients who were not included in the trial. Although one might have
somewhat less confidence that the treatment is safe and effective in lower risk
patients, trials of related drugs have subsequently shown consistency across risk
and thus it seems reasonable to extrapolate to the lower risk population.

Another approach is to begin with a higher risk population and if the results from
a first trial are positive, the investigator can then enroll groups with lower risk
levels. The initial Veterans Administration study of the treatment of hypertension
[13] involved people with diastolic blood pressure from 115 through 129 mmHg.
After therapy was shown to be beneficial in that group, a second trial was under-
taken using people with diastolic blood pressures from 90 to 114 mmHg [14].
The latter study suggested that treatment should be instituted for people with
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diastolic blood pressure over 104 mmHg. Results were less clear for people with
lower blood pressure. Subsequently, the Hypertension Detection and Follow-up
Program [15] demonstrated benefit from treatment for people with diastolic blood
pressure of 90 mmHg or above. The first trial of angiotensin converting enzyme
inhibitors in heart failure, the Cooperative North Scandinavian Enalapril Survival
Study (CONSENSUS) [16], enrolled 253 patients with advanced heart failure.
There was a 40% relative risk reduction in mortality at 6 months with enalapril
versus placebo. Subsequent larger trials defined the treatment effects in patients
with less severe heart failure with lower event rates. Studies Of Left Ventricular
Dysfunction (SOLVD) consisted of two individual trials. One involved symptom-
atic participants [17] and the other asymptomatic participants with reduced ejection
fraction [18].

Medical conditions with low event rates represent a challenge. One example is
the relapse-remitting disease, multiple sclerosis. Its attack or relapse rate is reported to
average 0.54 episodes annually with a slightly higher rate in the first year [19].
Properly designed clinical trials in this population would have to be very large
and/or have a long duration. Similarly, many people accept the hypothesis that
LDL-cholesterol is a continuous variable in its impact on the risk of developing
cardiovascular disease. Theoretically, an investigator could take almost any popula-
tion with moderate or even relatively low LDL-cholesterol, attempt to lower it, and
see if occurrence of cardiovascular disease is reduced. However, this would require
studying an impossibly large number of people. From a sample size point of view it is,
therefore, desirable to begin by studying people with greater levels of risk factors and
a consequent high expected event rate.

Generally, if the primary response is continuous (e.g., blood pressure, blood
sugar, body weight), change is easier to detect when the initial level is extreme. In a
study to determine whether a new drug is antihypertensive, there might be a more
pronounced drop of blood pressure in a participant with diastolic pressure of
100 mmHg than in one with diastolic pressure of 90 mmHg or less. There are
exceptions to this rule, especially if a condition has multiple causes. The relative
frequency of each cause might be different across the spectrum of values. For
example, familial hypercholesterolemia is heavily represented among people with
extremely high LDL-cholesterol. These lipid disorders may require alternative
therapies or may even be resistant to usual methods of reducing LDL-cholesterol.
In addition, use of participants with lower levels of a variable such as cholesterol
might be less costly due to lower screening costs [20]. Therefore, while in general,
use of higher risk participants is preferable, other considerations can modify this.

Sometimes, it may be feasible to enroll people with low levels of a risk factor
if other characteristics elevate the absolute risk. For example, the Justification for
the Use of Statins in Prevention: an Intervention Trial Evaluating Rosuvastatin
(JUPITER) [21] used C-reactive protein to select those with LDL-cholesterol levels
under 130 mg/dL (3.4 mmol/L) but who were likely to be at higher risk of
developing coronary heart disease. The cholesterol-lowering agent rosuvastatin
was shown to significantly lower the incidence of coronary heart disease.
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The concept of enrichment has received considerable attention from the FDA
(Guidance for Industry: Enrichment strategies for clinical trials to support approval
of human drugs and biological products) [22]. Enrichment is used in order to enroll
those participants with a high likelihood of demonstrating an effect from the
intervention. Participants with characteristics, including genetic features, that put
them at high risk, are entered into the trial. As discussed in Chap. 5, withdrawal
studies are also a way of preferentially assessing participants who are more likely to
show benefit from the intervention.

The increased FDA focus on fast-track approval has already had implications for
the design of randomized clinical trials and their study populations [23]. Regulatory
approval without proper phase 3 trials or only based on surrogate efficacy or
pharmacodynamic markers limits sample sizes and places focus on highly selected
populations. These trials provide limited information about the safety of the inter-
vention. For specific information see Chap. 22 on Regulatory Issues.

Avoiding Adverse Effects

Most interventions are likely to have adverse effects. The investigator needs to
weigh these against possible benefit when he evaluates the feasibility of doing the
study. However, any person for whom the intervention is known to be harmful
should not, except in unusual circumstances, be admitted to the trial. Pregnant
women are often excluded from drug trials (unless, of course, the primary question
concerns pregnancy) particularly if there is preclinical evidence of teratogenicity.
Even without preliminary evidence the amount of additional data obtained may not
justify the risk. Similarly, investigators would probably exclude from a study of
almost any of the anti-inflammatory drugs people with a recent history of gastric
bleeding. Gastric bleeding is a fairly straightforward and absolute contraindication
for enrollment. Yet, an exclusion criterion such as “history of major gastric bleed,”
leaves much to the judgment of the investigator. The word “major” implies that
gastric hemorrhaging is not an absolute contraindication, but a relative one that
depends upon clinical judgment. The phrase also recognizes the question of antic-
ipated risk vs. benefit, because it does not clearly prohibit people with a mild
bleeding episode in the distant past from being placed on an anti-inflammatory
drug. It may very well be that such people take aspirin or similar agents—possibly
for a good reason—and studying such people may prove more beneficial than
hazardous.

Note that these exclusions apply only before enrollment into the trial. During a
trial participants may develop symptoms or conditions which would have excluded
them had any of these conditions been present prior to randomization. In these
circumstances, the participant may be removed from the intervention regimen if it is
contraindicated, but should be kept in the trial and complete follow-up should be
obtained for purposes of analysis. As described in Chap. 18, being off the inter-
vention does not mean that a participant is out of the trial.
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Competing Risk

The issue of competing risk is generally of greater interest in long-term trials.
Participants at high risk of developing conditions which preclude the ascertainment
of the outcome of interest should be excluded from enrollment. The intervention
may or may not be efficacious in such participants, but the necessity for excluding
them from enrollment relates to design considerations. In many studies of people
with heart disease, those who have cancer or severe kidney or liver disorders are
excluded because these diseases might cause the participant to die or withdraw from
the study before the primary response variable can be observed. However, even in
short-term studies, the competing risk issue needs to be considered. For example, an
investigator may be studying a new intervention for a specific congenital heart
defect in infants. Such infants are also likely to have other life-threatening defects.
The investigator would not want to enroll infants if one of these other conditions
were likely to lead to the death of the infant before the effect of the intervention
could be evaluated. This matter is similar to the one raised in Chap. 3, which
presented the problem of the impact of high expected total mortality on a study in
which the primary response variable is morbidity or cause-specific mortality. When
there is competing risk, the ability to assess the true impact of the intervention is, at
best, lessened. At worst, if the intervention somehow has either a beneficial or
harmful effect on the coexisting condition, biased results for the primary question
can be obtained.

Avoiding Poor Adherers

Investigators prefer, ordinarily, to enroll only participants who are likely to adhere to
the study protocol. Participants are expected to take their assigned intervention
(usually a drug) and return for scheduled follow-up appointments regardless of the
intervention assignment. In unblinded studies, participants are asked to accept the
random assignment, even after knowing its identity, and abide by the protocol.
Moreover, participants should not receive the study intervention from sources outside
the trial during the course of the study. Participants should also refrain from using
other interventions that may compete with the study intervention. Nonadherence by
participants reduces the opportunity to observe the true effect of intervention.

One approach of enrichment of patients who are more likely to adhere to study
interventions is to use a run-in phase, either a passive run-in (in which all patients
are assigned to placebo for a period of time), active run-in (in which all patients are
assigned to the active treatment to assure that they tolerate and adhere to it), or a
combination. The PARADIGM HF trial [24] used such an approach. In this trial,
10,521 patients were entered into run-in phase, of which 2,079 were discontinued
prior to randomization during the two run-in phases that consisted of a 2 week
treatment period with enalapril, followed by a 4 week treatment period with
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LCZ696 (valsartan-neprolysin inhibitor) in a dose escalation. This resulted in a
population more likely to tolerate and adhere to the treatments, although at the
potential cost of having to apply the findings to the large number of patients
excluded due to early intolerance. For a further discussion of run-in, see Chap. 14.

An exception to this effort to exclude those less likely to take their medication or
otherwise comply with the protocol is what some have termed “pragmatic” clinical
trials [25, 26]. These trials are meant to mimic real-world practice, with inclusion of
participants who reflect general practice and who may fail to adhere consistently to
the intervention. To compensate for the lower expected difference between the
intervention and control groups, these trials need to be quite big, and have other
characteristics of large, simple trials.

Pharmacogenetics

The field of pharmacogenetics is growing rapidly and so is also its role in clinical
trials. Pharmacogenetic markers have been used to identify subgroups of patients in
whom an intervention is particularly beneficial or harmful. Many of these obser-
vations have been based on post-hoc analyses of markers identified in stored
samples collected at baseline. There are also situations in which the markers were
known and measured in advance and used to select the study population [27, 28] or
for prespecified subgroups [29].

The regulatory agencies, in particular the FDA, are paying more attention to
subgroups defined by pharmacogenetic markers in their review and labeling. These
markers include specific alleles, deficient gene products, inherited familial condi-
tions and patterns of drug metabolism, such as ultra-rapid, normal, intermediate and
poor metabolizer phenotypes. Thus, a very large number of drug labels in the
U.S. now contain information linked to these markers. The drug labeling according
to the FDA may describe:

= Drug exposure and clinical response variability
= Risk for adverse effects

= Genotype-specific dosing

= Mechanisms of drug action

= Polymorphic drug target and disposition genes

An FDA website lists approximately 140 different drugs with labeling related to
genetic markers [30]. The most prevalent therapeutic areas to date are oncology,
psychiatry, infectious diseases and cardiology. The experience with pharmaco-
genomics and psychotropic medications has been thoroughly reviewed [31].

Many large trials today collect genetic materials at baseline and store them for
possible future use. We recommend investigators and sponsors to consider collec-
tion of DNA samples from participants at baseline. In doing so it is important that
the informed consent specifies that permission is given for comprehensive analyses
and sharing of these data in large-scale databases [32, 33].
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Generalization

Study samples of participants are usually non-randomly chosen from the study
population, which in turn is defined by the eligibility criteria (Fig. 4.1). As long as
selection of participants into a trial occurs, and as long as enrollment is voluntary,
participants must not be regarded as truly representative of the study population.
Therefore, investigators have the problem of generalizing from participants actually
in the trial to the study population and then to the population with the condition in a
comparable clinical setting (external validity). It is often forgotten that participants
must agree to enroll in a study. What sort of person volunteers for a study? Why do
some agree to participate while others do not? The requirement that study partic-
ipants sign informed consent or return for periodic examinations is sufficient to
make certain people unwilling to participate. Sometimes the reasons are not
obvious. What is known, however, is that volunteers can be different from
non-volunteers [34, 35]. They are usually in better health, and they are more likely
to comply with the study protocol. However, the reverse could also be true.
A person might be more motivated if she has disease symptoms. In the absence
of knowing what motivates the particular study participants, appropriate compen-
satory adjustments cannot be made in the analysis. Because specifying how volun-
teers differ from others is difficult, an investigator cannot confidently identify those
segments of the study population or the general population that these study partic-
ipants supposedly represent. (See Chap. 10 for a discussion of factors that people
cite for enrolling or not enrolling in trials.)

Defined medical conditions and quantifiable or discrete variables such as age,
sex, or elevated blood sugar can be clearly stated and measured. For these charac-
teristics, specifying in what way the study participants and study population are
different from the population with the condition is relatively easy. Judgments about
the appropriateness of generalizing study results can, therefore, be made. Other
factors of the study participants are less easily characterized. Obviously, an inves-
tigator studies only those participants available. If he lives in Florida, he will not be
studying people living in Maine. Even within a geographical area, many investiga-
tors are based at hospitals or universities. Furthermore, many hospitals are referral
centers. Only certain types of participants come to the attention of investigators at
these institutions. It may be impossible to decide whether these factors are relevant
when generalizing to other geographical regions or patient care settings. Multicen-
ter trials typically enhance the ability to generalize. The growth of international
trials, however, raises the important issue of relevance of results from geographical
areas with very different clinical care systems.

Many trials now involve participants from community or practice-based settings.
Results from these “practical” or “pragmatic” trials may more readily be translated
to the broader population. Even here, however, those who choose to become
investigators likely differ from other practitioners in the kinds of patients they see.

Many trials of aspirin and other anti-platelet agents in those who have had a heart
attack have shown that these agents reduce recurrent myocardial infarction and
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death in both men and women [36]. The Physicians’ Health Study, conducted in the
1980s, concluded that aspirin reduced myocardial infarction in men over age
50 without previously documented heart disease [37]. Although it was reasonable
to expect that a similar reduction would occur in women, it was unproven. Impor-
tantly, aspirin was shown in the Physicians’ Health Study and elsewhere [38] to
increase hemorrhagic stroke. Given the lower risk of heart disease in
premenopausal women, whether the trade-off between adverse effects and benefit
was favorable was far from certain. The U.S. Food and Drug Administration
approved aspirin for primary prevention in men, but not women. The Women’s
Health Study was conducted in the 1990s and early 2000s [39]. Using a lower dose
of aspirin that was used in the Physicians’ Health Study, it found evidence of benefit
on heart disease only in women at least 65 years old. Based on that, generalization
of the Physicians’ Health Study results to primary prevention in all women would
not have been prudent. A subsequent meta-analysis, however, suggested that the
benefits of aspirin for primary prevention were similar in women and men. A trial
published in 2014 found no overall benefit of low dose aspirin in a Japanese
population of men and women [40]. We must always be open to consider new
information in our interpretation of study results [41].

One approach to addressing the question of representativeness is to maintain a
log or registry which lists prospective participants identified, but not enrolled, and
the reasons for excluding them. This log can provide an estimate of the proportion
of all potentially eligible people who meet study entrance requirements and can also
indicate how many otherwise eligible people refused enrollment. In an effort to
further assess the issue of representativeness, response variables in those excluded
have also been monitored. In a study on timolol [42], people excluded because of
contraindication to the study drug or competing risks had a mortality rate twice that
of those who enrolled. The Coronary Artery Surgery Study included a randomized
trial that compared coronary artery bypass surgery against medical therapy and a
registry of people eligible for the trial but who declined to participate [43].
The enrolled and not enrolled groups were alike in most identifiable respects.
Survival in the participants randomly assigned to medical care was the same as
those receiving medical care but not in the trial. The findings for those undergoing
surgery were similar. Therefore, in this particular case, the trial participants
appeared to be representative of the study population.

With more attention being paid to privacy issues, however, it may not be
possible to assess outcomes in those not agreeing to enter a trial. Some people
may consent to allow follow-up, even if they do not enroll, but many will not. Thus,
comparison of trial results with results in those refusing to enter a trial, in an effort
to show that the trial can be generalized, may prove difficult.

A group of Finnish investigators conducted a retrospective chart review [44].
The typical eligibility criteria for clinical trials of patients with gastric ulcer were
applied to 400 patients hospitalized with the diagnosis of gastric ulcer. Only 29%
of the patients met the eligibility criteria and almost all deaths and serious compli-
cations such as gastric bleeding, perforation and stenosis during the first 5-7 years
occurred among those patients who would have been ineligible. Clearly, the testing of
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H;-blockers or other compounds for the prevention of long-term complications of
gastric ulcer in low-risk patients should not be generalized to the entire ulcer
population, as the external validity may be low.

Since the investigator can describe only to a limited extent the kinds of partic-
ipants in whom an intervention was evaluated, a leap of faith is always required
when applying any study findings to the population with the condition. In taking
this jump, one must always strike a balance between making unjustifiably broad
generalizations and being too conservative in one’s claims. Some extrapolations are
reasonable and justifiable from a clinical point of view, especially in light of
subsequent information.

Recruitment

The impact of eligibility criteria on recruitment of participants should be considered
when deciding on these criteria. Using excessive restrictions in an effort to obtain a
pure (or homogeneous) sample can lead to extreme difficulty in obtaining sufficient
participants and may raise questions regarding generalization of the trial results.
Age and sex are two criteria that have obvious bearing on the ease of enrolling
subjects. The Coronary Primary Prevention Trial undertaken by the Lipid Research
Clinics was a collaborative trial evaluating a lipid-lowering drug in men between
the ages of 35 and 59 with severe hypercholesterolemia. One of the Lipid Research
Clinics [45] noted that approximately 35,000 people were screened and only
257 participants enrolled. Exclusion criteria, all of which were perfectly reasonable
and scientifically sound, coupled with the number of people who refused to enter
the study, brought the overall trial yield down to less than 1%. As discussed in
Chap. 10, this example of greater than expected numbers being screened, as well as
unanticipated problems in reaching potential participants, is common to most
clinical trials. We believe that exclusion criteria should include only those with
clear rationale such that the negative impact on enrollment and generalizability will
likely be outweighed by benefits of limiting the population.

One reason that large international trials are including a larger proportion of
patients from low and middle income countries is to increase enrollment potential.
This trend for globalization of trials raises a number of important issues as
discussed in Chap. 22. For the results of trials to be applicable across countries
and health care systems, inclusive enrollment is important. But ethical issues arise
when therapies are developed in countries in which those treatments will not be
used, often due to cost. And enrolled patients may be systematically different in
certain countries. The TOPCAT trial enrolled patients from Russia with heart
failure who, in retrospect based on B-type natriuretic peptide levels, may not
have had the same degree of heart failure, and who appeared to have less treatment
effect from spironolactone [46]. Careful consideration of the advantages and
disadvantages of including different health care environments is needed.
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If entrance criteria are properly determined in the beginning of a study, there
should be no need to change them unless interim results suggest harm in a specific
subgroup (see Chap. 16). The reasons for each criterion should be carefully
examined during the planning phase of the study. As discussed earlier in this
chapter, eligibility criteria are appropriate if they include participants with high
likelihood of showing benefit and exclude those who might be harmed by the
intervention, have competing risks, and conditions and are not likely to comply
with the study protocol. If they do not fall into one of the above categories, they
should be reassessed. Whenever an investigator considers changing criteria, he
needs to look at the effect of changes on participant safety and study design. It
may be that, in opening the gates to accommodate more participants, he increases
the required sample size, because the participants admitted may have lower prob-
ability of developing the primary response variable. He can thus lose the benefits of
added recruitment. In summary, capacity to recruit participants and to carry out the
trial effectively could greatly depend on the eligibility criteria that are set. As a
consequence, careful thought should go into establishing them.
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Chapter 5
Basic Study Design

The foundations for the design of controlled experiments were established for
agricultural application. They are described in several classical statistics textbooks
[1-4]. From these sources evolved the basic design of controlled clinical trials.

Although the history of clinical experimentation contains several instances in
which the need for control groups has been recognized [5, 6], this need was not
widely accepted until the 1950s [7]. In the past, when a new intervention was first
investigated, it was likely to be given to only a small number of people, and the
outcome compared, if at all, to that in people with the same condition previously
treated in a different manner. The comparison was informal and frequently based on
memory alone. Sometimes, in one kind of what has been called a “quasi-experi-
mental” study, people were evaluated initially and then reexamined after an inter-
vention had been introduced. In such studies, the changes from the initial state were
used as the measure of success or failure of the new intervention. What could not be
known was whether the person would have responded in the same manner if there
had been no intervention at all. However, then—and sometimes even today—this
kind of observation has formed the basis for the use of new interventions.

Of course, some results are so highly dramatic that no comparison group is
needed. Successful results of this magnitude, however, are rare. One example is the
effectiveness of penicillin in pneumococcal pneumonia. Another example origi-
nated with Pasteur who in 1884 was able to demonstrate that a series of vaccine
injections protected dogs from rabies [8]. He suggested that due to the long
incubation time, prompt vaccination of a human being after infection might prevent
the fatal disease. The first patient was a 9-year-old boy who had been bitten 3 days
earlier by a rabid dog. The treatment was completely effective. Confirmation came
from another boy who was treated within 6 days of having been bitten. During the
next few years, hundreds of patients were given the anti-rabies vaccine. If given
within certain time-limits, it was almost always effective.

Gocke reported on a similar, uncontrolled study of patients with acute fulminant
viral hepatitis [9]. Nine consecutive cases had been observed, all of whom had a
fatal outcome. The next diagnosed case, a young staff nurse in hepatic coma, was
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given immunotherapy in addition to standard treatment. The patient survived as did
four others among eight given the antiserum. The author initially thought that this
uncontrolled study was conclusive. However, in considering other explanations for
the encouraging findings, he could not eliminate the possibility that a tendency to
treat patients earlier in the course and more intensive care might be responsible for
the observed outcome. Thus, he joined a double-blind, randomized trial comparing
hyperimmune anti-Australia globulin to normal human serum globulin in patients
with severe acute hepatitis. Nineteen of 28 patients (67.9%) randomized to control
treatment died, compared to 16 of 25 patients (64%) randomized to treatment with
exogenous antibody, a statistically nonsignificant difference [10].

A number of medical conditions are either of short duration or episodic in nature.
Evaluation of therapy in these cases can be difficult in the absence of controlled
studies. Snow and Kimmelman reviewed various uncontrolled studies of surgical
procedures for Méniere’s disease [11]. They found that about 75% of patients
improved, but noted that this is similar to the 70% remission rate occurring without
treatment.

Given the wide spectrum of the natural history of almost any disease and the
variability of an individual’s response to an intervention, most investigators recognize
the need for a defined control or comparison group.

Fundamental Point

Sound scientific clinical investigation almost always demands that a control group
be used against which the new intervention can be compared. Randomization is the
preferred way of assigning participants to control and intervention groups.

Overview

Statistics and epidemiology textbooks and papers [12-31], cover various study
designs in some detail. Green and Byar also present a “hierarchy of strength of
evidence concerning efficacy of treatment” [32]. In their scheme, anecdotal case
reports are weakest and confirmed randomized clinical trials are strongest, with
various observational and retrospective designs in between. This chapter will
discuss several major clinical trial designs.

Most trials use the so-called parallel design. That is, the intervention and control
groups are followed simultaneously from the time of allocation to one or the other.
Exceptions to the simultaneous follow-up are historical control studies. These
compare a group of participants on a new intervention with a previous group of
participants on standard or control therapy. A modification of the parallel design is
the cross-over trial, which uses each participant at least twice, at least once as a
member of the control group and at least once as a member of one or more
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intervention groups. Another modification is a withdrawal study, which starts with
all participants on the active intervention and then, usually randomly, assigns a
portion to be followed on the active intervention and the remainder to be followed
off the intervention. Factorial design trials, as described later in this chapter,
employ two or more independent assignments to intervention or control.

Regardless of whether the trial is a typical parallel design or some variant, one
must select the kind of control group and the way participants are allocated to
intervention or control. Controls may be on placebo, no treatment, usual or standard
care, or a specified treatment. Randomized control and nonrandomized concurrent
control studies both assign participants to either the intervention or the control
group, but only the former makes the assignment by using a random procedure.
Hybrid designs may use a combination of randomized and non-randomized con-
trols. Large, simple trials or pragmatic trials generally have broader and simpler
eligibility criteria than other kinds of trials, but as with other studies, can use any of
the indicated controls. Allocation to intervention or control may also be done
differently, even if randomized. Randomization may be by individual participant
or by groups of participants (group or cluster assignment). Adaptive designs may
adjust intervention or control assignment or sample size on the basis of participant
characteristics or outcomes.

Finally, there are superiority trials and equivalence or noninferiority trials. A
superiority trial, which for many years was the typical kind of trial, assesses
whether the new intervention is different from (better or worse than) the control.
An equivalence trial would assess if the new intervention is more or less equal to
the control. A noninferiority trial evaluates whether the new intervention is no
worse than the control by some margin, delta (6). In both of these latter cases, the
control group would be on a treatment that had previously been shown to be
effective, i.e., have an active control.

Questions have been raised concerning the method of selection of the control
group, but the major controversy in the past revolved around the use of historical
versus randomized control [33-35]. With regard to drug evaluation, this contro-
versy is less intense than in the past. It has been hotly contested, however, in the
evaluation of new devices or procedures [36, 37]. While it is acknowledged that
randomized controls provide the best evidence, devices that are relatively little used
may be approved based on historical controls with post-marketing studies to further
assess possible adverse effects. An example is a device used for closure of a cardiac
chamber wall defect [38]. It should be noted that after marketing, rare, but serious
adverse effects were reported [39]. No study design is perfect or can answer all
questions. Each of the designs has advantages and disadvantages, but a randomized
control design is the standard by which other studies should be judged. A discussion
of sequential designs is postponed until Chap. 17 because the basic feature involves
interim analyses.

For each of the designs it is assumed, for simplicity of discussion, that a single
control group and a single intervention group are being considered. These designs
can be extended to more than one intervention group and more than one control
group.
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Randomized Control Trials

Randomized control trials are comparative studies with an intervention group and a
control group; the assignment of the participant to a group is determined by the
formal procedure of randomization. Randomization, in the simplest case, is a
process by which all participants are equally likely to be assigned to either the
intervention group or the control group. The features of this technique are discussed
in Chap. 6. There are three advantages of the randomized design over other methods
for selecting controls [35].

First, randomization removes the potential of bias in the allocation of participants
to the intervention group or to the control group. Such selection bias could easily
occur, and cannot be necessarily prevented, in the non-randomized concurrent or
historical control study because the investigator or the participant may influence the
choice of intervention. This influence can be conscious or subconscious and can be
due to numerous factors, including the prognosis of the participant. The direction of
the allocation bias may go either way and can easily invalidate the comparison. This
advantage of randomization assumes that the procedure is performed in a valid
manner and that the assignment cannot be predicted (see Chap. 6).

Second, somewhat related to the first, is that randomization tends to produce
comparable groups; that is, measured as well as unknown or unmeasured prognostic
factors and other characteristics of the participants at the time of randomization will
be, on the average, evenly balanced between the intervention and control groups. This
does not mean that in any single experiment all such characteristics, sometimes called
baseline variables or covariates, will be perfectly balanced between the two groups.
However, it does mean that for independent covariates, whatever the detected or
undetected differences that exist between the groups, the overall magnitude and
direction of the differences will tend to be equally divided between the two groups.
Of course, many covariates are strongly associated; thus, any imbalance in one would
tend to produce imbalances in the others. As discussed in Chaps. 6 and 18, stratified
randomization and stratified analysis are methods commonly used to guard against
and adjust for imbalanced randomizations (i.e., “accidental” bias).

Third, the validity of statistical tests of significance is guaranteed. As has been
stated [35], “although groups compared are never perfectly balanced for important
covariates in any single experiment, the process of randomization makes it possible
to ascribe a probability distribution to the difference in outcome between treatment
groups receiving equally effective treatments and thus to assign significance levels
to observed differences.” The validity of the statistical tests of significance is not
dependent on the balance of the prognostic factors between the randomized groups.
The chi-square test for two-by-two tables and Student’s t-test for comparing two
means can be justified on the basis of randomization alone without making further
assumptions concerning the distribution of baseline variables. If randomization is
not used, further assumptions concerning the comparability of the groups and the
appropriateness of the statistical models must be made before the comparisons will
be valid. Establishing the validity of these assumptions may be difficult.
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In 1977, randomized and nonrandomized trials of the use of anticoagulant
therapy in patients with acute myocardial infarctions were reviewed by Chalmers
et al. and the conclusions compared [40]. Of 32 studies, 18 used historical controls
and involved a total of 900 patients, 8 used nonrandomized concurrent controls and
involved over 3,000 patients, and 6 were randomized trials with a total of over
3,800 patients. The authors reported that 15 of the 18 historical control trials and
5 of the 8 nonrandomized concurrent control trials showed statistically significant
results favoring the anticoagulation therapy. Only one of the six randomized control
trials showed significant results in support of this therapy. Pooling the results of
these six randomized trials yielded a statistically significant 20% reduction in total
mortality, confirming the findings of the nonrandomized studies. Pooling the results
of the nonrandomized control studies showed a reduction of about 50% in total
mortality in the intervention groups, more than twice the decrease seen in the
randomized trials. Peto [41] has assumed that this difference in reduction is due
to bias. He suggests that since the presumed bias in the nonrandomized trials was of
the same order of magnitude as the presumed true effect, the non-randomized trials
could have yielded positive answers even if the therapy had been of no benefit. Of
course, pooling results of several studies can be hazardous. As pointed out by
Goldman and Feinstein [42], not all randomized trials of anticoagulants study the
same kind of participants, use precisely the same intervention or measure the same
response variables. And, of course, not all randomized trials are done equally well.
The principles of pooled analysis, or meta-analysis, are covered in Chap. 18.

In the 1960s, Grace, Muench and Chalmers [43] reviewed studies involving
portacaval shunt operations for patients with portal hypertension from cirrhosis.
In their review, 34 of 47 non-randomized studies strongly supported the shunt
procedure, while only one of the four randomized control trials indicated support
for the operation. The authors concluded that the operation should not be endorsed.

Sacks and coworkers expanded the work by Chalmers et al. referenced above [40],
to five other interventions [44]. They concluded that selection biases led historical
control studies to favor inappropriately the new interventions. It was also noted that
many randomized control trials were of inadequate size, and therefore may have
failed to find benefits that truly existed [45]. Chalmers and his colleagues also
examined 145 reports of studies of treatment after myocardial infarction [46].
Of the 57 studies that used a randomization process that had proper concealment of
allocation to intervention or control, 14% had at least one significant (p < 0.05)
maldistribution of baseline variables with 3.4% of all of the variables significantly
different between treatment groups. Of these 57 studies, 9% found significant out-
come differences between groups. Among the 43 reports where the control groups
were selected by means of a nonrandom process, 58% had baseline variable differ-
ences and 34% of all of the variables were significantly different between groups. The
outcomes between groups in the nonrandom studies were significantly different 58%
of the time. For the 45 studies that used a randomized, but unblinded process to select
the control groups, the results were in between; 28% had baseline imbalances, 7% of
the baseline variables were significantly different, and 24% showed significant
outcome differences.
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The most frequent objections to the use of the randomized control clinical trial
were stated by Ingelfinger [47], to be “emotional and ethical.” Many clinicians feel
that they must not deprive a participant from receiving a new therapy or interven-
tion which they, or someone else, believe to be beneficial, regardless of the validity
of the evidence for that claim. The argument aimed at randomization is that in the
typical trial it deprives about one-half the participants from receiving the new and
presumed better intervention. There is a large literature on the ethical aspects of
randomization. See Chap. 2 for a discussion of this issue.

Not all clinical studies can use randomized controls. Occasionally, the preva-
lence of the disease is so rare that a large enough population can not be readily
obtained. In such an instance, only case-control studies might be possible.
Such studies, which are not clinical trials according to the definition in this book,
are discussed in standard epidemiology textbooks [15, 16, 22, 28].

Zelen proposed a modification of the standard randomized control study [48].
He argued that investigators are often reluctant to recruit prospective trial partici-
pants not knowing to which group the participant will be assigned. Expressing
ignorance of optimal therapy compromises the traditional doctor-patient relationship.
Zelen, therefore, suggested randomizing eligible participants before informing them
about the trial. Only those assigned to active intervention would be asked if they wish
to participate. The control participants would simply be followed and their outcomes
monitored. Obviously, such a design could not be blinded. Another major criticism of
this controversial design centers around the ethical concern of not informing partic-
ipants that they are enrolled in a trial. The efficiency of the design has also been
evaluated [49]. It depends on the proportion of participants consenting to comply
with the assigned intervention. To compensate for this possible inefficiency, one
needs to increase the sample size (Chap. 8). The Zelen approach has been tried with
varying degrees of success [50, 51]. Despite having been proposed in 1979 it does not
appear to have been widely used.

Nonrandomized Concurrent Control Studies

Controls in this type of study are participants treated without the new intervention at
approximately the same time as the intervention group is treated. Participants are
allocated to one of the two groups, but by definition this is not a random process.
An example of a nonrandomized concurrent control study would be a comparison
of survival results of patients treated at two institutions, one institution using a new
surgical procedure and the other using more traditional medical care. Another
example is when patients are offered either of two treatments and the patient selects
the one that he or she thinks is preferable. Comparisons between the two groups is
then made, adjusting for any observed baseline imbalances.

To some investigators, the nonrandomized concurrent control design has advan-
tages over the randomized control design. Those who object to the idea of ceding to
chance the responsibility for selecting a person’s treatment may favor this design.


http://dx.doi.org/10.1007/978-3-319-18539-2_8
http://dx.doi.org/10.1007/978-3-319-18539-2_2

Historical Controls and Databases 95

It is also difficult for some investigators to convince potential participants of the
need for randomization. They find it easier to offer the intervention to some and the
control to others, hoping to match on key characteristics.

The major weakness of the nonrandomized concurrent control study is the potential
that the intervention group and control group are not strictly comparable. It is difficult
to prove comparability because the investigator must assume that she has information
on all the important prognostic factors. Selecting a control group by matching on more
than a few factors is impractical and the comparability of a variety of other charac-
teristics would still need to be evaluated. In small studies, an investigator is unlikely to
find real differences which may exist between groups before the initiation of inter-
vention since there is poor sensitivity statistically to detect such differences. Even for
large studies that could detect most differences of real clinical importance, the
uncertainty about the unknown or unmeasured factors is still of concern.

Is there, for example, some unknown and unmeasurable process that results in
one type of participant’s being recruited more often into one group and not into the
other? If all participants come from one institution, physicians may select partici-
pants into one group based on subtle and intangible factors. In addition, there exists
the possibility for subconscious bias in the allocation of participants to either the
intervention or control group. One group might come from a different socioeco-
nomic class than the other group. All of these uncertainties will decrease the
credibility of the concurrent but nonrandomized control study. For any particular
question, the advantages of reduced cost, relative simplicity and investigator and
participant acceptance must be carefully weighed against the potential biases before
a decision is made to use a non-randomized concurrent control study. We believe
this will occur very rarely.

Historical Controls and Databases

In historical control studies, a new intervention is used in a series of participants and
the results are compared to the outcome in a previous series of comparable
participants. Historical controls are thus, by this definition, nonrandomized and
nonconcurrent.

Strengths of Historical Control Studies

The argument for using a historical control design is that all new participants can
receive the new intervention. As presented by Gehan and Freireich [33] many
clinicians believe that no participant should be deprived of the possibility of
receiving a new therapy or intervention. Some clinicians require less supportive
evidence than others to accept a new intervention as being beneficial. If an
investigator is already of the opinion that the new intervention is beneficial, then
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she would most likely consider any restriction on its use unethical. Therefore, she
would favor a historical control study. In addition, participants may be more willing
to enroll in a study if they can be assured of receiving a particular therapy or
intervention. Finally, since all new participants will be on the new intervention, the
time required to complete recruitment of participants for the trial will be cut
approximately in half. This allows investigators to obtain results faster or do
more studies with given resources. Alternatively, the sample size for the interven-
tion group can be larger, with increased power.

Gehan emphasized the ethical advantages of historical control studies and
pointed out that they have contributed to medical knowledge [52]. Lasagna argued
that medical practitioners traditionally relied on historical controls when making
therapeutic judgments. He maintained that, while sometimes faulty, these judg-
ments are often correct and useful [53].

Typically, historical control data can be obtained from two sources. First, control
group data may be available in the literature. These data are often undesirable
because it is difficult, and perhaps impossible, to establish whether the control and
intervention groups are comparable in key characteristics at the onset. Even if such
characteristics were measured in the same way, the information may not be
published and for all practical purposes it will be lost. Second, data may not have
been published but may be available on computer files or in medical charts. Such
data on control participants, for example, might be found in a large center which has
several ongoing clinical investigations. When one study is finished, the participants
in that study may be used as a control group for some future study. Centers which do
successive studies, as in cancer research, will usually have a system for storing and
retrieving the data from past studies for use at some future time. The advent of
electronic medical records may also facilitate access to historical data from multi-
ple sources, although it does not solve the problem of nonstandard and variable
assessment or missing information.

Limitations of Historical Control Studies

Despite the time and cost benefits, as well as the ethical considerations, historical
control studies have potential limitations which should be kept in mind. They are
particularly vulnerable to bias. Moertel [54] cited a number of examples of treatments
for cancer which have been claimed, on the basis of historical control studies, to be
beneficial. Many treatments in the past were declared breakthroughs on the basis of
control data as old as 30 years. Pocock [55] identified 19 instances of the same
intervention having been used in two consecutive trials employing similar participants
at the same institution. Theoretically, the mortality in the two groups using the same
treatment should be similar. Pocock noted that the difference in mortality rates
between such groups ranged from negative 46% to plus 24%. Four of the 19 compar-
isons of the same intervention showed differences significant at the 5% level.

An improvement in outcome for a given disease may be attributed to a new
intervention when, in fact, the improvement may stem from a change in the patient
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population or patient management. Shifts in patient population can be subtle and
perhaps undetectable. In a Veterans Administration Urological Research Group study
of prostate cancer [56], 2,313 people were randomized to placebo or estrogen treat-
ment groups over a 7-year period. For those enrolled during the last 2-3 years, no
differences were found between the placebo and estrogen groups. However, those
assigned to placebo entering in the first 2—3 years had a shorter survival time than those
assigned to estrogen entering in the last 2—3 years of the study. The reason for the early
apparent difference is probably that the people randomized earlier were older than the
later group and thus were at higher risk of death during the period of observation
[35]. The results would have been misleading had this been a historical control study
and had a concurrent randomized comparison group not been available.

A more recent example involves two trials evaluating the potential benefit of
amlodipine, a calcium channel blocker, in patients with heart failure. The first trial,
the Prospective Randomized Amlodipine Survival Evaluation trials, referred to as
PRAISE-I [57], randomized participants to amlodipine or placebo, stratifying by
ischemic or nonischemic etiology of the heart failure. The primary outcome, death
plus hospitalization for cardiovascular reasons, was not significantly different
between groups (p=0.31), but the reduction in mortality almost reached signifi-
cance (p=0.07). An interaction with etiology was noted, with all of the benefit
from amlodipine in both the primary outcome and mortality seen in those with
nonischemic etiology. A second trial, PRAISE-2 [58], was conducted in only those
with nonischemic causes of heart failure. The impressive subgroup findings noted
in PRAISE-1 were not replicated. Of relevance here is that the event rates in the
placebo group in PRAISE-2 were significantly lower than in the nonischemic
placebo participants from the first trial (see Fig. 5.1).

Even though the same investigators conducted both trials using the same proto-
col, the kinds of people who were enrolled into the second trial were markedly
different from the first trial. Covariate analyses were unable to account for the
difference in outcome.

On a broader scale, for both known and unknown reasons, in many countries
trends in prevalence of various diseases occur [59]. Therefore, any clinical trial in
those conditions, involving long-term therapy using historical controls would need
to separate the treatment effect from the time trends, an almost impossible task.
Examples are seen in Figs. 5.2 and 5.3.

Figure 5.2 illustrates the changes over time, in rates of the leading causes of
death in the United States [60]. A few of the causes exhibit quite large changes.
Figure 5.3 shows incidence of hepatitis in the U.S. [61]. The big changes make
interpretation of historical control trials difficult.

The method by which participants are selected for a particular study can have a
large impact on their comparability with earlier participant groups or general
population statistics. In the Coronary Drug Project [62], a trial of survivors of
myocardial infarction initiated in the 1960s, an annual total mortality rate of 6%
was anticipated in the control group based on rates from a fairly unselected group of
myocardial infarction patients. In fact, a control group mortality rate of about 4%
was observed, and no significant differences in mortality were seen between the
intervention groups and the control group. Using the historical control approach, a
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Fig. 5.3 Changes in incidence of hepatitis, by type, in the U.S. [61]

33% reduction in mortality might have been claimed for the treatments. One
explanation for the discrepancy between anticipated and observed mortality is
that entry criteria excluded those most seriously ill.

Shifts in diagnostic criteria for a given disease due to improved technology can
cause major changes in the recorded frequency of the disease and in the perceived
prognosis of those with the disease. The use of elevated serum troponin, sometimes to
the exclusion of the need for other features of an acute myocardial infarction such as
symptoms or electrocardiographic changes, has clearly led to the ability to diagnose
more infarctions. Changes in the kinds of troponin measured and in how it is used to
define myocardial infarction can also affect reported incidence. Conversely, the
ability to abort an evolving infarction by means of percutaneous coronary interven-
tion or thrombolytic therapy, can reduce the number of clearly diagnosed infarctions.

In 1993, the Centers for Disease Control and Prevention (CDC) in the
U.S. implemented a revised classification system for HIV infection and an
expanded surveillance case definition of AIDS. This affected the number of cases
reported [63, 64]. See Fig. 5.4.

International coding systems and names of diseases change periodically and, unless
one is aware of the modifications, prevalence of certain conditions can appear to change
abruptly. For example, when the Eighth Revision of the International Classification of
Diseases came out in 1968, almost 15% more deaths were assigned to ischemic heart
disease than had been assigned in the Seventh Revision [65]. When the Ninth Revision
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Fig. 5.4 AIDS cases, by quarter year of report—United States, 1984-1993 [64]

appeared in 1979, there was a correction downward of a similar magnitude [66]. The
transition to the Tenth Revision will also lead to changes in assignment of causes of
deaths [67]. A common concern about historical control designs is the accuracy and
completeness with which control group data are collected. With the possible exception
of special centers which have many ongoing studies, data are generally collected in a
nonuniform manner by numerous people with diverse interests in the information. Lack
of uniform collection methods can easily lead to incomplete and erroneous records.
Data on some important prognostic factors may not have been collected at all. Because
of the limitations of data collected historically from medical charts, records from a
center which conducts several studies and has a computerized data management system
may provide the most reliable historical control data.

Role of Historical Controls

Despite the limitations of the historical control study, it does have a place in
scientific investigation. As a rapid, relatively inexpensive method of obtaining
initial impressions regarding a new therapy, such studies can be important. This
is particularly so if investigators understand the potential biases and are willing to
miss effective new therapies if bias works in the wrong direction. Bailar et al. [68]
identified several features which can strengthen the conclusions to be drawn from
historical control studies. These include an a priori identification of a reasonable
hypothesis and planning for analysis.
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In some special cases where the diagnosis of a disease is clearly established and
the prognosis is well known or the disease highly fatal, a historical control study
may be the only reasonable design. The results of penicillin in treatment of
pneumococcal pneumonia were so dramatic in contrast to previous experience
that no further evidence was really required. Similarly, the benefits of treatment
of malignant hypertension became readily apparent from comparisons with previ-
ous, untreated populations [69-71].

The use of prospective registries to characterize patients and evaluate effects of
therapy has been advocated [72—74]. Supporters say that a systematic approach to
data collection and follow-up can provide information about the local patient
population, and can aid in clinical decision making. They argue that clinical trial
populations may not be representative of the patients actually seen by a physician.
Moon et al. described the use of databases derived from clinical trials to evaluate
therapy [75]. They stress that the high quality data obtained through these sources
can reduce the limitations of the typical historical control study. Many hospitals and
other large medical care systems have electronic health records. Other clinical care
entities are more slowly converting to electronic systems. At least partly because
of the existence of these systems and the relative ease of accessing huge com-
puterized medical databases, the use of databases in outcomes research has
burgeoned [76]. These kinds of analyses are much faster and cheaper than
conducting clinical trials. Databases can also be used to identify adverse events.
Examples are comparisons of different antihypertensive agents and risk of stroke
[77] and cyclooxygenase 2 (COX 2) inhibitors and risk of coronary heart disease
[78]. In addition, databases likely represent a much broader population than the
typical clinical trial, and can therefore complement clinical trial findings. This
information can be useful as long as it is kept in mind that users and non-users of a
medication are different and therefore have different characteristics.

Others [32, 79-81] have emphasized limitations of registry studies such as
potential bias in treatment assignment, multiple comparisons, lack of standardiza-
tion in collecting and reporting data, and missing data. Another weakness of
prospective database registries is that they rely heavily on the validity of the
model employed to analyze the data [82].

Lauer and D’Agostino note the high cost of clinical trials and argue that large
databases may be able to substitute for trials that otherwise would not be conducted
[83]. They also point out that existing registries and electronic health records can
assist in conducting clinical trials. One such trial was the Thrombus Aspiration in
ST-Elevation Myocardial Infarction in Scandinavia (TASTE), conducted in Scan-
dinavia, which has extensive electronic health records [84].

There is no doubt that analyses of large databases can provide important
information about disease occurrence and outcomes, as well as suggestions that
certain therapies are preferable. As noted above, they can help to show that the
results of clinical trials conducted in selected populations appear to apply in broader
groups. Given their inherent chances for bias, however, they are no substitute for a
randomized clinical trial in evaluating whether one intervention is truly better than
another.
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Cross-Over Designs

The cross-over design is a special case of a randomized control trial and has some
appeal to medical researchers. The cross-over design allows each participant to
serve as his own control. In the simplest case, namely the two period cross-over
design, each participant will receive either intervention or control (A or B) in the
first period and the alternative in the succeeding period. The order in which A and B
are given to each participant is randomized. Thus, approximately half of the
participants receive the intervention in the sequence AB and the other half in the
sequence BA. This is so that any trend from first period to second period can be
eliminated in the estimate of group differences in response. Cross-over designs
need not be simple; they need not have only two groups. and there may be more
than two periods [85, 86]. Depending on the duration of expected action of the
intervention (for example, drug half-life), a wash-out period may be used between
the periods.

The advantages and disadvantages of the two-period cross-over design have
been described [19, 21, 86—89]. The appeal of the cross-over design to investigators
is that it allows assessment of how each participant does on both A and B. Since
each participant is used twice, variability is reduced because the measured effect of
the intervention is the difference in an individual participant’s response to inter-
vention and control. This reduction in variability enables investigators to use
smaller sample sizes to detect a specific difference in response. James
et al. described 59 cross-over studies of analgesic agents. They concluded that if
the studies had been designed using parallel or noncross-over designs, 2.4 times as
many participants would have been needed [90]. Carriere showed that a three-
period cross-over design is even more efficient than a two-period cross-over
design [85].

In order to use the cross-over design, however, a fairly strict assumption must be
made; the effects of the intervention during the first period must not carry over into
the second period. This assumption should be independent of which intervention
was assigned during the first period and of the participant response. In many clinical
trials, such an assumption is clearly inappropriate, even if a wash-out is incorpo-
rated. If, for example, the intervention during the first period cures the disease, then
the participant obviously cannot return to the initial state. In other clinical trials, the
cross-over design appears more reasonable. If a drug’s effect is to lower blood
pressure or heart rate, then a drug-versus-placebo cross-over design might be
considered if the drug has no carryover effect once the participant is taken off
medication. Obviously, a fatal event and many disease complications cannot serve
as the primary response variable in a cross-over trial.

Mills et al. [91] reviewed 116 reports of cross-over trials, which consisted of
127 individual trials. Reporting of key design and conduct characteristics was
highly variable, making it difficult to discern whether optimal designs were
followed.
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As indicated in the International Conference on Harmonisation document E9,
Statistical Principles for Clinical Trials [92], cross-over trials should be limited to
those situations with few losses of study participants. A typical and acceptable
cross-over trial, for example, might compare two formulations of the same drug in
order to assess bioequivalence in healthy participants. Similarly, different doses
may be used to assess pharmacologic properties. In studies involving participants
who are ill or otherwise have conditions likely to change, however, cross-over trials
have the limitations noted above.

Although the statistical method for checking the assumption of no period-
treatment interaction was described by Grizzle [93], the test is not as powerful as
one would like. What decreases the power of the test is that the mean response of
the AB group is compared to the mean response of the BA group. However,
participant variability is introduced in this comparison, which inflates the error
term in the statistical test. Thus, the ability to test the assumption of no period-
intervention interaction is not sensitive enough to detect important violations of the
assumption unless many participants are used. The basic appeal of the cross-over
design is to avoid between-participant variation in estimating the intervention
effect, thereby requiring a smaller sample size. Yet the ability to justify the use of
the design still depends on a test for carryover that includes between-participant
variability. This weakens the main rationale for the cross-over design. Because of
this insensitivity, the cross-over design is not as attractive as it at first appears.
Fleiss et al. noted that even adjusting for baseline variables may not be adequate if
inadequate time has been allowed for the participant to return to baseline status at
the start of the second period [94]. Brown [19, 21] and Hills and Armitage [95]
discourage the use of the cross-over design in general. Only if there is substantial
evidence that the therapy has no carryover effects, and the scientific community is
convinced by that evidence, should a cross-over design be considered.

Withdrawal Studies

A number of studies have been conducted in which the participants on a particular
treatment for a chronic disease are taken off therapy or have the dosage reduced.
The objective is to assess response to discontinuation or dose reduction. This design
may be validly used to evaluate the duration of benefit of an intervention already
known to be useful. For example, subsequent to the Hypertension Detection and
Follow-up Program [96], which demonstrated the benefits of treating mild and
moderate hypertension, several investigators withdrew a sample of participants
with controlled blood pressure from antihypertensive therapy [97]. Participants
were randomly assigned to continue medication, stop medication yet initiate nutri-
tional changes, or stop medication without nutritional changes. After 4 years, only
5% of those taken off medication without nutritional changes remained normoten-
sive and did not need the re-instatement of medication. This compared with 39%
who were taken off medication yet instituted weight loss and reductions in salt
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intake. Patients with severe chronic obstructive pulmonary disease (COPD) were
prescribed a combination of tiotropium, salmeterol, and an inhaled glucocorticoid,
fluticasone propionate for 6 weeks [98]. Because of the adverse effects of long term
use of glucocorticoids, the investigators withdrew the fluticasone propionate over
the subsequent 12 weeks. Despite a decrease in lung function, COPD exacerbations
remained unchanged.

Withdrawal studies have also been used to assess the efficacy of an intervention
that had not conclusively been shown to be beneficial in the long term. An early
example is the Sixty Plus Reinfarction Study [99]. Participants doing well on oral
anticoagulant therapy since their myocardial infarction, an average of 6 years
earlier, were randomly assigned to continue on anticoagulants or assigned to
placebo. Those who stayed on the intervention had lower mortality (not statistically
significant) and a clear reduction in nonfatal reinfarction. A meta-analysis of
prednisone and cyclosporine withdrawal trials (including some trials comparing
withdrawal of the two drugs) in renal transplant patients has been conducted with
graft failure or rejection as the response variables [100]. This meta-analysis found
that withdrawal of prednisone was associated with increased risks of acute rejection
and graft failure. Cyclosporine withdrawal led to an increase in acute rejection, but
not graft failure. The Fracture Intervention Trial Long-term Extension (FLEX)
assessed the benefits of continuing treatment with alendronate after 5 years of
therapy [101]. The group that was randomized to discontinue alendronate had a
modest increase in vertebral fractures but no increase in nonvertebral fractures.

One serious limitation of this type of study is that a highly selected sample is
evaluated. Only those participants who physicians thought were benefiting from the
intervention were likely to have been on it for several months or years. Anyone who
had major adverse effects from the drug would have been taken off and, therefore,
not been eligible for the withdrawal study. Thus, this design can overestimate
benefit and underestimate toxicity. Another drawback is that both participants and
disease states change over time.

If withdrawal studies are conducted, the same standards should be adhered to
that are used with other designs. Randomization, blinding where feasible, unbiased
assessment, and proper data analysis are as important here as in other settings.

Factorial Design

In the simple case, the factorial design attempts to evaluate two interventions
compared to control in a single experiment [2—4, 102]. See Table 5.1.

Given the cost and effort in recruiting participants and conducting clinical trials,
getting two (or more) experiments done at once is appealing. Examples of factorial
designs are the Canadian transient ischemic attack study where aspirin and sulfin-
pyrazone were compared singly and together with placebo [103], the Third Inter-
national Study of Infarct Survival (ISIS-3) that compared streptokinase, tissue
plasminogen activator, and antistreplase plus aspirin plus heparin vs. aspirin
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Table 5.1 Two-by-two

g ) Intervention X Control Marginals
factorial design -

Intervention Y a b a+b
Control c d c+d
Marginals a+c b+d

Cell Intervention

a X+Y

b Y + control

c X + control

d control + control

Effect of intervention X: a+c versus b+d
Effect of intervention Y: a+b versus c+d

alone [104], the Physicians’ Health Study of aspirin and beta carotene [105], and the
Women’s Health Initiative (WHI) trial of hormone replacement, diet, and vitamin D
plus calcium [106]. A review of analysis and reporting of factorial design trials [107]
contains a list of 29 trials involving myocardial infarction and 15 other trials. Some
factorial design studies are more complex than the 2 by 2 design, employing a third,
or even a fourth level. It is also possible to leave some of the cells empty, that is, use
an incomplete factorial design [108]. This was done in the Action to Control
Cardiovascular Risk in Diabetes (ACCORD), which looked at intensive vs. less
intensive glucose control plus either intensive blood pressure or lipid control
[109]. This kind of design would be implemented if it is inappropriate, infeasible,
or unethical to address every possible treatment combination. It is also possible to use
a factorial design in a cross-over study [110].

The appeal of the factorial design might suggest that there really is a “free
lunch.” However, every design has strengths and weaknesses. A concern with the
factorial design is the possibility of the existence of interaction between the
interventions and its impact on the sample size. Interaction means that the effect
of intervention X differs depending upon the presence or absence of intervention Y,
or vice versa. It is more likely to occur when the two drugs are expected to have
related mechanisms of action.

If one could safely assume there were no interactions, with a modest increase in
sample size, two experiments can be conducted in one; one which is considerably
smaller than the sum of two independent trials under the same design specifications.
However, if one cannot reasonably rule out interaction, one should statistically test
for its presence. As is true for the cross-over design, the power for testing for
interaction is less than the power for testing for the main effects of interventions
(cells a+c vs. b+d or cells a+b vs. c+d). Thus, to obtain satisfactory power to
detect interaction, the total sample size must be increased. The extent of the
increase depends on the degree of interaction, which may not be known until the
end of the trial. The larger the interaction, the smaller the increase in sample size
needed to detect it. If an interaction is detected, or perhaps only suggested, the
comparison of intervention X would have to be done individually for intervention Y
and its control (cell a vs. b and cell ¢ vs. d). The power for these comparisons is
obviously less than for the a+c vs. b+d comparison.
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As noted, in studies where the various interventions either act on the same
response variable or possibly through the same or similar mechanism of action,
as with the presumed effect on platelets of both drugs in the Canadian transient
ischemic attack study [103], interaction can be more of a concern. Furthermore,
there may be a limited amount of reduction in the response variable that can be
reasonably expected, restricting the joint effect of the interventions.

In trials such as the Physicians’ Health Study [105], the two interventions,
aspirin and beta carotene, were expected to act on two separate outcomes, cardio-
vascular disease and cancer. Thus, interaction was much less likely. But beta
carotene is an antioxidant, and therefore might have affected both cancer and
heart disease. It turned out to have no effect on either. Similarly, in the Women’s
Health Initiative [106], dietary and hormonal interventions may affect more than
one disease process. There, diet had little effect on cancer and heart disease, but
hormonal therapy had effects on heart disease, stroke, and cancer, among other
conditions [111, 112].

In circumstances where there are two separate outcomes, e.g., heart disease and
cancer, but one of the interventions may have an effect on both, data monitoring
may become complicated. If, during the course of monitoring response variables it
is determined that an intervention has a significant or important effect on one of the
outcomes in a factorial design study, it may be difficult ethically, or even impos-
sible, to continue the trial to assess fully the effect on the other outcome. Chapter 17
reviews data monitoring in more detail.

The factorial design has some distinct advantages. If the interaction of two
interventions is important to determine, or if there is little chance of interaction,
then such a design with appropriate sample size can be very informative and
efficient. However, the added complexity, impact on recruitment and adherence,
and potential adverse effects of “polypharmacy” must be considered. Brittain and
Wittes [113] discuss a number of settings in which factorial designs might be useful
or not, and raise several cautions. In addition to the issue of interaction, they note
that less than full adherence to the intervention can exacerbate problems in a
factorial design trial.

Group Allocation Designs

In group or cluster allocation designs, a group of individuals, a clinic or a commu-
nity are randomized to a particular intervention or control [114—118]. The rationale
is that the intervention is most appropriately or more feasibly administered to an
entire group (for example, if the intervention consists of a broad media campaign).
This design may also be better if there is concern about contamination. That is,
when what one individual does might readily influence what other participants
do. In the Child and Adolescent Trial for Cardiovascular Health, schools were
randomized to different interventions [119]. Investigators randomized villages in a
trial of vitamin A versus placebo on morbidity and mortality in children in India [120].
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The Rapid Early Action for Coronary Treatment (REACT) trial involved ten
matched pairs of cities. Within each pair, one city was randomly allocated to
community education efforts aimed at reducing the time between symptoms of
myocardial infarction and arrival at hospital [121]. Despite 18 months of com-
munity education, delay time was not different from that in the control cities.
Communities have been compared in other trials [122, 123]. These designs have
been used in cancer trials where a clinic or physician may have difficulty
approaching people about the idea of randomization. The use of such designs in
infectious disease control in areas with high prevalence of conditions such as
tuberculosis and AIDS has become more common [124]. It should be noted that
this example is both a group allocation design and a factorial design. Variations of
group allocation, including cross-over and modification of cross-over, such as
stepped wedge designs, where groups cross-over sequentially, rather than all at
once, have been implemented [125, 126]. In the group allocation design, the basic
sampling units and the units of analysis are groups, not individual participants.
This means that the effective sample is substantially less than the total number of
participants. Chapters 8 and 18 contain further discussions of the sample size
determination and analysis of this design.

Hybrid Designs

Pocock [127] has argued that if a substantial amount of data is available from
historical controls, then a hybrid, or combination design could be considered.
Rather than a 50/50 allocation of participants, a smaller proportion could be
randomized to control, permitting most to be assigned to the new intervention. A
number of criteria must be met in order to combine the historical and randomized
controls. These include the same entry criteria and evaluation factors, and partic-
ipant recruitment by the same clinic or investigator. The data from the historical
control participants must also be fairly recent. This approach, if feasible, requires
fewer participants to be entered into a trial. Machin, however, cautions that if biases
introduced from the non-randomized participants (historical controls) are substan-
tial, more participants might have to be randomized to compensate than would be
the case in a corresponding fully randomized trial [128].

Large, Simple and Pragmatic Clinical Trials

Advocates of large, simple trials maintain that for common medical conditions, it is
important to uncover even modest benefits of intervention, particularly short-term
interventions that are easily implemented in a large population. They also argue that
an intervention is unlikely to have very different effects in different sorts of
participants (i.e., subgroups). Therefore, careful characterization of people at


http://dx.doi.org/10.1007/978-3-319-18539-2_18
http://dx.doi.org/10.1007/978-3-319-18539-2_8

108 5 Basic Study Design

entry and of interim response variables, both of which add to the already consid-
erable cost of trials, are unnecessary. The important criteria for a valid study are
unbiased (i.e., randomized) allocation of participants to intervention or control and
unbiased assessment of outcomes. Sufficiently large numbers of participants are
more important than modest improvements in quality of data. The simplification of
the study design and management allows for sufficiently large trials at reasonable
cost. Examples of successfully completed large, simple trials are ISIS-3 [104],
Gruppo Italiano per lo Studio della Streptochinasi nell’Infarto Miocardico (GISSI)
[129], Global Utilization of Streptokinase and Tissue Plasminogen Activator for
Occluded Coronary Arteries (GUSTO) [130], a study of digitalis [131], the
MICHELANGELO Organization to Assess Strategies in Acute Ischemic Syn-
dromes (OASIS)-5 [132], and the Thrombus Aspiration in ST-Elevation Myocar-
dial Infarction in Scandinavia (TASTE) trial [84]. It should be noted that with the
exception of the digitalis trial, these studies were relatively short-term. The ques-
tions addressed by these trials may be not only of the sort, “What treatment works
better?” but “What is the best way of providing the treatment?” Can something
shown to work in an academic setting be translated to a typical community medical
care setting? Several have advocated conducting pragmatic or practical clinical
trials. These kinds of trials, as noted in Chap. 3, are conducted in clinical practices,
often far from academic centers. They address questions perceived as relevant to
those practices [133—136]. Because of the broad involvement of many practitioners,
the results of the trial may be more widely applied than the results of a trial done in
just major medical settings. Thus, they may address a common criticism that the
kinds of participants normally seen in academic centers, and therefore enrolled in
many academic-based trials, are not the sort seen in typical clinical practices.

As indicated, these models depend upon a relatively easily administered inter-
vention and an easily ascertained outcome. If the intervention is complex, requiring
either special expertise or effort, particularly where adherence to protocol must be
maintained over a long time, these kinds of studies are less likely to be successful.
Similarly, if the response variable is a measure of morbidity that requires careful
measurement by highly trained investigators, large simple or pragmatic trials are
not feasible.

In recent years, the concept of comparative effectiveness research has become
popular. Although trials comparing one agent against another have been conducted
for many years, certain features of comparative effectiveness research should be
mentioned. First, much of the research consists of other than clinical trials com-
parisons of interventions (e.g., use of databases as discussed in the sections above
on nonrandomized control studies). In the clinical trial arena, much of the compar-
ative effectiveness literature emphasizes studies done in collaboration with clinical
practices (i.e., large, simple trials). They compare two or more interventions that are
commonly used and involve outcome measures, including cost, that are of partic-
ular relevance to practitioners or to the participants [137].

It has also been pointed out that baseline characteristics may be useful for
subgroup analysis. The issue of subgroup analysis is discussed more fully in
Chap. 18. Although in general, it is likely that the effect of an intervention is
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qualitatively the same across subgroups, exceptions may exist. In addition, impor-
tant quantitative differences may occur. When there is reasonable expectation of
such differences, appropriate baseline variables need to be measured. Variables
such as age, gender, past history of a particular condition, or type of medication
currently being taken can be assessed in a simple trial. On the other hand, if an
invasive laboratory test or a measurement that requires special training is necessary
at baseline, such characterization may make a simple or pragmatic trial infeasible.

The investigator also needs to consider that the results of the trial must be
persuasive to others. If other researchers or clinicians seriously question the validity
of the trial because of inadequate information about participants or inadequate
documentation of quality control, then the study has not achieved its purpose.

There is no doubt that many clinical trials are too expensive and too cumber-
some, especially multicenter ones. The advent of the large, simple trial or the
pragmatic trial is an important step in enabling many meaningful medical questions
to be addressed in an efficient manner. In other instances, however, the use of large
numbers of participants may not compensate for reduced data collection and quality
control. As always, the primary question being asked dictates the optimal design of
the trial.

With increased understanding of genetic influences, the concept that interven-
tions are likely to work similarly in all or at least most participants may no longer
hold. There are differential effects of interventions in human epidermal growth
factor receptor (HER-2) breast cancer, for example [138]. The concept of “person-
alized medicine” argues against the concept of large, simple trials and some have
designed clinical trials to take advantage of biomarkers [139]. For most common
conditions, however, we do not yet have the understanding required to implement
personalized medicine, and large, simple trials will remain important for some time.

Studies of Equivalency and Noninferiority

Many clinical trials are designed to demonstrate that a new intervention is better
than or superior to the control. However, not all trials have this goal. New inter-
ventions may have little or no superiority to existing therapies, but, as long as they
are not materially worse, may be of interest because they are less toxic, less
invasive, less costly, require fewer doses, improve quality of life, or have some
other value to patients. In this setting, the goal of the trial would be to demonstrate
that the new intervention is not worse, in terms of the primary response variable,
than the standard by some predefined margin.

In studies of equivalency, the objective is to test whether a new intervention is
equivalent to an established one. Noninferiority trials test whether the new inter-
vention is no worse than, or at least as good as, some established intervention.
Sample size issues for these kinds of trials are discussed in Chap. 8. It should also be
noted that although the following discussion assumes one new intervention and one
established intervention (the control), there is no reason why more complicated
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Table 5.2 Noninferiority
design assumptions

Proper control arm

— Constancy over time and among participants

— Auvailability of data from prior studies of the control
Assay sensitivity to demonstrate a true difference

designs involving multiple new interventions, for example, could not be
implemented. This occurred in the Comparison of Age-Related Macular Degener-
ation Treatments Trials (CATT), where four groups (one standard therapy—
monthly administration of intravitreal injections of ranibizumab—and three
unproven therapies—as needed injections of ranibizumab and monthly and as
needed injections of bevicizumab) were compared using a noniferiority
design [140].

In equivalency and noninferiority trials, several design aspects need to be con-
sidered [141-148]. The control or standard treatment must have been shown con-
clusively to be effective; that is, truly better than placebo or no therapy. The
circumstances under which the active control was found to be useful (i.e., similarity
of populations, concomitant therapy, and dosage) ought to be reasonably close to
those of the planned trial. These requirements also mean that the trials that demon-
strated efficacy of the standard should be recent and properly designed, conducted,
analyzed, and reported.

Table 5.2 shows the key assumptions for these trials. First, the active control that
is selected must be one that is an established standard for the indication being
studied and not a therapy that is inferior to other known ones. It must be used with
the dose and formulation proven effective. Second, the studies that demonstrated
benefit of the control against either placebo or no treatment must be sufficiently
recent such that no important medical advances or other changes have occurred, and
in populations similar to those planned for the new trial. Third, the evidence that
demonstrated the benefits of the control must be available so that a control group
event rate can be estimated. Fourth, the response variable used in the new trial must
be sensitive to the postulated effects of the control and intervention. The proposed
trial must be able to demonstrate “assay sensitivity,” or the ability to show a
difference if one truly exists. As emphasized in Chap. 8, the investigator must
specify what she means by equivalence.

It cannot be shown statistically that two therapies are identical, as an infinite
sample size would be required. Therefore, if the intervention falls sufficiently close
to the standard, as defined by reasonable boundaries, the intervention is claimed to
be “the same” as the control (in an equivalence trial) or no worse than the control
(in a noninferiority trial). Selecting the margin of indifference or noninferiority, J,
is a challenge. Ideally, the relative risk of the new intervention compared to the
control should be as close to 1 as possible. For practical reasons, the relative risk is
often set in the range of 1.2-1.4. This means that in the worst case, the new
intervention may be 20-40% inferior to standard treatment and yet be considered
equivalent or noninferior. Some have even suggested that any new intervention
could be approved by regulatory agencies as being noninferior to a standard control
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intervention if it retains as least 50% of the control versus placebo effect. Further,
there are options as to what 50% (or 40% or 20%) means. For example, one could
choose either the point estimate from the control versus placebo comparison, or the
lower confidence interval estimate of that comparison. Also, the choice of the
metric or scale must be selected, such as a relative risk, or hazard ratio or perhaps
an absolute difference. Of course, if an absolute difference that might seem
reasonable with a high control group event rate is chosen, it might not seem so
reasonable if the control group event rate turns out to be much lower than expected.
This happened with a trial comparing warfarin against a new anticoagulant agent,
where the observed control group event rate was less than that originally expected.
Thus, with a predetermined absolute difference for noninferiority, the relative
margin of noninferiority was larger than had been anticipated when the trial was
designed [149].

It should be emphasized that new interventions are often hailed as successes if
they are shown to be 20 or 25% better than placebo or a standard therapy. To turn
around and claim that anything within a margin of 40 or 50% is equivalent to, or
noninferior to a standard therapy would seem illogical. But the impact on sample
size of seeking to demonstrate that a new intervention is at most 20% worse than a
standard therapy, rather than 40%, is considerable. As is discussed in Chap. 8, it
would not be just a twofold increase in sample size, but a fourfold increase if the
other parameters remained the same. Therefore, all design considerations and
implications must be carefully considered.

Perhaps even more than in superiority trials, the quality, the size and power of
the new trial, and how well the trial is conducted, including how well participants
adhere to the assigned therapy, are crucial. A small sample size or poor adherence
with the protocol, leading to low statistical power, and therefore lack of significant
difference, does not imply equivalence.

To illustrate the concepts around noninferiority designs, consider the series of
trials represented in Fig. 5.5, which depicts estimates with 95% confidence intervals
for the intervention effect.
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Fig. 5.5 Possible results of noninferiority trials
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The heavy vertical line (labeled Delta) indicates the amount of worse effect of
the intervention compared to the control that was chosen as tolerable. The thin
vertical line indicates zero difference (a relative risk of 1). Trial A shows a new
intervention that is superior to control (i.e. the upper confidence interval excludes
zero difference). Trial B has an estimate of the intervention effect that is favorable
but the upper limit of the confidence interval does not exclude zero. It is less than
the margin of indifference, however, and thus meets the criterion of being
noninferior. Trial C is also noninferior, but the point estimate of the effect is
slightly in favor of the control. Trial D does not conclusively show superiority or
noninferiority, probably because it is too small or there were other factors that led to
low power. Trial E indicates inferiority for the new intervention.

As discussed above, the investigator must consider several issues when design-
ing an equivalence or noninferiority trial. First, the constancy assumption that the
control versus placebo effect has not changed over time is often not correct. This
can be seen, for example, in two trials of the same design conducted back to back
with essentially the same protocol and investigators, the PRAISE-1 and PRAISE-2
trials [57, 58] discussed in the section on Historical Controls and Databases.
In PRAISE-1, the trial was stratified according to etiology, ischemic and
non-ischemic heart failure. Most of the favorable effect of the drug on mortality
was seen in the nonischemic stratum, contrary to expectation. To validate that
subgroup result, PRAISE-2 was conducted in non-ischemic heart failure patients
using the same design. In this second trial, no benefit of amlodipine was observed.
The comparison of the placebo arms from PRAISE-1 and PRAISE-2 (Fig. 5.1),
indicates that the two populations of nonischemic heart failure patients were at
substantially different risk, despite being enrolled close in time, with the same entry
criteria and same investigators. No covariate analysis could explain this difference
in risk. Thus, the enrolled population itself is not constant, challenging the con-
stancy assumption.

In addition, as background therapy changes, the effect of the control or placebo
may also change. With more therapeutic options, the effect of one drug or inter-
vention alone may no longer be as large as it was when placebo was the total
background. Practice and referral patterns change.

Even if the data from prior trials of the selected control are available, the
estimates of active control vs. placebo may not be completely accurate. As with
all trials, effect of treatment depends at least partly on the sample of participants
who were identified and volunteered for the study. The observed effect is not likely
to reflect the effect exactly in some other population. It is also possible that the
quality of the trials used to obtain the effect of the control may not have been very
good. And of course, the play of chance may have affected the observed benefit.

Many of the assumptions about the active control group event rates that go into
the design of a noninferiority or equivalence trial are unlikely to be valid. At the end
of the trial, investigators obtain seemingly more precise estimates of the margin and
imputed “efficacy,” when in fact they are based on a model that has considerable
uncertainty and great care must be used in interpreting the results.
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If I is the new intervention, C is the control or standard treatment, and P is
placebo or not treatment, for the usual superiority trial, the goal is to show that the
new intervention is better than placebo or no treatment, or that new intervention
plus control is better than control alone.

I>P

I1>C
I+C>C

For noninferiority trials, the margin of indifference, 6, is specified, where I-C < é.
Efficacy imputation requires an estimate of the relative risk (RR) of the new
intervention to control, RR(//C) and of the control to placebo or no treatment,
RR(C/P). Therefore, the estimated relative risk of the new intervention com-
pared with placebo is

RR(I/P) = RR(I/C) x RR(C/P).

Rather than focus on the above assumption-filled model, an alternative
approach might be considered. The first goal is to select the best control. This
might be the one that, based on prior trials, was most effective. It might also be the
one that the academic community considers as the standard of care, the one
recommended in treatment guidelines, or the treatment that is most commonly
used in practice. The selection will depend on the nature of the question being
posed in the new trial. There might also be several possible best controls, all
considered to be similar, as, for example, one of several beta blockers or statins.
The choice might be influenced by regulatory agencies. The margin of
noninferiority should use the data from the prior trials of the active control to
get some estimate for initiating discussion but should not use it as