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Exercise 1.* Simulate random bi-dimensional vector
(&¢,7m) with density p(x,y) = 6x on the triangle

T={(z,y) :2>0,y>0,z+y < 1}.

*[S], p.56, chapter 2
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Exercise 1. Simulate random bi-dimensional vector (&,n) with
density p(z,y) = 6x on the triangle T'= {(z,y): z,y > 0,z + y <
1}.

The decomposition

Pen(x,y) = pe(x)ppe(y | ) = pp()pgy(x | ),

provides two cases: (a) generate first £ second n; (b)
first n second €.

(a) Consider the first case:

1—x
pe() / pey(2,y)dy = 62(1 — ), 0 <z < 1,
0

Py | z) = pey(z,y)/pe(@) =1 —2)' 0<y<l-—uz



Aula 2. Generating random variables II. Exercises. 3

Exercise 1. Simulate random bi-dimensional vector (&,n) with
density p(xz,y) = 6x on the triangle T = {(z,y) : = > 0,y >

0,z +y < 1},

pe(z) = 6x(l—z),z € [0,1],pye(y | ) = (1—2)7F, y € [0, 1—a].

Fe(x) / pe(u)du = 32° — 22>, z € [0, 1],
0

Yy
Fiew|e) = [ pyetu | a)du=y(1 =), yelo.1-al
Thus, let U1, U, ~ UJ[0, 1] then &, 7 is the solution of

{ 324263 =11
n=Ux(1-¢&)
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Exercise 1. Simulate random bi-dimensional vector (&,n) with
density p(x,y) = 6x on the triangle T = {(z,y) : = > 0,y >
0,z +y <1}

(b) first n, second &

1-y
po(y) = /O pen(z,y)de = 3(1 — y)?, y € (0, 1)
pe(x | y) = pey,y)/pp(y) =22(1—y) %, z€(0,1—y)
Yy
F(y) = /O po(v)dv =1 — (1 —y)°, y € (0,1)

F&In(x ly) = /Oxpgn(’u | y)dv = z2(1—y)2, z€(0,1—y)
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Exercise 1. Simulate random bi-dimensional vector (£,n) with
density p(xz,y) = 6x on the triangle T = {(z,y) : = > 0,y >
0,z +y < 1}

F(y) = 1-(1-9)° ye(0,1)
Fep(zly) = 2°(1—y)™% z€(0,1—y)
Thus
Ug = 1—(1-n)3
{ U = &(1—-n)"~
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Exercise 1. Simulate random bi-dimensional vector (&,n) with
density p(xz,y) = 6x on the triangle T = {(z,y) : = > 0,y >
0,z +y < 1}

Uy = 1—(1—n)3 Ur = (1-n)3
{U; = 52(1—77)712 ::>{ U; = 52(1277)_2
Finally

n = 1- (U3
::>{ § = (Uz)l/Ql(Ul)l/3

the second variant is better, because we need to solve
the equation of 3rd order in the first variant.
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EXxercise 2. Simulate random point ) uniformly dis-
tributed in the ball

B={x2—|—y2—|—z2<R2}.
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Exercise 2. Simulate random point @ uniformly distributed in
the ball

B:{x2+y2—|—22<R2}.

Let Q = (&,71,(). The joint density is constant in the
ball

1
(4/3)7R3’
Direct calculation of conditional densities is boring.
Let us try to change coordinates.

(z,vy,2) € B.

po(z,y,2) =



Aula 2. Generating random variables II. Exercises. 9

Exercise 2. Simulate random point @ uniformly distributed in
the ball

B:{az2—|—y2—|—z2<R2}.

In polar coordinates

x =rsinfcos¢,y =rsinfdsing,z = r Ccosb.

Jacobian
0
0z, y,2) = r?sin @
a(r,0,¢)
and
1 o .
po(r,0,¢) = r<siné

(4/3)7R3
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Exercise 2. Simulate random point @ uniformly distributed in
the ball

B = {z° 4+ y° + 2% < R?}.

1
(4/3)7R3
3r°  sind 1

= X X
R3 2 27

It means that coordinates rg,0¢g, g Of point @ are

independents.

r2sin 0

pq(r, 0, ¢)
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Exercise 2. Simulate random point @ uniformly distributed in
the ball

B = {z® 4+ y*> + 2% < R?}.

Equations for inverse cdf are

e 3p2 % sin @ %o 1
/ 2 dr = Ul,/ > =1— UQ,/ —_do.
0 R3 0 2 0 27'('

Thus we obtain

ro = R(U1)Y/3,cosg = 2Us — 1, ¢g = 27Us.
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Integral superposition method.

Generalization of the superposition method where the
target distribution F(x) can be represented as

k
Integral superposition method based on

pe(x) = /OO p(x,y)dy.

— 00

It is rarely used. It is useful when a density represented
as an integral.
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Integral superposition method.

Example. Let
pe(x) =n / N y e dy
1
use p(x,y) = pp(y)pe(x | y).
p(y) = /Ooop(ﬂv,y)olﬂlj =ny ", 1<y < oo,
pe(z|y) = p(z,y)/pp(y) =ye ™, 0 <z < oo,

= Ry =1-y " Fly)=1-"

—1/n In Us
== (U)"", £¢=—

—— g = —(Ul)l/n In Us.
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Exercise 3. Let X ~ F'(x) = 2",z € [0,1]. By inverse
method X = (U)Y™. Prove that X can be simulated
by X = max{Ui,...,U,}.

Exercise 4. Let X ~ (n): the density p,(x) =
(C(n)) tz"te™®, where n > 1 is integer. Prove that
foranynr.v. X canbegeneratedas X = —In(Uy---U,).

Exercise 5. Let X ~ B(n,p). Prove X = > " [p—
Ui]—l—; where [CC]_|_ =1 if x>0 and [x].,. =0 if z <O.

Exercise 6. Simulate X ~ F(z) = 1 — $(2¢™* +
e >*), z € (0,00) using inverse method.

Exercise 7. Simulate point P = (X,Y) uniformly
distributed in anel R? < z? + y? < R3.
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Exercise 8*. Energy of a neutron is considered as a
r.v. X € (0,00) with density

p(z) = ce */Tsh (b 2:13/T>,

where b,T" are parameters, and c¢ is normalising con-
stant ¢ = /2/me""/2(bT)~1. Prove that ¢ can be rep-

resented as
2
ng(g%;L—mU>,

where ( ~ N(0,1) and ¢,U are independent.
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Exercise 9. Suggest the simulation for the r.v.

X ~ F(t) = exp {—%t} exp {(72;‘)/277,

X C E — Ke_%"t )
K YK

where ¢, F,V, k,~v are parameters.

(1 _ e—v%mt) }
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