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Vaccines are safe and effective1. Humans cause global warm-
ing2. Evolution theory explains the diversity and change of 
life3. Although the majority of people take these robust results 

of scientific inquiry for granted, science deniers publicly oppose 
these results and spread misinformation. This evidently biases pub-
lic opinion4,5 and affects important decisions6. Historically, science 
denialism has persuaded people to turn down life-saving HIV/AIDS 
treatments7 or preventive measures such as vaccinations8, leading to 
distorted attitudes and years of severe illness and death.

Science denialism must not be confused with scepticism9–11. 
Scepticism towards scientific propositions is a crucial element of 
science itself. In fact, it functions as a driving force of scientific 
debates and increases the quality of new propositions via mecha-
nisms such as peer review and the replication of experimental 
research12. The common ground of this functional scepticism is the 
scientific ethos that scientists use data to update their prior beliefs 
regardless of the outcome. However, in contrast to functional scepti-
cism, science deniers accept evidence only if it confirms their prior 
beliefs—that usually contradict the scientific consensus13. This dys-
functional scepticism is driven by how the denier would like things 
to be rather than what he has evidence for, making science denial-
ism a motivated rejection of science14,15.

The scientific community ignored the question of how to effec-
tively counter arguments of science denialism for too long16,17 and 
now recognizes the urgent need for science advocates to publicly 
engage in debunking misinformation18. Advocates for science are 
spokespeople who follow scientific consensus and argue for the 
evidence-based position19, for example in the media. Researchers 
have now increased their efforts to focus on how advocates for 
science can inoculate individuals against misinformation before 
they encounter it20,21 and how misinformation can be corrected 
once individuals believe it22,23. A third option is to counter argu-
ments of denial at the very moment that they reach an audience; 
that is, rebutting deniers in public discussions24. We will focus on 
this third option.

Public discussions, for example on social media or as televised 
debates, are popular and persuasive25. Moreover, they allow scien-

tists to leave their ivory tower and contribute to opinion making. 
This seems increasingly important in an era where false news sto-
ries about science spread faster than true ones26. However, public 
discussions also entail risks for the discussants. Bad performance 
can, in the worst case, serve the opponent’s cause27. Moreover, back-
fire effects in attempts to debunk misconceptions23,28,29 lead us to 
question whether publicly rebutting misinformation is useful and 
successful. These backfire effects are most likely to be found among 
audiences whose prior beliefs or political ideologies are threatened 
by the advocate28,30. For example, attempts to correct misconcep-
tions about vaccination in an audience with low confidence in the 
safety of vaccination28 can ironically reinforce the misconception. 
The same effect occurred among US conservatives (who strongly 
object to governmental regulation regarding climate change) when 
there were attempts to debunk misinformation about climate 
change30; that is, when they received information that eventually 
might lead to regulation. This fear of governmental regulation has 
also been discussed as a cause for US conservatives distrusting sci-
entists on the topic of vaccination14. These risks make it difficult 
for science advocates to decide whether they should participate 
in a public discussion at all19, potentially leading to the absence of 
advocates for science from a discussion (henceforth referred to as 
‘advocate absent’).

Beyond the question of whether to attend the discussion at 
all, advocates for science around the globe lack empirical advice 
on how to respond to a science denier in a public discussion17,31. 
Persuasion psychology highlights three components that can deter-
mine whether persuasive attempts will be successful: characteristics 
of the receiver (for example, need for cognition32, persuasion knowl-
edge33), characteristics of the sender (for example, credibility34, like-
ability35) and message content and structure (for example, type of 
evidence36, message sidedness37). This study assesses which types 
of message content are effective for advocates when responding to 
science deniers in public discussions. Rebuttal messages can have 
two different goals. An advocate can aim to overwhelm the oppos-
ing position by providing support only for her own view or she can 
aim to refute the opposing position by attacking its plausibility and 
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explaining why it is wrong37,38. As there is theoretical support for 
both types of rebuttal messages, it is now necessary to introduce 
practical strategies regarding how to overwhelm or refute an oppos-
ing message in public debates about science31.

Advocates for science can respond to misinformation by sup-
porting the scientific standpoint with scientific facts, that is, topic 
rebuttal (Fig. 1). For example, when a denier argues that vaccines 
should be 100% safe, the advocate can provide evidence of the excel-
lent safety record. Thus, topic rebuttal provides guidance on how to 
overwhelm the denier’s opposition. Such a mere provision of facts 
has been criticized as insufficient to reduce the influence of misin-
formation because, inter alia, it lacks the important explanation of 
why the misinformation is wrong22.

Advice from the World Health Organization’s Regional Office 
for Europe (WHO/Euro) regarding how to handle science deniers 
in public antivaccination debates24,31 introduces a second strategy: 
technique rebuttal (uncovering the techniques of science denial). 
Previous research identified the major techniques of science denial-
ism (overview in Fig. 1) that are widely used across several domains 
of science denialism to make the appearance of a strong argument 
where there is none13,21. Unmasking these techniques will educate 
the audience about why arguments of denial are appealing but incor-
rect13,24,39. For example, when a denier argues that vaccines should 
be 100% safe, the advocate can uncover the technique of impossible 
expectations—because no medical product can ever guarantee 100% 
safety. The assumptions regarding the benefits of technique rebuttal 
are also in line with research about resistance to persuasion, which 
shows that individuals can better cope with persuasive attempts 
when they are aware of the techniques used on them33. Thus, tech-
nique rebuttal provides a strategy for refuting a denier’s position in 
public discussions about science. Figure 1 provides an example of 
topics and techniques frequently used in the area of vaccination; 
Supplementary Fig. 1 adapts the example to climate change.

Technique and topic rebuttal are not mutually exclusive; combin-
ing arguments yields a third possibility for responding to science 
deniers. In fact, the WHO/Euro approach24,31 claims that combin-
ing topic and technique rebuttal will make advocates for science 
most effective in mitigating the influence of a denier. Established  

dual-process theories of persuasion (elaboration likelihood model40; 
heuristic−systematic model35) suggest two potential reasons for 
why combining several arguments should be superior in limiting 
the denier’s influence on the audience. According to these models,  
persuasion is more likely when high-quality messages are provided, 
so long as the receiver has high motivation to process the informa-
tion. Given only limited motivation or ability, peripheral cues will 
guide persuasion (cues that point to the validity of arguments, such 
as the mere length of the argument). Thus, a combination of sev-
eral arguments might be more effective than single strategies, either 
because the combination increases the quality of the argument  
(central route) and/or because it contains more arguments and is  
longer (peripheral route)41. Despite the theoretical benefits of the com-
bination, the WHO/Euro guidance document also acknowledges the 
practical complexity of delivering a rebuttal message that covers both 
dimensions in a public debate24,31. Hence, it is important for advocates 
to know whether training in and use of the most complex strategy is 
justified by evidence or whether the less complex single strategies are 
sufficient to strengthen the evidence-based voice for science.

To provide empirical tests of the single and combined effective-
ness of the strategies in the specific context of public discussions 
about science denialism, we: examined whether a science denier 
influences the audience differently when followed by an advocate 
for science who uses either topic or technique rebuttal; assessed 
whether the combination of the rebuttal strategies is more effective 
than the single strategies; and analysed the potential damage when 
the advocate is absent and there is no reaction to the denial at all. 
Finally, we explored potential damage and backfire effects as a func-
tion of prior beliefs and political ideology.

In six online experiments (N = 1,773), we collected data on the 
attitude towards a behaviour favoured by science (Experiments 
1–4 and 6: vaccination; Experiment 5: taking action against climate 
change) and the intention to perform this behaviour before and 
after participants listened to or read a debate with a science denier. 
The selection of primary outcomes was based on previous research 
showing that the attitude towards a behaviour and the intention to 
perform the behaviour are major predictors of actual behaviour42.  
Furthermore, attitude change and resistance to change is the  
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The lack of safety is an important issue of the dysomeria vaccine. The side effects and risks of the vaccine are
incalculable. As a patient, you do not know how the body reacts to the vaccine before administration. Even if you feel
healthy immediately after the shot, harmful substances may have entered your body. Doctors cannot guarantee in
advance that there will not be any complications. In my opinion, you cannot expect any fellow citizen to vaccinate as
long as the vaccine is not 100% safe. Surely it is not too much to ask that a product that is injected into a healthy
human body is 100% safe.

Mr Miller demands 100% safety from the vaccine against dysomeria. In science, this argument is called ‘impossible
expectation’. It  is an impossible expectation because science can never guarantee 100% safety for any medical product,
neither for aspirin nor for heart surgery. Any treatment poses a residual risk of complications for patients either during
or after treatment. The scientific evidence is clear; the vaccine against dysomeria is a safe way to avoid the disease.
The risk of dysomeria by far exceeds the risk of vaccination. And please let me add the following regarding the safety
of the vaccine: we follow a very strict protocol to ensure the high quality of vaccines in the United States. This is also
demonstrated by the fact that every batch of the vaccine against dysomeria is constantly monitored and independently
screened by official control laboratories. Let us stay with the facts: the vaccine improves the health standard of all
individuals and that is why we recommend it for citizens of all ages.

Science denier: Mr Miller

Science advocate: Mr Smith

Fig. 1 | 5 × 5 matrix of rebutting science denialism in public discussions about vaccination. The abundance of arguments against vaccination is reduced 
to five recurring core topics (columns) and five typical strategies of science denialism (rows)24,31. The displayed dialogue represents a combination of 
technique and topic rebuttal as used in Experiment 4 and provides an example of the highlighted categories (safety, impossible expectations). Italics 
indicate the topic and underlined text indicates the technique of science denialism. The content is adapted to climate change in Experiment 5 and 
displayed in Supplementary Fig. 1.
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primary focus of research on persuasion43, which delivers the 
theoretical underpinnings of this work33. In Experiments 2–6 we 
explored potential moderators regarding the effectiveness of deni-
alism and rebuttal strategies (Experiments 2–4 and 6: individuals’ 
general confidence in the safety and effectiveness of vaccination; 
Experiments 4 and 6: US residents’ political ideology on a conserva-
tism–liberalism spectrum). This allowed the exploration of whether 
rebuttals that threaten an audience’s prior beliefs about a scientific 
measure or those that threaten an audience’s political ideology are 
more likely to backfire.

In all the experiments, participants first received an interview 
with a science denier. Participants were then randomly assigned to 
the following design, determining the rebuttal condition: 2 (topic 
rebuttal versus no topic rebuttal; between subjects) × 2 (technique 
rebuttal versus no technique rebuttal; between subjects) × 2 (time of 
measurement: before versus after the debate; within subjects) mixed 
design. Depending on the condition, a science advocate: was absent 
from the debate; responded to the denier by using topic rebuttal or 
technique rebuttal; or responded with a combination of both strate-
gies (Fig. 1 provides an example of the materials used in Experiments 
1–4 and 6). The first experiment was conducted among German 
university students. The experiment addressed vaccination and the 
debate was presented auditorially as a radio show. Following best 
practices in research44, we replicated the results of the first experi-
ment in more heterogeneous samples (Experiments 2 and 3), in a dif-
ferent language and political landscape (US: Experiments 4 and 6),  
in a different domain (climate change: Experiment 5) and in a different  

presentation format (written: Experiments 2–6). We preregistered 
Experiments 2−6 (see Methods). First, we analysed whether the 
denier influences the audience’s attitude towards and intention to 
perform the respective behaviour. Second, we analysed whether 
technique or topic rebuttal are effective strategies for reducing the 
denier’s influence and whether the combined strategy is more effec-
tive than the single strategies. Finally, we explored whether the 
influence of denialism and the effectiveness of rebuttal strategies are 
functions of the audience’s prior beliefs or political ideologies.

In the Results, we report an internal random effects meta-analy-
sis including all six experiments44,45. Effects in confirmatory analyses 
are presented as Hedges’ adjusted g (standardized mean differences) 
because the scales measuring attitude and intention differ depend-
ing on the domain (vaccination versus climate change). In explor-
atory subgroup analyses, the scales are identical between studies. 
Therefore, we report these results as absolute mean differences46. 
Attitudes and intentions from the single experiments are reported 
using the percentage of maximum possible scores of the original 
scales (POMP47), with higher values indicating a more positive 
attitude and higher intentions. Subgroup analyses on prior beliefs 
and political ideology are based on median splits for confidence in 
vaccination and conservatism. The Supplementary Results contain 
detailed results for each experiment.

Results
The results show that public discussions with a science denier 
have a damaging effect on the audience, as revealed by negative 
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Fig. 2 | Effects of denial and rebuttals on intention to perform a behaviour favoured by science. The y axes represent mean changes in intention to 
perform the behaviour (POMP values) and the x axes represent experimental conditions. The negative influence of the denier on the intention to perform 
the behaviour was weaker when rebuttal was used (except in Experiment 5). Applying topic or technique rebuttal, or a combination thereof, can decrease 
the influence of science denialism. Error bars represent 95% CIs. Dots indicate individual changes in the intentions of individual participants. Four 
conditions were tested: advocate absent, topic rebuttal, technique rebuttal and the combination of topic and technique rebuttal; these are shown from left 
to right on each graph.
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changes in attitudes (Supplementary Fig. 2) and intentions (Fig. 2): 
pre- and post-measures showed that the attitude towards a behav-
iour favoured by science and the intention to perform this behav-
iour were reduced by reading or listening to a discussion with a 
science denier (attitude: g = −0.32, 95% confidence interval (CI): 
−0.46, −0.17; intention: g = −0.21, 95% CI: −0.35, −0.08). When 
no advocate for science was present, the denier had the strongest 
effects compared with conditions where an advocate was present 
(attitude: g = 0.49, 95% CI: 0.37, 0.60; intention: g = 0.57, 95% CI: 
0.46, 0.68). The climate change experiment replicated the pattern 
of results of all previous experiments regarding attitude change (see 
Supplementary Fig. 2); that is, the denier caused a decreased atti-
tude towards acting against climate change. However, there was no 
evidence for a damaging effect of the denier on the intention to act 
against climate change (see Fig. 2).

Uncovering the techniques of science denial had a mitigat-
ing effect on the influence of the denier (Fig. 3); that is, the influ-
ence of the denier was decreased by technique rebuttal (attitude: 
g = 0.31, 95% CI: 0.22, 0.41; intention: g = 0.31, 95% CI: 0.20, 0.42). 
In line with previous findings21, these results empirically support 
the assumption that revealing denial techniques can decrease their 
influence13,24,39. The same pattern was obtained for presenting the 
facts in the discussion (Fig. 3): there was no evidence that topic 
rebuttal led to a backfire effect; instead, topic rebuttal reduced the 
denier’s influence on individuals’ intention (g = 0.33, 95% CI: 0.24, 
0.43) and attitude (attitude: g = 0.21, 95% CI: 0.04, 0.38).

Contrary to the assumptions of the dual-process models of per-
suasion35,40, the direct comparison of the single strategies and the 
combined strategy reveals no evidence of an additive benefit of the 
combination. Attitudes and intentions were similarly affected as in 
the technique or topic rebuttal conditions (attitude: g = 0.14, 95% CI: 
−0.04, 0.32; intention: g = 0.09, 95% CI: −0.02, 0.20; Fig. 4). There is 

also no evidence for a benefit of the combination when interaction 
effects are analysed (see Supplementary Table 1 for meta-analyses 
of the respective simple main effects). Thus, using either of the 
less complex single rebuttal strategies is sufficient to decrease the  
science denier’s influence.

Exploratory subgroup analyses support the notion of motivated 
rejection of science among certain audiences14,15, as a priori beliefs 
and political ideology moderated the effect of the science denier. 
The influence of the denier on an individual’s attitude was higher 
among individuals with low a  priori confidence in vaccination 
compared to individual’s with high confidence (Fig. 5d); the same 
effect occurred for intention (Fig. 5a). Likewise, the influence of the 
denier on an individual’s attitude (Fig. 6d) and intention (Fig. 6a) 
was stronger for conservatives than for liberals.

There is also evidence that technique rebuttal and topic rebuttal 
are especially valuable for mitigating the denier’s influence in these 
vulnerable subgroups. The moderator analyses presented in Fig. 6 
reveal that technique rebuttal reduces the influence of the denier for 
liberal and conservative participants, but the effect was especially 
strong for conservative participants (Fig. 6b,e; attitude as a function 
of political ideology: χ2 (degrees of freedom = 1) = 7.11, P = 0.008, 
I2 = 85.9%; intention: χ2(1) = 5.36, P = 0.020, I2 = 81.4%). The same 
effect partially occurs for prior beliefs (Fig. 5). The effect of tech-
nique rebuttal on the intention to get vaccinated was stronger for 
participants with low confidence in vaccines than for participants 
with high confidence (Fig. 5b; χ2(1) = 4.98, P = 0.030, I2 = 79.9%). 
However, evidence of this effect was absent for the attitude of individ-
uals towards vaccination. (Fig. 5e; χ2(1) = 2.90, P = 0.090, I2 = 65.6%).

For topic rebuttal, the same pattern occurred. Topic rebuttal 
reduced the impact of the denier on liberal and conservative par-
ticipants’ attitudes and intentions, yet the effect was stronger for  
conservative participants (Fig. 6c,f; attitude as a function of being 
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Fig. 3 | Technique rebuttal and topic rebuttal mitigate the influence of the science denier. a,b, Internal meta-analyses of changes in attitude (Experiments 
2–6; N = 1,661; a) and changes in intention (Experiments 1–6; N = 1,773; b) using random effects models. The y axes represent experiments and the x axes 
represent g (derived from comparisons of means of changes in attitude and intention from topic rebuttal versus no topic rebuttal (main effect of topic rebuttal) 
and technique rebuttal versus no technique rebuttal (main effect of technique rebuttal)). The sizes of the squares are proportional to the precision of the 
estimates. Error bars show 95% CIs. Diamonds show summary effects; the lateral points of each diamond indicate the 95% CI values for these estimates. The 
numbers in brackets show the values of the CIs. Heterogeneity of the presented results: ratio of between-studies variance to total variance (I2) = 0% (between-
studies variance Τ2 = 0) (a) and I2 = 11% (Τ2 < 0.01) (b) for technique rebuttal; and I2 = 57% (Τ2 = 0.02) (a) and I2 = 0% (Τ2 = 0) (b) for topic rebuttal.
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liberal versus conservative: χ2(1) = 10.45, P = 0.001, I2 = 90.4%; 
intention: χ2(1) = 8.88, P = 0.003, I2 = 88.7%). Again, for prior beliefs 
we found such a moderating effect only for the intention to vacci-
nate (Fig. 5c; χ2(1) = 4.70, P = 0.030, I2 = 78.7%); the attitude of par-
ticipants with high or low confidence was equally affected by topic 
rebuttal (Fig. 5f; χ2(1) = 2.09, P = 0.150, I2 = 52.1%). It is important 
to note that the moderating effects of conservatism are limited  
to US conservatism and evidence of moderating effects is absent in 
the German samples of Experiments 3 and 5 (see Supplementary 
Tables 2 and 3 for meta-analyses including German samples).

Altogether, the results do not support the backfire hypothesis in 
attempts to rebut science denial in public discussions. Instead, the 
results suggest that both topic and technique rebuttal as single strat-
egies or as a combined strategy can reduce the impact of a science 
denier. Moreover, it is especially beneficial to use rebuttal strategies 
among audiences whose prior beliefs or ideology render them par-
ticularly vulnerable to science deniers.

To explore psychological processes that may explain the effec-
tiveness of the rebuttal strategies in the single studies, we mea-
sured the perceived persuasiveness of the denier and advocate 
(Experiment 1), the perceived argument strength of the denier 
and advocate (Experiments 2 and 5) and participants’ persuasion 
knowledge (Experiment 3). However, none of the mediation analy-
ses revealed evidence of indirect effects of rebuttal on participants’ 
changes in intention and attitude via any of these mediators (see 
Supplementary Results for the results of single studies).

Sensitivity analyses were conducted for all confirmatory analyses. 
Controlling analyses for the following did not change the obtained 
meta-analytic patterns: individual knowledge about the behaviours; 
the relevance of radio and the internet as information sources, and 
sociodemographic data (see Supplementary Figs. 3 and 4); chang-
ing from random models to fixed models; changing the outcome 
from standardized mean differences to mean differences; dropping 
Experiment 5, which differed from all others with respect to domain 
(climate change); including all participants instead of excluding 
some according to the prespecified criteria; using estimated means 
of post-values controlled for pre-values rather than difference 
scores; and excluding statistical outliers from pre- and post-values 
based on median absolute deviation48. See Supplementary Tables 4 
and 5 for data from all adjusted meta-analyses.

Discussion
In the light of these findings we recommend that advocates for 
science train in topic and technique rebuttal. Both strategies were 
equally effective in mitigating the influence of science deniers in 

public debates. Advocates can choose which strategy they prefer, 
depending on their levels of expertise and confidence. For exam-
ple, a researcher in vaccinology may feel more confident rebutting 
misinformation with facts about the safety and effectiveness of vac-
cines, whereas a communication expert might choose to uncover 
the rhetorical technique used by the science denier. Thus, advocates 
for science do not need to premanufacture and practice the com-
bination of both strategies as there was no additional benefit from 
combining topic and technique rebuttal.

Still, being in a public debate with a science denier requires dili-
gent preparation. It may seem like an endless universe of potential 
misinformation that is difficult to anticipate. However, analyses 
revealed that most topic arguments fall into five core categories and 
that deniers use the same five techniques to make those arguments 
appealing (Fig. 1; ref. 24). Hence, if they implement only one strategy 
(topic or technique rebuttal), advocates need to prepare only five 
key messages that address the core topics or techniques. It is impor-
tant to note that we did not test all possible topics and techniques 
and that the effectiveness of the strategies may vary with specific 
topics and techniques. Nevertheless, training in technique rebuttal 
seems especially valuable as the techniques are the same across a 
broad range of scientific domains13,24, whereas the topics vary across 
domains (see Fig. 1 and Supplementary Fig. 1). Therefore, technique 
rebuttal is the more universal strategy in the fight against misinfor-
mation. Applying only one of the strategies may seem less complex; 
however, doing so successfully during an ongoing discussion will 
still require sufficient training. In recognition of this fact, the WHO 
already conducts training workshops to support advocates for vac-
cination in the European region49. Adapting such training to other 
regions and scientific domains should be considered.

The data presented here have a second important implication. 
Advocates for science do not need a well-disposed audience to 
effectively mitigate the influence of science denialism on the public. 
There is mixed evidence regarding whether presenting the facts is 
ineffective (or might even backfire) in audiences whose prior beliefs 
or political ideology are threatened by the correction20,28,30,50. We 
find no evidence of backfire effects when using conventional meth-
ods of topic rebuttal (presenting the facts) in the present experi-
ments. Moreover, there was no evidence that the effectiveness of this 
strategy was reduced by political ideology (Experiments 4 and 6)  
or prior beliefs (Experiments 2–4 and 6). In fact, audiences that 
were most vulnerable to messages of denial (individuals with low 
vaccine confidence and US conservatives) benefitted the most from 
topic and technique rebuttal. Thus, an advocate for science does not 
need to back off from audiences that are assumed to be difficult to 
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Fig. 4 | No evidence that the combination of topic and technique rebuttal is more effective than the single strategies. a,b, Internal meta-analyses of 
changes in attitude (Experiments 2–6; N = 1,266; a) and changes in intention (Experiments 1–6; N = 1,348; b) using random effects models. The y axes 
represent experiments and the x axes represent g (derived from comparisons of means of changes in attitude and intention from single strategies versus 
the combination of strategies). The sizes of the squares are proportional to the precision of the estimates. Error bars show 95% CIs. The diamonds show 
summary effects; the lateral points of each diamond indicate 95% CI values for these estimates. The numbers in brackets show the values of the CIs. 
Heterogeneity of the presented results: I2 = 46% (Τ2 = 0.02) (a) and I2 = 0% (Τ2 = 0) (b).
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convince: being present and rebutting science denial still makes a 
positive difference.

However, the absence of an advocate from the debate can have 
negative effects on important determinants of behaviour (attitude, 
intention42), as shown in the present experiments. We acknowledge 
that in some situations contextual factors may still force the advo-
cate to avoid participation (for example, the format of the discussion 
is not serious or personal safety is at risk31). However, with regard to 
the effectiveness of messages in conventional contexts, not turning 
up at the discussion at all seems to result in the worst effect. There 
may be one exception to this: if the advocate’s refusal to take part in 
a debate about scientific facts leads to its cancellation, this outcome 
should be preferred21,51 so as to avoid a negative impact on the audi-
ence. Also, as can be seen in five of the six experiments (Fig. 2), 
the debate usually had an overall negative impact on attitudes and 
intentions even though an advocate for science was present.

In relation to this, a third general take-home message is that advo-
cates who take part in debates should not expect too much for their 
efforts. Therefore, facing deniers in public debates can be only one 
building block in the concerted effort to fight misinformation. Other 
recent approaches try to fight misinformation by pre-emptively 
providing laypeople with the ability to identify false information 
themselves20,21,52. For example, in a study conducted with Ugandan 
primary school children, researchers taught 10- to 12-yr-olds  

how to separate misconceptions about health treatments from facts52.  
Such educative approaches are in line with psychological research 
that attempts to inoculate individuals against misinformation20,21. 
The goal of inoculation is to make individuals aware of the argu-
ments of denial before the actual information is obtained and to 
provide them with the ability to come up with counter arguments. 
An inoculated audience may be less susceptible to the arguments of 
deniers and the effects shown in the present experiments may be 
weaker in such an audience.

The presented studies have some limitations. In all the experi-
ments, we collected data on individuals’ intention to perform a 
behaviour rather than the actual behaviour. Research about the 
intention–behaviour gap53 highlights that a behavioural intention 
does not necessarily translate into actual behaviour. Several practi-
cal or environmental barriers can hinder vaccination and actions 
against climate change despite individuals’ high intentions to per-
form these behaviours. Moreover, we do not know whether the 
attitudes and behavioural intentions expressed in the experiments 
remain stable after a longer period of time. The presented meta-
analyses report the short-term effectiveness of rebuttal, immedi-
ately after the public discussion. Therefore, we cannot estimate  
the effectiveness of the discussed strategies over time or after 
repeated exposure to science denial. Longitudinal studies should 
address this question.
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Fig. 5 | Effect of confidence in vaccination on changes in attitude and intention. a,d, The influence of the debate is stronger on audiences with low 
(versus high) confidence in vaccination when the advocate is absent (changes in intention (a); changes in attitude (d)). b,c,e,f, Rebuttal strategies are 
more beneficial for participants with low confidence than with high confidence (changes in intention: technique rebuttal (b), topic rebuttal (c); changes in 
attitude: technique rebuttal (e), topic rebuttal (f)). The y axes represent experiments and the x axes absolute mean differences. The sizes of the squares are 
proportional to the precision of the estimates. Error bars show 95% CIs. Diamonds show summary effects; the lateral points of each diamond indicate 95% 
CI values for these estimates. Numbers in brackets show the values of CIs.
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All experiments were conducted online. This media channel 
represents a natural habitat of misinformation and public debate. 
However, it may also lead to an underestimation of effects com-
pared to laboratory experiments because participants are more eas-
ily distracted from instructions and stimulus materials. Following 
the elaboration likelihood model40, distractions impair the ability 
to process strong arguments. Distracted individuals could be per-
suaded by peripheral cues rather than the content of the argument. 
We therefore included two attention checks54 in Experiment 4 to 
assess whether participants were able to process the varying content 
of the arguments presented in that experiment (see Supplementary 
Information for an explanation). Encouragingly, 94% of the par-
ticipants passed both checks and we therefore assume a highly 
attentive sample. Generally speaking, it cannot be expected that 
the entire audience of a public discussion is equally motivated or 
capable of processing strong arguments. Whether peripheral cues 
(for example, celebrity status of the science advocate) could facili-
tate rebuttal strategies by drawing the attention of an unmotivated 
or distracted audience to the content of arguments remains an 
important question.

All moderator analyses were explorative rather than confirma-
tory. Furthermore, a priori statistical power analyses were based on 
the size of expected main effects rather than interaction effects of 
moderation. Therefore, the results of subgroup analyses should be 
treated as only suggestive.

The spread of misinformation among the public has become 
one of the major challenges of the scientific community. The pub-
lic speak about a post-truth era6 and even the US Environmental 
Protection Agency has been feared to adopt techniques of science 
denialism55. Despite these alarming developments, researchers 
have proved capable of detecting: patterns of science denialism 
in history16; the underlying motivations for the rejection of sci-
ence14,15; and the spread of the deniers’ false claims in media chan-
nels26. This has led researchers to better understand and respond 
by inoculating the public against misinformation20,21 and debunk-
ing misconceptions22. With the introduction of rebuttal strategies, 
the present study adds another tool for effectively mitigating the 
influence of denial.

Methods
All experiments conform to the ethical principles for psychological research 
provided by the German Research Foundation. The research was exempt from 
the requirement for ethical approval by the Institutional Review Board of the 
University of Erfurt as it is negligible-risk research and involves only non-
identifiable data about human beings. Participants gave their informed consent and 
could quit the experiments at any time. All participants received a debriefing after 
the experiment and the option to contact researchers for further information.

In total, N = 2,202 completed the experiments and N = 1,773 (Experiment 1: 
n = 112; Experiment 2: n = 164; Experiment 3: n = 201; Experiment 4: n = 227; 
Experiment 5: n = 148; Experiment 6: n = 921) were found to be eligible for 
further analyses (see exclusion criteria below). No statistical methods were used to 
predetermine the sample size of Experiment 1. The samples sizes of Experiments 
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Fig. 6 | Effect of political ideology on changes in attitude and intention. a,d, The influence of the debate is stronger on US conservative (versus liberal) 
audiences when the advocate is absent (changes in intention (a); changes in attitude (d)). b,c,e,f, In the US samples, rebuttal strategies were more 
beneficial for conservative participants than for liberal participants (changes in intention: technique rebuttal (b), topic rebuttal (c); changes in attitude: 
technique rebuttal (e), topic rebuttal (f)). The y axes represent experiments and the x axes absolute mean differences. The sizes of the squares are 
proportional to the precision of the estimates. Error bars show 95% CIs. The diamonds show summary effects; the lateral points of each diamond indicate 
95% CI values for these estimates. Numbers in brackets show the values of CIs.
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2−5 were predetermined using power analyses to provide at least 0.80 power 
to detect a medium effect of Cohen’s f (standard deviation of standardized 
means) = 0.25 in an analysis of variance (ANOVA) with four groups. As a result of 
the meta-analyses of Experiments 1−5, we adjusted our assumption for the effect 
sizes of Experiment 6. Thus, the sample size of Experiment 6 was predetermined 
using a power analysis to provide at least 0.80 power to detect a small effect of 
f = 0.10, for all confirmatory analyses. Deviations from the preregistered sample 
sizes are due to the fact that: more (Experiments 2, 5 and 6) or fewer individuals 
(Experiment 4) than expected met the preregistered exclusion criteria or the 
recruiting agency invited more individuals than planned (Experiment 3). For the 
demographics of the samples see the Supplementary Methods. All preregistration 
protocols are available at aspredicted.org (Experiment 2: https://aspredicted.
org/3hv7m.pdf; Experiment 3: https://aspredicted.org/ve6hv.pdf; Experiment 4: 
https://aspredicted.org/bf9qe.pdf; Experiment 5: https://aspredicted.org/ce2am.pdf; 
Experiment 6: https://aspredicted.org/ij55n.pdf).

Participants under 18 years of age were screened out at the beginning of all 
experiments. The following exclusion criteria were preregistered for Experiments 
2–6: participants were excluded if they did not finish the experiment; if the 
duration of participation exceeded 30 min or fell below 5 min (Experiment 
5: 3 min); and if they failed to answer a simple attention check question. All 
exclusion criteria were applied to increase the quality of the responses in online 
experiments. The attention check for all experiments was a single choice question 
about the content of the discussion that they had read or heard depending on 
the experiment (see Supplementary Table 6 for the wording). The attention 
check was not preregistered in Experiment 5 by mistake. We still applied this 
exclusion criterion to align the quality of the results with those of the previous 
four experiments. We also applied these exclusion criteria to Experiment 1. Thus, 
we excluded the following numbers of participants from further analyses: n = 13 
for Experiment 1, n = 42 for Experiment 2, n = 60 for Experiment 3, n = 29 for 
Experiment 4, n = 69 for Experiment 5 and n = 216 for Experiment 6. A sensitivity 
analysis tested the robustness of the results keeping all previously excluded 
participants in the analyses.

All experiments were conducted online using an Enterprise Feedback Suite 
survey by Questback56. Participants received invitations via different recruiting 
systems and received compensation that varied depending on the experiment 
(see the Supplementary Methods). All experiments used a similar procedure. 
First, participants were randomly assigned to one of the four rebuttal conditions 
(advocate absent, topic only, technique only, combination of topic and technique). 
All participants were asked to read or listen to two vignettes from an audiotaped 
or written radio discussion. The vignettes presented a radio discussion with a 
science denier who argued against a behaviour favoured by science (vaccination: 
Experiments 1–4 and 6; taking action against climate change: Experiment 5). 
The two vignettes presented two different arguments from the denier. In all the 
experiments in the domain of vaccination, the denier used the topic and technique 
combination of safety and impossible expectation in the first vignette (see Fig. 1 for 
the specific argument) and the combination of trust and conspiracy in the second 
vignette (see ref. 57 for all stimuli). In Experiment 5 (climate change) the denier 
used the combination of consequence and selectivity (see Supplementary Fig. 1 
for the specific argument) in the first vignette and consequence and fake expert in 
the second vignette57. Depending on the condition, the science advocate was either 
absent from the debate (no topic and no technique rebuttal condition) or present 
at the discussion (remaining three conditions). Conditions including a science 
advocate differed regarding the rebuttal of the denier. The advocate corrected the 
facts about the topic, uncovered the technique of the denier or used a combination 
of both methods (see Fig. 1 and Supplementary Fig. 1 for examples and ref. 57 
for all stimuli). Before the discussion, all participants indicated their attitude 
towards the evidence-based behaviour under discussion and their intention to 
perform that behaviour (see Supplementary Table 6 for scales, reliability scores 
and references of all items). Participants indicated their attitude and intention a 
second time after they read or listened to the discussion. In addition, we collected 
US residents’ political ideology (Experiments 4 and 6) and general confidence in 
vaccination (Experiments 2–4 and 6). Changes in the intentions and attitudes for 
single experiments (post/pre) are reported in Fig. 2 using the POMP scores47 of the 
original scale, with higher values indicating a greater intention and a more positive 
attitude. Using POMP values allows for easy interpretation of model parameters 
as each variable in the models ranges from 0–100 after the POMP transformation 
(changes in intention and attitude can be positive or negative, leading to a range of 
−100 to 100 after the POMP transformation). An increase of one unit on a POMP 
scale can be translated into an increase of 1% of the maximum possible score of 
the original scale. For example, a decrease in the attitude towards vaccination by 
20 units (%) of the POMP scale would translate into a decrease of one point (20%) 
on the original five-point scale. In the forest plots, values of political ideology 
and confidence are reported as low and high (based on median splits) to report 
rebuttal strategies as a function of these moderating variables. Median values for 
both moderators were identical in both studies (confidence: median = 75 (low < 75; 
high ≥ 75); US conservatism: median = 37.5 (liberal ≤ 37.5; conservative > 7.5)). 
Contrary to the preregistered protocol of Experiment 6, we used the median  
rather than predetermined categories to define subgroups for explorative analyses. 
The predetermined categories resulted in highly unbalanced group sizes.  

The median was used to reduce this bias. Data describing moderator variables and 
dependent variables are provided in the Supplementary Information. In addition 
to these moderator variables and dependent measures, in some experiments we 
collected data on potential mediator variables, control variables (knowledge, source 
relevance, gender, age, education) and additional variables for explorative reasons. 
Supplementary Table 6 presents the full list of assessed variables.

In all the experiments, we used repeated measurements ANOVAs to analyse 
the influence of the denier and the effectiveness of topic rebuttal and technique 
rebuttal to mitigate the influence. In Experiments 2, 3 and 5, ANOVAs on 
difference scores rather than repeated measures ANOVAs were preregistered. 
Both approaches led to identical results. However, we chose to report the repeated 
measures ANOVAs preregistered in Experiments 4 and 6 for all experiments 
because they reveal the influence of the denier on individuals’ attitudes and  
intentions and the effectiveness of the rebuttal approaches in a single test.  
To compare the effectiveness of any kind of rebuttal we used a planned contrast  
to compare the three rebuttal conditions with the advocate absent condition 
(advocate absent versus any kind of rebuttal: −3 1 1 1). A second planned contrast  
assessed the effectiveness of the combination of topic and technique rebuttal 
compared to the single strategies (single strategies versus combined strategy:  
0 −1 −1 2). The contrast analyses were not specified in the preregistration 
protocols of Experiments 2 and 3. All ANOVA results of single experiments are 
reported in the Supplementary Information.

As recommended44,45, we report and derive our conclusions using an 
internal random effects meta-analysis including all six experiments in the main 
manuscript. The effects in confirmatory analyses are presented as Hedges’ adjusted 
g (standardized mean differences), because the scales measuring attitude and 
intention differ between studies. In explorative subgroup analyses, the scales to 
measure attitude and intention are identical between studies. In these analyses, 
we report the results in absolute mean differences46. Meta-analyses of interaction 
effects of subgroups by experimental conditions (moderator analyses) are based 
on Cochran’s Q test and a Higgin’s I2 threshold of 50%58. Calculations of statistical 
power for the confirmatory meta-analyses are reported in the Supplementary 
Information. The participants of all experiments were blinded to group allocation. 
Owing to the automatic randomization mechanism, the investigators were blind 
to the group allocation process. The analyses were not performed blind to the 
conditions of the experiments.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
The data supporting the findings of this study are available from the Open Science 
Framework (https://doi.org/10.17605/OSF.IO/XX2KT)57.

Code availability
The syntax used to analyse the datasets in this study is available from the Open 
Science Framework (https://doi.org/10.17605/OSF.IO/XX2KT)57.
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in reporting. For further information on Nature Research policies, see Authors & Referees and the Editorial Policy Checklist.

Statistical parameters
When statistical analyses are reported, confirm that the following items are present in the relevant location (e.g. figure legend, table legend, main 
text, or Methods section).

n/a Confirmed

The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

An indication of whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided 
Only common tests should be described solely by name; describe more complex techniques in the Methods section.

A description of all covariates tested

A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

A full description of the statistics including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) AND 
variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Clearly defined error bars 
State explicitly what error bars represent (e.g. SD, SE, CI)

Our web collection on statistics for biologists may be useful.

Software and code
Policy information about availability of computer code

Data collection Data of all experiments in the study were collected using the web-based Enterprise Feedback Suite (EFS) by Questback. 

Data analysis For data analysis of single studies (Supplementary Information), we used IBM SPSS 23 for Mac OS X. For analysis of meta results and 
forest plots (manuscript) we used review manager 5.3 from the Cochrane Collaboration. In addition we used Meta Essentials to calculate 
meta effect-sizes of repeated measures. For bar and dot plots (manuscript and supplement) we used the R-package ggplot2. For a-priori 
statistical power analysis we used G*Power 3.1.9.2 (Experiment 1 and Experiment 2) and 3.1.9.3 (Experiment 3, 4, 5 and 6) for Mac OS X. 
Statistical power for meta-analyses were calculated using the R-Script by Tiebel.

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors/reviewers 
upon request. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Research guidelines for submitting code & software for further information.
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Data
Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable: 
- Accession codes, unique identifiers, or web links for publicly available datasets 
- A list of figures that have associated raw data 
- A description of any restrictions on data availability

The data supporting the findings of this study are available from the Open Science Framework with the identifier doi: 10.17605/OSF.IO/XX2KT57.  

Field-specific reporting
Please select the best fit for your research. If you are not sure, read the appropriate sections before making your selection.

Life sciences Behavioural & social sciences  Ecological, evolutionary & environmental sciences

For a reference copy of the document with all sections, see nature.com/authors/policies/ReportingSummary-flat.pdf

Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description All experiments in the study are quantitative experimental. 

Research sample Experiment 1: University of Erfurt undergraduates. (Age: Mean = 22.81, Standard Deviation = 4.10; Gender: 84% female; Education: 99% 
reported a university entrance diploma or a higher education; Nationality: German)*. Reason for sample selection: Pilot experiment.  
 
Experiment 2: Participants from panel survey company. Representative of the general German population with regard to age, gender and 
education. (Age: M = 49.58, SD = 14.70; Gender: 54% female; Education: 40% reported a university entrance diploma or a higher 
education; Nationality: German)*. Reason for sample selection: Replication in a more heterogeneous, non-student sample.  
 
Experiment 3: Participants from panel survey company. (Age: M = 50.90, SD = 15.90; Gender: 55% female; Education: 42% reported a 
university entrance diploma or a higher education; Nationality: German)*. Reason for sample selection: Replication in a more 
heterogeneous, non-student sample.  
 
Experiment 4: Amazon Mechanical Turk Worker. (Age: M = 39.43, SD = 12.02; Gender: 47% female; Education: 74% reported an 
associate’s degree or a higher education; Nationality: US-citizen)*. Reason for sample selection: Replication in a heterogeneous, English-
speaking sample.  
 
Experiment 5: University of Erfurt undergraduates. (Age: M = 29.14, SD = 12.08; Gender: 62% female; Education: 87% reported a 
university entrance diploma or a higher education; Nationality: German)*. Reason for sample selection: Replication of Experiment 1 in a 
similar sample but different subject domain. 
 
Experiment 6: Amazon Mechanical Turk Worker. (Age: M = 36.81, SD = 10.92; Gender: 46% female; Education: 71% reported an 
associate’s degree or a higher education; Nationality: US-citizen)*. Reason for sample selection: Replication in a sample of US residents.  
 
*All demographic data are provided for final samples after application of exclusion criteria (see below).

Sampling strategy Experiment 1: Convenience sampling procedure.    
 
Experiment 2: Quota (by age, gender and education of the German general population) sampling procedure; preregistered sample size 
based on a priori statistical power calculations (Power = 0,8) for all analyses. See https://aspredicted.org/3hv7m.pdf for preregistration 
files.  
 
Experiment 3: Quota (by age, gender and education of the German general population) sampling procedure; preregistered sample size 
based on a priori statistical power calculations (Power = 0,8) for all analyses. See https://aspredicted.org/ve6hv.pdf for preregistration 
files.  
 
Experiment 4: Convenience sampling procedure; preregistered sample size based on a priori statistical power calculations (Power = 0,95) 
for all analyses. See https://aspredicted.org/bf9qe.pdf for preregistration files.  
 
Experiment 5: Convenience sampling procedure; preregistered sample size based on a priori statistical power calculations (Power = 0,8) 
for all analyses. See https://aspredicted.org/ce2am.pdf for preregistration files.    
 
Experiment 6: Convenience sampling procedure; preregistered sample size based on a priori statistical power calculations (Power = 0,8) 
for all analyses. See https://aspredicted.org/ij55n.pdf for preregistration files. 

Data collection Data of all experiments in the study were collected using the web-based Enterprise Feedback Suite (EFS) by Questback. Data was stored 

Content courtesy of Springer Nature, terms of use apply. Rights reserved



3

nature research  |  reporting sum
m

ary
April 2018

Data collection and analyzed on a computer. Owing to the automatic randomization mechanism (see below), the investigators were blind to the group 
allocation process.

Timing Experiment 1: 11.03.2016 - 08.04.2016 
Experiment 2: 07.04.2017 - 19.04.2017 
Experiment 3: 15.09.2017 - 16.10.2017 
Experiment 4: 09.04.2018 - 13.04.2018 
Experiment 5: 05.07.2017 - 31.07.2017 
Experiment 6: 27.11.2018 - 29.11.2018

Data exclusions Participants under the age of 18 were screened out at the beginning of all experiments. The following exclusion criteria were 
preregistered for Experiments 2–6: Participants were excluded when they did not finish the experiment, when the duration of 
participation exceeded 30 minutes or fell below five minutes (Experiment 5: three minutes) and when participants failed to answer a 
simple attention check. All exclusion criteria were applied to increase quality of responses in online experiments. The attention check for 
all experiments was a single choice question about the content of the discussion that they had read or heard depending on the 
experiment (see Supplementary Table 6 for wording). The attention check was not preregistered in Experiment 5 by mistake. We still 
applied this exclusion criterion to align the quality of results with those of the previous four experiments. We also applied these exclusion 
criteria to Experiment 1. 

Non-participation Experiment 1: N = 202 participants clicked on the link of the study, 168 proceeded after the introduction page and 125 finished the 
experiment. The exclusion of 13 participants due to the exclusion criteria (see above) resulted in a sample size of n = 112 for all analyses.  
 
Experiment 2: N = 260 participants clicked on the link of the study, 238 proceeded after the introduction page and 206 finished the 
experiment. The exclusion of 42 participants due to the exclusion criteria (see above) results in a sample size of n = 164 for all analyses.  
 
Experiment 3: N = 383 clicked on the link of the study, 333 proceeded after the introduction page and 261 finished the experiment. The 
exclusion of 60 participants due to the exclusion criteria (see above) results in a sample size of n = 201 for all analyses.  
 
Experiment 4: N = 345 clicked on the link of the study, 276 proceeded after the introduction page and 256 finished the experiment. The 
exclusion of 29 participants due to the exclusion criteria (see above) results in a sample size of n = 227 for all analyses. 
 
Experiment 5: N = 1,149 clicked on the link of the study, 339 proceeded after the introduction page and 217 finished the experiment. The 
exclusion of 69 participants due to the exclusion criteria (see above) results in a sample size of n = 148 for all analyses.  
 
Experiment 6: N = 2105 clicked on the link of the study, 1416 proceeded after the introduction page and 1137 finished the experiment. 
The exclusion of 216 participants due to the exclusion criteria (see above) results in a sample size of n = 921 for all analyses.

Randomization Participants of all experiments in the study were randomly allocated to one out of four experimental conditions. An automatic 
randomization mechanism provided by the Enterprise Feedback Suite (see above) was used for randomization. At the start of the study 
the software randomly selected which rebuttal information was to be communicated to participants. 

Reporting for specific materials, systems and methods

Materials & experimental systems
n/a Involved in the study

Unique biological materials

Antibodies

Eukaryotic cell lines

Palaeontology

Animals and other organisms

Human research participants

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Human research participants
Policy information about studies involving human research participants

Population characteristics see above

Recruitment Participants were recruited via Email (Experiment 1 and 5) or via a direct link to the study provided by Amazons Mechanical Turk 
(Experiment 4 and 6), the survey company Norstat (Experiment 2 and 3) or social media (Experiment 5). All experiments were 
conducted online. Participation was a voluntary decision and participants could quit the survey at any time. Therefore, 
individuals intrinsically interested in the topic of the survey could have been more willing to finalize the study. We tried to 
reduce this potential bias with adequate compensation of participants. Moreover, it could be assumed that highly educated 
people are more willing to participate in surveys about the topic of this study (vaccination, climate change). We addressed this 
potential bias with samples representative of the German general population with regard to education (Experiment 2 and 3). 
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