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PREFACE TO THE SECOND EDITION

THE ROUTE by which I came to write Perception and Misperception was not
straightforward. I did not start out to become a political psychologist, but
rather approached the field as a critic of one aspect of it for reasons that go back
much earlier. From my childhood, I was interested in international politics, or
at least the international politics of the period, which was the Cold War. The
central question was how to avoid the twin dangers of nuclear war and Soviet
encroachment on American security and values.! (Of course whether or not
there was such a Soviet threat, which most of us took for granted, was hotly de-
bated later and remains so.) Skipping ahead ten years, in college I came across
Thomas Schelling’s Strategy of Conflict and Glenn Snyder’s Deterrence and
Defense,? which I found to be enormously exciting and intellectually stimulat-
ing. They gave me many of the tools that I have used throughout my career.
Although these works do not figure heavily in Perception and Mispercep-
tion, they bolstered my interest in the theory and practice of deterrence. As a
budding proponent,® I also followed the work of its critics, who argued that
deterrence was fundamentally flawed and was a cause of the Cold War and
the danger of a nuclear holocaust. Although advocates of this view could be
found in several disciplines, they drew heavily upon psychology.* They argued
that the American policy produced a self-fulfilling prophecy: the United States
misperceived the Soviet Union as aggressive and, by acting on this belief, led
the Soviets in turn to view the United States as a grave threat, to build up their
own forces, and to take every opportunity to press for a retraction of American
power. The Cold War then was a security dilemma in which each side’s efforts
to make itself more secure had the unintended effect of making the other less

' For how I got there, see Nicholas Wheeler, “Interview with Robert Jervis,” International
Relations 28 (December 2014), 479-504; my interview with Thierry Balzacq, “Logics of Mind
and International System: A Journey with Robert Jervis,” Review of International Studies 30 (Oc-
tober 2004), 559-82; interview with Harry Kreisler at the University of California at Berkeley:
http://conversations.berkeley.edu/content/robert-jervis

2 Thomas Schelling, Strategy of Conflict (Cambridge, Mass.: Harvard University Press,
1960); Glenn Snyder, Deterrence and Defense (Princeton: Princeton University Press, 1961).

3 Of course within this school of thought there were vigorous debates, which I later partici-
pated in: The Illogic of American Nuclear Strategy (Ithaca: Cornell University Press, 1984); The
Nuclear Revolution (Ithaca: Cornell University Press, 1989).

4 Perhaps the best was Charles Osgood, An Alternative to War or Surrender (Urbana: Univer-
sity of Illinois Press, 1962); also see Amitai Etzioni, The Hard Way to Peace (New York: Collier
Books, 1962); Committee on Social Issues, Psychiatric Aspects of the Prevention of Nuclear War,
report no. 57 (New York: Group for the Advancement of Psychiatry, 1964).



xiv—~Preface to the Second Edition

secure, compounded if not caused by each side’s misperception of the other.’
But while I thought that the critics were naive about Soviet intentions,® and
believed that they underestimated the extent to which George Kennan was cor-
rect to see that the sources of Soviet conduct were internal to the Soviet Union
and not a response to what the United States and its allies had done,” 1 also
concluded that these scholars were quite correct that deterrence theorists and
policymakers had assumed rather than demonstrated Soviet hostility. For the
development of theory, this made good sense, because one has to start some-
where, and although deterrence theorists were deeply concerned with policy
and their ideas grew out of deep engagement with specific policy issues,® as
theorists they were justified in making founding assumptions, including those
about the nature of the actors and their intentions. But at minimum deterrence
proponents should have clearly stated that this was their assumption. For poli-
cymakers, of course, the question was even more important since they had
to (or should have had to) think about the possibility that their policies were
deepening if not creating dangers to the country and the world.

WHY STUDY PERCEPTION?

It also became clear to me that the debate between the proponents and critics
of deterrence theory had been incorrectly framed. The former did not deny that
threats could backfire if they were levied against states whose primary moti-
vation was to gain security, and the latter agreed that threats and force were

5 Idiscussed the disagreement in terms of deterrence theory and spiral model in Chapter 3 of
Perception and Misperception. Whether, to what extent, and in what way the Cold War was a secu-
rity dilemma remains a focus of my interest: see Jervis, “Was the Cold War a Security Dilemma?”
Journal of Cold War Studies 3 (Winter 2000), 39-60. Building on the general idea of the security
dilemma as distinct from its possible application to the Cold War, I later explored the conditions
and policies that could ameliorate it: Jervis, “Cooperation under the Security Dilemma,” World
Politics 30 (January 1978), 167-214.

¢ The notion of intentions is quite slippery. I explored it, not entirely adequately, on pp. 48-57
of Perception and Misperception. Charles Glaser argues that we should focus on states’ motives
rather than intentions: “The Security Dilemma Revisited,” World Politics 50 (October 1997), 171—
201. In fact, my definition of intentions comes quite close to his definition of motives, but I think
Glaser is right that for many purposes it is important to separate the two. A state might be planning
an expansionist move, but for both theory and policy it matters a great deal whether the driving
motive is the quest for domination (or for other goals that are antithetical to the interests and secu-
rity of others) or whether it is mostly seeking security.

7 George Kennan, writing at the time as “X”, “The Sources of Soviet Conduct,” Foreign Af-
fairs 25 (July 1947), pp. 566-82.

8 I have provided evidence for the assertion and explored its implications in “Security Stud-
ies: Ideas, Policy, and Politics,” in Edward Mansfield and Richard Sisson, eds., The Evolution
of Political Knowledge: Democracy, Autonomy, and Conflict in Comparative and International
Politics (Columbus: Ohio State University Press, 2004), pp. 100-126.
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appropriate when faced by an aggressor. So what at first glance seemed to be
a disagreement about the general efficacy of deterrence really was a disagree-
ment about the nature of the Soviet Union, its goals and risk-taking propensity,
how it could be influenced, and how it perceived the United States. What were
the sources of Soviet conduct, and what were the sources of the American
perception of them? Partly because I believed that American policy was es-
sentially correct and partly because exploring why the United States perceived
the USSR as it did would have required access to documents and deliberations
that were then secret (and judgments about the accuracy of the perceptions
would turn on Soviet records that were even less accessible), I did not go down
this path.’

Instead I took off from the fact that most international relations (IR) schol-
ars had ignored the general question of how states perceived each other and,
despite a concentration on issues of national security, had paid little attention to
the more specific topic of when and why threats are perceived. This was quite
striking because at this time (in the 1950s and 1960s) the consensus among his-
torians was that misperceptions were a central cause of both world wars. Brit-
ish leaders had exaggerated the threat from Wilhelmine Germany and failed to
see the extent to which their own behavior in aligning with France and Russia
had contributed to German insecurity, and the counterproductive appeasement
policies of the 1930s were based on the faulty belief that Hitler could be con-
ciliated, a view that was partly rooted in the British reading of World War 1
as an unnecessary conflict.!® Given this history, the importance of the Munich
analogy to postwar American foreign policy, and the obvious possibility that
perceptions of others’ intentions could be wrong, it would seem obvious that
both the policy and academic communities would have been seized by the
question of how states perceived others, what the most common sources of
error were, and how we could do better. In fact, although there were vigorous

®  Of course the availability of documents would not end the disputes, which continue to rage
furiously, although more productively. We should not be surprised at this: although documents
can settle particular disputes, such as whether Stalin authorized the start of the Korean War, the
can rarely settle the broader disputes about motives, intentions, and the sources of behavior and
images of the adversary.

1% As I was writing Perception and Misperception the historical consensus started to change
in response to the research on German foreign policy by Fritz Fischer and others who argued that
domestic pressure led to German expansionism: see, for example, Fischer, Germany s Aims in the
First World War (New York: Norton, 1967) and Fischer, War of Illusions: German Policies from
1911 to 1914 (New York: Norton, 1975). Although some scholars dissent from the consensus that
Hitler was aggressive and could not have been appeased, the more interesting argument is whether
British leaders, and especially Prime Minister Neville Chamberlain, appeased him because of
misperception or whether they were seeking to buy time in order to deter or defeat him: see, for
example, Christopher Layne, “Security Studies and the Use of History: Neville Chamberlain’s
Grand Strategy Revisited,” Security Studies 17 (July 2008), 397-437, and Norrin Ripsman and
Jack Levy, “Wishful Thinking or Buying Time? The Logic of British Appeasement in the 1930s,”
International Security 33 (Fall 2008), 148-81.
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disputes about the Soviet Union and its foreign policy, little attention was
paid to the general questions of how adversaries were perceived. Historians,
of course, looked at this in particular cases, but these treatments were highly
context-specific and IR scholars generally stayed on the sidelines.!! Even now
threat perception remains understudied.'?

Planning to approach that subject indirectly, I decided to focus on the more
general analysis of perception and misperception.”* In keeping with Albert
Hirschman’s “principle of the Hiding Hand,” this was a venture of such scope
that I would not have started on it had I realized how much territory I would
have to cover.'* I had no training in psychology, and my knowledge of diplo-
matic history was limited. Indeed, I got through much of the first draft of the

' A partial exception was the work of Robert North and his colleagues at Stanford who used

content analysis to examine British perceptions in the run-up to World War I: Ole Holsti, Robert
North, and Richard Brody, “Perception and Action in the 1914 Crisis,” in J. David Singer, ed.,
Human Behavior and International Politics (Chicago: Rand McNally, 1965), p. 153; Ole Holsti
and Robert North, “The History of Human Conflict,” in Elton McNeil, ed., The Nature of Human
Conflict (Englewood Cliffs, N.J.: Prentice-Hall, 1965), p. 163. But they focused on the outbreak of
the war, not the sources of the perception that Germany was a menace. My first publications were
critical of this work, which I had read at the beginning of my research on misperception: “Reply
to Professor North,” International Studies Quarterly 12 (June 1968); “The Costs of the Quantita-
tive Study of International Relations,” in Klaus Knorr and James Rosenau, eds., Contending Ap-
proaches to International Politics (Princeton: Princeton University Press, 1968).

12 The best analysis is Keren Yarhi-Milo, Knowing the Adversary: Leaders, Intelligence, and
Assessment of Intentions in International Relations (Princeton: Princeton University Press, 2014);
also see Janice Gross Stein, “Threat Perception in IR,” in Leonie Huddy, David Sears, and Jack
Levy, eds., Oxford Handbook of Political Psychology, 2™ ed. (Oxford: University of Oxford Press,
2013), pp. 364-94; Klaus Knorr, “Threat Perception,” in Klaus Knorr, ed., Historical Dimensions
of National Security (Lawrence: University Press of Kansas, 1976), pp. 78-119; Robert Jervis,
“Perceiving and Coping with Threat,” in Jervis, Richard Ned Lebow, and Janice Gross Stein, Psy-
chology and Deterrence (Baltimore: Johns Hopkins University Press, 1985), ch. 2; and, although
its conclusions are marred by having searched on the dependent variable, Raymond Cohen, Threat
Perception in International Crisis (Madison: University of Wisconsin Press, 1979). A fascinating
case-study of the War Scare of 1875 is George Kennan, The Decline of Bismarck's European Order
(Princeton: Princeton University Press, 1979), pp. 11-21.

13 T should note that this was not my Ph.D. dissertation. Although it started out to be, I real-
ized that the opposite side of the coin of perception was signaling—i.e., how states tried to convey
desired images of themselves and their intentions. But the chapter I wrote on this soon became
unmanageably long, and I interrupted my work on perception to make it my dissertation: 7he
Logic of Images in International Relations (Princeton: Princeton University Press, 1970; 2nd ed.,
New York: Columbia University Press, 1989). Of course, in a better world, signaling and percep-
tion would be not only discussed between the same two covers, but also intimately tied together.
Unfortunately this was not the case in my own work, and in subsequent years the two literatures
have continued on diverging paths, to the detriment of both: see Jervis, “Signaling and Percep-
tion,” in Kristen Monroe, ed., Political Psychology (Mahwah, N.J.: Earlbaum, 2002) pp. 293—
312, reprinted in Jervis, How Statesmen Think: The Political Psychology of International Politics
(Princeton: Princeton University Press, 2017).

4 Albert Hirschman, “The Principle of the Hiding Hand,” Public Interest no. 6 (Winter
1967), 10-23.
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book with only a superficial grasp of psychology, and it was only when I had
many of the basic ideas down that I went through the primary literature with
much care. At that point, I looked through all the relevant journals in psychol-
ogy, going back about fifteen years. This took me most of a year, but was
feasible because there were only a handful of outlets that I needed to examine.

Although Perception and Misperception draws upon and contributes to
political psychology, it does not fit into the field’s mainstream, which con-
centrates on mass attitudes and political behavior and relies heavily on opin-
ion surveys and experiments. The predominant focus is on whether and how
people participate in politics, particularly how they arrive at their political at-
titudes and voting choices. Perceptions are not central here, although they do
come in in the form of beliefs about the political parties and the policies they
advocate. Most importantly, this part of political psychology seeks to explain
the attitudes and behavior of people toward things that are of relatively little
concern to them. As much as political scientists might like it otherwise, politi-
cal opinions and voting are peripheral to most people’s lives."* The people 1
am concerned with are very different. They are political leaders dealing with
matters that can literally be life-or-death for their political careers and their
countries, and that fully occupy their attention and formidable intellectual en-
ergies. Getting it right is crucial to them, even if in some cases getting it right
means gaining or at least not losing domestic support, with the foreign policy
consequences being secondary. Leaders furthermore have a great deal of expe-
rience and expertise.'® Of course they share basic human traits and capacities
with members of the general public, but for our purposes a better parallel than
the way most people perceive and think about politics would be how they think
and act in the areas of greatest concern to them, such as selecting a spouse or
getting ahead in their careers.'”

5" In addition, the experimental pool is largely restricted to college students, especially dur-
ing the past thirty years when concern about the ethical treatment of human subjects has been
salient, and there are serious questions about how much we can generalize to other populations.
See the classic paper by David Sears, “College Sophomores in the Laboratory: Influences of a Nar-
row Database on Social Psychology’s View of Human Nature,” Journal of Personality and Social
Psychology 51 (September 1986), 515-30.

16 A good recent political science analysis of the similarities and differences between the
way elites and the members of the general public think about political questions is Emilie Hafner-
Burton, D. Alex Hughes, and David Victor, “The Cognitive Evolution and the Political Psychology
of Elite Decision Making,” Perspectives on Politics 11 (June 2013), 368-87; also see Jonathan
Renshon, “Losing Face and Sinking Costs: Experimental Evidence on the Judgment of Political
and Military Leaders,” International Organization 69 (Summer 2015), 659-96. For an important
discussion of expertise in the realm of prediction is Philip Tetlock, Expert Political Judgment:
How Good Is It? How Can We Know? (Princeton: Princeton University Press: 2006).

17 Studies of how people navigate at sea are interesting in this regard: see Thomas Gladwin,
East Is a Big Bird (Cambridge, Mass.: Harvard University Press, 1995); Edwin Hutchins, Cogni-
tion in the Wild (Cambridge: MIT Press, 1996).
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The broadest justification for looking at how leaders perceive, judge, and
choose is that international politics depends on national actions, even if the
international results are not the simple sum of how each country behaves.'® It
would seem hard to explain international politics, let alone the foreign policy
a state follows, without investigating its decisions, which presumably rest in
part on its perception of the environment. More specifically, except for the rare
instances in which the state has a dominant strategy—that is, one that is best
no matter what the other side does—inferring others’ intentions and motives
is crucial for setting foreign policy." To take the obvious extremes, trying to
conciliate a Hitler makes things worse, as does relying on threats when dealing
with a country that seeks security and fears that the state is menacing it. The
problem is that forming an accurate perception of the other is very difficult
because the other’s behavior is usually ambiguous and deception is an ever-
present possibility.?® It is telling that debates about the adversary’s intentions
are rarely resolved absent extraordinary actions like Hitler’s takeover of the
rump of Czechoslovakia in March of 1939. Indeed, until 1990 a significant
number of presidential advisers and foreign policy experts felt that Mikhail
Gorbachev’s myriad concessions were only a ploy to lull the West, and we still
argue about the nature of Wilhelmine foreign policy from over a century ago.

States not only have to strive to accurately perceive their environments,
they must also take account of others’ perceptions. To extend the argument in
the previous paragraph, states need to understand whether others see them as
menacing or reassuring, weak or strong (in both capabilities and resolve), as
consistent and steadfast or as changeable. The way the other responds to what
the state does will depend at least in part on how it sees the state, and the state
has to understand this if it is to develop an effective policy. This exercise in
empathy is hard, especially when the other’s beliefs are widely discrepant from
how the state sees the situation. To take a current example, American officials
know that the United States had nothing to do with the failed Turkish coup in

18 Kenneth Waltz, Theory of International Politics (Reading, Mass.: Addison-Wesley, 1979);
Robert Jervis, System Effects: Complexity in Political and Social Life (Princeton: Princeton Uni-
versity Press, 1997).

1 For a sophisticated discussion, see Arthur Stein, “When Misperception Matters,” World
Politics 34 (July 1982), 505-26.

2 For a discussion of the problem of deception, see my book The Logic of Images in Interna-
tional Relations (Princeton, Princeton University Press, 1970; 2n ed., New York: Columbia Uni-
versity Press, 1989). Some scholars believe that the difficulty in inferring motives and intentions
has been exaggerated: see, for example, Charles Glaser, Rational Theory of International Politics:
The Logic of Competition and Cooperation (Princeton: Princeton University Press, 2010); Andrew
Kydd, Trust and Mistrust in International Relations (Princeton: Princeton University Press, 2005).
Of course, motives and intentions can change, and so even if two states believe each other to be
benign today, conflict is still possible. This basic insight from the security dilemma is at the center
of offensive realism: see John Mearsheimer, The Tragedy of Great Power Politics (New York:
Norton, 2001).



Preface to the Second Edition—xix

July 2016, but in some sense this is irrelevant. The Turkish government and
most of the public live in a very different world, one in which the United States
was deeply involved in these events, and the United States needs to understand
this if it is to fathom Turkey’s policy toward it (and other countries as well) and
predict what Turkey is likely to do in the future. Any effective American policy
must take the Turkish perceptions as a starting point. Of course, the United
States may seek to change them, something that requires an understanding of
the Turkish view, and if change is impossible policy will have to be based on
this unfortunate reality.

Scholars as well as contemporary policymakers have to understand the ac-
tor’s perceptions. The explanation for the German behavior before World War I
is strongly influenced by whether the scholar believes that Germany felt secure
and optimistic or whether its leaders believed that it was menaced and in de-
cline. Even the questions asked can change as our understanding of the state’s
perceptions do. Until the leak of the Pentagon Papers in 1971 most scholars
thought that Lyndon Johnson had deployed ground troops in the spring of 1965
in the belief that the United States could prevail quickly and easily. The prob-
lem for scholarship and contemporary commentary was to explain how Ameri-
can intelligence and decision-makers could have been so overoptimistic and
how the process of escalation gained momentum and made withdrawal more
difficult as it went on (the “Quagmire Theory”). The Pentagon Papers showed
that Johnson and his colleagues were much more clear-eyed than this and that
they expected the war to be costly and of uncertain outcome. What then needed
to be explained was why they thought it was so important to prevail in Viet-
nam. If the United States had thought victory would be easy, any number of
goals or impulses, even secondary or weak ones, could have produced the deci-
sion to intervene, and tracking them down would not tell us much about Ameri-
can foreign policy; once it was understood, however, that decision-makers saw
the prospects more accurately, the dominant puzzle became what drove them
to proceed in the face of the high costs that were expected.

Of course, although foreign policy has to pass through the minds of lead-
ers, perceiving and thinking may not be all there is to it, and the first chapter
of Perception and Misperception is devoted to discussing the level-of-analysis
question—in other words, the question of whether the main determinants of
a state’s policy lie in the realm of decision-making, bureaucratic politics, do-
mestic politics, or the structure of the international system and the behavior of
others within it. More recently I have discussed how and when leaders matter
and how we can tell,?! and here I just want to reiterate that to claim that percep-
tions matter is not to say that they are conjured up out of whole cloth and that
factors at other levels can be ignored. This means that the study of perceptions

2 Robert Jervis, “Do Leaders Matter and How Would We Know?” Security Studies 22
(April-June 2013), 153-79.
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does not reside entirely with the decision-making level of analysis.?> Domestic
sources of foreign policy enter in not only as a separate variable but also as a
source of beliefs and perceptions. Analyses of national styles or strategic cul-
tures immediately come to mind,”* and some ways of thinking are so deeply
ingrained and shared that people are largely unaware that there are alternatives
that can vary from one time or culture to another. It appears that people in
modern Western societies think more individualistically and analytically than
is true in many other societies, and within the latter values and mindsets may
vary according to such factors as whether wheat or rice is the main agricultural
product.”* Whether we are looking at fundamental characteristics like this or
at more narrow ones that can characterize countries sharing the same culture,
certain ways of looking at the world and perceiving other actors may be domi-
nant in a country, and without resorting to essentialism it is easy to see how
this can be maintained over time through institutionalization, socialization, and
common historical memories.

Domestically generated ideologies also can produce distinct views of the
world and other actors. Most obviously, left-wing and right-wing governments
often see the external environment differently, and so perceptions and policies
can change when the political parties in office do. 2 Parallel changes can occur
in nondemocratic countries. Ted Hopf shows that when Khrushchev came to
power his rejection of the Stalinist view of antagonisms within Soviet society
led him to perceive the possibilities for working with noncommunist but leftist
regimes in the Third World as well.?® Even more dramatically, Gorbachev’s
view that the international politics of his era did not reflect the class struggle in
part stemmed from his beliefs about the need for and possibilities of domestic
changes within the Soviet Union. Narrow interests, especially economic ones,
can also influence perceptions. Those with a stake in continuingly good rela-
tions with another country are likely to view its leaders, society, and foreign

2 For a good treatment, see James Goldgeier and Philip Tetlock, “Psychology and Interna-
tional Relations Theory,” Annual Review of Political Science 4 (March 2001), 67-92.

# The classic is Jack Snyder, The Soviet Strategic Culture: Implications for Nuclear Options,
R-2154-AF (Santa Monica, Calif.: Rand, 1970), pp. 35-50; also see Ken Booth, Strategy and Eth-
nocentrism (New York: Holmes and Meier, 1979).

2% Joseph Henrich, Steven Heine, and Ara Norenzayan, “The Weirdest People in the World,”
Behavioral and Brain Science 33 (June 2010), 61-83; Thomas Talhelm et al., “Large-Scale Psy-
chological Differences within China Explained by Rice versus Wheat Agriculture,” Science 344
(May 9, 2014), 603-8.

3 Peter Jackson, Beyond the Balance of Power: France and the Politics of National Security
in the Era of the First World War (New York: Cambridge University Press, 2013); Brian Rathbun,
Diplomacy's Value: Creating Security in the 1920s Europe and the Contemporary Middle East
(Ithaca: Cornell University Press, 2014).

% Ted Hopf, Social Construction of International Politics: Identities and Foreign Policies,
Moscow, 1955 and 1999 (Ithaca: Cornell University Press, 2002); Hopf, Reconstructing the Cold
War: The Early Years, 1945—1958 (New York: Oxford University Press, 2012).
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policy as relatively benign, for example, and, as I will discuss later, needs
produced by the exigencies of domestic politics can produce perceptions that
are hard to justify in terms of the available information.

ABouTt THIS PREFACE

One way in which this preface and my later essays presented in a compan-
ion volume?” differ from Perception and Misperception is that the explosive
growth in psychology and the fact that I have continued to work in other fields
of international politics mean that I have not been able to keep up with the
literature. The idea of even skimming all the relevant journals is out of the
question because there simply are too many of them, and the field has been
expanded thanks to behavioral economics, which developed in response to the
psychological experiments showing violations of the postulate of rationality
and the role of normative consideration.”® As a result, the topics I will cover
here are somewhat hit-or-miss.”

If the profusion of work in the field explains why I am writing a new preface
rather than rewriting the book from start to finish, I feel less guilty in leaving
the text as it stands, because I do not think the new developments have funda-
mentally undermined what I said. Although the book is no longer completely
up-to-date, I do not think it is misleading.

Not Atheoretical, but not a Theory

Perception and Misperception did not present a unified theory, but rather was
inductive in drawing on several strands of cognitive and social psychology
and looking for congruence with patterns that [ saw from my reading of diplo-
matic history. While the lines of thinking in psychology were fairly tight in the
sense of yielding testable hypotheses, even the most developed ones of them,

27 Jervis, How Statesmen Think.

For summaries, see Colin Camerer, Behavioral Game Theory: Experiments in Strategic In-
teraction (New York: Russell Sage Foundation, and Princeton: Princeton University Press, 2003);
George Akerlof and Robert Schiller, Animal Spirits: How Human Psychology Drives the Economy,
and Why It Matters for Global Capitalism (Princeton: Princeton University Press, 2009); for a
summary of applications to political science, see Rick Wilson, “The Contribution of Behavioral
Economics to Political Science,” Annual Review of Political Science, vol. 14 (Palo Alto, Calif.:
Annual Reviews Press, 2011), pp. 201-23.

2 For excellent surveys of the entire field, see Rose McDermott, Political Psychology in
International Relations (Ann Arbor: University of Michigan Press, 2004); David Houghton, Po-
litical Psychology: Situations, Individuals, and Cases (New York: Routledge, 2009), and Huddy,
Sears, and Levy, The Oxford Handbook of Political Psychology, part 2. The emerging areas in its
subtitle are well covered in George Marcus, Political Psychology: Neuroscience, Genetics, and
Politics (New York: Oxford University Press, 2013).

28
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like cognitive dissonance theory and balance theory, bore the title “theories”
largely as an honorific. Valuable as they were—and I believe still are—they
were not nearly as all-encompassing or rigorous as theories in economics or
some parts of political science. Even if they were, the fact that [ used a diverse
set of them and in some instances went beyond the literature meant that, for
better or for worse, I presented a collection of arguments without trying to
draw them together. They were not inconsistent with one another, but they did
not fit around a single armature. Although in this essay [ will try to unify them
a bit more by stressing the central role of expectations and needs, I still would
not claim to have a “Theory of Perception.”

There are two ways in which one might build a more coherent theory. The
most obvious would be to try to collect and unify all the deviations from ratio-
nality embodied in the way we perceive and think. This is the implicit method
of many scholars who look at “heuristics and biases,” which are the shortcuts
and ingrained ways of thinking that help us cope with the welter of confusing
information we receive. The most important work along these lines has been
done by Amos Tversky and Daniel Kahneman, and can be seen as both devel-
oping and amending Herbert Simon’s notion of “bounded rationality.”*® Some
of this research is reflected in Perception and Misperception, but in both the
original psychology and in my use of it, this is closer to a list than to a unified
theory. The closest to the latter is Prospect Theory, which argues that people’s
risk-taking propensity varies by how a situation is described (the “framing
effect” discussed below) in a way that violates the postulates of rationality.
While many of the heuristics and biases, and also the generalizations in Per-
ception and Misperception, can be seen as reflecting the basic idea that the
complexities of the world and the limited capabilities of our brains require us
to simplify the world that we see, this is more a negative statement that com-
plete rationality is impossible than it is a full-blown alternative theory. Indeed,
my book refers to rationality only in a few places, most importantly in the
attempt to distinguish rational from irrational consistency, but this was less to
quarrel with rational choice approaches than to argue for the rationality of what
psychologists who discussed IR had viewed as the illegitimate if not patho-
logical ways that decision-makers were processing information. In much of the
rest of the book, however, I tried to analyze perceptual processes that seem less
than rational, or at least would not have been expected if we had started from
the assumption of rationality and unlimited cognitive capacity.

3 See, for example, Rose McDermott “The Psychological Ideas of Amos Tversky and Their
Relevance for Political Science,” Journal of Theoretical Politics 13 (January 2001), 5-33; Daniel
Kahneman, Thinking Fast and Thinking Slow (New York: Macmillan, 2011). For a recent survey,
see Daniel Oppenheimer and Evan Kelso, “Information Processing as a Paradigm for Decision
Making,” Annual Review of Psychology, vol. 66 (Palo Alto, Calif.: Annual Reviews Press, 2015),
pp. 277-94. Also see Jonathan Bendor, Bounded Rationality and Politics (Berkeley: University of
California Press, 2010).
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One problem with focusing on deviations from rationality is that if we are
not careful this will lead us to see incorrect perceptions and failed policies as
irrational, and accurate and successful ones as being rational (and in many
cases as therefore not needing further explanation). Of course this is fallacious
and displays hindsight bias. The world is probabilistic; it can be rational to pur-
sue a policy that in fact turns out badly, much information is hidden from ac-
tors, and, as I will discuss below, the best-grounded inferences can turn out to
be incorrect. Nevertheless, accuracy in perception and success in policy have
such a strong pull that it is hard to resist the temptation to equate them with
rationality. In my work on intelligence failures I have pointed out how many
critics have fallen into this trap, and I have tried to avoid it myself.?!

A related problem is that establishing a base-line of rationality is not easy.
While we often apply the label “irrationality” when we believe that people
with whom we disagree are willfully ignoring evidence that undermines their
views, there are few firm guidelines for rationality in processing complex in-
formation. Attempts have been made along these lines by proponents of what
is known as the Bayesian approach to updating our beliefs. As I will discuss
below, however, this has fundamental problems not only in the sense that peo-
ple do not behave in this way, but that in many cases it is impossible to objec-
tively describe the new information that a good Bayesian should incorporate.

One response to the problem of establishing a base-line is to meld rational
choice and cognitive biases.*> Going back to Simon’s notion of bounded ra-
tionality, the basic argument is that we are being as rational as we can, given
the constraints imposed by our limited brain capacity. Indeed, once we take
into account the costs of acquiring and processing information, we can argue
that people are just being rational. Thus voters look for various cues like party
identification, common background, and alignment of interest to decide not
only what candidates to support but also what policy preferences to endorse.*
Many of the misperceptions I discuss in Perception and Misperception can be
seen in similar terms. For example, the inference that the other’s behavior is
the product of a plan rather than an accident or bureaucratic maneuvering has
the virtue of being parsimonious and saving the time and effort that would be
required for a search into evidence, quite possibly unavailable, about the inner-
workings of the other’s government. There are problems with this approach,

31 Robert Jervis, Why Intelligence Fails: Lessons from the Iranian Revolution and the Iraq

War (Ithaca: Cornell University Press, 2010)

32 See, for example, Arthur Lupia, Matthew McCubbins, and Samuel Popkin, eds., Elements
of Reason: Cognition, Choice, and the Bounds of Rationality (New York: Cambridge University
Press, 2000); Michael Chwe, Rational Ritual: Culture, Coordination, and Common Knowledge
(Princeton: Princeton University Press, 2001); Dennis Chong, Rational Lives: Norms and Values
in Politics and Society (Chicago: University of Chicago Press, 2000).

¥ Samuel Popkin, The Reasoning Voter: Communication and Persuasion (Chicago: Univer-
sity of Chicago Press, 1994).
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however. The notion of the costs of acquiring and processing information can
be stretched to cover almost everything, and the result can be to put a rational-
ist gloss on any heuristics that we discover rather than to probe more deeply
into how people think about politics.

More ambitiously, one can try to build psychological explanations from the
ground up without any reference to rationality. The psychoanalytic projects of
Freud and others come immediately to mind. In the 1930s and 1940s this was
if not the dominant strand of social science thinking, then certainly a major
one, and it provided a degree of unity to the social sciences that it later lacked,
at least until the more recent rise of economic theorizing. In political science,
Harold Lasswell was the leader, and those who were influenced by him made
major contributions by looking at the role of symbols in politics,** and the “first
image” analysis of the causes of war that Kenneth Waltz criticized was of this
type.* This approach had fallen out of favor by the time I wrote Perception and
Misperception and now retains a vestigial presence in the humanities, but, as I
will discuss below, the role of emotions is regaining much of its rightful place
in understanding human life in general and international politics in particular.
Nevertheless, this work, even though bolstered by developments in neurosci-
ence, has not produced anything like a theory.

Perhaps the closest to one is Richard Ned Lebow’s effort to explain human
and international behavior in terms of ancient Greek concepts of reason, ap-
petite, and, especially, spirit.’¢ A full treatment is beyond my scope here, and
would only say that while I believe Lebow and others such as Donald Kagan
are quite right to point out that scholars have neglected the importance of mo-
tives such as honor, glory, status, revenge, and respect in international politics,
whether this can yield a full theory is less clear: the arguments for the role
played by these drives often rest on difficult and contestable historical judg-
ments, theories and even hypotheses are difficult to construct from this basic

3 See, for example, Ithiel De Sola Pool, Systems of Internationalism (Palo Alto, Calif.: Stan-

ford University Press, 1951); De Sola Pool, Communication and Values in Relation to War and
Peace (New York: Institute of International Order, 1961); Alexander George and Juliet George,
Woodrow Wilson and Colonel House: A Personality Study (New York: Day, 1956); Blema Stein-
berg, Shame and Humiliation: Presidential Decision Making in Vietnam (Pittsburgh: University of
Pittsburg Press, 1996). Also see Lucian Pye, Politics, Personality, and Nation Building: Burma's
Search for Identity (New Haven: Yale University Press, 1962). For a controversial but influential
collective portrait of the Soviet operational code, see Nathan Leites, 4 Study of Bolshevism (Glen-
coe, I11.: Free Press, 1953).

3 Kenneth Waltz, Man, the State and War (New York: Columbia University Press, 1959),
chs. 2-3.

% Richard Ned Lebow, A4 Cultural of International Relations (New York: Cambridge Uni-
versity Press, 2008); also see Lebow, Why Nations Fight: Past and Future Motives for War (New
York: Cambridge University Press, 2010); Lebow, The Politics of Ethics and Identity: In Search of
Ourselves (New York: Cambridge University Press, 2012).
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insight, and the sources of variation are obscure as are the links among these
motives and how we perceive our environment and other actors.”’

I think it is correct, however, that in trying to explain how states see the
world, it may be better to proceed without constant reference to whether what
we find can be labeled as rational or not. Thus in chapter 6 I argue not only that
people use analogies to understand their current situation but also that they are
prone to draw on cases that have been important to them or their country, par-
ticularly those that occurred when they first became politically active or were
first in positions of responsibility.®® Knowing that analogies are important and
drawn in this way probably is more important than being able to label the use
of them as “irrational.”

No matter what our theory, when we search for evidence, there is an almost
inescapable tendency to look at cases of conflict, surprise, and error. When
things go wrong, not only do they attract the actors’ attention, but they also
attract the analysts’. This makes the determination of causation difficult as we
lack comparisons to cases with better results and may attribute the failure to
decision-making factors that are constants rather than variables.** These, of
course, can be important to understanding how people behave, but may not
discriminate between good decisions and bad ones. So we have to be careful to
distinguish between when we are arguing that certain perceptual processes are
common and when we are claiming that they are likely to lead actors astray.
The other side of this coin is that concentrating on errors and conflict (and, of
course, the two are not the same) can give us an unbalanced picture of world
politics and the skill of leaders. Many if not most of the cases I and others in
the field draw upon are ones where errors are made, the states do not com-
municate well, and each participant sees the situations differently (what I call
the Rashomon effect after the famous Japanese short story and movie).** But

37 Donald Kagan, On the Origins of War and the Preservation of Peace (New York: Double-
day, 1995); also see Robert Jervis, “Fighting for Standing or Standing to Fight?” Security Studies
21 (April-June 2012), 336-44; and T. V. Paul, Deborah Welch Larson, and William Wohlforth,
eds., Status in World Politics (New York: Cambridge University Press, 2014).

¥ My treatment is distinguished from the very interesting analysis of Ernest May by a focus
on whether the relationship between analogies and policy is causal or spurious: see Ernest May,
“Lessons” of the Past: The Use and Misuse of History in American Foreign Policy (New York:
Oxford University Press, 1973). For later confirmation, see Dan Reiter, Crucible of Beliefs: Learn-
ing, Alliances, and World Wars (Ithaca: Cornell University Press, 1996); and Yuen Foong Khong,
Analogies at War (Princeton: Princeton University Press, 1992).

¥ Some studies do this, of course—for example, the book by John Burke and Fred Green-
stein, with the collaboration of Larry Berman and Richard Immerman, How Presidents Test Re-
ality: Decisions on Vietnam, 1954 and 1965 (New York: Russell Sage, 1989); for intelligence
postmortems that contrast failures and success, see Erik Dahl, Intelligence and Surprise Attack:
Failure and Success from Pearl Harbor to 9/11 and Beyond (Washington, D.C.: Georgetown Uni-
versity Press, 2013) and Uri Bar-Joseph and Rose McDermott, Intelligence Success and Failure
(New York: Oxford University Press, 2017).

4 Jervis, How Statesmen Think, pp. 6, 144-45, 269-80.
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we need to know about more successes, such as the way in which during the
Vietnam War the United States and China accurately communicated their “red
lines” and correctly interpreted each other’s signals.*!

Political Psychology and the Three “ISMS”

The forty years since the publication of Perception and Misperception have
seen the battle among the “isms” of Realism, Liberalism, and Constructivism
in the study of international politics, and so an obvious question is how per-
ception and political psychology relate to them. The overlap is greatest with
Constructivism, but is not absent from the other two. Psychology, like so much
else, is absent from Waltz’s version of Realism because it is so parsimonious
and does not claim to be able to explain states’ foreign policies. Psychology in
the form of concern with human nature is central to classical Realism, howev-
er.*? This is a topic I do not discuss in Perception and Misperception and will
only touch on later in this preface. But for scholars like Hans Morgenthau and
Reinhold Niebuhr, the evil and drive to dominate that is latent in all of us was a
central cause of strife in the social world, and especially among nations where
inhibitions were fewer. Furthermore, human beings seem hard-wired to dis-
tinguish between in-groups and out-groups, and not only to disfavor the latter
but also to find them hard to empathize with. Even without the compounding
influence of nationalism, leaders and members of the mass public tend to be
self-righteous and to have difficulty understanding the hopes and grievances
of others, with unfortunate consequences for international relations. The more
current incarnation of Realism in the form of Neoclassical Realism places less
stress on human nature but, by including large roles for domestic politics and
decision-making, it opens the door to political psychology. Although lacking
hypotheses or arguments about exactly what and how people are likely to per-
ceive and think,* this form of Realism could easily accommodate a role for
perceptual distortions. All forms, furthermore, would lead us to expect that
international anarchy and the driving concern for security would lead decision-
makers to be highly sensitive to threats, and therefore likely to overperceive
them.

4 James Hershberg and Chen Jian, “Reading and Warning the Likely Enemy: China’s Sig-
nals to the United States about Vietnam in 1965,” International History Review, 27 (March 2005),
47-84.

4 Keith Shimko, “Realism, Neorealism, and American Liberalism,” Review of Politics, 54
(Spring 1992), 281-301.

4 Gideon Rose, “Neoclassical Realism and Theories of Foreign Policy,” World Politics 51
(October 1998), 144-77; Steven Lobell, Norrin Ripsman, and Jeffrey Taliaferro, eds., Neoclassical
Realism, the State, and Foreign Policy (New York: Cambridge University Press, 2009); Ripsman,
Taliaferro, and Lobell, Neoclassical Realist Theory of International Politics (New York: Oxford
University Press, 2016).
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Liberalism sees major sources of the state’s foreign policy as emanating
from the nature of its regime, its political institutions, and the interests in its so-
ciety, and so also leaves room for political psychology without explicitly delv-
ing into it. The worldviews and fundamental ideas about politics that leaders
have in their heads are largely formed domestically, and so we should expect
significant differences between dictatorships and democracies (and among dif-
ferent kinds of these regimes) in how they view international politics and in
the images of others that they hold. An obvious example is the argument that
democratic leaders are prone to see that compromises and lasting agreements
are possible, at least with other democracies. Highly ideological regimes will
view the world through glasses tinted by their beliefs, and we can better un-
derstand their perceptions by their ideologies than by examining the actual
external environment. As in so many areas, Nazi Germany provides a horribly
clear example. Hitler and his colleagues associated Judaism with Bolshevism,
and this made them see the Soviet Union as a regime that had to be destroyed.
American policy was also believed to be dominated by Jewish interests, and
for the Nazis this explained why America was both hostile and weak.

The driving idea in Soviet policy before Gorbachev was that class conflict
was the dominant axis of politics: although temporary bargains with capitalist
countries were possible, in the long run only one of these systems could sur-
vive, and while the triumph of communism was inevitable, good communists
had the duty to hasten history along. More specific perceptions were shaped
by derivative ideas. For example, Stalin overestimated the likelihood that the
United States would grant him a large loan after World War II because he
thought that the capitalist economy needed this in order to avoid lapsing back
into a depression. A few years later, he found the Marshall Plan particularly
alarming: since capitalist regimes were inevitably rivalrous, such aid could be
explained only by the intention to move against the Soviet Union in the near
future. The United States is not without its ideology, either. Being not only a
liberal democracy, but also one that has unusual social origins in its found-
ing by a middle-class “fragment” and so never having experienced a bour-
geois revolution, it is particularly ill-equipped to understand most other coun-
tries.* During the Cold War it was hard for the United States to distinguish
nationalism from communism, and later its unusual history led it to believe

4 The classic text is Louis Hartz, The Liberal Tradition in America (New York, Harcourt,
Brace, 1955). Although this work is often criticized, especially for its view of American society,
I believe that Hartz’s vision has much validity. For a discussion, see Philip Abbott, “Still Louis
Hartz after All These Years: A Defense of the Liberal Society Thesis,” Perspectives on Politics 3
(March 2005), 93-109; also see the fascinating revisionism in Patrick Riley, “Louis Hartz: The
Final Years, the Unknown Work,” Political Theory 16 (August 1968), 377-99.
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that democracy could be exported relatively easily because it was the “natural
order” that would prevail if artificial obstacles were removed.*

Democracies, liberals argue, are also strongly influenced by the distribu-
tion of interests within them and the structure of the institutions that mediate
between society and policy. Although perceptions are not a focus of liberal
theorists, one can argue that the interests and ways of thinking of powerful
groups will strongly influence the prevailing images of others and beliefs about
how international politics does (and should) work. According to Karl Marx,
“The ruling ideas of each age have ever been the ideas of the ruling class,”*
and while liberals find this formulation crude and reductionist, much of their
theorizing depends on an alignment between interests and perceptions.*” A
founding argument of modern liberalism is that economic interdependence is
conducive to peace, and this rests on the assumption that businessmen will
see their interests as liberal theorists think they should. Less obvious beliefs
also can be involved, as those whose businesses have strong international ties
involving multiple and complex transactions have a greater element of trust
and are more open to multilateral institutions.*® Even deeper psychological
connections are built by the economy as well, as the growth in commerce is
reciprocally related to the increased normative value placed on material inter-
est and its perceived role on taming destructive passions.*’ Perceptions are also
involved in the formation of interests outside of the economic area, and the
obvious example is that ethnic groups, unless they are exiles, are likely to view
their home countries with favor and to see them as the victims of any foreign
conflicts. Domestic institutions are crucial to the policy process, and they not
only mediate the impact of interest groups but also have their own interests
and perceptions of the world. Diplomats are prone to believe in the efficacy of
negotiation and compromise; militaries, although hesitant to actually use force,
are predisposed to believe that threats and military power are central tools of
foreign policy. A corollary is that the latter are likely to judge other states’ in-
tentions by their military postures.™

4 For the concept of “natural order,” see Stephen Toulnin, Foresight and Understanding: An
Enquiry into the Aims of Science, (Westport, Conn.: Greenwood Press, 1981).

4 Karl Marx and Friedrich Engels, The Communist Manifesto 1848 (Moscow: Progress Pub-
lishers, 1969), p. 25. Although Marxism and liberalism are obviously different in many ways, they
agree that foreign policy flows from domestic interests.

47 For an updated version supported by good evidence, see Jonathan Kirschner, Appeasing
Bankers: Financial Caution on the Road to War (Ithaca: Cornell University Press, 2007).

4 Brian Rathbun, Trust in International Cooperation: International Security Institutions,
Domestic Politics, and American Multilateralism (New York: Cambridge University Press, 2012).

4 Albert Hirschman, The Passions and the Interests: Political Arguments for Capitalism
before its Triumph (Princeton: Princeton University Press, 1977).

% For a fascinating and nuanced discussion of how different branches of a government per-
ceive the threats from others, see Yarhi-Milo, Knowing the Adversary.
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Perhaps even more than the others schools of thought, Constructivism is a
“they” rather than an “it.” In the more empirical variants of Constructivism, the
overlap with political psychology is great, although often unacknowledged.”!
Ideas and self-fulfilling prophesies are important to both, and the concept of
identities, central to Constructivism, is treated by political psychology under
the headings of self-images and self-conceptions.”> Emotions, important in
Constructivism, have also reemerged in the current generation of political psy-
chology, as I will discuss below. Since Constructivism is built around how
people construct their views of the world, if not their own worlds, it is hard
to see how it can thrive without building on or developing arguments that are
heavily psychological.

This is not to claim that the two approaches are identical. Much political
psychology treats individuals as individuals with less attention to the context
or their existence as social beings. The experimental paradigm that this re-
search utilizes is designed to remove as many contextual factors as possible
with the object of getting at the “pure” cognitive processes being sought. By
contrast, “Constructivism” is a shorthand for “Social Constructivism,” and
with good reason. In politics as in everyday life, people form their ideas and
habits through social processes by reacting to and often adopting the views
that prevail in their social milieu, and because many of these ways of thinking
have been absorbed by osmosis, they often become taken for granted (although
I believe that Constructivists exaggerate the lack of self-consciousness here).*
Our world is social in that how we think and act cannot be understood apart
from the interactions that have nurtured them. This perspective, which I be-
lieve is correct, does not fit easily with psychology’s search for the heuristics
and biases people deploy, but is quite compatible with the outlook of social
psychology, which agrees that looking only within people’s minds will not
get us very far. People learn from, react to, and are formed by what others are
saying and doing to them and how others respond to them. Human beings are
highly social animals and are finely attuned to their human environments, and
Constructivism’s stress on the importance of socialization for both individu-
als and organizations will not surprise political psychologists who study these
processes as a vital shaper and transmitter of political attitudes.

31 An exception to this tendency is Vaughn Shannon and Paul Kowart, eds., Psychology
and Constructivism in International Relations: An Ideational Alliance (Ann Arbor: University of
Michigan Press, 2012).

2 For my arguments about the role identity played in the Cold War, see “Identity and the
Cold War,” in Melvyn Leffler and Odd Arne Westad, eds., Cambridge History of the Cold War
(Cambridge: Cambridge University Press, 2010), pp. 22-43, reprinted in Jervis, How Statemen
Think.

3 Thus Stephen Krasner shows that the concept of sovereignty, rather than being taken for
granted by leaders, is in fact consciously molded to their purposes: Sovereignty: Organized Hypoc-
risy (Princeton: Princeton University Press, 1999).
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One additional parallel, itself of a sociological nature, is worth noting, al-
though whether it is accidental I cannot tell. Both Constructivism and social
psychology inhabit the left of the political spectrum. Conservative variants
of both can be found (Constructivists fail to acknowledge the resemblance
between their position and conservative arguments for the importance of cul-
ture), but they are a distinct minority. Social psychology blossomed in the
1930s and the 1940s by studying prejudice and what was then called race re-
lations, and for these scholars the purpose was not to achieve an antiseptic
academic understanding, but rather to make American society more just and
racially equal. Most Constructivists are similarly deeply critical of the con-
duct of world politics in general and American foreign policy in particular,
and indeed much of their animus toward Realism stems from the belief that it
justifies and perpetuates dangerous and repressive patterns by socializing lead-
ers and the public into accepting this view of international politics as natural.
In parallel, in arguing for the power of socialization both social psychologists
and Constructivists are confronted with the tension between their belief in the
possibility of change and their stress on the ways in which structures, values,
and beliefs reproduce themselves.

Let me now turn to the substance of psychology and perception.

CoGNTIVE CLOSURE AND THE POWER OF EXPECTATIONS

Perhaps illustrating the cognitive process I am describing, I have become
more convinced in the years since writing Perception and Misperception of
the power of our preexisting beliefs to shape the way we see new information.
Indeed, I think expectations and political and psychological needs (discussed
below) are the two strongest and most general influences on us.» Of course,

3 See, for example, Oscar Lewis, Five Families: Mexican Case Studies in the Culture of
Poverty (New York: Basic Books, 1959); Lawrence Harrison, Underdevelopment Is a State of
Mind: The Latin American Case (Lanham, Md.: Madison Books, 1985); Harrison and Samuel
Huntington, eds., Culture Matters: How Values Shape Human Progress (New York: Basic Books,
2000); also see Michael Thompson, Richard Ellis, and Aaron Wildavsky, Cultural Theory (Boul-
der, Colo.: Westview Press, 1990). For an appreciation of conservative values from a social psy-
chologist, see Jonathan Haidt, The Righteous Mind: Why Good People are Divided by Religion
and Politics (New York: Pantheon, 2012); for a powerful argument that the liberal bias has ad-
versely affected this discipline, see Jose Duarte et al., “Political Diversity Will Improve Social
Psychological Science,” Behavioral and Brain Science 38 (January 2015), 1-13.

35 Robert Jervis, “Understanding Beliefs,” Political Psychology 27 (October 2006), pp. 641—
805, reprinted in Jervis, How Statesmen Think. This perspective fits nicely with the view of hu-
mans as “cognitive misers”—our thinking ability is a valuable resource that must be conserved:
see, for example, Susan Fiske and Shelley Taylor, Social Cognition, 2nd ed. (New York: McGraw
Hill, 1991); also see John Steinbrenner, Cybernetic Theory of Decision: New Dimensions of Politi-
cal Analysis (Princeton: Princeton University Press, 1974).
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this underscores rather than answers the question of how our beliefs and ex-
pectations arise and how they can change, but it does point to powerful psycho-
logical dynamics that strongly affect international interactions.

The starting point is that most information about the world is ambiguous.
AsTargue in chapter 4, even in the physical sciences, where objectivity is most
prized and deception is not a danger, “facts” never speak for themselves, and
the way evidence is seen (and even whether it is seen as evidence at all) de-
pends on the scientists’ theories. More recent work by sociologists of science,
technology, and society takes this approach further in much the same way that
Constructivism does in stressing the social, ideological, and political roots of
these beliefs.*® I would not go as far down this road as they do, but these argu-
ments do fit with mine in stressing that people never can be naive empiricists
and in pointing to the mental and institutional structures that are involved in our
attempts to understand a world that is too complicated to grasp without strong
ordering ideas. One incident can stand for many. In May 2015 a deranged per-
son attacking pedestrians in midtown Manhattan was shot by the police as he
assaulted another police officer. One witness told a reporter, “I saw a man who
was handcuffed being shot.” When later shown the video, she realized she was
wrong: “In my mind, I assumed he was just standing there passively, and now
is on the ground in handcuffs. With all the accounts in the news of police offi-
cers in shootings, [ assumed that police were taking advantage of someone who
was easily discriminated against. Based on what I saw, I assumed the worst.”’
Her last sentence has it backward because her assumption led to what she saw,
not followed from it; until she was shown quite unambiguous evidence, the
witness saw what she expected. The common saying is “I’1l believe it when I
see it,” but human perception is more accurately characterized as “T’ll see it
when I believe it.” In international politics where expectations of hostility are
common, the results are often unfortunate. As Henry Kissinger said to a Soviet
visitor in May 1971, “If there was an atmosphere and attitude of profound sus-
picion then something was bound to happen to confirm suspicions.”*

This propensity is part of the broader phenomenon of confirmation bias.®
People without special training are prone to search for information that is

6 A good critical analysis of many of the issues is lan Hacking, The Social Construction of
What? (Cambridge: Harvard University Press, 2000).

37 Jim Dwyer, “Witness Accounts in Hammer Attack Show the Power of False Memory,”
New York Times, May 15, 2015.

8 U.S. Department of State, Foreign Relations of the United States, 1969-1976, vol. 13, So-
viet Union, October 1970-October 1971 (Washington, D.C.: Government Printing Office, 2011),
p. 612.

%% For comprehensive surveys of the evidence and the mechanisms involved, see Raymond
Nickerson, “Confirmation Bias: A Ubiquitous Phenomenon in Many Guises,” Review of Gen-
eral Psychology 2 (June 1998), 175-220; and Margit Oswald and Stefan Grosjean, “Confirmation
Bias,” in Riidiger Pohl ed., Cognitive Illusions: A Handbook on Fallacies and Biases in Thinking,
Judgment, and Memory (New York: Psychology Press, 2004), pp. 79-96.
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likely to support their views rather than to look for what might undermine
them. For example, immediately after the attacks of 9/11, President George
W. Bush told an incredulous member of the National Security Council staff to
look for evidence that Saddam Hussein was behind them.® In part, Bush and
his like-minded colleagues had to explore all possibilities. But there was more
to it than this: before the attack they not only wanted to see if it was possible
to overthrow Saddam, but also concluded that terrorism posed little threat un-
less it was sponsored by a significant state. The hypothesis that Saddam had
ordered the attack or at least was complicit in it then seemed likely to them,
and they sought confirming evidence and pushed back when CIA debunked
these claims. Similarly, the CIA was not vigilant in seeking disconfirmation of
its own belief that the Iraqi regime was vigorously pursuing weapons of mass
destruction (WMD) programs. While the intelligence organization realized the
flaws in the administration’s strategy of searching for evidence linking Sad-
dam to terrorism, it fell into the same trap when it came to pursuing its own
hypothesis.®!

Some of the processes involved can be active as well as passive in that the
exposure to information that contradicts a person’s beliefs leads her not only
to misinterpret or dismiss the reports, but also to think about why they are
wrong, what logic and evidence support her original view, and what new argu-
ments in its favor might be adduced to support it, with the result that at the end
she is even more certain of her views than she was at the start (the “backlash
effect”).®?

People then are theory-driven and closed-minded. Of course, this is a gen-
eralization and, as in all the cognitive processes, there are important individual
differences. But our brains are probably hard-wired to make sense of stimuli
as quickly as possible (the last phrase is open to interpretation of course), be-
cause the world is so complex and contradictory that the “evidence” alone
cannot yield any coherent picture. We are sense-making animals: we are quick
to reach interpretations, to tell others (and ourselves) stories about what is hap-
pening, and to explain puzzles as soon as we can.®® Visually and conceptually,

% Richard Clarke, Against All Enemies: Inside America’s War on Terror (New York: Free
Press, 2004), p. 32.

0 Jervis, Why Intelligence Fails, ch. 3.

2 Brendan Nyhan and Jason Reifler, “When Corrections Fail: The Persistence of Political
Misperceptions,” Political Behavior 32 (May 2010), 303-30. (Note that this process rests on rec-
ognition that the information is, at least on the surface, discrepant with what the person believes.)
For a possible way to circumvent this effect, see Zachary Horne et al., “Countering Antivaccina-
tion Attitudes,” Proceedings of the National Academy of Science 112 (August 2015), 10,321-24.

% For a good discussion of some of the psychology here, see Arie Kruglanski and Lauren
Boyatzi, “Closed and Open Mindedness,” Critical Review 24, no. 2 (2012), 217-32. The influence
of established beliefs may be one reason why the tendency found in the laboratory for people to be
excessively swayed by specific reports and to underweight the more general probabilities affect-
ing its validity does not transfer well to political or social judgments: for further discussion, see
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we cannot move from the details to a grasp of the coherent picture but rather
work from the latter to the former.

Similarly but on a different scale, specific beliefs and behaviors make no
sense unless we put them in the appropriate framework. A good example is
our difficulty in understanding prevailing Western medical practices before
the mid-nineteenth century. Bleeding, purges, and the like seem to us literally
nonsensical. But as Charles Rosenberg explains in a classic article, these treat-
ments, although doing a great deal of harm, flowed naturally from a view of
the body “as a system of intake and outgo—a system which had, necessarily,
to remain in balance if the individual were to remain healthy. . . . The idea of
specific disease entities played a relatively small role in such a system.”* In
much the same way, Séverine Autesserre shows that the widespread prescrip-
tions about conflict resolution and nation-building applied by the international
community rest on general models implying “that there are universal solu-
tions to war and violence [that] legitimize the use of nearly identical templates
across conflict zones.”®

In perceptions of other countries, we similarly require general ideas to inter-
pret the specifics. This explains the belief that Saddam Hussein was vigorously
pursuing WMD in the period before the 2003 war, a view that was widely
shared among observers in most countries whether or not they favored the war.
Individual bits of information were not trivial, but seemed only to confirm the
conclusion that Saddam had WMD because this was the picture of his goals
and activities that was already established, and indeed made the most sense.
Why else would he have endured punishing sanctions rather than provide an
honest accounting of his past programs and permit inspectors to verify that
these had ceased? Looking more carefully at the evidence might have reduced
the confidence with which the prevailing conclusion was held, but could not
have yielded what we now think is the truth unless we had first developed
a different understanding of Saddam’s hopes, fears, and strategy. Induction
simply could not work. Without an alternative framework that would make
the information appear in a different light, the best that observers could have
done would have been to note that not all of the information fit the standard
narrative.

Another intelligence failure during the same period can be explained simi-
larly. For many years, Western intelligence agencies gained bits of evidence

Robert Jervis, “Representativeness in Foreign Policy Judgments,” Political Psychology 7 (Sep-
tember 1986), 483-506 (reprinted in Jervis, How Statesmen Think).

®  Charles Rosenberg, “The Therapeutic Revolution: Medicine, Meaning, and Social Change
in Nineteenth-Century America,” Perspectives in Biology in Medicine 20 (Summer 1977), 488.

% Séverine Autesserre, Peaceland: Conflict Resolution and the Everyday Politics of Inter-
national Intervention (New York: Cambridge University Press, 2014), p. 90; also see Autesserre,
The Trouble with the Congo. Local Violence and the Failure of International Peacebuilding (New
York: Cambridge University Press, 2010).
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about the activities of the A. Q. Khan network that was later understood to be
selling uranium enrichment systems and warhead designs around the world.
The evidence was misunderstood not only because it was scattered and in-
complete, but also because the idea of transnational networks was not salient,
important individuals like Khan were seen as state agents, and the prevailing
worldview was that Pakistanis were in the business of buying material for their
country, not selling it.°®® Without a different general analysis, the information
could not be properly interpreted.

Theories and the expectations that they generate are powerful and drive
perceptions on multiple scales, from our broadest and often implicit beliefs
about what motivates people and what forces are at work in the world to much
narrower propositions about specific cases, circumstances, and individuals.
Police officers and members of the general public alike are quicker to perceive
ambiguous movements made by young men as presaging an attack than they
are identical motions made by senior citizens, and, for some observers, beliefs
that young blacks are more likely to be criminals than are young whites lead
to similar differences in interpretations. In parallel, people who believe that
democracies are benign are likely to make different interpretations of the same
behavior depending on whether the state is democratic or not.

Over the shorter term, training can similarly affect perceptions. In 1988 the
American cruiser Vincennes shot down an Iranian airliner over the Persian Gulf
because the crew thought it was descending toward the ship in an attack trajec-
tory. In fact, the radar showed the plane ascending toward its cruising altitude.
The reason for the error seems to have been that the ship’s captain had vigor-
ously trained his crew to expect an attack and to be hypervigilant; a nearby de-
stroyer had not been so trained and correctly read the radar tracking.®’ Formal
training is not needed to produce these effects, as positive feedback can be set
off if an event leads observers to expect similar cases in the future. To take just
one example, the belief that young children had been sexually abused in a Los
Angeles preschool led people to be quick to “detect” other cases around the
country in 1987. Evidence that would have been previously taken as children’s
fantasies, or not even have been noticed at all, was now perceived as a sign of
abuse and, in many cases, Satanism.

The impulse to make a story out of whatever information we have is so
strong that it can override the rules of logic. In what has become known as
the “Linda problem,” Tversky and Kahneman find that if people are given the

% Kristen A. Lau and Kevin C. Desouza, “Intelligence and Nuclear Non-Proliferation Pro-
grams: The Achilles Heel,” Intelligence and National Security, vol. 29, June 2014, pp. 387-431.

¢ David Evans, “Vincennes: A Case Study,” U.S. Naval Institute Proceedings, vol. 119, Au-
gust 1993, pp. 1,086-96. Although the result was the killing of almost 300 innocent civilians, it
may have saved many more lives because Ayatollah Khomeini, not believing that this was an
accident, concluded that he had to make peace with Iraq to forestall the US from carrying out its
plan to enter the war.
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description of a person who was both bookish and interested in political causes
when she was in college, their estimate of the likelihood that she would later
become a librarian who was also a political activist is higher than their esti-
mate of her simply being a librarian (which includes the possibility of being a
political activist as well). This violates the laws of probability, but allows us
to tell ourselves a story that makes sense, because we can see the Linda in this
picture.®® A different manifestation of this strong drive is that once we have
reached a conclusion based on certain evidence, we are likely to maintain our
views even if we learn that this evidence is false.®” Students of voting behavior
and political attitudes have seen this in terms of “on-line processing” in which
once people have formed their views, they forget the basis on which they have
done so, and therefore are relatively little affected by learning that some of the
information that initially influenced them is incorrect.”

Talking about this as premature cognitive closure implies that people would
be better served if they waited for more evidence to accumulate before form-
ing beliefs and were able to change their views more readily; and although we
can use the laboratory experiments and cases in the world to demonstrate that
closure is quick, two factors call into question the labeling of such cognitive
closure as premature. First, we need to consider the costs of delaying judgment
as well as those of jumping to a conclusion too rapidly. The stereotype or even
parody of evolution is that the early humans who waited for confirmation that
the rustling in the bushes was a saber-tooth tiger did not leave traces in the gene
pool.”! Many problems are best dealt with in the early stages—it is with some
reason that we talk about nipping problems in the bud. To take the most obvi-
ous case, if other countries had immediately recognized Hitler for what he was,

% Amos Tversky and Daniel Kahneman, “Extension versus Intuitive Reasoning: The Con-

junction Fallacy in Probability Judgment,” Psychological Review 90 (October 1983), 293-315.
This experiment is controversial with several scholars proposing logical explanations for these
seemingly illogical responses. For a good summary, see John Fisk, “Conjunction Fallacy,” in Pohl,
Cognitive Illusions, pp. 23—42. For a fascinating collaboration between both schools of thought,
see Barbara Mellers, Ralf Hertwig, and Daniel Kahneman, “Do Frequency Representations Elimi-
nate Conjunction Effects? An Exercise in Adversarial Collaboration,” Psychological Science 12
(July 2001), 269-75; also see Michael Birnbaum, “Base Rates in Bayesian Inference,” in Pohl,
Cognitive Illusions, pp. 43—60.

% For a summary of this literature and a discussion of when this generalization does not hold,
see Michael Cobb, Brendan Nyhan, and Jason Reifler, “Beliefs Don’t Always Persevere: How
Political Figures Are Punished When Positive Information about Them Is Discredited,” Political
Psychology 34 (June 2013), 307-26.

70 Kathleen McGraw, Milton Lodge, and Patrick Stroh, “An Impression-Driven Model of
Candidate Evaluation,” American Political Science Review 83 (June 1989), 309-26; Milton Lodge
and Charles Taber, The Rationalizing Voter (New York: Cambridge University Press, 2013), pp.
51-56.

' For a more serious related discussion, see Rose McDermott, James Fowler, and Oleg
Smirnov, “On the Evolutionary Origins of Prospect Theoretic Preferences,” Journal of Politics
70 (April 2008), 335-50.
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the world would have been spared enormous misery. More debatably, perhaps
had the United States and its allies been quicker to size up the situation in Syria
in 2011 and act accordingly (leaving aside the obvious debates about what the
appropriate policy would have been), that country and the region would have
been much better off. Leaders may also pay a price domestically for hesitating
because they may be seen as weak and indecisive. Speed can pay off.

Second and related, we need to consider the mental costs of delaying the
formation of a belief or image. For many people, uncertainty is painful. Having
the sense of being confused or even confronting a puzzle is usually uncomfort-
able, in part because the faster we can make up our minds the sooner we can
turn our intellectual energies to other pressing matters.’? This implies that what
seems suboptimal is really just doing the best we can with our limited brain
power.

Nevertheless, images and beliefs often form quickly, long before anything
like full information is available. Once they take hold, they are not easy to
displace. At times, of course, pressing circumstances mean that individuals
and governments need to act and simply cannot wait. But even when they can,
they often do not. A recent and unfortunate instance played a large role in the
American inference that Saddam Hussein had revived his nuclear program. In
the summer of 2001 the United States captured a shipment of aluminum tubes
destined for Iraq. Less than a day after the lead CIA analyst received them, he
concluded that they were designed for uranium enrichment. Because this was
a very important conclusion, it quickly made its way not only up the CIA hier-
archy but also to the White House. (Note that this was before the September 11
attacks and was not a response to any political pressure.) Over the next fifteen
months discrepant information accumulated, but while it persuaded those who
had not already staked out a position, it was downgraded or misperceived by
the analyst and the CIA.” Another unfortunate case was the initial interpreta-
tion of the attack on American facilities in Benghazi on September 11, 2012.
Because there had been attacks on the American embassy in Cairo and other
locations earlier in the day in response to a vicious if childish anti-Islamic
American video, it was natural to see this as similarly motivated, and it took
longer to gain an accurate interpretation than would have been the case if ana-
lysts and officials had been able to withhold judgment for a while. Although
everyone knows that the first reports about any crisis or breaking event will be

> This is related to the arguments of Daniel Kahneman and others about System 1 and Sys-

tem 2 discussed below. There is some evidence that social conservatives have a lower tolerance
for ambiguity and are quicker to seize on a single interpretation of the evidence at hand: see, for
example, John Duckitt and Chris Sibley, “A Dual-Process Motivational Model of Ideology, Poli-
tics, and Prejudice,” Psychological Inquiry 20 (August 2009), 98-109, and John Jost et al., “Are
Needs to Manage Uncertainty and Threat Associated With Political Conservatism or Ideological
Extremity?” Personality and Social Psychology Bulletin 33 (July 2007), 989—-1007.

 For more on this, see Jervis, Why Intelligence Fails, pp. 142-45.
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incomplete if not misleading, it is hard to avoid the temptation to immediately
form a picture of what is happening. Furthermore, the necessity to act quickly
and the political pressures to do so can be compounding; it is logically pos-
sible but psychologically difficult to act on the basis of certain beliefs about the
situation while simultaneously realizing that this understanding may have to be
rapidly revised. In most political and organizational contests it is particularly
difficult to do this because the leader has to act confidently in order to inspire
confidence in others.

Systematic evidence for the danger of closure is supplied by Philip Tet-
lock’s marvelous study of our ability to predict political events. Here what is
less important than the low overall success rate is the fact that people who are
more theory-driven (hedgehogs who know one big thing, as Tetlock calls them
drawing on Isaiah Berlin’s famous distinction) do worse than those who are
less wedded to strong expectations (the foxes). The former make some spec-
tacular successes in holding to their views despite initially discouraging infor-
mation, but they are prone to maintain their theoretically derived predictions
too long.” In parallel, it appears that many of the earth scientists who were
quicker to accept new theories such as continental drift were moved by what
they considered to be facts that only the new theory could account for, even if
the specific causal mechanisms were still undiscovered or indeed seemed im-
plausible.” Those who more strongly resisted were swayed by what they saw
as the enormous theoretical obstacles to the new claims: the purported facts
were at most bizarre anomalies if not being misinterpreted or misobserved.
They not only were not but could not be what the new school of thought saw
them as.

The desire to gather as much information as possible, the belief (often im-
plicit) that the situation is fluid, and the desire not to become locked in ei-
ther psychologically or politically can be strengthened when people are held
accountable for their actions and when they are instructed to keep an open
mind.” But these countermeasures are not foolproof. Accountability can lead
people to try to be decisive, which often requires premature closure. Harry
Truman’s sense of responsibility, combined with an awareness of his own inde-
cisiveness, often led him to respond too quickly.”” In the same vein, the impulse

™ Tetlock, Expert Political Judgment.

> See James Lawrence Powell’s discussion about the acceptance and rejection of new scien-
tific theories: Four Revolutions in the Earth Sciences: From Truth to Hearsay (New York: Colum-
bia University Press, 2015).

6 Jennifer Lerner and Philip Tetlock, “The Impact of Accountability on Cognitive Bias:
Bridging Individual, Interpersonal, and Institutional Approaches to Judgment and Choice,” in
Sandra Schneider and James Shanteau, eds., Emerging Perspectives in Judgment and Decision-
Making (New York: Cambridge University Press, 2001), pp. 431-57.

7 Alonzo Hamby, “An American Democrat: A Reevaluation of the Personality of Harry S
Truman,” Political Science Quarterly 106 (Spring 1991), 33-56.
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to make sense of individual bits of evidence is so strong that instructions not
to do so may be to little avail. Jurors are told not to make up their minds until
the trial is over and the deliberation has started, but anyone who has been on a
jury knows that this is not how people think and that minds are usually made
up quite early.”® In part the reason is that the attorneys go to great lengths to
provide coherent and plausible stories at the beginning of the trial, and the
evidence itself is usually presented in a form that is hard to follow without a
framework in which to fit it.

We should not exaggerate either the universality or the costs of premature
closure, however.” Leaders often puzzle over a situation, seek new informa-
tion even at some cost, and await events that could provide clarity. Although
in many cases Truman made snap decisions, for approximately a year after
taking office his view of the USSR oscillated.®* He may not have consciously
strived to keep an open mind, but he did listen to subordinates who had con-
flicting views and watched what Stalin was doing before deciding that he was
deeply hostile to the West. To take a recent example, it appears that President
Barack Obama and his colleagues did not quickly seize on an image of either
Mohamed Morsi or the military-led regime that replaced him in Egypt, but
rather remained receptive to new information (to put it favorably) or drifted
(as critics would describe it).

Persevering

Indeed, closure can be good. If the power of our beliefs and expectations to
shape perceptions of new information can lead to great stubbornness that weds
people to views and policies far past a time when they should have been aban-
doned, it also generates perseverance that can yield great benefits. These oc-
casions are a minority, but they deserve attention. Many if not most scientific

" Reid Hastie, ed., Inside the Juror: The Psychology of Juror Decision Making (New York:
Cambridge University Press, 1993). For an excellent discussion of the power of narratives in
national security policy, see Ronald Krebs, Narrative and the Making of U.S. National Security
(New York: Cambridge University Press, 2016). For the importance of narratives that can appeal to
multiple audiences, see Stacie Goddard, Indivisible Territory and the Politics of Legitimacy (New
York: Cambridge University Press, 2009). Also see the articles in the special issue of Security
Studies on rhetoric and grand strategy (vol. 24, January—March 2015).

" For discussions of the personality variables involved, see Donna Webster and Arie Krug-
lanski, “Individual Differences in Need for Cognitive Closure,” Journal of Personality and So-
cial Psychology 67 (December 1994), 1049-62; Arie Kruglanski and Donna Webster, “Motivated
Closing of the Mind: ‘Seizing’ and ‘Freezing,”” Psychological Review 103 (April 1996), 263-83.
Personalities play a large role in the fascinating stories told in Powell, Four Revolutions in the
Earth Sciences.

8 Deborah Welsh Larson, The Origins of Containment: A Psychological Explanation (Princ-
eton: Princeton University Press, 1985); Wilson Miscamble, From Roosevelt to Truman: Potsdam,
Hiroshima, and the Cold War (New York: Cambridge University Press, 2007).
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breakthroughs occur only because some people are willing to persist in the
face of years of failures and mountains of discouraging information. For years,
the critics of the theory of continental drift were correct in pointing out that
although some evidence from fossils and geology supported these claims, there
was no conceivable mechanism that could have driven the posited movements
and lots of evidence that the proposed mechanisms could not function. More
than fifty years elapsed between the time Alford Wegener suggested that the
continents simply had to have moved and the discovery of the mechanism
of plate tectonics.®! The winners of the Nobel Prize for Medicine for reveal-
ing how the pituitary gland functioned had (irrationally?) followed their ideas
for twenty years without producing any encouraging results until their final
efforts.®? Stanley Prusiner’s Nobel Prize for the discovery that misfolded pro-
teins or “prions” were the cause of the devastating Creutzfeldt-Jakob brain
disease similarly came after a generation in which his ideas were considered
beyond the pale,®® and the scientists who developed the techniques for in vitro
fertilization met years of setbacks before they succeeded. As a colleague said
later, “Most sensible scientists would have given up, but they plugged on and
plugged on.”* A Nobel Prize winner Richard Roberts made the same point
when he replied to a question about what traits make for a successful scientist:
“A dogged persistence to solve any problem that comes along. An appreciation
that many experiments fail.”® At this writing, despite decades of heavy invest-
ment, it is unclear which, if any, methods will produce electric power from
nuclear fusion, and presumably at some point we will look back and be able
to say that some outstanding scientists wasted enormous time and money, and
perhaps that some were right that the obstacles could be overcome.®® But who
fits into which category will not be apparent until the last minute. Societies are
well served by containing individuals and organizations that range across the
spectrum of stubbornness and openness to new information. Unfortunately a
country needs a single foreign policy, and so a happy mix is more difficult, but
the existence of different individuals and groups within the government and
among outside observers may be helpful.

8t Powell, Four Revolutions in the Earth Sciences, part 2.

8 Nicholas Wade, The Nobel Duel: Two Scientists’ 21-year Race to Win the World’s Most
Coveted Research Prize (New York: Anchor Press, 1981).

% For a nice discussion of the benefits of perseverance and the cost of ignoring obstacles,
see John Colapinto, “Annals of Innovation: Material Question,” New Yorker, December 22 and
29,2014, pp. 50-63.

% Quoted in Gina Kolata, “Robert G. Edwards, 1925-2013: Changing Rules of Conception
with the First ‘Test Tube Baby,”” New York Times, April 11, 2011.

% Quoted in Marek Wagner, “Working a Life: Do It for Love,” Science 348 (June 19, 2015),
1394.

% For a good survey, see Daniel Clery, “Fusion’s Restless Pioneers,” Science 345 (July 15,
2014), 370-75.
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Framing

The large literature on framing effects is both consistent and in some tension
with the argument that people are theory-driven.’” A great deal of research
points to the importance of the general framework we bring to evidence or
an issue. For example, to frame arguments about health insurance in terms
of the rights of individuals to choose how to run their lives leads some of us
to oppose strong government intervention in general and the Affordable Care
Act (Obamacare) in particular. But to see it in terms of the human right to
healthcare is to predispose others of us to a very different conclusion. One
reason why American preparations for defense against biological weapons has
been misguided is that even experts have seen biological agents within the
frame established by earlier attempts to deal with chemical weapons, despite
the two differing in crucial ways.* Michael Barnett, who worked at the UN in
1994, concludes that a large part of the reason why its bureaucracy was slow to
grasp the developing genocide in Rwanda was that before the massacres broke
out, the danger was seen as a civil war, and so the initial violence was seen
in those terms.® Gorbachev’s resistance to the unification of Germany was
greatly weakened when the Germans and Americans framed the issue in terms
of self-determination, a value that he had endorsed earlier, and, according to
the Copenhagen School, room for debate is drastically narrowed when issues
are posed in terms of threats to national security (“securitization”).*

The importance of framing effects, both as semi-automatic mindsets and as
tools of persuasion, were visible in the run-up to World War 1. Germany and
Austria-Hungary immediately saw much of the issue as punishing regicides.

8 For good summaries, see Porismita Borah, “Conceptual Issues in Framing Theory,” Jour-

nal of Communication, 61 (April 2011), 246-63; Robert Entman, Projections of Power: Framing
News, Public Opinion, and U.S. Foreign Policy (Chicago: University of Chicago Press, 2004);
Thomas E. Nelson , Zoe M. Oxley, and Rosalee A. Clawson, “Toward A Psychology of Framing
Effects,” Political Behavior 19 (September 1997), 221-46; Dennis Chong and James Druckman,
“Framing Theory,” Annual Review of Political Science, vol. 10 (Palo Alto, Calif.: Annual Reviews
Press, 2007), pp. 103-26; Riidiger Pohl, “Effects of Labeling,” in Pohl, Cognitive Illusions, pp.
327-44. Some of this thinking goes back to Erving Goffman’s classic Frame Analysis: An Essay
on the Organization of Experience (Cambridge: Harvard University Press, 1974), although this
work is more sociological than psychological. For an interesting if exaggerated treatment, see
George Lakoff, Thinking Points: Communicating Our American Values and Vision (New York:
Farrar, Straus, and Giroux, 2006). Also see the related classic experiment by Mark Snyder and
Nancy Cantor, “Testing Hypotheses about Other People: The Use of Historical Knowledge,” Jour-
nal of Experimental Social Psychology 15 (July 1979), 330-42.

8 Frank Smith III, American Biodefense: How Dangerous Ideas about Biological Weapons
Shape National Security (Ithaca: Cornell University Press, 2014).

8 Michael Barnett, Eyewitness to a Genocide: The United Nations and Rwanda (Ithaca:
Cornell University Press, 2002); I believe that motivated bias, discussed below, also was at work.

% Barry Buzan, Ole Waver, and Jaap de Wilde, Security: A New Framework for Analysis,
(Boulder, Colo.: Lynne Rienner, 2008).
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This seemed obvious because the crisis was sparked by the assassination of
the Archduke Franz Ferdinand and his wife. It was not only the desire to gain
strategic advantage that led the German Kaiser and the Austro-Hungarian Em-
peror to stress this to the Tsar of Russia and the King of England. For Russia,
and to a lesser extent France and Britain, the frame was different, however.
“An unpopular, warmongering martinet had been cut down by citizens of his
own country driven to frenzy by years of humiliation and ill-treatment. And
now the corrupt, collapsing and yet supposedly rapacious regime he had rep-
resented intended to blame his unregretted death on a blameless and peaceful
Slav neighbor.”! As the crisis deepened, for the British Foreign Secretary, Sir
Edward Grey, the frame was the previous Balkan crises and particularly his
own behavior in December 1912 when he warned Germany and managed a
conference of ambassadors to settle the issues. One horrifying set of events at
the start of the war can also be partly explained by the dominant frame and the
expectations that it produced. The German army had sharp memories of the
French use of guerillas in the Franco-Prussian War, and so the soldiers who
entered Belgium and Northern France in August 1914 were quick to interpret
ambiguous evidence as indicating that they were being fired upon by similar
franc-tireurs, which triggered many of their atrocities.*?

Advertisers and political leaders work hard to try to establish the framework
in which their goods will be seen. To take just one example, when the Clinton
administration decided to allow Cuban Americans to send money to their rela-
tives on the island and ease the associated travel restrictions, the White House
preparatory memorandum declared, “[T]he rollout must be well planned so
that this action is, to the maximum extent, seen for what it is—reasonable
humanitarian changes . . . plus pro-democracy moves, not anti-embargo or
‘pro-Castro.””* As seen in recent examples, to call an incident like a shoot-
ing “a tragedy” is to imply that no one is guilty or at least that guilt does not
rest with just one actor. Naming is often important here, and proponents usu-
ally are quick to find a resonant label for their position before opponents are
able to give it an unattractive one. Those who favor charter schools, extensive
standardized testing, and holding teachers and schools accountable for the re-
sults are happy to adopt the banner of “reformers,” because only those blind
enough to believe that our schools are working very well will oppose reforms.
Politicians who name legislative bills often seek to exploit this effect, as in
Bush’s “No Child Left Behind” education bill and the Patriot Act that gave

ol Christopher Clark, The Sleepwalkers: How Europe Went to War in 1914 (New York:
Harper Collins, 2013), p. 412.

2 John Horne and Alan Kramer, German Atrocities, 1914: A History of Denial (New Haven:
Yale University Press, 2001).

% Quoted in William LeoGrande and Peter Kornbluth, Backchannel to Cuba: The Hidden
History of Negotiations Between Washington and Havana (Chapel Hill: University of North Caro-
lina Press, 2014), p. 304.
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the government increased surveillance and police powers after 9/11. Interna-
tional politics scholars should not scorn this as merely a cheap trick. Scholars
who call themselves Realists are happy to adopt a name that implies that those
who disagree are unrealistic. Of course, this may not be one-sided as conflict
is often mirrored by and waged through the opposing terms: “pro-choice” is
answered by “pro-life.” It is easy to label these efforts as “spin,” but a great
deal is at stake.”

Several questions are obvious even if the answers are not. First, the most
convincing demonstrations of framing effects come from experiments with
naive subjects, where people with little information or few deeply held opin-
ions are exposed to one frame or another. Researchers can then examine the
difference in the attitudes or impressions, and causation is relatively easy to
infer. This is not true in cases of leaders’ foreign policy views and perceptions
of others. There is indeed a correspondence between the frames employed and
the views held, but because it is the participants themselves who have chosen
the frames, the direction of the causal arrow and the possible role for third
factors cannot be readily determined. Thus even if the Copenhagen School’s
description of the process of securitization is correct, seeing issues as involv-
ing national security may be an effect of prior predispositions and beliefs and
may itself exert little independent influence on subsequent perceptions and be-
havior. To return to a domestic issue, it is largely liberals who see Obamacare
as increasing public health and conservatives who see it as an unwarranted
government intrusion into the health market that restricts individual choice.
The frames come from broad political orientations and it is the latter rather
than the former that are causally powerful.

Indeed, actors sometimes not only chose but also propose the frame. This
was true when President Bush immediately responded to the terrorist attacks
of September 11, 2001, by declaring a “war on terror.” This appeared to have
been a spontaneous interpretation rather than deliberate decision and in one
sense it was highly consequential, because accepting it predisposed one to
more war-like actions. But this frame was no unmoved mover, and the divide
between those who thought that the United States needed to treat the events as
a war and those who believed that such a mindset mischaracterized the situa-
tion, and pointed to dangerous courses of action, reflected deep differences in
political beliefs and orientations. It is interesting that although he was out of
the country and not in contact with other government officials at the time of
the attack, Douglas Feith, Undersecretary of Defense for Policy, who shared
Bush’s political outlook, also immediately characterized the assault and the

% For an excellent discussion of how politicians use polling data to craft messages that they
know will appeal, see Lawrence Jacobs and Robert Shapiro, Politicians Don 't Pander: Political
Manipulation and the Loss of Democratic Responsiveness (Chicago: University of Chicago Press,
2000).
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necessary American response as war.” Put another way, people often choose
the frames they employ because of their views rather than passively accepting
the one an experimenter has put before them.

Choice of a frame often is both facilitated and constrained by the normal
competition that characterizes politics. Few political issues are entirely new
and even when many specifics are novel, they often relate to preexisting values
and beliefs about how the world works that divide people into different camps
if not political parties. This means that there will almost always be alternative
frames on offer, unlike the case with many laboratory experiments.”® In these
cases it is particularly hard to tease out the independent effect of the way the
person frames the issue.

A more theoretical problem is that the importance of framing effects is in
some tension with my claims for the crucial role for our theories: while the
power of a frame to influence subsequent perceptions fits nicely with it, the
purported ease with which frames can be established and changed does not.
The circle can perhaps be squared by noting that the alternative frames are not
themselves expectation-generating theories but rather make salient different
considerations, values, or feelings. This is clearly true for the most important
example of framing: Tversky and Kahneman’s Prospect Theory, which holds
that a choice will elicit higher risk-taking when it is framed in terms of avoid-
ing losses than when it is described in terms of making gains, although the
situations and choices are actually identical. °” The framing effect here is very
powerful, but it does not alter the person’s substantive views of how the world
works. Similarly, most Americans want to both maximize healthcare coverage
and minimize the role of the government, and competing frames are designed
to manipulate our choice by highlighting one value or the other without chang-
ing anything more fundamental.

Lack of Awareness

Sometimes people realize that their interpretation of incoming information is
strongly influenced by what they already believe, but usually this is not the
case. Three unfortunate results follow. First, disagreements are misunderstood
by the participants. They vigorously argue about specific bits of information
when what really divides them, and what causes them to see the information
differently, is their differing beliefs. Much time and effort is wasted as people

% Douglas Feith, War and Decision: Inside the Pentagon at the Dawn of the War on Terror-

ism (New York, Harper, 2009), pp. 2—11.

% Paul Sniderman and Sean Teriault, “The Structure of Political Argument and the Logic of
Issue Framing,” in Willem Saris and Paul Sniderman, eds., Studies in Public Opinion (Princeton:
Princeton University Press, 2004), pp. 133-65.

7 For my analysis and applications, see “Prospect Theory: The Political Implications of Loss
Aversion,” ch. 4 in How Statesmen Think.
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fail to focus on the broader reasons for their disputes (not that they could be
readily resolved).

Second and related, each person thinks that the other is not only wrong but
also unreasonable because she cannot see that even if her general views might
be right (and of course they are not), the specific bits of information under
scrutiny clearly count against them. Take, for example, the statement made by
President Obama during the 2012 campaign that sparked a furor:

If you were successful, somebody along the line gave you some help. There was a
great teacher somewhere in your life. Somebody helped to create this unbelievable
American system that we have that allowed you to thrive. Somebody invested in
roads and bridges. If you’ve got a business—you didn’t build that. Somebody
else made that happen. The Internet didn’t get invented on its own. Government
research created the Internet so that all the companies could make money off the
Internet. The point is, is that when we succeed, we succeed because of our individual
initiative, but also because we do things together.”

Republicans seized on the sentence I have put in bold, arguing that the presi-
dent, socialist that he was, was claiming that people had not built their own
businesses. Democrats said that this was a wild distortion and that the context
makes clear that he was referring to the roads, bridges, and other infrastructure
without which the business could not have thrived. As a Democrat, I think this
is clearly correct. But I must admit that with some straining it could be read
otherwise. The public dialogue, however, largely served to convince all par-
ticipants that those on the other side were incredibly pig-headed (which is one
reason why many friendship groups are politically homogenous or only rarely
discuss politics).”

A close parallel occurred in the Republican primary four years later when
Jeb Bush explained how the economy could grow at the rate of 4 percent a
year: “Workforce participation has to rise from its all-time modern lows. It
means that people need to work longer hours and, through their productiv-
ity, gain more income for their families.”'® Democrats immediately ridiculed
this, pointing to the shortage of jobs and becoming reinforced in their belief
that Bush is out of touch and always blames the victims. Republicans argued
that Bush was in fact sympathizing with part-time workers who wanted fuller

% Quoted in Aaron Blake, “Obama’s ‘You Didn’t Build That’ Problem,” Washington Post,
July 18, 2012.

% Diana Mutz, Hearing the Other Side: Deliberative versus Participatory Democracy (New
York: Cambridge University Press, 2006); also see Mutz, “Reflections on Hearing the Other Side,”
Critical Review 25, no. 2 (2013), pp. 260-76, and Robert Shapiro, “Hearing the Opposition: It
Starts at the Top,” Critical Review 25, no. 2 (2013), pp. 226-44.

1% Quoted in Dan Tuohy, “Jeb Bush: “We’ve Got to Start Solving Problems,”” New Hamp-
shire Union Leader, July 8, 2015.
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employment and concluding that Democrats were yet again distorting what
Republicans were saying. In much the same way, in 2016 Democrats and Re-
publicans not only heard the latter’s presidential nominee, Donald Trump, say
different things on more than one occasion, but were incredulous that others
could have reached a different understanding. One example was the reaction
to his statement, “Russia, if you’re listening, I hope you are able to find the
30,000 emails that are missing” from the private server of his opponent, Hilary
Clinton. Democrats were horrified, interpreting this as inviting one of Ameri-
ca’s adversaries to commit cyber espionage, a truly unprecedented move. Re-
publican defenders argued that this interpretation was outlandish and that at
most he was urging Russia to turn over any such emails that it might already
have, or if not, as Trump declared a day later, that he was being sarcastic.'®!
Similarly, when Trump said that if Clinton were elected and “gets to pick her
judges, nothing you can do folks,” and then added as the crowd booed, “al-
though the Second Amendment people—maybe there is, I don’t know.” Clin-
ton supporters inferred that this was a not-so-veiled threat to Clinton’s life;
Trump supporters said he was merely urging gun-rights supporters to organize
and prevent her election or, if she were elected, to block the appointment of
hostile judges. People in each group believed that theirs was the only reason-
able interpretation and Trump supporters were reinforced in their belief that
their opponent—and the media—was either too biased to listen carefully or
was set on smearing their candidate. Indeed, in an interview with Fox News,
Trump declared, “There can be no other interpretation, I mean, give me a
break.”'”? (My own interpretation is that Trump was just ad-libbing and was
seeking to both frighten and flatter his audience and did not have any particular
meaning in mind.

Third, the failure to understand the influence of our preexisting beliefs leads
us to become more confident in them because we see information as less am-
biguous than it is and think that the new information provides independent
confirmation of our beliefs.!”* Not only do we fail to ask whether the informa-

101 Ashley Parker and Maggie Haberman, “Trump Calls Comments on Emails ‘Sarcastic,””

New York Times, July 29, 2016.

12 Nick Corasanti and Maggie Haberman, “Donald Trump Suggests ‘Second Amendment
People’ Could Act Against Hillary Clinton,” New York Times, August 10, 2016.
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titude Polarization Phenomenon: Role of Response Measure, Attitude Extremity, and Behavior
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of Political Beliefs,” American Journal of Political Science 50 (July 2006), 755-69; Lodge and
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tion might be equally consistent with alternative views, but we are not likely to
realize that the way we see it is strongly colored by our expectations and that
we would see this evidence differently if we held different views. This treat-
ment of ambiguous information may be one source of why people tend to be
overconfident. To return to a previous example, many Republicans undoubt-
edly felt that Obama’s statement logically bolstered their image of him as a
socialist, because they did not realize that they read it as they did only because
they already thought that he was one. With more far-reaching implications, in
the years preceding the Iraq War both producers and consumers of intelligence
on Iraq’s WMD program grew more confident in their belief that the programs
existed because they failed to understand that the reason why they interpreted
new information (much of which turned out to be fabricated) as indicating the
existence of these programs was that Saddam’s previous behavior had led them
to conclude that he had not mended his ways.!* The problem, and indeed the
irrationality, was not that the new information could not be seen as consistent
with Saddam’s having active programs, but that those drawing the inferences
believed that the new information confirmed their beliefs in the sense that any
reasonable person looking at it would see that it pointed in this direction even
if they started with a more benign view of his regime.

The parallel prescription is obvious, although of questionable feasibility.
People probably cannot avoid assimilating new information to their preexisting
beliefs; indeed, as I have noted, taken to an extreme, the injunction not to do so
would render us incapable of operating in the world. But by being more self-
aware, we can reduce undue confidence, better understand how others see the
evidence differently, and focus our attention on the important questions.' To
return to the intelligence on Iraqi WMD, although greater self-consciousness
would not have yielded the correct answer, it would have led analysts to realize
that while there were many specific bits of information pointing to the exis-
tence of active programs, the main driver of the conclusion and much of the
reason why the evidence was interpreted in this way was the plausibility of the
general picture of Saddam’s goals and behavior, an image that long predated
the evidence that secret sources were providing. It is at least possible that such
an understanding would have led analysts to see that the new evidence was less
dispositive than they had thought and that a degree of caution was in order.
Furthermore, they might have asked themselves whether there were alternative

Polarization,” Critical Review 24, no. 2 (2012). For a good summary of the many arguments,
see Deanna Kuhn and Joseph Lao, “Effects of Evidence on Attitudes: Is Polarization the Norm,”
Psychological Science 7 (March 1996), 115-20, and for placing the argument in a broader setting,
Robert MacCoun, “Biases in the Interpretation and Use of Research Results,” Annual Review of
Psychology, vol. 49 (Palo Alto, Calif.: Annual Reviews Press, 1998), pp. 259-87.
104 Jervis, Why Intelligence Fails, pp. 149-53.

Jeffrey Friedman, “Motivated Skepticism or Inevitable Conviction? Dogmatism and the
Study of Politics,” Critical Review, 24, no. 2 (2012), pp. 131-55.
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explanations for what they were seeing and whether the evidence might appear
differently if it were framed by a different understanding of Saddam (although
the disturbing fact is that the picture we now have of Saddam’s strategy is more
far-fetched than the view that was dominant at the time).

Bayesianism

Bayesianism gives an optimal way to combine new information with prior be-
liefs. Although the equation used looks daunting, the basic points are simple,
important, and often underappreciated: the direction and degree to which I
should change my beliefs depends on how certain I am of the validity of my
original views as modified by the extent to which the new information is di-
agnostic (i.e., discriminates between my view and some alternative).! This
appropriately cuts both ways. On the one hand, even a well-established be-
lief can be overturned if the new information is disconfirming enough. On the
other hand, if the prevailing view rests on firm foundations, some discrepant
information need not change it, because that evidence may turn out to be a
weird outlier or the manifestation of phenomena that could yet be brought into
alignment with the prevailing view. Scientists see fundamental laws of nature
contradicted in their laboratory all the time and simply discard the observation
as measurement errors. People battling for minority views feel frustrated at the
apparent closed-mindedness of the establishment in dismissing the bits and
pieces they come up with, but even though these dissenters may turn out to
be right, the basic point is Carl Sagan’s following observation: “extraordinary
claims require extraordinary evidence.” This is an important corrective to the
notion that we are irrational if we are not quick to change our minds in the face
of discrepant information. And this is clear in the way many scientists defend
their positions in bitter debates. For example, an opponent of the then-minority

1% For good and accessible discussions, see Nate Silver, The Signal and the Noise (New
York: Penguin Books, 2015), pp. 240-61, and Sharon Bertsch McGrayne, The Theory That Would
Not Die: How Bayes’ Rule Cracked the Enigma Code, Hunted Down Russian Submarines, and
Emerged Triumphant from Two Centuries of Controversy (New Haven: Yale University Press,
2011). For a discussion of the psychological biases involved, see Stephanie Kurzenhauser and An-
drea Lucking, “Statistical Formats in Baysian Inference,” in Pohl, Cognitive Illusions, pp. 61-78.
Much of the argument about whether people are good Bayesians has been carried out in the areas
of political attitudes and voting behavior. Good studies that also provide guides to the literature
are John Bullock, “Partisan Bias and the Bayesian Ideal in the Study of Public Opinion,” Jour-
nal of Politics 71 (July 2009), 1109-24; Allan Gerber and Donald Green, “Misperceptions about
Perceptual Bias,” Annual Review of Political Science, vol. 2 (Palo Alto, Calif Annual Reviews
Press, 1999), pp. 189-210; Lee Ross, “Reflections on Biased Assimilation and Belief Polariza-
tion,” Critical Review 24 (June 2012), 233-45; For a discussion as applied to foreign policy,
see Andrew Kydd Trust and Mistrust in International Relations (Princeton: Princeton University
Press, 2005). In the wake of the Iraq WMD intelligence failure, the CIA has increased the use of
forms of Bayesianism.
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“continental drift” theory said, “If we are to believe Wegener’s hypothesis we
must forget everything which has been learned in the last 70 years and start
over again,” and Wegener responded to critics who pointed out that a particu-
lar rock formation was inconsistent with his theory by saying that his theory
should be judged “by the large number of reliable and mutually consistent
pieces of evidence, not by the one anomaly.”'”” To put this another way, Bayes-
ian thinking shows that two people can respond differently to the same bit of
new information without either of them violating common norms for handling
evidence. A leader in the anti-abortion movement was correct to explain the
lack of impact of some of her appeals because “it’s very difficult to deliver
a message that people don’t basically believe,” but the implication that this
showed a fault on the part of these individuals is not necessarily warranted.'®

A second virtue of the Bayesian formulation is that it reminds us that what
matters is not only whether the information is consistent with our views, but
whether it clashes with alternatives and so discriminates between competing
beliefs. This lesson is important prescriptively because it often fails to describe
how people actually reason. Even sophisticates are much quicker to note that
what is happening fits with their expectations than to think about whether it
might also fit alternative theories. Thus, during the Obama presidency Repub-
licans pointed to the tepid economic recovery, especially in terms of jobs and
wage levels, as evidence that Obama’s policies were misguided without paying
much attention to the claim that a slow recovery is just what we would expect
from such a deep financial crisis, especially if it was not countered with a much
larger stimulus package. (I am sure that parallel examples could be found for
the reasoning of Democrats, and my difficulty in coming up with them reflects
the point I am making.) The Iraqg WMD intelligence failure again provides a
good example. In a number of cases, analysts were quite correct to believe that
what they saw was consistent with Saddam’s active pursuit of WMD, but they
failed to realize that corruption, standard operating procedures, and the desire
to curry favor also could have produced these behaviors.!” The fact that schol-
ars have to spend significant time teaching their students to look for evidence
that discriminates between hypotheses indicates that this way of thinking is
not intuitive and implies that those who are not so instructed are likely to stop
when they believe the evidence fits their views.

A third virtue of Bayesianism is its demonstration that divergence and even
polarization of beliefs in the face of a common stream of new information
is not automatically evidence of irrationality. These phenomena can occur

17 Powell, Four Revolutions in the Earth Sciences, pp. 89, 78. The rest of the book provides

numerous other examples.

1% Quoted in Jeremy Peters, “G.O.P. Rethinks the Way It Talks About Abortion,” New York
Times, July 27, 2015.

19 Jervis, Why Intelligence Fails, pp. 150-53.
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because of differences in people’s initial priors or in disagreements about how
diagnostic the new information is (or indeed about which belief it supports).
Even reacting to discrepant information by becoming more committed to one’s
own views is not necessarily a violation of Bayesianism, because it could trig-
ger examination of the totality of the evidence or further thought on the gen-
eral question that could lead the person to discover additional support for her
views, as in the backlash effect noted earlier.!'’ Indeed, a good Bayesian could
react to discrepant evidence not by altering her priors but by deciding that the
source of the evidence could not be trusted because it contradicted a well-
established position.!!!

This hints at a major problem, however. Although Bayesianism rests on
how confidently prior beliefs are held and the diagnosticity of the new evi-
dence, these variables are not objective and have to be entered into the equa-
tion by hand; Bayesianism cannot tell us how certain we should be in our
beliefs or how much the new information should move us (or even in which
direction we should move). This is not a problem in experiments, because the
new evidence is designed to be clearly either confirmatory or disconfirmatory.
Similarly, in medical trials, where Bayesianism has gained increasing accep-
tance, one can specify outcomes in terms of patient survival, tumor shrinkage,
or other indicators of progress that people from contending schools of thought
see in the same way. We do have to worry that one doctor will say that a patient
is doing fine and the other will claim that he is dying, nor is there much chance
that people will disagree about whether patient survival counts for or against
the efficacy of a treatment.!'? The new information can be judged without refer-
ence to the priors, which permits medical researchers to employ the powerful
tool of double-blind experiments.

Few political judgments are as clear, however. The new information does
not speak for itself but requires interpretation, and interpretation is inevita-
bly influenced by prior beliefs. Of course, if one country attacks another, all
observers will take this as evidence of hostility (although the causes of the
attack, whether it was provoked or not, and what it tells us about the state’s
other characteristics can all be disputed). The meaning of most evidence, and

1% Sometimes, of course, the reexamination triggered in this way can lead to the discovery
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President,” Studies in Intelligence 57 (September 2013), 15.

2 For a discussion of a related way to approach disputes, see the discussion of adversary
collaboration in Mellers, Hertwig, and Kahneman, “Do Frequency Representations Eliminate
Conjunction Effects?”



|—Preface to the Second Edition

therefore how we should adjust our beliefs in response to it, is not independent
of those beliefs, however. To return to my central question of how leaders infer
others’ intentions, in innumerable cases what you as a dove see as an indication
of one state’s willingness to reach a reasonable compromise, I as a hawk am
likely to see as an attempt to lure our country into complacency and as further
evidence that my mistrust is warranted. Even if later research vindicates one
view or another (in fact, it is more common for historical disputes to replicate
the contemporary divisions), this would not automatically mean that the wrong
position was maintained in violation of Bayesian logic. In most political cases,
the prior beliefs and judgments of the diagnosticity of the evidence are not
independent, contrary to the assumptions of standard Bayesianism, and this
severely limits the applicability of this approach.

In some cases, information will be misinterpreted because of the perceiver’s
expectation. For example, in the run-up to the crisis that led to the birth of Ban-
gladesh in 1971, Henry Kissinger misinterpreted—and probably misheard—
what the Chinese were telling him about their (un)willingness to threaten India
militarily if need be.!> Had he understood his Chinese interlocutor correctly,
he might have behaved as a good Bayesian and reduced the probability he
placed on vigorous Chinese support for Pakistan, but his misinterpretation
meant that his updating moved him in the wrong direction. The strong power
of expectations then means that even if people try to be Bayesian, how their
views change will be strongly influenced by what they believe at the start.
People with different initial views will understand new information differently.

Even more, we may not even be able to describe what the other has done
without reference to the basic views that are in dispute. When at Stalin’s funeral
his emerging successor, Georgy Malenkov, said that “there are no contested is-
sues in US-Soviet relations that cannot be resolved by peaceful means,” there
is no atheoretical way to determine whether this was a misleading “peace of-
fensive” that did not call for revising the prevailing view of the USSR, as
the Eisenhower administration believed, or was a true peace initiative that
indicated that the change of leadership brought with it a substantial change
in policy, as dovish observers believed. Similarly, when Nikita Khrushchev
drastically cut the level of the Soviet Army, Secretary of State John Foster
Dulles argued that rather than taking a conciliatory step (something the Soviet
leader was more likely to do if his intentions were benign than if they were
malign), Khrushchev did this to make the Soviet allocation of resources more
efficient so that he could present the United States with an even graver threat.!4

13 Chris Tudda, 4 Cold War Turning Point: Nixon and China, 1969—1972 (Baton Rouge:
Louisiana State University Press, 2012), pp. 162-64.
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Although most liberal critics thought this was just another example of Dulles’s
imperviousness to evidence, one can make a good argument that he was right.
The crucial point is that Bayesianism cannot tell us whether he was or not.
More recently, when American intelligence analysts overheard Iraqi military
leaders telling army base commanders to destroy any indications of WMD be-
cause inspectors might be coming, they took this as confirming their prior that
Saddam had active programs that he was trying to disguise, an interpretation
that was not questioned when Secretary of State Colin Powell played the tapes
for the UN Security Council. Only later when it became clear that Saddam had
no programs were the conversations read as innocent instructions to remove
any old and misleading traces of inappropriate material.

A striking example of the theory-dependent nature of the evaluation of
evidence is provided by an incident following the police shooting of Michael
Brown, an African American teenager in Ferguson, Missouri, in August 2014.
A few days later the police released a security videotape that appears to show
him shoving a store clerk and taking a box of cigarillos. At least to some extent,
what one sees on this tape depends on preexisting beliefs about Mr. Brown. To
someone who believed that he was an honest young man, the tape could show
that the clerk had insulted or been rude to him, and perhaps that he had previ-
ously paid for the item and so was not stealing it. More importantly, the lawyer
for Brown’s family said that nothing on this tape “justifies the execution-style
murder by this police officer in broad daylight.”!'> But whether one agrees with
this depends on previously established beliefs. If my general knowledge leads
me to think that someone who has just committed a robbery is more likely to
be the sort of person who will be violent and that such a person, apprehended
right after having committed this crime, is likely to resist being arrested, then I
should increase my willingness to accept the police officer’s statement that Mr.
Brown grabbed for his gun and then menacingly charged at him. On the other
hand, an observer could concede that the tape showed Brown committing a
robbery, but believe that this made it less likely, not more likely, that he would
pick a fight with a police officer, because knowing he had just committed a
crime, he would go out of his way to avoid behavior that might lead to his ar-
rest. In a third possibility, if I do not have any beliefs about how people who
have just committed a crime will behave or think that stealing does not tell me
anything about what the person is likely to do if stopped by a police officer,
then the tape is uninformative: “Whatever happened in the store is irrelevant,”
said the family’s lawyer. Not only are the priors subjective, but the meaning of

about the meaning of this action, beliefs that are likely to be linked to the person’s preexisting
image of the PRC.
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Anger Rises in Missouri,” New York Times, August 16, 2014.
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the new evidence depends on beliefs that are informed by our priors and the
expectations that lie behind them.

When we are dealing with most political inferences it then does not make
sense to ask whether people are good Bayesians, at least in a strict sense. We
can ask whether they seem to neglect priors or to pay no serious attention to
new information (what Karl Deutsch referred to as being like driftwood or,
at the other extreme, like a bullet).!'® But the inability to completely separate
judgments of the diagnosticity of new information from our priors means that
theory-driven perceptions cannot be dismissed as irrational. I think that this
label can be applied to the frequent instances in which people do not know that
they are drawing inferences in this way, however. As I noted earlier, this failure
of self-awareness makes people more confident than they would be if they had
a better understanding of how they were reaching their conclusions. And it is
to the role of the unconscious that I will now turn.

UNconNscious AND IMPLICIT PROCESSING

When I wrote Perception and Misperception discussion of the unconscious
was out of fashion. What was then called subliminal perception received
some attention, but most of the action in psychology was elsewhere. Although
the field has not returned to Freudian and related theories, it has rediscov-
ered the central importance of unconscious mental processing.!'” It is clear
that we are unaware of much of the work our brains are doing. This is true,
furthermore, not only of our senses (it is obvious that we do not consciously
control what we see, hear, feel, and smell), but of much thinking, judging,
and concluding. In a classic experiment, Benjamin Libet hooked subjects up
to EEG (electroencephalography) machines that measured their brain activi-
ties and told them to perform a simple physical activity at a moment of their
choosing, and to report when they had decided to do so. The EEG indicated
that the signal had been sent to the muscle just before rather than after the
self-report.!’® This new understanding is only beginning to make itself felt
in political science, and the implications for how leaders and the mass pub-
lic perceive other countries remain unclear. Some scholars view conscious
thinking as largely the rationalization for impulses and motives that remain
hidden to us, in a way that resonates with Freud, although without endorsing

116 Karl Deutsch, The Nerves of Government: Models of Political Communication and Con-
trol (New York: Free Press, 1963).

"7 For a summary, see John Bargh, Social Psychology and the Unconscious: The Automatic-
ity of Higher Mental Processes (Philadelphia: Psychology Press, 2007).

118 Benjamin Libet et al., “Time of Conscious Intention to Act in Relation to Onset of Cere-
bral Activity (Readiness-Potential),” Brain 106 (September 1983), 623-42.
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the substance of Freudian categories. Others see a larger and more autono-
mous role for conscious deliberation. But there is agreement that the latter
do not tell the whole story.

In chapter 3 I briefly draw on the interesting work of Daryl Bem on self-
perception.!" Briefly put, Bem argues that we rarely understand why we act as
we do because we lack privileged access to our own mental processes. Although
we think otherwise, we know only as much—or as little—about ourselves as
we do about others, and the explanations we give ourselves for our behavior
employ the same kinds of reasoning that we apply to explaining others. That
is, we look at what we have done and try to come up with an understanding of
the values, goals, and beliefs that could/should have been responsible. Because
we want to be consistent, we then adopt these as the basis of future actions.
Deborah Larson argues that this is how Truman came to his basic image of the
Soviet Union and his containment policy. Rather than rely on a coherent view
to produce his policy, he first took a number of steps and then developed a
more consistent policy as he made sense of what he had done.!®

Over the past forty years scholars have pushed arguments of this kind a
good deal further and were I to rewrite the book I would give them more
prominence, although I am not sure how many direct links to foreign policy I
could draw. One branch of the research is well represented by one of the early
experiments. Two groups of college students heard a visitor give a talk on a
subject of interest to them (e.g., whether the drinking age should be raised).
The person was a European and followed a careful script so that the only thing
different in the versions heard by the two groups was the side of the issue
that he favored. Afterward, the students were asked to rate the speaker on his
style and presentational skills. The content of the talk was not supposed to
enter in. But it did. The group that heard him call for raising the drinking age
found him distasteful, not well organized, and having a snobbish accent and
demeanor. The group that heard him deliver a pleasing message reported the
opposite: he was likeable, friendly, well organized, and had a sophisticated ac-
cent.'?! There is no reason to doubt that the students accurately reported their
feelings and were unaware that their judgments of the speaker’s style were a
reflection of whether his message was welcome or not. Perhaps the correlation
between students’ evaluation of their professors and how easy or hard a grader
they are is to be similarly explained—or so I would like to believe. We tell
ourselves elaborate stories about why we have formed our judgments and can

119

Daryl Bem, “Self-Perception Theory,” Advances in Experimental Psychology, vol. 6
(New York: Academic Press, 1972), pp. 1-62

120 Larson, Origins of Containment.

121 Richard Nisbett and Timothy Wilson, “Telling More Than We Can Know,” Psychological
Review 84 (May 1977), 231-59.
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often report the relative weight we have given to a number of factors, and even
to their interactions. There is a real chance that these are no more than stories,
however. We may then hold incorrect beliefs about the considerations that have
led to our decisions and images of others because of the inability to interrogate
our unconscious processes. In parallel, the reasons we give for many of our
moral judgments may be post-hoc justifications for conclusions reached by
other paths.'? In the words of the title of a book summarizing this research, we
are “strangers to ourselves.”!?

Some people have sufficient awareness of their lack of awareness to un-
derstand this. President John F. Kennedy noted that “the essence of ultimate
decision remains impenetrable to the observer—often, indeed, to the decider
himself,”'?* and British Foreign Secretary, Sir Edward Grey, began his discus-
sion of the deliberations in 1914 by declaring,

Itis not always easy for a man to trace the inward path and steps by which he reaches
his own conclusions; so much of the working of the mind is subconscious rather
than conscious. It is difficult to be sure of one’s own mind, one can only guess at the
processes in the minds of others.'?
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Richard Shweder and Jonathan Haidt, “The Cultural Psychology of Emotions,” in Mi-
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The only point at which our modern understanding would take exception would
be the last phrase—it may be no harder to understand how others reached their
decisions than to understand how we did.

The very nature of this phenomenon makes it extraordinarily hard to pin
down in the absence of experiments. So it is not surprising that we lack clear
evidence showing that political decision-makers are subject to influences of
which they are unaware. On the other hand, it is hard to come up with reasons
why they should be immune to them. As I noted earlier, the starting point for
understanding perception and judgment is that the world is so complicated and
our brains are so limited that we must employ many shortcuts. Our conscious
processing ability is in even shorter supply; the unconscious works much faster
and with less effort. It is therefore quite likely that the reasons leaders give
for their views and decisions, even if sincere, do not reflect the actual con-
siderations at work. This may not lower the quality of the decisions, but it is
troublesome because diplomatic historians and IR scholars who follow in their
footsteps rely heavily on documents in which officials lay out their arguments.
Of course, scholars are aware of many traps here: much of the discussion is
never put down on paper, minutes of meetings may be distorted, transcripts are
notoriously hard to interpret, much of what is said and written is designed to
persuade and may not reveal actual beliefs. But if officials are not aware of the
forces and factors that led to their conclusions, our problems in understanding
how they think are greater still, and it is not clear how we should deal with
them. If we treat even the most sincere explanations of why an official acted as
unreliable, we lose evidence that was previously seen as of great value.

More attention has been focused recently on extending the older work on
subliminal perception. Long debated, it is now clear that stimuli that do not
reach our conscious can have significant impact.'? In other cases, the person
may be aware of the stimulus, but not realize that it is influencing her percep-
tions and judgments. In both sets of cases the person is unaware of the effect,
which is known as priming. John Hibbing provides an excellent list of some of
the more startling findings:

Particularly when higher-order decisions such as morality and politics are involved,
people often believe their decisions and orientations to be the result of conscious,

126 For summaries, see Mahcarin Banaji and Anthony Greenwald, Blind Spot: Hidden Bi-
ases of Good People (New York: Delacorte Press, 2013); Leonard Mlodinow, Subliminal: How
Your Unconscious Mind Rules Your Behavior (New York: Vintage, 2012); John Bargh, ed., So-
cial Psychology and the Unconscious: The Automaticity of Higher Mental Processes (New York:
Psychology Press, 2007); Felix Acker, “New Findings on Unconscious vs. Conscious Thought in
Decision-Making: Addition Empirical Data and Meta-Analysis,” Judgment and Decision-Making
3 (April 2008), 292-303; Bertram Gawronski, Silvia Galdi, and Luciano Arcuri, “What Can Politi-
cal Psychology Learn from Implicit Measures? Empirical Evidence and New Directions,” Politi-
cal Psychology 36 (February 2015), 1-17.
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rational reflection. Extraneous, sub-threshold factors might be conceded to affect
trivial decisions, such as which brand of a product to buy, but the suggestion that
these factors are relevant to morality and politics is resisted. Nonetheless, the evi-
dence clearly shows that politics and morality are not confined to conscious, rational
thought. People sitting in a messy, malodorous room tend to make harsher moral
judgments than those who are in neutral rooms, and disgusting ambient odors in-
crease expressed dislike of gays. Sitting on a hard, uncomfortable chair leads people
to be less flexible in their opinions than if they are seated on a soft, comfortable
chair. People reminded of physical cleansing, perhaps by being placed near a hand
sanitizer, are more likely to render harsher moral judgments than those who were not
given such a reminder. People even can be made to change their moral judgments as
a result of hypnotic suggestion.

Politics is no different. People whose polling place happens to be a church are more
likely to vote for right-of-center candidates and ballot measures than are those
whose polling place is a public school. People in Italy who believed themselves to
be neutral on an upcoming referendum on the expansion of a nearby US military
base but who in an Implicit Association Test were quicker to associate images of
American GIs with negative concepts were more likely to vote against the refer-
endum than were those who also said they were undecided but did not display this
implicit bias. In other words, in certain situations it is possible to know people’s
voting behavior before they do.'?’

Whether people are aware of the stimulus or not, the implications are disturbing
not only for rigorous standards of rationality, but for ideas about responsibility,

127 John Hibbing, “Ten Misconceptions Concerning Neurobiology and Politics,” Perspec-

tives on Politics 11, (June 2013), 479-80. The sources he cites are, in order, Yoel Inbar, David A.
Pizarro, and Paul Bloom, “Conservatives Are More Easily Disgusted than Liberals,” Cognition
and Emotion 23 (May 2009), 714-25; Yoel Inbar, David A. Pizarro, and Paul Bloom, “Disgust-
ing Smells Cause Decreased Liking of Gay Men,” Emotion 12 (February 2012), 23-27; Joshua
M. Ackerman, Christopher C. Nocera, and John A. Bargh, “Incidental Haptic Sensations Influ-
ence Social Judgments and Decisions,” Science 328 (June 25, 2010), 1712-15; Erik G. Helzer
and David A. Pizarro, “Dirty Liberals! Reminders of Physical Cleanliness Influence Moral and
Political Attitudes,” Psychological Science 22 (April 2011), 517-22; Thalia Wheatley and Jona-
than Haidt, “Hypnotic Disgust Makes Moral Judgments More Severe,” Psychological Science 16
(October 2005), 780-84; Jonah Berger, Marc Meredith, and S. Christion Wheeler, “Contextual
Priming: Where People Vote Affects How They Vote,” Proceedings of the National Academy of
Science 105 (July 2008), 8846—49; Silvia Galdi, Luciana Arcuri, and Bertram Gawronski, “Auto-
matic Mental Associations Predict Future Choices of Undecided Decision-Makers,” Science 321
(August 22,2008), 1100-102. Also see the list in Lodge and Taber, Rationalizing Voter, pp. 36-37.
For some reason, experiments in this field seem to be unusually prone to fraud: see, for example,
Frank van Kolfschooten, “Fresh Misconduct Charges Hit Dutch Social Psychology,” Science 344
(May 9, 2014), 566—67; for a general discussion of the failure to replicate psychological studies,
especially of this kind, see John Bohannon, “Replication Effort Provokes Praise—and ‘Bullying’
Charges,” Science (May 23, 2014), 788-89.
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self-control, and even our conceptions of ourselves. In some cases we may
want to believe that our judgments are instantaneous and intuitive rather than
deliberative—for example, most of us like to think that the revulsion against
child abuse results not from a careful weighing of the pros and cons, but from
the instinct that makes us human. Priming effects are uncomfortable, indeed
spooky, however. Even though we know that our memories are imperfect, it is
disturbing to learn that the way we remember a film of a car crash is affected
by whether we had been subliminally exposed to the word “smash’ as opposed
to “hit.”12% It is even more disturbing to learn that we are more likely to favor
income transfers from the rich to the poor when we are hungry than when we
are not.'?” Most of us are also unhappy to learn that the fate of a marriage is
better predicted by implicit measures using subliminal exposure to the partner
as a prime than by expressed beliefs.!*® The idea that moral evaluations and
political choices can be influenced by fleeting and irrelevant stimuli is even
harder to accept.

Work along these lines is making its way into political science, mostly in
the fields of attitudes and voting behavior.!*! Perhaps best known are the con-
troversial studies of implicit prejudice. Here either a black or a white face is
shown with an exposure too brief to register consciously, followed by a word
with good or bad associations. The subject is instructed to be as quick as pos-
sible in pushing a button indicating whether the observed word is something
good or not, and prejudice is measured by the extent to which the white face
makes the reaction time faster for good words and slower for bad, with black
faces having the reverse impact.!3? These studies aim to demonstrate the exis-
tence of unconscious racism rather than claiming that the stimuli of which the
people are unaware are changing their attitudes, but they nevertheless show the
power of unconscious influences.

While studies like these are important and merit continued probing, their
implications for elite policy judgments and leaders’ images of other countries

128 Marcia Johnson, Mary Ann Foley, and Kevin Leach, “The Consequences for Memory of
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757-73.
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Whether Their Marriage Will Be Satisfying” Science 342 (November 29, 2013), 1119-20.

131 See the symposium, “An Introduction to Implicit Attitudes in Political Science Research,”
assembled by Aleksander Ksiazkiewicz and James Hedrick, in PS: Political Science and Society
46 (July 2013), 525-55.

132 Mahzarin Banaji and Anthony Greenwald, Blindspot: Hidden Biases of Good People
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remain obscure. Perhaps negotiations are more likely to succeed when they are
carried out in pleasant surroundings or arguments are likely to become more
intense in a messy office. I admit to being skeptical, but it is interesting that
both Reagan and Gorbachev say that their favorable impression of the other
at their first summit meeting in Geneva was the result not of the initial formal
session, which did not go well, but the subsequent walk ending in a chat by the
fireside of a guesthouse.!*® The impressions gained in face-to-face meetings
are strongly influenced by nonverbal cues that people pick up, often below the
level of awareness, but whether this is reflected in beliefs and images that have
a significant impact on policy is less certain. We would have to move from
initial impressions and feelings through the entire governmental process that
involves multiple participants and policy deliberations in a variety of settings.
The impact might be greatest in personalistic regimes where one individual not
only is dominant but also can act quickly.

It is hard to know if the effects are lasting. Here, as with the discussion
of framing effects and theory-driven perceptions, there is an in-built tension
in any argument that short-lived extraneous stimuli have long-term effects,
because one would expect later influences of the same kind to reverse the ini-
tial effect. Exceptions are possible, of course. In some cases, path-dependence
could be at work as an initial perception guides the interpretation of later infor-
mation and so becomes hard to dislodge;'** in other cases, a temporary impres-
sion might lead to immediate action. But these would seem to be the excep-
tions, not the rule.

Nevertheless, it seems clear that decision-makers, like people in their ev-
eryday lives, are influenced by factors of which they are unaware and, in-
deed, whose role they would deny. As convincing psycho-biographies have
shown, even self-made people have not made themselves through fully con-
scious processes,'?* early experiences with a region or country may generate

13 The fact that Reagan was quicker to see the possibility of a more fruitful relationship

with Gorbachev than were many of his associates is more likely to be attributable to differences
in preexisting beliefs than to the personal impression: Keith Shimko, /mages and Arms Control:
Perceptions of the Soviet Union in the Reagan Administration (Ann Arbor: University of Michigan
Press, 1991).

134 See Lodge and Taber, Rationalizing Voter.
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and Colonel House; also see Alexander George and Juliet George, Presidential Personality and
Performance (Boulder, Colo.: Westview, 1998). For more recent examples, see Belma Steinberg,
Shame and Humiliation: Presidential Decision Making on Vietnam (Montreal: McGill-Queen’s
University Press, 1996); Marvin Zonis, Majestic Failure: The Fall of the Shah (Chicago: Univer-
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George W. Bush (New York: Palgrave Macmillan, 2004); and Barack Obama and the Politics of
Redemption (New York: Routledge, 2012).
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impressions of greater and more lasting impact than the person realizes,'* and
much of the impact of socialization goes unacknowledged as we do not want
to believe that we are liberals or conservatives just because our parents are.
More broadly, most of us believe that we have arrived at many of our deeply
held beliefs through careful thought and do not want to recognize that if we
had been brought up by different parents, let alone in a different society, our
fundamental values and attitudes would be very different.

Intuition and Two Systems

Related to the new focus on implicit influences is the argument that our minds
work on two tracks, one very rapid, filled with shortcuts, and largely uncon-
scious, and the other utilizing more explicit and careful reasoning.'*” With the
labels of System 1 and System 2, which reminds some of us of the characters
from Dr. Seuss’s The Cat in the Hat, the former (also labeled “thinking fast™)
is the default mode because of its speed and ease. The assimilation of incom-
ing information to preexisting beliefs shows System 1 in operation. We do this
automatically and without awareness. It is an efficient device that serves us
well most of the time, even if it sometimes generates unfortunate mispercep-
tions and leads us to believe that our views are steadily receiving independent
confirmation from new information. Because System 2 (“thinking slow”) is
so costly in terms of mental energy we engage it only under prompting, and
we overestimate the degree to which thinking of this type rules our lives. Fur-
thermore, even when System 2 operates, System 1 plays a role in feeding it
many of the inputs and impressions that System 2 acts on. System 1 is intui-
tive, but because our intuitions are not schooled by careful methodology, it is
overimpressed by evidence that is first-hand and vivid, mistakes correlation
for causation, develops simple stories, and is prone to exaggerate the influence
of personal characteristics and underplay external factors in explaining others’
behavior.

Until recently, most foreign policy analysis has scanted intuition, partly be-
cause it seems too frivolous to associate with momentous decisions. But as
Pascal said over three hundred years ago, “The heart has its reasons, of which

136 Harold Issacs, Scratches on Our Minds: American Images of China and India (New York:
Day, 1958).
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vance or a Theoretical Stone Soup? Commentary on Evans and Stanovich (2013),” Perspectives
on Psychological Science 8 (May 2013), 257-62.; Evans, “Dual-Processing Accounts of Reason-
ing, Judgment, and Social Cognition,” Annual Review of Psychology, vol. 59 (Palo Alto, Calif.:
Annual Reviews Press, 2008), pp. 255-78.
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reason knows nothing,”* and the impact of historical analogies can be seen
as a form of intuition. More recently, Deborah Larson has argued that Presi-
dent Truman acted on instinct rather than slower-moving calculation when he
decided to stay in Berlin in the face of the Soviet blockade and to refuse to
forcibly repatriate Chinese prisoners in the Korean War, a decision that argu-
ably prolonged the war for two years.'* Ronald Reagan’s belief that increased
pressure on the USSR might lead the system to collapse may also have been
largely intuitive. That Truman’s Berlin decisions and Reagan’s sense of Soviet
weakness turned out to be correct shows that intuition, while not grounded in
System 2 thinking, can lead to valid conclusions.

At times we can contrast leaders’ initial reactions with what they decide to
do after extended deliberation. A good example can be found in what was prob-
ably the most important case in the Cold War, one in which we can be glad that
more time was available and that the leaders took advantage of the opportunity
to change their minds. When President Kennedy was informed that the Soviets
had put missiles into Cuba, his first reaction was that the United States would
have to bomb the sites; when Khrushchev heard Kennedy’s speech, his first re-
action was that the USSR would not give in to piracy and blackmail. Although
we do not have a sufficient number of cases to make generalizations, I doubt if
this one was unique. Extreme responses are quick to come to mind, and many
of the paths to peacefully resolving disputes take ingenuity and skill, both of
which require time to develop. Although an enormous amount is still debated
about the origins of World War I, it is clear that the immediate reactions of
leaders in both Vienna and Berlin to the news of the assassination of Archduke
Franz Ferdinand was to take extreme measures. For the Austrians especially,
the response “was a temperamental, intuitive leap™'*’ to greatly reduce Serbia’s
power and autonomy; in Berlin this meant supporting Vienna in taking such
actions. France and Russia were also quite quick to set their unyielding policy.
Why the decision-makers reconsidered in 1962 and did not in 1914 remains a
fascinating question,'*! but what is relevant here is the common factor of the
initial instinct toward an extreme response.

The degree to which System 1 produces suboptimal results has been dis-
puted. Gerd Gigerenzer and his colleagues argue that Tversky, Kahneman, and

138 Blaise Pascal, Pensées, trans. A. J. Krailsheimer (London: Penguin Classics, 1995), p.
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14 For a discussion, see Ole Holsti, Crisis Escalation War (Montreal: McGill-Queens Uni-
versity Press, 1972).
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others who have worked in this vein miss the extent to which our shortcuts
serve us well, partly because most of their research is based on laboratory
experiments that confront people with artificial situations.!*? Just as we cannot
ride a bicycle by thinking about how we can maintain this unstable form of
locomotion, and in the same way a skilled outfielder is able to predict where
the ball will land without knowing how he does it, our subconscious heuristics
are generally well adapted to our environment. More time, information, and
thought not only incur significant opportunity costs, but often produce inferior
decisions. On the other hand, many of the virtues of quick and intuitive judg-
ments are most prevalent in areas in which people have multiple exposures to
similar situations and receive accurate feedback on whether their response is
correct. Riding a bicycle has these characteristics, but foreign policy does not.
The important cases are few, and while generalizations may be possible, they
are rarely strong and simple. This debate is important, but unfortunately has
not been fully joined or applied to political decision-making. Doing so would
be extremely difficult, in part because of selection effects. That is, although it
might well be the case that decisions involving the most thought often turn out
badly, the reason would not be the processes involved, but that issues which are
the subject to prolonged deliberation are so difficult. Conversely, some intui-
tive decisions are made in this way because there is no time for deliberation.
These situations too are special and often particularly demanding.

The distinction between System | and System 2 may be somewhat over-
drawn, however. Crises, which by most definitions involve severe time pres-
sures and so should be likely to trigger System 1, also involve issues of great
importance, and so should lead to the involvement of System 2. Indeed in
many cases of foreign policy decision-making we can find the biases and heu-
ristics associated with System 1 and yet people are devoting their full attention,
energy, and skills to accurately perceiving the environment and pursuing their
goals. Furthermore, extensive staff work and detailed papers, often reflecting
conflicting positions, are deployed in a decision-making process. System 2
seems then to be fully in operation here, yet we often see not only the out-
come expected from System 1 but also ways of thinking that blur the dis-
tinction as people consciously defend ways of thinking most associated with
System 1. During the Vietnam War, American leaders acknowledged the use

42 Gerd Gigerenzer, Peter Todd, and the ABC Group, eds., Simple Heuristics That Make Us
Smart (New York: Oxford University Press, 1990); Gigerenzer and Richard Selten, eds., Bounded
Rationality: The Adaptive Toolbox (Cambridge: MIT Press, 2001); Gigerenzer and Wolfgang
Gaissmaier, “Heuristic Decision Making,” Annual Review of Psychology, vol. 62 (Palo Alto,
Calif.: Annual Reviews Press, 2011), pp. 451-82; also see Laurence Jonathan Cohen, “Can Human
Irrationality be Experimentally Demonstrated?” Behavioral and Brain Sciences 4 (September
1981), 317-31, and the replies to it; for an interesting and broader discussion, see Zeljka Duturovic
and Slavisa Tasic, “Kahneman’s Failed Revolution against Economic Orthodoxy,” Critical Review
27, no. 2 (2015), 127-45.
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of the Munich analogy, but argued that while there were other models, this
one fit the circumstances best. Although this does not disprove the counter-
factual argument that they would have seen the situation differently had they
not lived through the 1930s, it does show that careful, conscious thought does
not automatically move the person out of the groves established by System 1.
Deliberation cannot overcome all biases and subconscious processes; the as-
similation of new information to preexisting beliefs occurs even when people
are proceeding slowly and with care, for example. There may be two systems,
but they have much in common. Even System 2 is error-prone, and more ex-
plicit methodological self-consciousness than it normally provides is needed
to get better results.

BioLogy

Of course psychology, like all life, rests on biology, and when I wrote the first
edition of Perception and Misperception there was a field of biopolitics. It was
fairly small and of limited influence, however, and only more recently has the
field bloomed. Indeed, so much so that I cannot provide even a summary, let
alone a full treatment. But this may not be necessary because although this
work is very interesting, relatively little of it has spoken to international poli-
tics and even less to patterns of perception.

Many scholars and members of the general public dislike and reject (two
attitudes that are linked) biological explanations for behavior because they be-
lieve these are politically conservative in tracing patterns to inborn character-
istics that cannot be changed and in denying human agency and free will. The
other side of this coin is that both juries and judges seem to give convicted
criminals lower sentences when their behavior can be attributed to biological
factors and are seen as beyond the person’s control.!* I believe both stances are
inappropriate. Even a strong influence of genes and other biological processes
do not equate with determinism, and the same biological factors can lead to
different outcomes depending on their interaction with a wide range of other
factors.

Scholars also shy away from the subject of human nature, seeing it either
as a cover for justifying why the world has to be as it is or as such a huge and
amorphous subject that studying it poses impossible difficulties in isolating
both the independent and dependent variables. If we are looking for attributes
that characterize all humans, should we make comparisons to animal behavior?
Even this will not be appropriate if many of our characteristics are inherited
from common evolutionary ancestors. If human nature is a constant, we cannot

' For a summary, see Greg Miller, “Science and the Courts: In Mock Case, Biological Evi-

dence Reduces Sentences,” Science 337 (August 17, 2012), 788.
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use it to explain varying behavior, and this was the central point of Waltz’s
critique of the work done in this area when it was popular in the 1930s.'* But
while we should be daunted, we should not give up.'* Indeed, the roots of
basic political phenomena like why we identify with groups (including nations)
probably derive from human nature, even if the criteria and size of the group
does not.'*¢ On a smaller scale, our propensity to take higher risks than rational
choice theory indicates we should when we have a possibility of avoiding all
losses (Prospect Theory) may be rooted in human nature.'*” Contrary to the
older arguments that human nature dooms us to constant violence, however,
more recent studies show that our species is distinguished from other mammals
by our facility for cooperation.'*® Success in international politics, as in much
of social life, depends on the ability to cooperate with a wide range of other
actors—it is a mistake to believe that evolution has selected us for brutality.

144 Kenneth Waltz, Man, The State and War (New York: Columbia University Press, 1959),
chs. 1-2.

45 For reviews of some of the relevant work, see James Fowler and Darren Schreiber, “Bi-
ology, Politics, and the Emerging Science of Human Nature,” Science 322 (November 7, 2008),
912-14, and Peter Beattie, “Review Essay: The Battle over Human Nature Coming to a Resolu-
tion,” Political Psychology 37 (February 2016), 137-43. It is commonly argued that much of
what we take as human nature is in fact the product of culture. For a recent and important version
of this argument, see Joseph Henrich, Steven Heine, and Ara Norenzayan,“The Weirdest People
in the World,” Behavioral and Brain Sciences 33 (June 2010), 61-83; also see Talhelm et al.,
“Large-Scale Psychological Differences within China Explained by Rice versus Wheat Agricul-
ture,” 603—60.

146 See the discussion in Jonathan Mercer, “Rationality and Psychology in International Poli-
tics,” International Organization 59 (January 2005): 77-106.

147" Robert Jervis, “The Implications of Prospect Theory for Human Nature,” Political Psy-
chology 25 (April 2004), 163-72.

148 Michael Tomasello, Why We Cooperate (Cambridge, Mass.: MIT Press, 2009); Martin
Nowak and Roger Highfield, SuperCooperators: Altruism, Evolution, and Why We Need Each
Other to Succeed Reprint Edition (New York: Free Press, 2012); Samuel Bowles and Herbert
Gintis, A Cooperative Species: Human Reciprocity and Its Evolution (Princeton: Princeton Uni-
versity Press, 2011); Michael Tomasello and Amrisha Vaish, “Origins of Human Cooperation and
Morality,” Annual Review of Psychology, vol. 64 (Palo Alto, Calif.: Annual Reviews Press, 2013),
pp- 231-55. For a general argument about the importance of cooperation in evolution, see Kenneth
Weiss and Anne Buchanan, The Mermaid's Tail: Four Billion Years of Cooperation in the Mak-
ing of Living Things (Cambridge, Mass.: Harvard University Press, 2009). It is also clear that the
beliefs about international politics held by scholars and leaders often rest on beliefs or assumptions
about exactly what human nature is: see, for example, Robert Schuett, Political Realism, Freud,
and Human Nature in International Relations: The Resurrection of the Realist Man (Hound Mills,
Basingstoke, England: Palgrave Macmillan, 2010). Indeed, leaders often attribute others’ trusting
or mistrustful stance to their views of what humans are like. One of the core differences among po-
litical ideologies is the extent to which human nature is believed to guide and constrain individual
behavior and societal possibilities. I doubt whether political psychology can provide much guid-
ance here, but it can perhaps help us explain why and how people arrive at very different positions.
Without denying the possibility for major and beneficial transformations, we can observe that the
belief that people can be remade in a form specified by a ruling group has always led to disaster.
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We can also shift the focus from characteristics that human beings share to
those that, while inborn, differentiate us in politically relevant ways. The most
obvious example are the arguments for the differences between liberals and
conservatives along such dimensions as respect for authority, openness to new
experiences, and fearfulness. More generally, a common argument is that liber-
als share with Jean-Jacques Rousseau a faith in inherent human goodness and
propensity to foster other’s well-being, while conservatives share with Thomas
Hobbes the view that left to our own devices and lacking external constraints,
life would be “solitary, poor, nasty, brutish, and short.” Differences in the pro-
pensity to perceive threat and to see possibilities for cooperation could follow,
although evidence, especially for elite foreign policy preferences and behavior,
is hard to come by, in part because many cases involve interactions between
countries with different ideological characteristics.!¥’ That is, strong evidence
for the proposition is not provided by the stylized fact that during the Cold War
conservatives tended to favor a more “hard line” foreign policy toward the
Soviet Union than did liberals, because the former were even more ideological
hostile toward the Soviets than were the latter. When it came to dealing with
right-wing dictators, it was conservatives who favored cooperation and liberals
who thought this was not only immoral, but would do no good.

Evolutionary Psychology, Genetics, and Neuroscience

Three areas of biopolitics have been developed since Perception and Misper-
ception was first published: evolutionary psychology, genetics, and neurosci-
ence. My lack of expertise in them combined with the paucity of applications to
perception justifies, or at least explains, why I will be brief. All three areas are
both technical and highly controversial, partly because of their perceived polit-
ical implications, and I will not attempt to adjudicate the raging disagreements.

Evolutionary psychology has closest links to human nature. While it is un-
deniable that our brains as well as the rest of our bodies are a product of evolu-
tion, little else is beyond dispute.'* Nevertheless, I have found arguments about

149 A strong case is made in Rathbun, Trust in International Cooperation.

130 For good reviews that are relevant for questions under consideration here, see Leda Cos-
mides and John Tooby, “Evolutionary Psychology: New Perspectives on Cognition and Motiva-
tion,” Annual Review of Psychology, vol. 64 (Palo Alto, Calif.: Annual Reviews Press, 2013),
pp. 201-29, and Laurie Santos and Alexandra Rosati, “The Evolutionary Roots of Human Deci-
sion Making,” Annual Review of Psychology, vol. 66 (Palo Alto, Calif.: Annual Reviews Press,
2015), pp. 321-47. For applications to international politics, see, for example, Anthony Lopez,
“The Evolution of War: Theory and Controversy,” International Theory 8 (March 2016), 97-137,
Dominic Johnson, “Survival of the Disciplines: Is International Relations Fit for the New Millen-
nium?” Millennium 43 (January 2015), 749-63; Dominic Johnson and Monica Toft, “Grounds for
War: The Evolution of Territorial Conflict,” International Security 38 (Winter 2013/14), 7-38;
and Raymond Kuo, Dominic Johnson, and Monica Dufty Toft, “Correspondence: Evolution and
Territorial Conflict,” International Security 39 (Winter 2014/2015), 190-201. While evolutionary
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how species evolve, and especially about how they shape as well as are shaped
by their environments, to be a very fruitful avenue into complex social interac-
tions, and Shiping Tang has argued that evolution is more than an analogy for
the changes that have occurred in international politics over the millennia.'>!
More radically, Bradley Thayer has argued that evolution provides the only re-
ally convincing foundations for Realism, especially Offensive Realism.!* I am
skeptical of far-reaching arguments like this: it is difficult to translate impulses
that drive our personal lives into those that produce national policies; survival
and reproduction require extensive cooperation as well as competition; and
culture influences reproductive success as well as being affected by it. More
narrowly, as I noted earlier, one could argue that the propensity to be quick
to perceive threats could be a product of evolution, as is perhaps also true for
the other heuristics and biases, because shortcuts to rationality conserve our
cognitive resources and so facilitate our survival.'® The affective influences
discussed below, especially the tendency to avoid seeing value trade-offs, can
be seen as mechanisms for maintaining our psychological equilibrium, which
in turn makes survival more likely. But I fear that these claims may exemplify
the familiar fallacy of attributing functionality to any existing trait. What we
would really want to do is to deduce perceptual propensities from a theory of
what should lead to survival and procreation. In some areas we may be able to
do this,'™* but it is far from clear that we can do it as a general theory. Of course,
the fact that these biases and short-cuts are prevalent means that they are not
incompatible with our survival. But this is true for all aspects of human behav-
ior, and it does not tell us that these traits have been generated and maintained

psychology rests on biology, biological constraints can actually undercut some of the common
arguments in the field: see Richard Francis, Why Men Don 't Ask for Directions: The Seductions of
Sociobiology (Princeton: Princeton University Press, 2004).

151 Robert Jervis, System Effects: Complexity in Political and Social Life (Princeton: Prince-
ton University Press, 1997); also see the set of articles on “Political Interaction” in Critical Review
24, no. 3 (2012); Shiping Tang, The Social Evolution of International Politics (Oxford: Oxford
University Press, 2013); Tang, A General Theory of Institutional Change (New York: Routledge,
2011).

132 Bradley Thayer, “Bringing in Darwin: Evolutionary Theory, Realism, and International
Politics,” International Security 25 (Fall 2000), 124-51; Thayer, Darwin and International Rela-
tions: On the Evolutionary Origins of War and Ethnic Conflict (Lexington: University Press of
Kentucky, 2009). For a rebuttal, see Duncan Bell and Paul McDonald, “Start the Evolution without
Us,” International Security 26 (Summer 2001), 187-94.

153 For an application to the kind of psychology used in this book, see Michael Bang Petersen,
“Evolutionary Political Psychology: On the Origin and Structure of Heuristics and Biases in Poli-
tics,” Advances in Political Psychology 36, supplement 1 (2015), 45-83. For the argument, typical
in evolutionary psychology, that these biases were functional when they evolved, but serve us less
well now, see pp. 72-74.

134 See, McDermott, Fowler, and Smirnov, “On the Evolutionary Origins of Prospect Theo-
retic Preferences.”
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by their particular survival value instead of being linked by biology to other
advantageous traits.

This brings us to genetics, because for evolutionary psychology the cen-
tral question is what is removed from the gene pool and what thrives in it.
As with evolutionary psychology, the technical and political controversies are
very great, but it is clear that DNA is not a “blueprint” for how we will develop
physically or mentally. Indeed, there is a whole field of epigenetics that ana-
lyzes when and how genes are turned on and off. Again, because the implica-
tions for international politics, and especially the perceptions of others, have
been limited so is my discussion, despite the importance of the subject in its
own right.

In looking for genetic roots of behavior, the trait probably of most interest
(and of high relevance to politics) is the propensity to engage in violence. Long
before the development of genetics, it was clear that while aggression came out
more in some situations than in others, it was also true that some individuals
were quicker to anger and more ready to use violence than were others. It now
appears that genetics are involved, but the relevant gene is activated only in
people who experienced stressful events like abuse or illness in childhood.'>
The correlations are not overwhelming, situational variables are important in
determining when violence will be used, and it remains unclear whether lead-
ers’ genetic makeup can help explain their violence. But I would not be sur-
prised if Hitler and Gorbacheyv, let alone Gandhi, differed genetically in ways
that the research on the general population suggests.

For obvious reasons of data availability, most of the work on the roles of
genes in our political and social life looks at the general public rather than at
leaders and more at differences in attitudes than at behavior.'* This does not
mean that we are prestamped with specific political views—what Gilbert and

155 Jay Belsky, Paula Ruttle, Thomas Boyce, Jeffrey Armstrong, and Marilyn J Essex, “Early
Adversity, Elevated Stress Physiology, Accelerated Sexual Maturation, and Poor Health in Fe-
males,” Developmental Psychology 51 (June 2015), 816-22.

1% For examples and reviews of the literature, see, for example, James Fowler and Darren
Schreiber, “Biology, Politics, and the Emerging Science of Human Nature,” Science 322 (No-
vember 7, 2008), 912—14; Peter Hatemi and Rose McDermott, eds., Man Is by Nature a Politi-
cal Animal: Evolution, Biology, and Politics (Chicago: University of Chicago Press, 2011); the
special issues of Political Psychology 33 (June 2012) and Journal of Theoretical Politics 24 (July
2012); Peter Hatemi and Rose McDermott, “The Genetics of Politics, Discovery, Challenges, and
Progress,” Trends in Genetics 28 (October 2012), 525-33; James Fowler, Laura Baker, and Chris-
topher Dawes, “Genetic Variation in Political Participation,” American Political Science Review
102 (May 2008), 233—48; Peter Hatemi et al., “Genome-Wide Analysis of Political Attitudes,”
Journal of Politics 73 (January 2011), 1-15; Carolyn Funk et al., “Genetic and Environmental
Transmission of Political Orientations,” Political Psychology 34 (December 2013), 805-19; Funk,
“Genetic Foundations of Political Behavior,” in Huddy, Sears, and Levy, Oxford Handbook of
Political Psychology, pp. 237-61; Brad Verhulst, Lindon Eaves, and Peter Hatemi, “Correlation
not Causation: The Relationship between Personality Traits and Political Ideologies,” American
Journal of Political Science 56 (January 2012), 34-51.
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Sullivan parodied as each child being born as either a little Liberal or a little
Conservative—but that dispositions toward authority, sensitivity to threats,
tolerance for ambiguity (which figures strongly in the ability to delay cogni-
tive closure), and a taste (or distaste) for novelty are almost surely somewhat
genetic and do affect political orientations and attitudes.'”” Is it an accident
that people who were very suspicious of the Soviet Union during the Cold War
now believe that Islamic fundamentalism is a great threat to American security,
worry a great deal about a rising China, and believe that Iran is committed to
getting nuclear weapons, while those who were doves during the Cold War
take a more relaxed stance on all these issues? '*® In some other cases the
content of a person’s views can change radically, but much of the style of the
beliefs remains the same. Political activist Daniel Ellsberg and scholar Chalm-
ers Johnson, for example, moved from being strong supporters of American
policy in Vietnam to not only being highly critical of it, but also rejecting the
main currents of American foreign policy. While what was believed changed
radically, the vehement and unqualified nature of the views remained the same.
From the standpoint of perceptions, what is of a particular interest is whether
differences in threat perception and in the uses of heuristics and biases can
be traced in part to genetic differences. I would not be surprised if they could
be, but at this point we have little evidence. Part of the reason is that both
psychologists and students of decision-making have paid more attention to fer-
reting out the important biases that are widespread than to trying to figure out
differences in the population in the propensity to think in these ways.

Of course, the existence of politically relevant personality characteristics
does not prove the existence of a genetic component. Psychobiographies
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Review of Political Science, vol. 14 (Palo Alto, Calif.: Annual Reviews Press, 2011), pp. 265—
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across Hard and Easy Issues,” Political Psychology 36, (February 2015), 35-53. For tolerance for
ambiguity, see Richard Sorrentino and Christopher Roney, The Uncertain Mind: Individual Differ-
ences in Facing the Unknown (Philadelphia: Psychology Press, 2000).

158 See, for example, Lloyd Etheredge’s 4 World of Men: The Private Sources of American
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strongly assert the importance of personality but look at early upbringing
for the explanation. (This tends to minimize the extent to which even a very
young child can influence the way he or she is treated, however.) The most
powerful evidence comes from surveys of identical twins raised in different
environments,'® studies that are important, fascinating, and hotly disputed.
Overall, however, they confirm what most parents believe, which is that sig-
nificant aspects of personality are innate. It is striking how these pairs resemble
each other in idiosyncratic mannerisms, and more importantly for our pur-
poses, in basic political orientation. This is not to say that it is all “nature” and
no “nurture”—the interaction between the two is crucial, which means that the
impact of genes can vary not only in magnitude but also in direction, depend-
ing on environmental factors and epigenetic, influences on which genes are
expressed.!®® It is hard to deny any role for genetics, however.

It is also important to ask whether the struggle for leadership tends to select
people of certain types. Even casual observation indicates that most leaders are
not normal—for better and for worse, those at the very top tend to be extreme
in their energy, ambition, and often in self-regard.'® Given what is required to
gain and serve in the highest positions and to take great responsibility for the
fate of their country, it could hardly be otherwise. Many of the traits that appear
in leaders show up early, and it is hard to believe that upbringing and the social
environment can account for all of them. This is not to argue that all leaders
are alike, and it is quite possible that the traits and genetic predispositions that
allow people to gain power differ from one kind of society to another. Thus
Stephen Rosen argues that tyrants are genetically different not only from most
people but also from leaders in democratic countries.'®?

The third new area is neuroscience, driven by a variety of scientific and
technological advances, especially the development of the fMRI (functional
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See, for example, John Alford, Carolyn Funk, and John Hibbing, “Are Political Orienta-
tions Genetically Transmitted?” American Political Science Review 99 (May 2005), 153-67; the
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Interaction,” Annual Review of Psychology, vol. 65 (Palo Alto, Calif.: Annual Reviews Press,
2014), pp. 41-70; Rose McDermott and Peter Hatemi, “Political Ecology: On the Mutual Forma-
tion of Biology and Culture,” Advances in Political Psychology 35 Supplement 1 (February 2014),
111-27.

16 Psychoanalytically oriented scholars find that apparent self-confidence can stem from
insecurities caused by damaging childhoods: the classic statement is Harold Lasswell, Psycho-
pathology and Politics (Chicago: University of Chicago Press, 1930). Important applications are
George and George, Woodrow Wilson and Colonel House; Steinberg, Shame and Humiliation.
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magnetic resonance imaging) that shows what parts of the brain are most ac-
tive (“light up””) when a person confronts certain stimuli. Here, too, political
scientists have only recently gotten into the game, which is extraordinarily
complex,'®* and most of the research has concerned attitudes with little focus
on international politics.!* It is, of course, unlikely that we will be able to per-
suade leaders and diplomats to undergo brain scans, but it is not unreasonable
to expect that as the science develops we will learn much more about both the
ways in which people in general think and the significance of individual differ-
ences. The links to unconscious processing are likely to be especially interest-
ing. What is already clear is that many stimuli activate the amygdala, the site of
emotions, before they reach the areas of the brain associated with deliberation,
and it is to the topic of emotions that I will now turn.

EMoOTIONS

Probably the most important change in psychology since the first edition of
Perception and Misperception is the increase in the attention to emotions.
In the 1960s and 1970s, psychology was moving to purely cognitive expla-
nations, and I accepted this without much thought. My only discussion of
emotion was in my rejection of the idea of wishful thinking. I still believe
the arguments I made are correct, but I missed what now looks obvious: the
resistance of people to facing value trade-offs (what I discussed under the

163 For examples and surveys, see Fowler and Schreiber, “Biology, Politics, and The Emerg-
ing Science of Human Nature”; Rose McDermott, “The Feeling of Rationality: The Meaning
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comments by Kay Schlozman and George Marcus, Perspectives on Politics 11 (June 2013), 475—
89. Also see Chris Frith and Uta Frith, “Mechanisms of Social Cognition,” Annual Review of
Psychology, vol. 63 (Palo Alto, Calif.: Annual Reviews Press, 2012), pp. 287-313; James Rilling
and Alan Sanfey, “The Neuroscience of Social Decision Making,” Annual Review of Psychology,
vol. 62 (Palo Alto, Calif.: Annual Reviews Press, 2011), pp. 23-48; Ryota Kanai, Tom Feilden,
Colin Firth, and Geraint Rees, “Political Orientation are Correlated with Brain Structure in Young
Adults,” Current Biology 21 (April 2011), 677-80. A good brief and critical discussion is Paolo
Legrenzi and Carlo Umilta, Neuromania: On the Limits of Brain Science, trans. Frances Anderson
(New York: Oxford University Press, 2011). Sally Satel and Scott Lilenfeld, Brainwashed: The
Seductive Appeal of Mindless Neuroscience (New York: Basic, 2013), is as polemical as its subtitle
indicates, but has very useful footnotes. Also see, Ivelin Sardamov, “Out of Touch: The Analytic
Misconstrual of Social Knowledge,” Critical Review 27, no. 1 (2015), 89-126, esp. pp. 96-97,
and the literature cited there. Much of the literature of neurobiology overlaps with discussions of
genetics because of the influence of the latter on the former.
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alone states.
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heading of “irrational consistency’) can best be explained by emotions, as I
will discuss below.

For years, both scholars and laypeople used the label “emotional” pejora-
tively. People who acted under the sway of their emotions were impulsive,
childlike, inconsistent, out of touch with reality, and often destructive and
short-sighted. “Hot” emotions were contrasted with “cool” rationality, which,
almost by definition, was seen as the way of thinking that would bring the
best results. In politics, and indeed in most personal situations not involving
romance, it is denigrating to say that someone is acting emotionally, although
this can also be used to imply that the attitude and behavior is fleeting and that,
in parallel with the influence of biology noted above, the person is not to be
heavily blamed for it. To take just one example, in their meeting at Malta soon
after the opening of the Berlin Wall, President Bush responded to Gorbachev’s
complaint that German Chancellor Helmut Kohl was behaving irresponsibly
by saying, “I believe that in his actions [he] was greatly influenced by an emo-
tional reaction to events. [Some political considerations were involved] . . .
but we should not overlook the wave of emotions there.” Interestingly, when
Bush met with Kohl the day after, he reported that “Gorbachev displayed little
emotion,” and from the context he means this as praise.'> When discussing the
German question with Secretary of State James Baker six weeks later, Gor-
bachev said that “we should not fall under a wave of emotion.”®

Gorbachev’s pejorative use of the term is common, especially among dip-
lomats. After one interview with President Nixon, Soviet ambassador Anatoly
Dobrynin told his superiors that the president’s concern about the coming
election was “taking on such an emotional coloration that Nixon is unable to
control himself even in a conversation with a foreign ambassador.”” In their
accounts of the meeting between the German ambassador and the Russian for-
eign minister when the former brought the declaration of war in 1914, each
reported that the other had lost emotional control and burst into tears.!®® In a
less charged meeting between a Japanese industrial leader and the American
ambassador in 1987, the latter said “we must substitute reasons for emotions,”
a sentiment—and I use the word advisedly—that is common.'® Partly because
leaders think they are supposed to shun emotions, they are likely to be slow to

165 Svetlana Savranskaya, Thomas Blanton, and Vladislav Zubok, eds., Masterpieces of His-
tory: The Peaceful End of the Cold War in Europe, 1989 (Budapest and New York: Central Euro-
pean University Press, 2010), pp. 634, 647.
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17 U.S. Department of State, Soviet-American Relations: The Détente Years, 1969—1972
(Washington, D.C.: Government Printing Office, 2007), p. 97.

18 T. G. Otte, July Crisis: The World’s Descent into War, Summer 1914 (New York: Cam-
bridge University Press, 2014), p. 469.

199 Quoted in Sergey Radchenko, Unwanted Visionaries: The Soviet Failure in Asia at the
End of the Cold War (New York: Oxford University Press, 2014), p. 83.
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recognize their own feelings at work. Richard Nixon particularly lacked intro-
spection, so it is not surprising that he provides a particularly vivid example.
In his address to his staff the day he resigned the presidency, he said, “[O]thers
may hate you, but those who hate you don’t win unless you hate them, and then
you destroy yourself.”'® In fact, of course, not only was Nixon notorious for
his hatreds, but his succumbing to them is a large part of the explanation for
Watergate and the cover-up that brought him down.

Among scholars, this view of emotions as harmful and sharply separate
from cognition is no longer credited. The better starting point is Hume’s fa-
mous statement, “Reason is, and ought only to be the slave of passions, and
can never pretend to any other office than to serve and obey them.” Emotions
saturate our thinking and provide a driving force for action, and without them
we would have a terribly hard time making any decisions, let alone intelli-
gent ones.'”! Charles de Gaulle declared, “Sentiment inspires me as much as
reason,”'’? and the only problem with this avowal is that he seemed to think
that this made him unusual.

The elemental drive of emotion is also clear in its role in nuclear deterrence
theory, although in yet another illustration of our blindness to it, both propo-
nents and critics of deterrence have stressed its reliance on calculated rational-
ity. In its bedrock manifestation, however, this is not true. The core of nuclear
deterrence is the state’s threat to destroy the other’s civilization if the other
should strike against its homeland. But no rational purpose could be served by
this. The state itself would have already been destroyed and its second strike
would not save it. Vengeance is the only explanation for why the state would
strike back. Completely irrational, but no one on either side ever doubted the
credibility of this threat.

Much of the political psychology that has taken emotions seriously has fo-
cused on mass attitudes and behavior,!” but there is significant work on emo-
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tions in international politics as well.!™ This is appropriate, as emotion played
a crucial role in one of the most important decisions made during the twentieth
century. When Winston Churchill persuaded his colleagues not to enter into
peace negotiations with Germany after the fall of France, his vision of how
Britain might prevail was extraordinarily flawed. He carried his colleagues
along through his passion and heartfelt convictions, not his logic or evidence.
One of those who was very doubtful described the situation quite accurately in
his diary: “I thought Winston talked the most frightful rot. . . . It drives one to
despair when he works himself up into a passion of emotion when he ought to
make his brain think and reason.””® Similarly, at the start of the Berlin Block-
ade, rational analysis did not and could not have led to the conclusion that an
airlift could sustain the city, and the prevailing idea that the effort would buy
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(Chicago: University of Chicago Press, 2006). For a study that does not look at Americans, see
Wendy Pearlman, “Emotions and the Microfoundations of the Arab Uprisings,” Perspectives on
Politics 11 (June 2013), 387-409.

174 McDermott, “That Feeling of Politics”; McDermott, “Political Psychology,” in James
Davis, ed., Psychology, Strategy, and Conflict (New York: Routledge, 2013), pp. 47-63; Jonathan
Mercer, “Emotional Beliefs,” International Organization 64 (January 2010), pp 1-31; Mercer,
“Emotion and Strategy in the Korean War,” International Organization 67 (Spring 2013), 221-52;
Neta Crawford, “The Passion of World Politics: Propositions on Emotion and Emotional Rela-
tionships,” International Security 24 (Spring 2000), 116-56; Andrew Ross, “Realism, Emotion,
and the Dynamic Allegiances in Global Politics,” International Theory 5 (July 2013), 273-99;
“Forum: Emotions and World Politics,” introduced by Roland Bleiker and Emma Hutchison, /n-
ternational Theory 6 (November 2014), 490-594; Seanon Wong, “Emotions and the Communica-
tion of Intentions in Face-to-Face Diplomacy,” European Journal of International Relations 22
(March 2016), 144-67; Marcus Holmes, “Believing This and Alieving That: Theorizing Affect
and Intuitions in International Politics,” International Studies Quarterly 59 (December 2015),
706-20; Todd Hall and Andrew Ross, “Affective Politics after 9/11,” International Organization
69 (October 2015), 847-79; Todd Hall, Emotional Diplomacy (Ithaca: Cornell University Press,
2015); Andrew Ross, Mixed Emotions: Beyond Fear and Hatred in International Conflict (Chi-
cago: University of Chicago Press, 2014); Roger Petersen, Resistance and Rebellion: Lessons from
Eastern Europe (New York: Cambridge University Press, 2001); Petersen, Understanding Ethnic
Violence: Fear, Hatred, and Resentment in Twentieth-Century Europe (New York: Cambridge
University Press, 2002); Petersen, Western Intervention in the Balkans: The Strategic Use of Emo-
tion in Conflict (New York: Cambridge University Press, 2011), which stresses the strategic use
of emotions by political entrepreneurs. For very interesting historical studies that credit emotions,
see Frank Costigliola, Roosevelt’s Lost Alliances: How Personal Politics Helped Start the Cold
War (Princeton: Princeton University Press, 2012); Costigliola, “‘I React Intensely to Everything’:
Russia and the Frustrated Emotions of George F. Kennan, 1933-1958,” Journal of American His-
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175 Quoted in John Lukacs, Five Days in London, May 1940 (New Haven: Yale University
Press, 1999), p. 155, n14.
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time, although correct, was not paired with any ideas of how extra time could
be translated into a more favorable political outcome.

I cannot even begin to summarize all the psychological research here, some
of which overlaps with genetics and neurobiology.!” Fear, anger, disgust, sad-
ness, joy, longing, and love pervade and bring meaning to our lives. They af-
fect what we seek and do as “almost every cognitive process—attention, evalu-
ative judgments, probability estimates, perceptions of risk, outgroup biases,
and moral judgment—is shaped by momentary emotions in systematic and
profound ways.”'”” The complexities and interaction effects among numerous
variables are so great that we cannot make simple generalizations linking the
arousal of an emotion to a perception or a response; and the relations between
perceptions and emotions are reciprocal in that stimuli have to be detected,
although not necessarily consciously, in order to trigger emotions; and emo-
tional states influence how stimuli are perceived. Crucially, we rarely can go
directly from the external situation to the actor’s response without considering
emotions, and there is important variation here. For example, the unpleasant
or hostile move by another that makes one person angry could make another
fearful, with quite different responses. There can be transient, situational, and
long-term personality factors at work. To continue with the previous exam-
ple, people differ in their propensities to grow fearful or angry, but it is also
the case that passing factors such as mood can prime the person for either of
these emotions. The discovery of Soviet missiles in Cuba triggered anger in the
members of the Kennedy administration, and particularly in Kennedy himself.
Anger usually leads to action, and so it is not surprising that for the first few
days the tide was running strongly in favor of bombing the missile sites. But
deeper contemplation led the balance between anger and fear to shift toward
the latter, and to make more attractive policies that moved more slowly, were
more restrained, and held out the possibility for cooperation. The causal roles
of emotion and analysis of the situation are hard to separate, but clearly the
former were present.

176 For good summaries, see Dascher Keltner and Jennifer Lerner, “Emotions,” in Daniel
Gilbert, Susan Fiske, and Gardner Lindzey, The Handbook of Social Psychology (Hoboken, N.J.:
Wiley, 2010), pp. 317-52; Jennifer Lerner, Ye Li, Piercarlo Valdesolo, and Karim S. Kassaim,
“Emotion and Decision Making,” Annual Review of Psychology, vol. 66 (Palo Alto, Calif.: Annual
Reviews Press, 2015), pp. 799-823. Emotions are discussed from the standpoint of evolutionary
psychology in John Tooby and Leda Cosmides, “The Evolutionary Psychology of Emotions and
Their Relationship to Internal Regulatory Variables,” in Michael Lewis, Jeannette Haviland-Jones,
and Lisa Feldman Barrett, eds., Handbook of Emotions, 3rd ed. (New York: Guilford Press, 2008),
pp. 114-37. The role of emotions in economic behavior is explored by Scott Rick and George
Loewenstein in a chapter with that name in ibid., pp. 138-56. For a more philosophical perspec-
tive, see Martha Nussbaum, Upheavals of Thought: The Intelligence of Emotions (New York:
Cambridge University Press, 2003).

177 Kiltner and Lerner, “Emotions,” p. 335.
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Indeed, emotions are often triggered before cognitive processes occur, and
the former strongly influence the latter.!”® We often take our cues internally as
well as externally and judge a policy by whether it feels right to us, and these
indeed are feelings. One reason why many countries adopted austerity policies
in the face of the recession triggered by the financial crisis of 2008, despite the
contrary advice of many (although not all) economists, is that it just does not
feel right for the government to be spending more than it is taking in at a time
when national debt is high. Similarly, the demand that countries like Greece
should repay their debts was fueled by the feeling that this is only fair. These
processes clearly are emotional even if one cannot tag them with a simple label
such as anger or joy. Leaders often understand this and use emotional appeals.
Indeed it may be extremely difficult for countries to alter hostile relations with-
out first shifting the emotional valence. Gorbachev used this approach in both
his private meetings with Western leaders and in speeches in which he ap-
pealed to common values, admitted past Soviet mistakes, and painted glowing
pictures of a post—-Cold War world. Similarly, Kennedy’s American University
speech in the spring of 1963 successfully tapped into the Soviets’ emotions by
honoring their tremendous sacrifices in World War II and treating their country
and leaders with more respect than usual. Emotions also can justify acts that
would otherwise be reprehensible. We are quicker to except the legitimacy of a
violent response to an insult or a wrong if it is believed to have arisen sponta-
neously from the understandable anger that it triggered than if it is seen as the
product of calculation. Revenge may be a dish that is best eaten cold, but serv-
ers are more willing to accept it if it is hot. German leaders understood this in
1914 when they expected Austria-Hungary to avenge the murder of Archduke
Franz Ferdinand immediately rather than waiting six weeks (for various politi-
cal and logistical reasons), by which time Europe’s sympathy had been lost and
the act appeared to be a move to reshape the landscape of international politics.

Motivated Reasoning

All reasoning and thinking is motivated in the sense that something is leading
us to think about the subject. I am not usually motivated to contemplate the
rainfall in Siberia or why the Australian Prime Minister has been replaced. But
as it is used in the literature, this label is attached when the relevant motives
are ones other than striving for accurate perceptions, and many of these are
linked to emotions. As M. Brewster Smith, Jerome Bruner, and Robert White
argued over fifty years ago, we hold the beliefs that we do not only to under-
stand our environment, but also to meet our personal and social needs (in the

178 For evidence from political attitudes, see Cengiz Erisen, Milton Lodge, and Charles Taber,

“Affective Contagion in Effortful Political Thinking,” Political Psychology 35 (April 2014),
187-206.
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areas | am interested in, the needs are more political than social).!” In brief,
people need to live comfortably with themselves and this strongly influences
their beliefs. The sort of shortcuts to rationality that I focus on in Perception
and Misperception are not the entire story, because they come into play only
for reality appraisal, and since writing the book my thinking has moved toward
placing political and personal needs alongside expectations as the main drivers
of perceptions.

We need to be careful, however, about how we judge that reasoning is mo-
tivated in this sense. For example, if I read an article arguing that women have
less mathematical ability than men, a conclusion with which I disagree, I may
be motivated to search for the flaws in reasoning and evidence. While motives
are involved here, they do not qualify as motivated reasoning or motivated bias
as long as my completed evaluation is fair. To take a real example, in the early
1980s, the Reagan administration charged that Vietnam, with support from the
Soviet Union, was engaging in biological warfare in Cambodia. It was deep
skepticism about these claims that led Matthew Meselson and others to travel
to the region, interview victims, and conduct arduous field research. Without
such a strong motive, they never would have made such a major effort, but
this does not constitute motivated reasoning. This would have come in if they
had treated evidence that pointed in different directions in different ways (e.g.,
denying the ability of the interviewees to report accurately when their descrip-
tions were consistent with biological warfare, but crediting their observational
abilities when their stories were inconsistent with such activities). Further-
more, even if I cannot find flaws in the study of women in mathematics, the
fact that I do not change my views may not be motivated if it can be accounted
for on Bayesian grounds. If I have good reasons for believing that there is no
difference between the sexes here, I should place little faith in any one study to
the contrary even if I regard it as valid. Indeed, my confidence in my views can
logically lead me to conclude that this study must have flaws, even if I cannot
find them. Motivated reasoning in the sense that I am using it here is involved,
however, if what I judge to be flaws in the article’s methodology, reasoning,

179 M. Brewster Smith, Jerome Bruner, and Robert White, Opinions and Personality (New
York: Wiley, 1956); also see Alfred Mele, Self-Deception Unmasked (Princeton: Princeton Uni-
versity Press, 2001) and the issue of Critical Review on political dogmatism (vol. 24, no. 2, 2012).
My discussion draws on my “Understanding Beliefs,” in How Statesmen Think. Much earlier,
John Maynard Keynes referred to the “peace and comfort of mind” whose requirements strongly
influence many of our perceptions: quoted in Richard Robb, “An Epistemology of the Financial
Crisis,” Critical Review 25, no. 2 (2013), 155. For a parallel argument about the motivating forces
that are causes and effects of partisanship, see Eric Groenendyk, Competing Motives in the Par-
tisan Mind: How Loyalty and Responsiveness Shape Party Identification and Democracy (New
York: Oxford University Press, 2013). Sometimes people consciously pursue goals other than
reality-appraisal. This is likely to be true, for example, of the way most people judge sports, and
for many, politics as well: Ilya Somin, “Knowledge about Ignorance: New Directions in the Study
of Political Information,” Critical Review 18, nos. 1-3 (2006), 257-60.
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and evidence are characteristics that I would find acceptable and indeed admi-
rable if they were deployed in service of the conclusion I favor. This in fact is
often the way scientists do judge papers.'*

Even if the distinction between motivated and unmotivated bias is clear in
principal, it remains extremely difficult to distinguish between them in prac-
tice. Indeed, Philip Tetlock and Ariel Levi and say that human ingenuity makes
it impossible since there are so many paths to any conclusion.'®! When expec-
tations and strong psychological needs pull in opposite directions, however,
I think we may be able to see the difference. We can look for cases where
the perceiver’s preexisting beliefs lead him to expect that another actor will
behave in a certain way, and where such behavior would undermine the per-
ceiver’s policy or clash with his self-image. Or we could search for instances
in which her established views of the world generate expectations that would
imply the need for a painful trade-off of important values. In cases like these,
the details of the situation, the perceiver’s personality, and the strengths of each
kind of bias are likely to combine in complex ways making generalizations
difficult. Although causal inferences are never completely secure because we
cannot control for all possibly relevant third factors, in principle we can see
what happens when motivated and unmotivated biases conflict.

It is interesting that in July 1914, German Chancellor Bethmann Hollweg,
who for years had developed policies aimed at securing British neutrality in
the event of a continental war, was slower to see that Britain would intervene
than were colleagues who were less invested in these policies. Motivated rea-
soning is also likely when a person embraces previously rejected ideas when
this leads to a desired conclusion. For years, Director of Central Intelligence
Allen Dulles had argued that American psychological operations were having
a strong effect on the countries of Eastern Europe. But when the Hungarian
revolution broke out in 1956 and was bloodily repressed by the Soviet Union,
he comfortingly concluded that “the uprising resulted from ten years of Soviet
repression . . . and did not result from any external influence such as RFE
[Radio Free Europe] broadcasts or Free Europe leaflets [dropped by the United
States].”8?

180 For good summaries of the evidence along these lines concerning how academics review

papers, see Thomas Morton et al., “We Value What Values Us: The Appeal of Identity-Affirming
Science,” Political Psychology 27 (December 2006), 823-38. For a discussion of some of these
issues in a slightly different context, see Jeffrey Friedman, “Motivated Skepticism or Inevitable
Conviction? Dogmatism and the Study of Politics,” Critical Review 24, no. 2 (2012), 131-55;
also see Ziva Kunda, Social Cognition: Making Sense of People (Cambridge: MIT Press, 1999),
pp. 229-32.

181 Philip Tetlock and Ariel Levi, “Attribution Bias: On the Inconclusiveness of the Cognition-
Motivation Debate,” Journal of Experimental Social Psychology 18 (January 1982), 68-88.

82 Quoted in Stephen Long, The CIA and the Soviet Bloc: Political Warfare, the Origins of
the CIA and Countering Communism in Europe (London: Tauris, 2014), pp. 284-85.
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In other cases, reality appraisal and cognitive biases are insufficient to ex-
plain perceptions, as when evidence seems to be passed over or distorted in
ways and to an extent that surpass normal theory-driven perceptions. In the
wake of industrial disasters, policy failures, or interpersonal embarrassments
like the discovery that one’s spouse has been unfaithful, we often talk about
willful blindness or negligent inattention. One historian attributes many of
the deficiencies of the perceptions and decisions made by Austria-Hungary in
June—July 1914 to “the audacity of despair.”'** We must be careful not to fall
into the trap of hindsight bias, of course, but in difficult situations people may
ward off perceptions that would cause them great pain. The law recognizes
these processes and seeks to penalize those who fall under their sway in order
to counter the incentives that would otherwise lead to behavior that harms oth-
ers. For example, victims who have been harmed by industrial accidents may
be able to collect damages by showing not only that the responsible authorities
knew that the conditions were unsafe, but also that they should have known
this. The fact that people may not be aware of what has influenced them is
important here. The company officials’ belief that they had provided adequate
safety measures may be sincerely held, but they will still be liable if it can be
shown that they had a strong interest in reaching this conclusion rather than
having good reasons and evidence to do so.

In the wake of the No Child Left Behind Act, there have been several cases
in which teachers have altered their students’ answers in order to raise their
scores. This was only to be expected, and does not call for a psychological
explanation, since the teachers’ fates had been linked to how well their students
performed. What is relevant here is the question of whether their supervisors,
who were similarly rewarded, knew what was happening. Often they pleaded
ignorance, but given that they both put great pressure on their teachers to show
test-score progress and displayed little curiosity when some striking improve-
ments were made, the well-known phrase “turning a blind eye” probably ap-
plies. They did not look because if they had done so they would have had to
bring the scandal into the open and admit that their policies had failed. In much
the same way, in his deeply felt account of Israel and the Arabs, Ari Shavit
remarks that when his great-grandfather emigrated to Palestine at the end of
the nineteenth century, he could not acknowledge the existence of the large
Arab population. “My great-grandfather does not see because he is motivated
by the need not to see. He does not see because if he does see, he will have to
turn back.”!$

A related clue that motivated reasoning is operating is the failure to ask the
sort of questions that we would normally expect. Thus, Robert Dallek points

183 Otte, July Crisis, p. 437.
18 Ari Shavit, My Promised Land: The Triumph and Tragedy of Israel (New York: Spiegel
& Grau, 2013), p. 13.



Ixxviii—Preface to the Second Edition

out that when leading officials in the Kennedy administration were confident
that they were winning the war in Vietnam, they failed “to ask why, if the com-
munists were actually losing, weren’t they willing to salvage something by
talking?’!% In much the same way, one should be suspicious when plans pro-
ceed despite the removal of a condition that had been important from the start,
as was the case in 1809 with British Foreign Secretary Castlereagh’s willing-
ness to go ahead with military operations that initially depended on continuing
Austrian participation in the war against Napoleon, even though Austria pulled
out at the last minute.'%

This kind of analysis runs into some skepticism because it seems to imply
the existence of a homunculus—a little creature in our minds who correctly
perceives the stimulus in order to tell other parts of our brain not to perceive it.
The implicit processes discussed earlier can serve this function, however, and
one does not need to accept Freudian notions of repression to believe that un-
pleasant stimuli can be filtered out before reaching consciousness. Let me give
a personal example. When I was hospitalized for a strange condition with my
vision thirty years ago, the first thing the doctors did was to order a CAT scan.
A few hours later the nurse came into my room and said, “Congratulations,
the results were negative,” and I replied “Oh, is that good news?” My ailment
had not affected my mental abilities and I was no medical ignoramus. Had the
patient been anyone else I would have known that the scan was to determine
whether I had a brain tumor. But the idea simply didn’t occur to me—or at least
not to the conscious me.

RATIONALIZATIONS

It is useful to subdivide the needs that produce motivated biases into those that
lead to establishing or maintaining preferred beliefs and those that require that
painful trade-offs not be directly confronted, although the two are related.'®” To
start with the former, under some circumstances, we are strongly motivated to
reach a particular conclusion.'® Usually without realizing it, the evidence we

185 Robert Dallek, Camelot’s Court: Inside the Kennedy White House (New York: Harper
Collins, 2013), p. 281.

18 John Bew, Castlereagh: A Life (New York: Oxford University Press, 2012), pp. 253-54.

87 The first type had as its precursor theories of cognitive dissonance, which, although they
have fallen out of fashion, still have much to be said for them. In brief, a person who has freely
committed to a belief or an action, when faced with evidence (which may include his own actions)
to the contrary, will redouble his efforts to establish his belief. I discuss the application of cognitive
dissonance to international politics in Perception and Misperception, ch. 11.

188 For a sampling of the literature, see Zeva Kunda, “The Case for Motivated Reasoning,”
Psychological Bulletin 108 (November 1990), 480-98, and Kunda, Social Cognition. Applica-
tions to international politics include Richard Ned Lebow, Between Peace and War: The Nature
of International Crisis (Baltimore: Johns Hopkins University Press, 1981); Jervis, Lebow, and
Stein, Psychology and Deterrence. The underlying psychology is called defensive avoidance: see
Irving Janis and Leon Mann, Decision Making: A Psychological Analysis of Conflict, Choice,



Preface to the Second Edition—Ixxix

select, the interpretations that we give to it, the way we balance conflicting
considerations, and the images of others that we form may be less the result
of disinterested deliberation than of the need to justify a desired view of the
world or course of action. In other words, analysis and even deeply held
beliefs may be rationalizations more than rationales.!® For example, as Brit-
ish negotiations with Iran’s Prime Minister Mossadeq over control of the oil
fields ground to a halt in 1951, British diplomats described the prime minis-
ter and Iranian political culture in highly unflattering terms. But as a scholar
who has studied the case says, “[S]uch cultural diatribes should not be taken
as the root cause for the failed negotiations . . ., rather, they should be taken
as a byproduct of that failure.”'?

Arguments about whether beliefs are rationalizations or not are replicated in
an aspect of the debates about the power of ideas. No doubt, ideas about how
the world works and what other actors are like are central to policy decisions.
As I mentioned earlier, in one sense any explanation for a state’s foreign policy
must address what is going on in the decision-makers’ minds. But what is cru-
cial is the extent to which these beliefs are autonomous. By this I do not mean
that they ever could be unmoved movers because one can always try to trace
causation back to a source. But before attributing great causal significance to
ideas, we do want to ask what produces and leads people to accept them.'!
Do we really want to claim that a satisfactory explanation for why most rich

and Commitment (New York: Free Press, 1977). For applications to voting behavior, see David
Redlawsk, “Hot Cognition or Cool Consideration? Testing the Effects of Motivated Reasoning on
Political Decision Making,” Journal of Politics 64 (November 2002), 1021-44; Lodge and Taber,
Rationalizing Voter; Gregory Wawro, “The Rationalizing Public,” Critical Review 18, nos. 1-3
(2006), 279-98. Of course, this leaves open the question of how and on what basis the driving
preferences and beliefs were formed.

189 Granted that it is difficult to be certain that what we are seeing is a rationalization, and we
may be prone to making that diagnosis for beliefs that clash with our own: in many cases “schol-
ars have not grasped whatever it is that might make these beliefs seem reasonable to those who
hold them” (Friedman, “Dogmatism and the Study of Politics,” pp. 147). For a good study that
does make such an effort, see Susan Clancy, Abducted: How People Come to Believe They Were
Kidnapped by Aliens (Cambridge, Mass.: Harvard University Press, 2005). Of course, in politi-
cal decision-making there usually are major penalties for getting things wrong, but incentives for
higher accuracy can actually increase rather than decrease motivated processing: Kunda, “The
Case for Motivated Reasoning,” p. 487.

1% Ervand Abrahamian, The Coup: 1953, the CIA, and the Roots of Modern U.S.-Iranian
Relations (New York: New Press, 2013), p. 105 (the preceding pages give long excerpts from the
British reports).

9" The broadest question here is the relationship between material actors on the one hand and
values and ideas on the other. For an illustration, see the contrasting accounts of economic devel-
opment in Gregory Clark, 4 Farewell to Alms: A Brief Economic History of the World (Princeton:
Princeton University Press, 2007), and lan Morris, Foragers, Farmers, and Fossil Fuels: How
Human Values Evolve (Princeton: Princeton University Press, 2015). For smaller-scale arguments
consistent with Morris’s, see Alberto Alesina, Paola Giuliano, and Nathan Nunn, “On the Origins
of Gender Roles: Women and the Plough,” Quarterly Journal of Economics 128 (May 2013),
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people favor tax cuts for those in the highest brackets is that the evidence has
led them to conclude that this will bring about greater economic growth? Can
we stop our analysis of why professors believe that more public support for
universities is in the national interest without considering the gains that such
a policy would accrue to them and the enterprise they value? These beliefs
are very convenient for those who hold them. Another example is the pattern
of Supreme Court decisions. Although the justices undoubtedly are sincere
in saying that they follow what they think the law dictates, irrespective of
whether this coincides with their policy preferences, it is startling how often
they see the correct interpretation of the law as leading to the policy outcome
they like. In IR, while Alexander Wendt claims that it is “ideas all the way
down,” his discussion reveals that the ideas shifted in sync with the changes in
the technologies of war and trade.!*> One does not have to be a crude Marxist in
seeing ideas as pure superstructure to conclude that they “do not float freely,”
to use the title of Thomas Risse-Kappen’s article.!

One clue that people are being motivated to reach a particular conclusion is
present when the reasoning involved violates a person’s usual way of thinking.
An obvious example concerns beliefs about the causes of homosexuality. So-
cial conservatives believe that this is a preference rather than an inborn orienta-
tion despite the fact that in many other areas they stress the importance of biol-
ogy and genetics. In parallel, liberals believe that in this area, but in few others,
biological inheritance is determinative and environmental factors have almost
no impact. Beliefs about the influence of movies and television reveal a pattern
that is similarly hard to explain without resorting to motivation. Conservatives
tend to believe that while sexual content can lead children to emulate what they
see, violence has less of an effect; liberals believe the opposite.

Motivated reasoning is often produced by having an interest—frequently a
monetary one—in believing something to be true. As Upton Sinclair put it, “It
is difficult to get a man to understand something when his salary depends on
his not understanding it.”'** So it is not surprising that subsequent to Standard

469-530; Saumitra Jha, “Trade, Institutions, and Ethnic Tolerance,” American Political Science
Review 107 (November 2013), 806-32.

192 Alexander Wendt, Social Theory of International Politics (New York: Cambridge Univer-
sity Press, 1999), chs. 3, 6.

19 Thomas Risse-Kappen, “Ideas Do Not Float Freely: Transnational Coalitions, Domestic
Structures, and the End of the Cold War,” International Organization 48 (Spring 1994), 185-214.

19 Upton Sinclair, /, Candidate for Governor, and How I Got Licked (Berkeley: University
of California Press, 1994), p. 109. For an interesting overview that is marred by an excessively
broad definition of interest, see Jason Weeden and Robert Kurzban, The Hidden Agenda of the
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Scandal: Motivated Reasoning or Bayesian Updating?” Political Psychology 21 (March 2000),
135-59; Brian Gaines, James Kuklinski, Paul Quirk, Buddy Peyton, and Jay Verkuilen, “Same
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and Poor’s suffering a loss of market share of mortgage-backed securities it
gave many of them higher credit ratings.!”® In the same way, I suspect that
BP would have been quicker to detect the warning signs that preceded the
Deepwater Horizon oil drilling disaster in the Gulf of Mexico in 2010 had the
project not been running behind schedule and over budget and had officials not
known that resealing the well would cost millions of dollars. Of course, it is
rational to take cost into account when deciding what steps to take, but only
motivated reasoning can explain why the perception of the magnitude of the
danger would vary with the price of dealing with it.

The interest involved does not have to be monetary to affect perceptions,
and much of the debate about the autonomy of the “New Thinking” of Gor-
bachev and his colleagues that accompanied the end of the Cold War turns on
how much it was the product of the difficult situation that the USSR was in.!*
When things were falling apart and it was becoming clear that Germany would
unify, Gorbachev told Secretary of State James Baker that “we needed to try to
adjust to the new reality,”"*” and I think much of Gorbachev’s New Thinking
can be described in this way. It is clear that Gorbachev and his colleagues truly
believed these ideas and that acting on them brought the Cold War (and the
Soviet Union) to an end. The ideas then were powerful, but they may not have
been autonomous. That is, the perspective of motivated reasoning points to the
possibility that they were a fairly direct product of the difficult circumstances
Gorbachev faced. While it is significant that his early career revealed an un-
usual willingness to question Soviet orthodoxy, by the time he came to power
it was apparent to even less open-minded members of the elite that the Soviet

Facts, Different Interpretation: Partisan Motivation and Opinion on Iraq,” Journal of Political
Science 69 (November 2007), 957-74; Alan Gerber and Donald Green, “Misperceptions about
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Press, 1999), pp. 189-210; Alan Gerber and Gregory Huber, “Partisanship, Political Control, and
Economic Assessment,” American Journal of Political Science 54 (January 2010), 153-73; Don-
ald Green, Bradley Palmquist, and Eric Schickler, Partisan Hearts and Minds: Political Parties
and the Social Identities of Voters (New Haven: Yale University Press, 2002). For the motivated
use of judgments of responsibility and morality, see Thomas Rudolph, “Triangulating Political
Responsibility: The Motivated Formation of Responsibility Judgments,” Political Psychology 27
(February 2006), 99-122; Eric Uhlmann, David Pizarro, David Tannenbaum, and Peter Ditto,
“The Motivated Use of Moral Principles,” Judgment and Decision Making 4 (October 2009),
476-91.
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wald, “Ideas and Explanations: Advancing the Theoretical Agenda,” Journal of Cold War Studies
7 (Spring 2005), 13-42.

197 Quoted in Savranskaya, Blanton, and Zubok, Masterpieces of History, p. 680.
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economy was stagnating. Rejuvenation required much better relations with the
West in order to ease the military burdens and gain trade and economic assis-
tance. Since the United States did not respond to Gorbachev’s initial overtures,
ever greater concessions were required, and they were coupled with the deep-
ening and elaboration of his ideas about the proper conduct of international
politics. The latter may have been largely superstructure, however. More than
being responsible for the changes in Soviet foreign policy, they were the way
Gorbachev could explain to others—and to himself—why he was following
this course.'”

To take a specific example, many observers say that the Reykjavik summit
was a crucial turning point because it was there that Gorbachev understood
that Reagan was sincere and had no aggressive designs against the USSR, and
this permitted him to move ahead with dramatic proposals for arms control
and even deeper unilateral cuts in Soviet arms.'” But Reagan’s behavior at
the summit was no different than it had been before, and it is hard to explain
Gorbachev’s perceptions in any terms other than his need to find a rationale
for further movement toward the American position. This is not to deny that
Gorbachev was sincere; indeed, had he been cynical and willing to jettison
some of his idealistic views about international politics he could have exacted
a high price from the West for his backing away from the arms competition and
allowing East Europe to reject communism. An explanation has to look under-
neath the New Thinking, however, to see the circumstances that produced it.

The need to see another actor in ways that support a desired policy can also
be at work when relations get worse. Here, too, there are arguments about
the direction of the causal arrow. In his important book, Michael Hunt argues
that cultural and racial stereotypes have played a large role in exacerbating
American relations with countries that are seen as inferior.?®® There surely is
something to this, but his own evidence shows that at least as powerful is the
impact of the political relationship on the racial and cultural portrayal. The
cartoons reproduced in his book reveal that adversaries are shown as having
darker skins and being more animalistic as relations get worse. The verbal
and pictorial portrayals of Japanese, for example, were much more benign and
more Western in the 1920s than they became in the 1930s, and a parallel trans-

19 But note that it appears that Gorbachev decided to let the East European countries follow
their own path in the expectation that they would ultimately follow his lead rather than abandon
communism and cut ties to the Soviet Union; Svetlana Savranskaya, “The Logic of 1989: The
Soviet Union Peaceful Withdrawal from Eastern Europe,” in Savranskaya, Blanton, and Zubok,
Masterpieces of History, pp. 3—11. Gorbachev’s personal aversion to shedding blood played a
large role here, and this predated his understanding that the Soviet system needed radical changes.

19 See, for example, Andrei Grachev, Khrushchev’s Gamble: Soviet Foreign Policy and the
End of the Cold War (Cambridge, England: Polity, 2008), pp. 80-86.

20 Michael Hunt, Ideology and U.S. Foreign Policy (New Haven: Yale University Press,
1987).
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formation occurred with views of China after the Communist Revolution.?!
Similarly, British perceptions of American Indians in the late eighteenth and
nineteenth centuries shifted according to whether they were allied with Britain
or not. In the former periods, they were pictured as peaceful and benign, while
during the latter they appeared as bloodthirsty savages.??

Perhaps even more powerful than the pressure to see adversaries as discred-
itable on many dimensions is the need to think well of one’s self. No one put
this better than Adam Smith, and it is also noteworthy that Smith sees the way
in which these distortions increase conflict:

It is so disagreeable to think ill of ourselves, that we often purposely turn away our
view from those circumstances which might render that judgment unfavourable. He
is an odd [person] . . . who does not hesitate to pull off the mysterious veil of self-
delusion which covers from his view the deformities of his own conduct. Rather than
see our own ndeavor under so disagreeable an aspect, we too often, foolishly and
weakly, ndeavor to exasperate anew those unjust passions which had formerly misled
us; . . . and irritate afresh our almost forgotten resentments. . . . This self-deceit, this
fatal weakness of mankind, is the source of half the disorders of human life.?*

AVOIDING VALUE TRADE-OFFS

Linked to motivated reasoning producing a desired conclusion is the tendency
for people to avoid perceiving painful value trade-offs. I discuss this pattern in
Perception and Misperception, and although at the time of writing I labeled it
as irrational, I did not place it under the category of the influences of emotion
as I should have. I also should have seen it as even more pervasive than I did.
Of course, we all know that it is often necessary to sacrifice one good in order
to gain another. Nevertheless, in a great many cases, trade-offs are so painful
that we convince ourselves that they are minor or nonexistent. Evidence that
such convenient beliefs are real rather than pretended is especially difficult in

21 For a study of how the United States saw the Japanese in a more favorable light after

World War II, see Naoko Shibusawa, America’s Geisha Ally: Reimagining the Japanese Enemy
(New York: Cambridge University Press, 2006). For the parallel argument that during the Cold
War, American beliefs that other countries were following appropriate policies of modernization
was more the product of American policy toward that country than it was a driver of the policy; see
Nicholas Danforth, “Malleable Modernity: Rethinking the Role of Ideology in American Policy,
Aid Programs and Propaganda in Fifties’ Turkey,” Diplomatic History 39 (June 2015), 477-503.
For experimental evidence that is consistent with this process, see Nour Kteily et al., “*Not One
of Us’: Predictors and Consequences of Denying Ingroup Characteristics to Ambiguous Targets,”
Personality and Social Psychology Bulletin 40 (October 2014), 1231-47. For a reassertion of the
independent role of race in threat perception, see Zoltan Buzas, “The Color of Threat,” Security
Studies 22 (October—December 2013), 573—-606.

22 Troy Bickham, The Weight of Vengeance: The United States, the British Empire, and the
War of 1812 (New York: Oxford University Press, 2012), pp. 117-20.

203 Adam Smith, The Theory of Moral Sentiments (Mineola, N.Y.: Dover, 2007), p. 152.
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the political realm, because in order to gain support for their policies, people
want to convince others that the costs will be slight and the benefits multiple.
Coalition-building requires appealing to diverse constituencies who give prior-
ity to different values, but there is an important psychological dimension here
as well in that people want to oversell their policies to themselves as well as
to others.?* Doing so smooths away doubts and hesitations and builds the self-
confidence that is needed to undertake ventures that are likely to be dangerous
and prolonged. Second thoughts can be as crippling psychologically as they
are politically.

Examples are easy to find. To take a current one, it is suspicious but not
surprising that in the debate over immigration reform those who are in favor
believe not only that a path to citizenship is politically and morally required,
but that it will yield major economic benefits, while opponents believe it
is not only unfair to reward illegal behavior, but will encourage future il-
legal immigration and impose significant economic costs on the country. On
a larger scale, although Woodrow Wilson’s self-righteousness annoyed many
others, and he was perhaps extreme in this regard, he was hardly unique in
seeing a correspondence between what was good for his country, the world,
and morality. In a specific case, Truman was able to convince himself that
the presence of army installations made Hiroshima and Nagasaki legitimate
military targets. One of the strengths of Realism is its teaching that leaders
may need to behave immorally in order to serve their countries. The virtue
of this stance is that it allows the leader to see more clearly how others are
likely to respond and what the costs of the policy will be, thereby permitting
her to take mitigating steps. Of course, critics of Realism say that the belief
that immoral behavior is necessary is itself a product of motivated bias: by
believing this, Realists shield themselves from the pain of taking personal
responsibility for dreadful acts.

The pressures to avoid perceiving trade-offs can also be detected when a
person changes one of his beliefs because doing so fits with the course of ac-
tion he has decided is necessary. The most obvious example is that while Dick
Cheney as Secretary of Defense in 1991 believed that overthrowing Saddam
would lead to chaos and a costly American occupation, in 2002 he thought
that American troops would be greeted as liberators and that their stay would
be brief and easy. It does not violate logic for him to have concluded that the
changed environment after September 11, 2001, made Saddam such a men-
ace that he had to be removed. But only the pressures to avoid seeing painful

204 Robert Trivers argues that our ability to engage in this kind of self-deception has evolved

in order to facilitate persuading others; see The Folly of Fools: the Logic of Defeat and Self-
Deception in Human Life (New York: Basic Books, 2011). But I do not think this is all there is to it.
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trade-offs can explain why he now saw not only that overthrow was necessary,
but also that it would not entail the high costs he had expected previously.?®

Evidence almost as good is supplied by cases in which a person comes to
a comforting perception that flies in the face of her well-established views. In
the fall of 1969, President Nixon decided to announce a larger-than-expected
withdrawal of troops from Vietnam because of domestic pressures. But he also
seems to have believed that this move would show North Vietnam that he was
sincerely interested in a peace settlement. His longstanding view, however,
was that what he needed to show the North was that he was tough and would
not accede to their demands, not that he was a man of peace. The obvious
danger that the North would take the withdrawal as providing further evidence
for the wisdom of their policy of standing firm—which was, in fact, the way
the North took it—could not be credited because it would have highlighted the
cost he had to pay.?® Interestingly enough, Nixon’s national security advisor,
Henry Kissinger, was better able to perceive the trade-off, and I think part
of the reason is that the ultimate responsibility was not his. Similarly, Nixon
seems to have believed that the prospects for a successful conclusion to the war
without a major escalation had been significantly improved by the death of Ho
Chi Minh, although neither intelligence nor his previous beliefs about how the
North was ruled would have led to this conclusion.?”’

The detailed processes by which people avoid seeing trade-offs are obscure,
but it appears that in many cases the person focuses on one dominant value
and then, without realizing it, draws the other considerations into line so that
they point in the same direction. From this perspective, it is not surprising
that overconfidence in difficult political and military cases often appears only
after a decision has been made.?®® This is not to say that how to maximize the
dominant value is self-evident or does not involve major intellectual effort.
Neither does it mean that the sacrifice of secondary values is not sometimes
made consciously. But rarely do people fully acknowledge trade-offs between
their most deeply held values. Thus leaders proclaim that the nation’s interests
and values do not conflict, that security does not have to be purchased at the
price of civil liberties, that economic interest, at least over the long run, is not
incompatible with appropriate security policies, and that an assertive policy to

25 Jack Snyder, The Ideology of the Offensive: Military Decision Making and the Disasters
of 1914 (Ithaca: Cornell University Press, 1984), ch. 5; Richard Neustadt, A/liance Politics (New
York: Columbia University Press, 1970), p. 62.

206 William Burr and Jeffrey Kimball, Nixons Nuclear Specter: The Secret Alert of 1969,
Madman Diplomacy, and the Vietnam War (Lawrence: University Press of Kansas, 2015), pp.
225-217.

27 Tbid., p. 252.

208 Dominic D. P. Johnson and Dominic Tierney, “The Rubicon Theory of War: How the Path
to Conflict Reaches the Point of No Return,” International Security 36 (Summer 2011), 7-40.



Ixxxvi—Preface to the Second Edition

deter an adversary does not come at the cost of the danger of setting off a spiral
of unnecessary hostility. To take one important Cold War example, during the
debate on how the United States should respond to the Soviet imposition of a
blockade against West Berlin in the spring of 1948, those who felt that standing
firm would involve an unacceptably high risk of war believed that “the United
States had only a limited stake in Berlin, prestige was not all-important, and
withdrawal, although harmful, need not do fatal damage to the Western cause,”
while those who disagreed argued not only that the stakes were very high—
retreat would be a “Munich of 1948”—but that the danger was low because
events would not get out of control and Stalin would retreat in the face of
firmness.?” To take a more recent case, those who supported going to war in
Iraq believed that Saddam’s regime posed a grave threat to the West, that the
postwar reconstruction would be cheap and easy, and that it would open the
way to major improvements throughout the Middle East. Opponents disagreed
on all three points. Few, if any, argued that while the war was needed, it would
be very costly and would have lots of bad side-effects or, conversely, that this
was a great opportunity even though there was little threat.?!® My sense is that
most proponents were driven by what they saw as a high threat while most op-
ponents were seized by the expected costs of the war.

When perceptions of the dangers and sacrifices involved in major foreign
policy decisions cannot be completely submerged, people often believe that
the fateful choices were dictated by forces beyond their control. In his 1861
inaugural address, Abraham Lincoln told the Southern states that “in your
hands . . . and not in mine is the momentous issue of civil war”; and in his
address to graduates of the Naval Academy at Annapolis in June 1978 when
the survival of détente was in question, President Jimmy Carter said that “the
Soviet Union can choose either confrontation or cooperation.” Similarly, it is
not surprising that when Greek Finance Minister Yanis Varoufakis was asked
how he felt when he saw long lines at the ATMs when limits were placed on
withdrawals in the crisis of the summer of 2015, he said, “We didn’t close
down the banks. The Eurogroup did. I can’t take moral responsibility for some-
thing they did.”?!! Although national leaders generally think of themselves as
guiding their countries and being indispensable to the national welfare, they
adopt a quite different stance when they cannot avoid the realization that what
they are doing is terribly risky and costly. Thus recent historiography confirms
Ole Holsti’s old argument that when Europe’s leaders took their countries into
war in 1914, they uniformly believed that the conflict was forced on them and
that while their adversaries had freedom of choice, they did not. They were
not choosing violence over other means of resolving the crisis, putting nar-
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Harrington, Berlin on the Brink, pp. 82—89.
For a further discussion, see Jervis, “Understanding Beliefs.”
21 Quoted in Ian Parker, “The Greek Warrior,” New Yorker, August 3, 2015, p. 57.
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row national interest before the broader interests of Europe, or even choosing
war—by the last days of July they did not feel they were in any meaningful
sense making choices at all.?!?

To put this another way, many decision-makers in 1914 believed that they
had a dominant strategy in that the course of action they were following was
the best no matter what the other side did. The difficult task of ascertaining oth-
ers’ fears and intentions and considering the possibility that what they them-
selves did could make the situation worse did not have to concern them. As
the war-minded French ambassador said when the Russian foreign minister
queried his advice to stand firm on the grounds that such a “policy is bound to
lead to war,” he replied that war would result only if the “Germanic powers”
had already “made up their minds to resort to force to secure their hegemony
over the East.”"3 A related way of minimizing responsibility and increasing the
comfort with a course of action that might lead to war is to believe that taking
a more cautious path would not be any safer. This was the belief of those who
urged belligerence at the start of the Berlin Blockade. “I do not believe that the
Soviets mean war now. However, if they do . . . we might as well find out now
as later,” Lucius Clay, the American general in charge of Berlin, declared. The
American ambassador to Britain put the point slightly differently, but ended
up at the same place: nothing the West would do “could either provoke or
conciliate the Russians.”?!* Although decision-makers often pride themselves
on their ability to make hard choices (it is no accident that Hillary Clinton used
this as the title for her account of her term as Secretary of State), in fact they
are prone to see the most consequential ones as being required by the pressing
circumstances.”'® People who take great responsibility seek ways to lift some
of the psychological burden from their shoulders. There is always a blank in
one of the guns in a firing squad.

As or after the decision is made, the belief that the policy is the best one on
multiple value dimensions produces greater confidence that can aid in imple-
menting the policy, but it also slows the recognition that the strategy may not

212 QOle Holsti, “The 1914 Case,” American Political Science Review 59 (June 1965), 365-78;
Sean McMeekin, July 1914: Countdown to War (New York: Basic Books, 2014), pp. 287, 337-38.
For discussion of a related comforting belief, see Clark, Sleepwalkers, p. 350. The actors were
partly strategic in telling others that they had the last clear chance to avoid war, but often this
actually was their sincere belief. Republican presidential candidate Donald Trump from the 2016
campaign was particularly prone to say that on many occasion he “had no choice other than to do
what he did: Amy Davidson, “The Talk of the Town, Four,” New Yorker, June 27,2016, pp. 17-18.

23 Quoted in Clark, Sleepwalkers, p. 471; for the argument that statesmen believed they had
a dominant strategy (although neither they nor Clark uses that term), see ibid., pp. 419-50.

214 Harrington, Berlin on the Brink, pp. 48, 61.

215 There are exceptions, of course. Paul Krugman argues that one reason for the widespread
acceptance of the incorrect claim that countries need austerity in the wake of the 2008 financial
crisis is that “politicians and technocrats alike want to view themselves as serious people making
hard choices”: “A Moveable Glut,” New York Times, August 24, 2015.
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be working out well and needs to be reexamined.?'® With there being so many
good reasons for a course of action, the undermining of one or two will not
lead to its reversal. Indeed, the need to justify the policy can lead to what were
initially subsidiary considerations being elevated to primary ones. To return
to the Iraq decisions, when Bush and his colleagues learned that Saddam did
not have active WMD programs, they came to believe more wholeheartedly
in the importance and possibility of making Iraq a democracy. The increased
weight attached to this goal helped sustain the effort in Iraq as well as making
democracy promotion more important in other contexts, as the process of self-
perception discussed above would lead us to expect.

IN LiEu oF CONCLUSION

This preface does not have a real conclusion, and because Perception and
Misperception does not either, I will borrow the heading I used for its last
chapter, and just make three points.

First, although my thinking has changed somewhat over the past forty years
thanks to the enormous amount of excellent work in psychology and political
psychology, if I were to rewrite Perception and Misperception 1 would leave
much of it as it is. As I have indicated, I would give a greater role to emotions
and motivated biases, and would strive for a more unified argument centered
on the power of expectations and needs. Of course, believing that I got most
of it right may be a motivated bias, but at least as important is the unmotivated
one that makes it hard to shake off my earlier ideas. Even if I were able to read
more of the psychological research, I would be prone to see it in the terms I had
set out. It might be best to come at this material with fresh eyes, but there are
real limits to how much this can be done.

Second, I have sometimes been asked whether my research affects how I
perceive the world and handle new information. I think I have learned how to
counter at least some of the biases I have studied, and my awareness of the
influence of prior beliefs on interpretation of new information has made me at
least a bit more tolerant of those whose reactions to current happenings would
otherwise seem evidence of their unreasonable closed-mindedness. I am also
slower to see that new information supplies independent confirmation of my
beliefs rather than merely not disconfirming them. Related, my sensitivity to
biases leads me to look for what are the core differences between competing
points of view. Arguments that seem to be based on interpretations of recent
events often are driven by more long-standing and deeper views on more gen-
eral questions, and it is these I try to focus on. I think I am also more likely to

216 For the argument that overconfidence often is the effect rather than, or at least in addition

to, the cause of war, see Johnson and Tierney, “Rubicon Theory of War.”
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recognize painful value trade-offs. Being a Realist at heart helps here, because
this approach highlights the pervasiveness of conflicts of interest not only be-
tween countries, but among legitimate values. In parallel I expect politics—
and life—to be filled with trade-offs, and I become suspicious when others
tell me (or my first impression is) that multiple independent considerations
point to the same policy. This may make me even more indecisive than would
otherwise be the case, but has the advantage of leading me to better understand
how others might favor a different policy, to see that many choices really are
hard, and to more fully engage with how the costs of my favored alternative
might be mitigated.

Finally, I think that an understanding of how we perceive can help correct
errors in many areas. | have tried to do this in postmortems on intelligence
failures, research that taught me a great deal.?'” I am happy to say that I did not
entirely assimilate new information to what I believed and in the study of why
the CIA was slow to see that the Shah of Iran might fall I found that the incen-
tive structure and culture of the CIA were at least as important as psychological
factors. But in this and other cases, some of which cannot yet be published, I
did find errors of the type covered in this book. Part of the reason why both
intelligence analysts and decision-makers were slow to see that the Shah’s re-
gime might be overthrown was that they could not shake the established belief
that religion could not be a driving force in a modernizing state. In the case
of the failure to doubt that Iraq had active WMD programs, I found that the
intelligence analysts became overconfident because they failed to appreciate
the extent to which their longstanding beliefs about what Saddam was up to
strongly colored their interpretation of the information they were receiving.
They also made methodological errors that illustrate the fact that our intuitive
ways of thinking will not always serve us well. Most importantly, they paid lit-
tle attention to negative evidence or “dogs that did not bark”—in other words,
things that were absent that should have appeared if the prevailing hypothesis
were correct. As the psychological research suggests, things that do not occur
make much less impact on us than things that do, an error that requires training
and discipline to overcome.

Medical as well as political diagnosis can be improved by more atten-
tion to our natural biases, as Jerome Groopman’s fascinating study shows.*'®
The parallels between his analysis and mine are partly to be explained by our
drawing on a common pool of psychology, but the fact that he has seen—and
committed—many of the same errors that I found in a very different area pro-
vides some independent confirmation of our arguments. It is particularly note-
worthy that Groopman and I were looking at the perceptual errors of skilled
professionals for whom understanding the situation they were facing was cen-
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See Jervis, Why Intelligence Fails.
218 Jerome Groopman, How Doctors Think (Boston: Houghton Mifflin, 2007).
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tral. Shifting to the general population, framing and related effects have been
used to generate more optimal choices in numerous areas, including retirement
planning, medical insurance, and borrowing habits.?"’

None of this means that knowledge of psychology will be able to solve most
of our problems. Not only are there limits to what debiasing can accomplish,*°
but in many cases the best procedures and most careful analysis may yield
incorrect answers. This is deeply disturbing, and is often denied because hind-
sight bias leads us to believe that what later turned out to be true should have
been obvious earlier, and that reaching the wrong answer means that decision-
makers committed serious cognitive or motivated errors that led them astray.
This is often the case, of course, but not always. For example, although intel-
ligence analysts did make some serious errors in their evaluation of Saddam’s
WMD programs, the view that he was actively seeking WMD was not only
plausible given the information at hand, but it was also more reasonable than
the story that now seems to be true. Nevertheless, I do not doubt that under-
standing our biases and trying to cope with them can lead to more accurate
perceptions and better decisions. I also think it is not inconsistent to argue both
that we are gaining a better understanding of how people think and perceive the
world and that further research will yield many surprises.

219 For popular but well-grounded treatments, see Richard Thaler and Cass Sunstein, Nudge:

Improving Decisions about Health, Wealth, and Happiness (New York: Penguin Books, 2009);
World Development Report 2015: Mind, Society, and Behavior (Washington, D.C.: World Bank,
2015); Dilip Soman, The Last Mile: Creating Social and Economic Value from Behavioral Insights
(Toronto: University of Toronto Press, 2016).

20 For good summaries, see Jack Stoll, Katherine Millkman, and John Payne, “A User’s
Guide to Debiasing,” in Gideon Keren and George Wu, Wiley-Blackwell Handbook of Judgment
and Decision Making (forthcoming); Welton Chang and Philip Tetlock, “Rethinking the Training
of Intelligence Analysts,” Intelligence and National Security 31 (October 2016), 903-20; Chang et
al., “Developing Expert Political Judgment: The Impact of Training and Practice on Judgmental
Accuracy in Geopolitical Forecasting Tournaments,” unpublished ms., University of Pennsylva-
nia, June 2016.
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INTRODUCTION

WHAT are the causes and consequences of misperception? What kinds
of perceptual errors commonly occur in decision-making? How are be-
liefs about politics and images of other actors formed and altered? How
do decision-makers draw inferences from information, especially infor-
mation that could be seenas contradicting their own views?

These questions have not been adequately discussed by specialists in
either psychology or international relations. The latter have assumed that
decision-makers usually perceive the world quite accurately and that
those misperceptions that do occur can only be treated as random acci-
dents. This book seeks to demonstrate that this view is incorrect. Percep-
tions of the world and of other actors diverge from reality in patterns that
we can detect and for reasons that we can understand. We can find both
misperceptions that are common to diverse kinds of people and impor-
tant differences in perceptions that can be explained without delving too
deeply into individuals’ psyches. This knowledge can be used not only
to explain specific decisions but also to account for patterns of interac-
tion and to improve our general understanding of international relations.

If scholars trained in international relations have paid little attention
to perceptions, the same cannot be said for psychologists.! But while
their work is extremely valuable for showing the importance of the sub-
ject it is marred by five major faults. First, more attention is paid to emo-
tional than to cognitive factors. Wishful thinking, defense mechanisms,
and other motivated distortions of reality are focused on to the relative
exclusion of the problem of how even a perfectly unemotional and care-
ful person would go about drawing inferences from highly ambiguous
evidence in a confusing and confused world. As Robert Abelson has
noted, ‘“‘there are plenty of ‘cold’ cognitive factors which produce in-
accurate world-views.”?

Second, almost all the data supporting the theories are derived from
laboratory experiments. Whether these settings and the manipulations

! For good introductions to this literature see Charles Osgood, An Alternative
to War or Surrender (Urbana: University of Illinois Press, 1962); Ross Stagner,
Psychological Aspects of International Conflict (Belmont, Cal.: Brooks/Cole,
1967); Otto Klineberg, The Human Dimension in International Relations (New
York: Holt, Rinehart and Winston, 1965); and Joseph De Rivera, The Psycho-
logical Dimension of Foreign Policy (Columbus, Ohio: Merrill, 1968).

2 “The Structure of Belief Systems,” in Roger Schank and Kenneth Colby, eds.,
Computer Models of Thought and Language (San Francisco: W. H. Freeman,
1973), p. 288.
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that are employed reveal processes that are at work in the real world is
hard to determine. Even harder to gauge is whether the influences dis-
covered in the laboratory are strong enough to make themselves felt, and
felt in the same way, when they are intermixed with the other powerful
variables that affect political decision-making. For example, very few
experiments give the subjects incentives to perceive accurately, yet this
is the prime concern of decision-makers.

Third, a strong policy bias pervades most of the analysis—the element
of conflict of interest is played down in international relations in general
and in the Cold War in particular.

Fourth, and related to the last point, the structure of the international
system and the dangers and opportunities peculiar to this setting are
often overlooked or misunderstood. As a result of these four weaknesses,
this literature contains a great deal of “over-psychologizing”; explana-
tions, usually highly critical of the decision-maker, involving many psy-
chological variables are given for behavior that can be explained more
convincingly by political analysis. More specifically, there is little com-
prehension of the consequences of the lack of a sovereign in the interna-
tional realm and little analysis of the reasons why even highly rational
decision-makers often conclude that they must be extremely suspicious
and mistrustful. These biases also lead psyehologists to analyze only the
views of those statesmen with whom they have little sympathy and to
refrain from using their theories to treat the policy preferences of those
with whom they agree. Thus images and reasoning drawn from the “hard
line” approach to foreign policy are examined to show the operation of
emotional influences and cognitive processes that inhibits intelligent de-
cision-making, but arguments and belief systems that support concilia-
tion are never analyzed in these terms.

As grave as these defects are, they are less troubling and less hard to
rectify than the fifth: most psychological theories, and especially those
that have been applied to international relations, do not account for the
ways that highly intelligent people think about problems that are crucial
to them. And few of the experiments that provide the bulk of the empiri-
cal evidence for the theories have been directed to this question. Rather,
theories about the formation and change of beliefs have been constructed
around beliefs that are relatively unimportant to the person, about which
he has little information, and for which the consequences of being right
or wrong are only minor. One reason for this is that the desire to con-
struct theories that are rigorous and parsimonious has meant that only
simple beliefs can be analyzed. Although this may be the best way to pro-
duce theories that eventually will be able to explain complex thinking,
there is little reason to expect that at their present stage of development
such theories will provide much assistance in understanding the ways
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that competent people go about making important decisions. Thus Abel-
son admits that a significant criticism of the theory that he co-authored
and that often has been applied to foreign policy decision-making is that
“it gives too little scope to the possibilities of human thought, even as
practiced by mediocre thinkers, and, on the other side of the same coin,
that it imputes the drawing of certain . . . conclusions which are mani-
festly absurd by any standard.”® Similarly, Peter Sperlich argues that
consistency theories, which are the type most commonly used by psy-
chologists studying international relations,

probably can provide rather adequate explanations for behaviors of
the very young, of the retarded, and of some of the ill. They are also
likely to give adequate explanations for behaviors of normal adults in
certain circumstances, e.g., when frightened, when in completely un-
familiar environment other than by choice, when deprived of material
sustenance for some length of time, or when strong emotions have
attained temporary dominance over the person. What these constructs
do not seem to be able to furnish are reliable and valid accounts of
complex adult behavior in non-crisis situations.*

A useful corrective would be the adoption of a rule of thumb that a
social scientist who propounds a theory that he claims is relevant to po-
litical decision-making must be willing to admit that the theory also bears
some resemblance to the way he makes up his mind, not on trivial issues,
but on serious matters such as his own scientific research. Of course the
context of the problem should not be ignored, but it seems reasonable
to assume that statesmen reach decisions by methods that are similar to
those employed by other intelligent men facing important, hard choices
and armed with uncertain knowledge and ambiguous information. Until
there is evidence to the contrary I see no reason to believe that political
decision-makers are less rational, sophisticated, and motivated to under-
stand their environment than are scientists. Although the statesman con-
fronts problems that are much more difficult than those facing a scientist
and he must use tools for investigation that are more limited, it is not
reasonable to assume that the former usually perceive and think in ways

3 “Psychological Implication,” in Robert Abelson et al., eds., Theories of Cog-
nitive Consistency (Chicago: Rand McNally, 1968), p. 119. Similarly, Neal Miller
says that “S-R [stimulus-response] theories do well in predicting stupid behavior,
but are much less convincing in predicting intelligent behavior.” Quoted in Peter
Sperlich, Conflict and Harmony in Human Affairs (Chicago: Rand McNally,
1971), p. S6.

+ Ibid., p. 172. For a related argument that the setting in which foreign policy
decisions are made reduces the applicability of many theories from psychology,
see Sidney Verba, “Assumptions of Rationality and Non-Rationality in Models of
the International System,” in Klaus Knorr and Sidney Verba, eds., The Inter-
national System (Princeton, N.J.: Princeton University Press, 1961), pp. 93-117.
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that a scientist would be ashamed of. If a psychologist’s view of ways in
which decision-makers draw inferences from evidence is wildly different
from the way he handles data bearing on his professional concerns, 1
think we are justified in being skeptical of his theory.®

If these criticisms mean that we cannot take any existing psychological
theories as they are and apply them to political decision-making, they
definitely do not mean that we should ignore all these theories. To do so
would be to overlook a large amount of invaluable work and would make
it difficult to detect, and almost impossible to explain, patterns of mis-
perception. Indeed it is partly because most international relations schol-
ars have paid no attention to psychology that they have failed to recog-
nize the importance of misperception, let alone deal with it adequately.

It would be possible to take a single psychological theory, try to cor-
rect the defects discussed in the previous paragraphs, and see how it ex-
plains a number of international cases. Instead, I have chosen an ap-
proach that is broader and more eclectic—too eclectic for some tastes,
perhaps—and have borrowed from theories and experimental findings
in diverse parts of psychology. In drawing on studies of attitude change,
social psychology, cognitive psychology, and visual perception, one faces
the danger of mixing incommensurable theories or incompatible assump-
tions and failing to do justice to the theories themselves. The former dan-
ger is outweighed by the dual advantages of gaining a wider variety of
insights and greater confidence in our explanations by finding that they
are supported by theories in such different realms as, for example, atti-
tude change and visual perception. The second cost—failing to discuss
in detail the psychological theories in their own right—is worth paying
because my goal is to understand politics. Although some of my criti-
cisms point out what I think are failings of the psychological theories in
their own terms, I will discuss and modify them only if doing so helps to
account for puzzles in political decision-making.

Complementing the problem of diverse theories that were not devel-
oped to deal with problems with which we are concerned is the difficulty
of mustering solid evidence. This involves two major difficulties. First,

5 Attribution theory also affirms this position. As Harold Kelley puts it, “The
underlying assumption here is that there are only a limited number of ways of
making sense out of the available data about the world and that the scientific
procedures are merely refined and explicit versions of methods upon which the
common man also comes to rely.” Causal Schemata and the Attribution Process
(Morristown, N.J.: General Learning Press, 1972), p. 21. Also see Kelley, Artri-
bution in Social Interaction (Morristown, N.J.: General Learning Press, 1971);
Kelley, “Attribution Theory in Social Psychology,” in David Levine, ed., Nebraska
Symposium on Motivation, 1967 (Lincoln, Neb.: University of Nebraska Press,
1967); and Edward Jones and Keith Davis, “From Acts to Dispositions: The
Attribution Process in Person Perception,” in Leonard Berkowitz, ed., Advances
in Experimental Social Psychology, vol. 2 (New York: Academic Press, 1965).
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there is no easy way to determine the accuracy of perceptions. It is hard
to know what a person’s perceptions were and even harder to know
whether they were correct. Was Churchill’s image of Hitler right and
Chamberlain’s image wrong? Until recently few historians dissented from
this conclusion. But now there is no agreement on even as seemingly
clear-cut a case as this. In other important instances, the experts divide
more evenly. Was Germany moving to dominate the Continent before
World War I? Could skillful diplomacy by the Entente have maintained
the peace without sacrificing a position of equality with Germany? I can-
not solve these problems, but have adopted three strategies to mitigate
them. First, 1 have drawn most heavily from cases about which extensive
evidence has been analyzed by historians who generally agree. I have,
thus, taken little from recent history because of the impossibility of being
confident of our views about the Soviet perceptions and intentions. Sec-
ond, I have tried to note the existence of alternative historical explana-
tions so that the reader is at least alerted to the relevant disputes. Third,
some of the cases can be treated as plausible, but perhaps hypothetical,
examples. At minimum they show that certain perceptions were held
and could easily have been inaccurate.

An alternative approach avoids this problem entirely but raises new
ones of its own. We may ask not “Was this perception correct?” but
“How was it derived from the information available?” We could then
seek to explain both accurate and inaccurate perceptions by the same
general theory, just as many psychologists have argued that optical illu-
sions can best be understood in terms of a broader theory of visual per-
ception. The work on belief systems in psychology and operational codes
in political science is directly relevant here. I have used this approach
at many points, although without trying to produce a tightly integrated
theory. We can also compare different actors’ perceptions of the same
object, situation, or other actor. If we can find appropriate comparisons,
we can try to locate systematic differences in perceptions traceable to dif-
ferences in ways of processing incoming information, differences in pre-
existing images of others or general views of the world, or differences in
specific experiences. I have found this approach very valuable, especially
when seeking to explain the determinants of a person’s perceptual
predispositions.

The second major problem of evidence is that, even if we are certain
about the existence of misperception in any single case, we cannot gen-
eralize and locate causation if the case is atypical. Many perceptual
errors are random. We can probably find instances of any kind of mis-
perception we can think of. But this will not tell us which are most fre-
quent, whether one kind of error is more common than its opposite, or
which errors are associated with which antecedent conditions. Thus we
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cannot even establish correlations, let alone seek general causes. Again
there is no good solution, and I must adopt an approach that is not com-
pletely satisfactory. I have studied a large number of cases from different
historical periods and analyzed only those misperceptions that occur with
great frequency. I have also searched for instances of misperceptions that
would be inconsistent with the explanations I was developing. For many
of the propositions, there were almost no cases that were the opposite of
what was expected. But even if this makeshift method of gathering evi-
dence has not led to false conclusions, it has inhibited the testing of com-
plex explanations and the discovery of patterns of perception that are
subtle or masked by confounding variables. Thus the lack of an appro-
priate sample of cases is less apt to mean that my arguments are incorrect
than that they are limited to the more obvious relationships.

This book is limited in two other ways. First, my central concern is
with perception, and I will discuss other aspects of decision-making only
when they are relevant. I hope this work will add to our understanding
of decision-making, but it will not cover all aspects of this subject. My
focus on perception also means that I have not attempted to treat in de-
tail all parts of the belief systems of individuals or groups. Second, I have
ignored two well-known approaches to the study of perceptions—cul-
tural differences and ego psychology. I have instead found it fruitful to
look for patterns of misperception that occur within a shared culture and
that are not strongly influenced by personality characteristics. The exis-
tence such patterns shows, on the one hand, that even when two actors
have a great deal in common they can easily misperceive one another,
and, on the other hand, that some important causes of misperception are
traceable to general cognitive processes rather than to an individual’s
disturbed psyche.

Finally, some readers may find this work strangely apolitical because
it says little about actors’ interests. The reason for this is that this concept
rarely can explain the kinds of perceptions and misperceptions I am con-
cerned with. Knowing what a person’s interests are does not tell us how
he will see his environment or go about selecting the best route to reach
his goals. When does a statesman think that others are aggressive? How
is information that is discrepant from established beliefs handled? How
do images change? How are images formed? Questions such as these that
deal with the processes of perception cannot be answered in terms of the
actors’ interests. When we look at the perceptions of agencies within the
bureaucracy, interest is involved, although the causal relationships are
often hard to establish. Military men seem quicker to detect threats than
political leaders. But at the highest levels, where the costs of perceiving
other states inaccurately are a heavy burden, this method of analysis will
not take us very far. It was not in Chamberlain’s interest to see Hitler as
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appeasable, in Acheson’s interest to believe that China was not likely to
enter the Korean War, or in the interests of any statesman incorrectly to
see his adversary’s moves as the product of a coherent, centrally con-
trolled plan. Max Weber argued that “Not ideas but material and ideal
interests, directly govern men’s conduct. Yet very frequently the ‘world
images’ that have been created by ‘ideas’ have, like switchmen, deter-
mined the tracks along which action has been pushed by the dynamics
of interest.” For example, neither Marxist nor traditional liberal theo-
rists have convincingly explained postwar American foreign policy in
terms of interests alone. In neither formulation can interest explain inter-
ventions in countries such as Vietnam. These actions only make sense
if the decision-makers either place a high intrinsic value on seeing insig-
nificant states remain non-communist or believe in the domino theory.
I have elaborated the former explanation elsewhere” and here want to
note only that interest cannot tell us why some people believe that the
world is tightly interconnected. Once this belief is taken as given, inter-
est can explain our policy, but this must not blind us to the crucial role
played by the belief. Similarly, while either national or elite interest may
have dictated that the United States strongly oppose the Soviet Union
once the latter was seen as highly aggressive, the question remains of how
and why this perception was formed.

A short outline of the book may prove useful at this point. The first
section presents the background. Since the study of perceptions is an
aspect of the decision-making approach, Chapter 1 discusses the level
of analysis question and makes explicit the kinds of alternative ap-
proaches we are ignoring. Chapter 2 discusses the concept of an actor’s
intentions and develops a framework of rules by which observers use
others’ past behavior to infer how they will behave in the future. Chapter
3 analyzes the dominant psychological approach to international rela-
tions and shows that both the theorists of this approach and those they
argue against—the deterrence theorists—have failed to come to grips
with the issue that most sharply divides them—the intentions of other
states in the system.

The second section of the study analyzes the ways that decision-
makers process information and form, maintain, and change their beliefs
about international relations and their images of other actors. Chapter
4 examines theories of psychological consistency in light of the logic of
scientific inquiry, distinguishes rational from irrational consistency, and
analyzes in detail the tendency for people to assimilate incoming infor-

¢ From Max Weber, edited and translated by H. H. Gerth and C. Wright Mills
(New York: Oxford University Press, 1946), p. 280.

7 The Logic of Images in International Relations (Princeton, N.J.: Princeton
University Press, 1970), pp. 244-50.
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mation into their pre-existing images. The next chapter discusses the
influence of what is at the front of a person’s mind on his perceptions.
If images of others, once established, are hard to dislodge, it is especially
important to try to understand how they are formed. To this end Chap-
ter 6 examines how international history, the decision-maker’s domestic
political system, and his nonpolitical training create predispositions that
influence his perceptions of a wide variety of situations and other actors.
The chapters in this section, and many other writings on this subject,
may leave the impression that beliefs and images never change. Chapter
7 draws on the literature on attitude change to illuminate the ways that
discrepant information does in fact alter established views.

The third section of the book discusses several common mispercep-
tions. Chapter 8 analyzes the tendency for actors to see others as more
centralized and calculating than they are. The next chapter deals with the
conditions under which actors see others’ actions as autonomous as op-
posed to being reactions to the actor’s own behavior. The arguments
about and evidence for wishful thinking are examined in Chapter 10.
Both laboratory experiments and international cases must be closely ana-
lyzed because the evidence, and indeed the question of what evidence
would support the proposition, is not as unambiguous as it appears at
first. Chapter 11 takes up cognitive dissonance, a psychological theory
similar to those used in the rest of the book but distinct enough to re-
quire separate treatment. The relevance of this theory is examined, sev-
eral propositions deduced, and some cases analyzed in this light.

The final section consists of a chapter that discusses ways in which
decision-makers could minimize misperception. Given the complexity
and ambiguity of information about international relations, perceptual
and other decision-making errors will always be common. But steps
could be taken to increase the degree to which disciplined intelligence
can be brought to bear and decrease the degree to which decision-makers
hold images and reach conclusions without thinking carefully about what
they are doing. Indeed if judgment is distinguished from perception by
the criterion that the latter is automatic and not under conscious control,
then these proposals are designed to increase explicit and self-conscious
judgment and decrease the extent to which decision-makers perceive
without being aware of the alternatives that are being rejected.
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CHAPTER ONE

Perception and the Level
of Analysis Problem

Do PERCEPTIONS MATTER?

BEFORE discussing the causes and consequences of the ways in which
decision-makers draw inferences from the world, we must ask a pre-
liminary question: do the decision-makers’ perceptions matter? This
is an empirical question. Logic permits us to distinguish between the
“psychological milieu” (the world as the actor sees it) and the “opera-
tional milieu” (the world in which the policy will be carried out) and to
argue that policies and decisions must be mediated by statesmen’s goals,
calculations, and perceptions.! But it does not follow from this that we
must deal with these intervening variables in order to understand and
predict behavior. This is not an uncommon claim:

One may describe particular events, conditions, and interactions be-
tween states without necessarily probing the nature and outcome of
the processes through which state action evolves. However, and the
qualification is crucial, if one wishes to probe the “why” questions
underlying the events, conditions, and interaction patterns which rest
upon state action, then decision-making analysis is certainly necessary.
We would go so far as to say that the “why” questions cannot be
answered without analysis of decision-making.*

1 See especially the following works by Harold and Margaret Sprout: Man-
Milieu Relationship Hypotheses in the Context of International Politics (Prince-
ton, N.J.: Center of International Studies, 1956); The Ecological Perspective on
Human Affairs (Princeton, N.J.: Princeton University Press, 1965); and An Eco-
logical Paradigm for the Study of International Politics (Princeton, N.J.: Center
of International Studies, Princeton University, Research Monograph No. 30,
March 1968).

2 “Decision-Making as an Approach to the Study of International Politics,” in
Richard Snyder, H. W. Bruck, and Burton Sapin, eds., Foreign Policy Decision-
Making (New York: Free Press, 1962), p. 33. For a similar argument see Fred
Greenstein, “The Impact of Personality on Politics: An Attempt to Clear Away
Underbrush,” American Political Science Review 61 (September 1967), 631-33.
This is related to the debate about the significance of developmental sequences.
For differing views on this question see Herbert Hyman, Survey Design and
Analysis (Glencoe, Ill.: Free Press, 1955), pp. 254-63, and Travis Hirschi and
Hanan Selvin, Delinquency Research (New York: Free Press, 1967), pp. 82-85.
(The latter book [republished in paperback as Principles of Survey Analysis] has
much broader relevance than its title indicates and is extremely valuable not only
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But theory and explanation need not fill in all the links between cause
and effect. Indeed, this is impossible. One can always ask for the links
between the links. High density theories have no privileged status; they
are not automatically illuminating or fruitful.® It is true that re-creating
a decision-maker’s goals, calculations, and perceptions is a satisfying
method of explaining his behavior because the scholar, sharing as he
does the decision-maker’s characteristics of being a thinking, goal-seek-
ing person, can easily say: “If that is the way the statesman saw the situ-
ation, it is no wonder that he acted as he did.” But the comfort we feel
with this form of explanation should not blind us to the fact that, unless
there are significant variations in the ways people see the world that af-
fect how they act, we need not explore decision-making in order to ex-
plain foreign policy. Most case studies assume that the details presented
significantly affected the outcomes. This may not be true, however.
“Pleikus are streetcars,” McGeorge Bundy said in explaining that the
Viet Cong attack on the American installation in February 1965 had
affected only the timing of the American bombing of North Vietnam.*
If you are waiting for one, it will come along. The specifics of the trigger-
ing event cannot explain the outcome because so many probable events
could have substituted for it. To understand the American policy of
bombing the North we should not examine the attack on Pleiku. Had it
not occurred, something else would have happened that would have per-
mitted the same response. Logic alone cannot tell us that a similar claim
about the decision-making process is invalid: the way people perceive
others and make decisions only marginally influences outcomes. So we
must seek empirical evidence on the question: do the important explana-
tory variables in international relations involve decision-making? In
terms of perceptions this can be separated into two subsidiary questions:
“are important differences in policy preferences traceable to differences
in decision-makers’ perceptions of their environments?”” and ‘“‘are there
important differences between reality and shared or common percep-

for its explanation of the use of survey research data but for its treatment of
general questions of theory, causation, and evidence.)

This issue is also related to the broader debate between what Maurice Natanson
has called the “Two distinctively opposed philosophic attitudes . . . underlying the
social sciences: . . . [the] ‘Objective’ and ‘subjective’ Weltanschauunger.” (“Fore-
word” in Natanson, ed., Philosophy of the Social Sciences [New York: Random
House, 1963}, p. viii.) This reader is a good introduction to the arguments.

3 Hirschi and Selvin, Delinquency Research, p. 38. As Abraham Kaplan puts it,
“I would not wish to say that something has been explained only when: we have
traced the microconnections with their antecedents, or even only when we can
believe that such conditions exist.” (‘“Noncausal Explanation,” in Daniel Lerner,
ed., Cause and Effect [New York: Free Press, 1965], p. 146.)

4+ Quoted in Townsend Hoopes, The Limits of Intervention (New York: McKay,
1969), p. 30.
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tions?’® Detailed affirmative answers to these questions will emerge in
this book, but a brief general discussion is in order here.

These questions raise the familiar level of analysis problem. Although
it has been much debated, agreement is lacking not only on the substan-
tive dispute but even on the number of levels. Arnold Wolfers proposes
two, Kenneth Waltz three, and James Rosenau five.® To fill in the se-
quence, we will discuss four. One is the level of decision-making, the
second is the level of the bureaucracy, the third is that of the nature of
the state and the workings of domestic politics, and the fourth focuses
on the international environment.” Which level one focuses on is not ar-
bitrary and is not a matter of taste—it is the product of beliefs (or often
hunches) about the nature of the variables that induence the phenomena
that concern one. To restate the first question in terms of the level of
analysis problem, we need not adopt a decision-making approach if all
states behave the same way in the same objective situation, if all states
of the same kind (i.e. with the same internal characteristics and politics)
behave the same way in the same objective situation, or if state behavior
is determined by bureaucratic routines and interests.

Although the empirical questions are central here, we should also note
that the level of analysis problem has important moral implications.
When all people would respond the same way to a given situation, it is
hard to praise or blame the decision-maker. Thus, those accused of war
crimes will argue that their behavior did not differ from others who found
themselves in the same circumstances. And the prosecution will charge,
as it did against Tojo and his colleagues, that, “These defendants were
not automatons; they were not replaceable cogs in a machine. . . . It was
theirs to choose whether their nation would lead an honored life . . . or

. would become a symbol of evil throughout the world. They made
their choice. For this choice they must bear the guilt.” Similarly, if all
nations follow similar courses of action, one cannot argue that some de-
serve to be branded as immorally aggressive. Thus in 1918 Bethmann-
Hollweg rebutted those who blamed Germany for the war by pointing
to the “general disposition towards war in the world . . . how else explain

5 The question of the existence and nature of reality need not be treated here
in its profound sense. For our purposes the consensus of later observers usually
provides an adequate operational definition of reality.

6 Arnold Wolfers, “The Actors in International Politics,” in Discord and Col-
laboration (Baltimore, Md.: Johns Hopkins Press, 1962), pp. 3-24; Kenneth Waltz,
Man, the State, and War (New York: Columbia University Press, 1959); James
Rosenau, “Pre-Theories and Theories of Foreign Policy,” in R. Barry Farrell, ed.,
Approaches to Comparative and International Politics (Evanston, Ill.: North-
western University Press, 1966), pp. 29-92.

7 We refer to the international environment rather than the international system
because we are not dealing with systems theories. Qur concern is with explaining
specific foreign policies rather than finding general patterns of interaction.
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the senseless and impassioned zeal which allowed countries like Italy,
Rumania and even America, not originally involved in the war, no rest
until they too had immersed themselves in the bloodbath?”®

The three non-decision-making levels assert the importance of various
aspects of the objective situation or the actor’s role.® They say that if we
know enough about the setting—international, national, or bureaucratic
—we can explain and predict the actor’s behavior. An interesting side-
light is that if other actors believed that the setting is crucial they would
not need to scrutinize the details of the state’s recent behavior or try to
understand the goals and beliefs held by the state’s decision-makers.*
It would be fruitless and pointless to ask what the state’s intentions are
if its behavior is determined by the situation in which it finds itseif. In-
stead, observers would try to predict how the context will change because
this will tell them what the state’s response will be. Decision-makers
could then freely employ their powers of vicarious identification and sim-
ply ask themselves how they would act if they were in the other’s shoes.
They would not have to worry about the possibility that the other might
have values and beliefs that differed from theirs. It is interesting, al-
though not decisive, to note that decision-makers rarely feel confident
about using this method. They usually believe both that others may not
behave as they would and that the decision-makers within the other state
differ among themselves. So they generally seek a great deal of informa-
tion about the views of each significant person in the other country.

Of course it is unlikely that there is a single answer to the question of
which level is most important. Rather than one level containing the vari-
ables that are most significant for all problems, the importance of each
level may vary from one issue area to another.!' Furthermore, which

8 Quoted in Robert Butow, Tojo and the Coming of the War (Princeton, N.J.:
Princeton University Press, 1961), p. 506; quoted in Egmont Zechlin, “Cabinet
versus Economic Warfare in Germany,” in H. W. Koch, ed., The Origins of the
First World War (London: Macmillan & Co., 1972), p. 165.

9 See K. J. Holsti, “National Role Conceptions in the Study of Foreign Policy,”
International Studies Quarterly 14 (September 1970), 233-309.

10 It is interesting to note that in interpersonal perception people tend to over-
estimate the degree to which the other’s behavior is determined by his personality
and underestimate the impact of the external situation. See, for example, Gustav
Ichheiser, Appearances and Realities (San Francisco: Jossey-Bass, 1970), pp.
49-59. But when the person explains his own behavior, he will attribute his actions
to the requirements of the situation, not to his own predispositions. See Edward
Jones and Richard Nisbett, The Actor and the Observer: Divergent Perceptions
of the Causes of Behavior (New York: General Learning Press, 1971).

11 Two recent articles explore the utility of the concept of issue areas in foreign-
policy research, but they are not concerned with the level of analysis problem.
See Thomas Brewer, “Issue and Context Variations in Foreign Policy,” Journal of
Conflict Resolution 17 (March 1973), 89-114, and William Zimmerman, “Issue
Area and Foreign-Policy Process,” American Political Science Review 67 (Decem-
ber 1973), 1204-12.
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level of analysis is the most important may be determined by how rich
and detailed an answer we are secking. The environment may influence
the general outline of the state’s policy but not its specific responses.
Thus it can be argued that, while decision-making analysis is needed to
explain why World War I broke out in August 1914, the external situa-
tion would have led the states to fight sooner or later. Or the importance
of variables at each level may vary with the stages of a decision. For
example, domestic politics may dictate that a given event be made the
occasion for a change in policy; bargaining within the bureaucracy may
explain what options are presented to the national leaders; the decision-
maker’s predisposition could account for the choice that was made; and
the interests and routines of the bureaucracies could explain the way the
decision was implemented. And the same variable may have different
effects at different stages of the decision-making process—for example,
conflicts among subordinates may increase the variety of information
and the number of opportunities for decision that the top decision-maker
gets, but may simultaneously decrease his ability to see that his decisions
are faithfully implemented.

The importance of variables at one level can also vary with the state
of variables at other levels. Rosenau suggests that the international envi-
ronment is more important in determining the policy of small states than
it is of large ones, and Stanley Hoffmann argues that nuclear weapons
and bipolarity have reversed this relationship.'? More generally, the im-
portance of the other levels decreases if the variables in one level are in
extreme states.!> Thus, maneuvering within the bureaucracy may be
more important when the top decision-makers are inexperienced or pre-
occupied with other matters.* And Wolfers argues that states tend to be-
have the same way when they are faced with extreme danger or extreme
opportunity, but that when environmental constraints are less severe
there will be differences in behavior that must be explained at the deci-
sion-making level. More complex interactions among the levels are also
possible. For example, the effect of internal instability on expansionism
could vary with the opportunities for success in war. Unstable states may
be more prone to aggression than stable ones when the chances of victory
are high but might be more cautious than others when thcir leaders per-
ceive a significant probability of defeat or even of temporary setback. Or

12 James Rosenau, “Pre-Theories and Theories of Foreign Policy,” pp. 47-48;
Stanley Hoffmann, “Restraints and Choices in American Foreign Policy,” Daedalus
(Fall 1962), 692-94.

13 Most of the propositions in Greenstein, “The Impact of Personality on Poli-
tics,” about the conditions under which personality is most important can be sub-
sumed under this heading. .

14 Thus the famous remark by a cabinet officer that you only have to obey the
president when he repeats an order for the third time.
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the stability of the regime might influence its propensity for aggression,
but the nature of the regime (e.g. whether it is democratic or dictatorial)
might be more important in explaining how it makes peace.

To deal with all these questions would require another book. Here all
1 will try to do is to outline the kinds of evidence necessary to establish
the validity of simple propositions about the importance of the various
levels. In doing so, I will sketch the most extreme arguments for the im-
portance of each level. It is obvious that the questions and arguments
could be rephrased in more subtle terms but since I am concerned with
the kinds of evidence that the propositions call for the gain in analytical
clarity is worth the sacrifice involved in ignoring more complete explana-
tions that combine a multitude of variables at many levels.

The International Environment

To argue that the international environment determines a state’s be-
havior is to assert that all states react similarly to the same objective
external situation. Changes in a state’s domestic regime, its bureaucratic
structure, and the personalities and opinions of its leaders do not lead to
changes of policies. Changes in the external situation, however, do alter
behavior, even when variables on the other levels remain constant. To
test these claims, we would need good measures of all the variables, espe-
cially the nature of the objective situation and the state’s policies.!* Even
if we had such indicators, we would have to cope with the paucity of the
most desired kinds of comparisons. This is easily understood by glancing
at the similar issue in the study of individual behavior—the debate over
the relative importance of situation and role versus idiosyncratic vari-
ables in determining individual behavior.'®¢ Because so many people of

15 An excellent discussion of the evidence on this point derived from quantitative
studies is Dina Zinnes, “Some Evidence Relevant to the Man-Milieu Hypothesis,”
in James Rosenau,Vincent Davis, and Maurice East, eds., The Analysis of Inter-
national Politics (New York: Free Press, 1972), pp. 209-51. But these studies
have limited utility for the questions being asked here because they do not provide
adequate measures of the similarity of the objective situation and the similarity
of the state’s responses. This is also true for the growing body of literature that
examines these questions using event-scaling techniques. For a study that copes
with these problems relatively well and finds that differences in perceptions among
decision-makers decrease as tension increases, see Ole Holsti, “Individual Differ-
ences in ‘Definition of the Situation,”” Journal of Conflict Resolution 14 (Septem-
ber 1970), 303-10.

16 For a general discussion, see Herbert Blumer, “Society as Symbolic Inter-
action,” in Arnold Rose, ed., Human Behavior and Social Processes (Boston:
Houghton Mifflin, 1962), pp. 180-91. For an inventory of findings see Kenneth:
Terhune, “Personality in Cooperation and Conflict,” in Paul Swingle, ed., The
Structure of Conflict (New York: Academic Press, 1970), pp. 193-234. This sub-
ject has received much attention from psychologists in the past few years. For a
review of the literature and an excellent argument, see Daryl Bem and Andrea
Allen, “On Predicting Some of the People Some of the Time,” Psychological
Review 81 (1974), 506-20.
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widely differing backgrounds, personalities, and opinions fill the same
role and because the same person fills many different roles, we can try
to determine the relative impact of situational and idiosyncratic variables
by examining how a person’s behavior varies as his role changes and how
people of widely differing characteristics perform in similar situations.

It is much harder to make the analogous comparisons in international
relations. In only a few international systems do we find many cases in
which states play, either simultaneously or consecutively, several roles
and in which each role is filled by states that are otherwise quite different.
This would occur in a long-lasting system where there were frequent
changes in the relations among the actors. Thus each state might at one
time be a neutral, a “holder of the balance,” a state with aggressive de-
signs, a defender faced by a state whose intentions are difficult to deter-
mine, and so on. To a limited degree this test is possible in a balance-of-
power system. But it is not available for most other systems, for example
the one prevailing since World War II. Most nations have not changed
roles, and indeed cannot do so because of such permanent factors as size
and geography. The United States can never play the role of a second-
ranking state caught between two blocs of greater powers. France can
never be the leader of one of two dominant blocs. And while the United
States and France may have played roles similar to these in the past,
the extensive differences in the situation mean that any differences in
response that might be found would not show that roles are unim-
portant.

COMPULSION IN EXTREME CIRCUMSTANCES?

It is worthwhile to look at cases of the kind that are supposed to show
most strongly the influence of external conditions. If there are differences
of behavior here, the argument for not ignoring the other levels of analy-
sis will apply a fortiori to a wider domain of cases. Arnold Wolfers
argues that, the greater the external compulsion, the greater the homo-
geneity of behavior and therefore the less the need to study decision-
making. In a well-known passage he says: “Imagine a number of individ-
uals, varying widely in their predispositions, who find themselves inside
a house on fire. It would be perfectly realistic to expect that these indi-
viduals, with rare exceptions, would feel compelled to run toward the
exits. . . . Surely, therefore, for an explanation of the rush for the exits,
there is no need to analyze the individual decisions that produced it.”’*’
But the case is not as clear as this analogy suggests. If a situation were
so compelling that all people would act alike, decision-makers would not
hesitate nor feel torn among several alternative policies, nor would there
be significant debates within the decision-making elite. In fact, key deci-

17 Wolfers, Discord and Collaboration, p. 13.
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sions that are easily reached, such as those involving the Truman Doc-
trine and Marshall Plan, stand out because they are so rare. For despite
the implication of Wolfers’ proposition that we know when we are faced
by extreme danger, just as we can tell when the house is on fire, in fact
this question is often bitterly contested. (To say that once decision-mak-
ers perceive the fire they will head for the exits leads us back to decision-
making analysis.) For Churchill, the house was burning soon after Hitler
took power in Germany; for Chamberlain, this was the case only after
March 1939; and for others there never was a fire at all. To some deci-
sion-makers, the Soviet Union is a threat to which the United States is
compelled to respond. To others the threat passed years ago. Again, to
a growing number of scholars it never existed. Similarly, American
statesmen see a much greater threat from communism in both Europe
and Southeast Asia than do the leaders of our allies. Decision-makers
may even agree that their state’s existence is threatened but disagree
about the source of the threat. This was true, for example, in the United
States around the turn of the nineteenth century, when the Federalists
believed France so much a menace that they favored war with her. At
the same time, the Republicans believed England an equal menace. (It
should be noted that this disagreement was rooted as much in differences
in values and interests as in divergent empirical analyses of the
situation.)

In extreme cases we can specify with some certainty an indicator of
the “fire” that all decision-makers will recognize—for example a large
armed attack—and we can be relatively certain that the state will react.
But even then the objective situation will not determine all aspects of the
state’s response. There are apt to be several exits from the burning house.
Will the state limit the extent of its involvement? What will its war aims
be? While the United States may have had no choice but to declare war
on Japan after Pearl Harbor, the major decisions that followed were less
compelled and require further explanation. For example: the United
States decided not to concentrate its energies on the country that had
attacked it but to fight Germany first; the war was to be fought with few
considerations for the shape of the postwar world; and no compromise
with the enemies would be accepted (had the Japanese realized this
would be the case, they almost certainly would not have attacked).

Even if all states and all statesmen responded similarly to similar high
threats, we have to explain how the threat arose—i.e. why the adversary
was so aggressive. In some cases we may be able to do this by reference
to the other’s objective situation, for example by focusing on the anarchic
nature of the international system and the resulting security dilemma that
we will discuss in detail in Chapter 3. But when this analysis is insuffi-
cient, the state (and later scholars) must examine variables at other
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levels of analysis to establish some of the most important facts about the
objective situation that the state faces.

Finally, one cannot prove that the external environment determines
the response by simply showing that the decision-makers believed this
to be the case. It is not enough to say with Kecskemeti that “In tense war
situations, the decision-maker is likely to feel that he is acting from ne-
cessity rather than from deliberate choice.” Nor is it sufficient to cite
Holsti’s finding that the decision-makers on both sides in July 1914 felt
that they had no choice but to make the decisions they did, or to show
that when “Mr. Acheson was advised not to favor the production of the
first thermonuclear bomb, he is reported to have declared that its produc-
tion was a matter of necessity and not of choice: in other words, that he
was experiencing ‘compulsion.” ”'® The subjective feeling of determinacy
is interesting and may lead decision-makers unnecessarily to restrict their
search for alternatives, but it does not show that other decision-makers
in the same situation would have felt the same compulsion and acted in
the same way. Indeed the theory of cognitive dissonance (Chapter 11)
and other theories of irrational cognitive consistency (Chapter 4) lead
us to expect that decision-makers may avoid psychological conflict by
thinking that they had no choice but to act as they did. This also means
that, when scholars claim that a situation permitted no policy other than
the one that was adopted, it may be that at least part of the reason why
the circumstances appear overwhelming in retrospect is that they were
claimed to be so by the decision-makers.

These arguments are, of course, far from conclusive. The necessary
comparisons have merely been mentioned, not made. But, as we have
seen, there are many points at which people can disagree about what the
objective situation is or what policies will best cope with it, and there is
little evidence for the existence of the homogeneity of behavior that
would allow us to ignore everything except the international setting.

Domestic Determinants

Even if all states do not behave similarly in similar situations, the details
of decision-making and images may not be significant. Instead, the state
may be the appropriate level of analysis—i.e. variations in decision-
makers’ policies may be accounted for by variations in social and eco-
nomic structure and domestic politics of the states they are serving. Wil-
sonian and Marxist theories are examples of this position. Other theories
at this level of analysis argue for the importance of a state’s geographical
position, its traditions, its national style, or the consequences, often un-

18 Paul Kecskemeti, Strategic Surrender (New York: Atheneum, 1964), pp.
19-20; Ole Holsti, “The 1914 Case,” The American Political Science Review 59
(June 1965), 365-78; Wolfers, Discord and Collaboration, p. 14.
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intended, of domestic conflicts. Extreme formulations hold that the
state’s internal system determines its foreign policy, while weaker ver-
sions claim that foreign policies are a product of both domestic politics
and international circumstances.

The forms of the assertions correspond to those discussed in the pre-
vious section. States with the same critical internal attributes behave the
same way in similar situations—and often behave the same way in the
face of significant variations in the environment—and this behavior is
different from that displayed by other states with different attributes even
when the setting is the same. The latter claim denies the overriding im-
portance of the international environment. Thus while Cold War revi-
sionists stress the importance of America’s domestic political and eco-
nomic needs, others reply that American actions were heavily influenced
by external constraints and that her behavior was not peculiarly Ameri-
can or peculiarly capitalist but rather was typical of any great power in
such a situation.*®* Because we are concerned with examining the impor-
tance of decision-making, we will not treat this part of the argument that
deals with conflicts between claims for two other levels of analysis.

If states of the same type behave in the same way, then changes in a
state’s leadership will not produce significant changes in foreign policy,
and we need not examine the images, values, and calculations of individ-
ual decision-makers. Unfortunately, claims about continuity in a state’s
foreign policy are notoriously difficult to judge. We might try to see
whether we could deduce changes in the identities of the state’s decision-
makers from the course of its foreign policy. Could we tell when Demo-
crats replaced Republicans or Conservatives replaced Labour govern-
ments? Scholars used to agree that Stalin’s death led to major foreign
policy changes, but now even this is in doubt.?° Before taking office, de-
cision-makers often claim they will introduce new policies. But these
promises are often neglected. Eisenhower’s foreign policy more closely
resembled that of his predecessor than it did his campaign rhetoric.
Gladstone pledged himself to avoid immoral and wasteful imperialism,
and, although he successfully extricated Britain from some entangle-
ments, he was eventually drawn into commitments similar to those made

19 See, for example, Charles Maier, “Revisionism and the Interpretation of Cold
War Origins,” Perspectives in American History 4 (1970), 313-47; Robert Tucker,
The Radical Left and American Foreign Policy (Baltimore, Md.: Johns Hopkins
Press, 1971); James Richardson, “Cold-War Revisionism: A Critique,” World
Politics 24 (July 1972), 579-612; and Ole Holsti, “The Study of International
Politics Makes Strange Bedfellows: Theories of the Radical Right and the Radical
Left,” American Political Science Review 68 (March 1974), 217-42. Comparisons
with the reactions of European statesmen would also shed light on the question of
whether there was anything peculiarly American in the United States’ perceptions.

20 Marshall Shulman, Stalin’s Foreign Policy Reappraised (Cambridge, Mass.:
Harvard University Press, 1963).
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by Disraeli. And while in 1937 Clement Atlee said that “the foreign
policy of a Government is the reflection of its internal policy,” when his
party took power the foreign secretary declared that “Revolutions do not
change geography, and revolutions do not change geographical needs.”*

Many arguments about the wisdom of policies can be understood in
terms of claims about the autonomy of the decision-making level. Those
who praise Bismarck’s diplomacy claim that, had he continued in office,
he would have been able to maintain German security by avoiding the
errors of severing Germany'’s ties to Russia, being forced to rely on Aus-
tria, and recklessly antagonizing several powerful countries. The re-
joinder is that the dynamics of German domestic society and of the inter-
national system would have destroyed Bismarck’s handiwork no matter
who was in power. The glittering skill of Bismarck’s diplomacy could not
alter the underlying forces at work. Debates about the origins of the Cold
War must deal with the similar question of whether Roosevelt’s death
changed American policy. Most traditional accounts argue that F.D.R.
was coming to an anti-Soviet position and would have acted much as
Truman did. This view is shared by those revisionists who look to the
American political and economic system for the roots of foreign policy
but is disputed by those who see the Cold War as avoidable. Similarly,
those who defend President Kennedy but opposed the war in Vietnam
argue that he would not have acted as Johnson did. Those who either
favored the war or opposed not only it but also most recent American
foreign policies argue that the policies of these—and other—presidents
were consistent. While those who supported the war see the determinants
as international and those who criticize the general lines of America’s
postwar policy see the causes as domestic, both argue that few significant
differences can be traced to the identity of the president.

These questions are so difficult to resolve partly because the situation
facing the new government always differs from that which confronted the
old. Kennedy was never forced to choose between defeat in Vietnam and
fighting a major war. F.D.R. did not live to see Russia consolidate her
hold over East Europe. The questions must then be hypothetical, and the
comparisons that underlie our judgments are often strained. This prob-
lem can be avoided by using alternative comparisons—by examining the
views of members of the elite to see whether they favor the policy that
was adopted.?? Of course disagreement with a policy does not prove that

21 Michael Gordon, Conflict and Consensus in Labour's Foreign Policy, 1914-
1965 (Stanford: Stanford University Press, 1969), p. 6; M. A. Fitzsimons, The
Foreign Policy of the British Labour Government, 1945-1951 (Notre Dame, Ind.:
University of Notre Dame Press, 1953), p. 26.

22 In this group we include potential leaders who could come to power without
drastic changes in the state’s internal political system. Dissent from those outside
this group does not undermine the arguments for the importance of the nature of
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a person would have acted on his views were he in office. His opposition
might be rooted in his role in the government, lack of information, free-
dom from the pressures that accompany holding power, or the belief that
opposition is politically expedient. But when these explanations are not
satisfactory, internal elite disagreement reveals the limits of the impact
of both domestic politics and the international situation.

The Bureaucracy

Even if state behavior cannot be explained by the state’s internal politics
and external environment, we still may not need to examine the percep-
tions and calculations of the top decision-makers. The workings of the
bureaucracy may determine policy. It is not enough for proponents of
this position to show that the state’s course of action appears inconsistent
and lacks value integration. Such inadequacies can be the product of
individual decision-making. As we will show later, normal human be-
havior often does not fit even a loose definition of rationality. Individuals
as well as organizations fail to coordinate their actions and to develop
carefully designed strategies. The fact that people must reach decisions
in the face of the burdens of multiple goals and highly ambiguous in-
formation means that policies are often contradictory, incoherent, and
badly suited to the information at hand. Unless we understand this, puz-
zling state behavior will automatically be seen as the product of either
internal bargaining or the autonomous operation of different parts of the
government. Thus if we did not know better it would be tempting to
argue that the contradictory and erratic behavior displayed by Richard
Nixon in Watergate and related matters shows that “Nixon” is not a sin-
gle individual at all, but rather a title for the set of behaviors that are
produced by the interaction of conflicting entities, each pursuing its own
narrow interests in ignorance of or indifference to any wider goal of the
“general Nixon interest.” Similarly, if we were to insist that theories of
individual behavior apply only when the actor is following a coherent
path guided by his self-interest, we would have to say that Spiro Agnew
was an uncoordinated bureaucracy rather than a person because he
simultaneously accepted kickbacks and sought the presidency.

Because incoherent policy is insufficient evidence for the importance
of bureaucracies, the “pure” theories of this type must make two basic
assertions. First, bureaucrats’ policy preferences are determined by their
positions in the government: “Where you stand is determined by where
you sit.” The external environment and the nature of the state and do-

the state, and, indeed, if such people have been rejected as possible powerholders
because of their foreign policy views, this would demonstrate the importance of
this level of analysis rather than showing the autonomy of the decision-making
level.
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mestic politics have only limited and indirect impact on these prefer-
ences. Of course if the concept of bureaucratic interest is to be more use-
ful than the concept of national interest, we must be able to specify in
advance what the bureaucratic position will be.?* Even if we cannot do
this, it would still be significant if everyone in each unit of the govern-
ment had the same position on a given issue. If, on the other hand, there
is a good deal of disagreement within the organization about the goals
to be sought or the means that are appropriate, then we would have to
apply decision-making analysis to the bureaucratic level, and so this
approach would lose much of its distinctiveness. More importantly, if
people in different units share the same policy preferences or if prefer-
ences are distributed at random throughout the government, then the
first assertion would be undermined.

The second basic claim of theories on this level of analysis is that the
state’s policies are formed by bureaucratic bargains and routines. Bu-
reaucratic actions either determine the statesman’s decision or else im-
plement it in a way that renders the decision largely irrelevant to what
is actually done. This point is vital because, even if bureaucrats’ policy
preferences were linked to their positions within the government, this
would be relatively unimportant unless these preferences explain policy
outcomes.* But we should note at the start that even if this were true we
would have to explore the sources of power of parts of the bureaucracy.
If we find, for example, that the military often prevails in conflicts with
the organization in charge of arms control, this may be because over a
period of years the state’s leaders have supported the former more than
the latter. Sometimes we can go back some years to find a decisive action
that set the guidelines for both the policy and the distribution of power
within the bureaucracy. In less dramatic cases the relative strengths of
interests represent the standing decision of the decision-makers—and
often of wider publics—and their choices among competing policies and
values. To the extent that this distribution of power is both important
and accounted for by factors outside the bureaucracy, an explanation of
specific outcomes in terms of bureaucratic maneuvering will be super-
ficial at best.

23 Most light is shed on this subject by the writings of Philip Selznick. See his
TVA and the Grassroots (Berkeley and Los Angeles: University of California
Press, 1947) and Leadership in Administration (Evanston, Ill.: Row, Peterson,
1957). Also see Morton Halperin, “Why Bureaucrats Play Games,” Foreign Pol-
icy, No. 2 (Spring 1971), 74-88, and Bureaucratic Politics and Foreign Policy
(Washington: Brookings Institution, 1974), pp. 26-62.

24 During the Second World War the British set up an intelligence section to
try to recreate the German perspective. They did well at predicting the positions
taken by various parts of the German bureaucracy but could never adequately
predict when Hitler would side with a particular faction or impose his own solu-
tion. (Donald McLachlan, Room 39 [New York: Atheneum, 1968], pp. 252-58.)
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Are policy preferences determined by one’s role within the govern-
ment? With the important exception of questions of military hardware
and doctrine, the evidence is limited and ambiguous. It is not hard to
find examples of units taking consistent and unified stands and political
appointees adopting their units’ views and thus expressing different
opinions depending upon their positions in the government. “General
Marshall, while Chief of Staff, opposed the State Department’s idea of
using aid to promote reforms in the Chinese government. Then, when
he became Secretary of State, he defended this very idea against chal-
lenges voiced by the new chiefs of Staff.” In “1910, Winston Churchill,
as Home Secretary, led the attack upon the demand of McKenna, First
Lord of the Admiralty, for more ships; by 1913 they had exchanged
offices and each, with equal conviction, maintained the opposite view.”
When Samuel Hoare was secretary of state for air, he strongly fought
against naval control of the Fleet Air Arm; when he later served as first
lord of the Admiralty he took the opposite position. When Théophile
Delcassé was the minister of colonies in France before the turn of the
century, he supported an expedition to the Nile that would give France
a lever to use against Britain. As foreign secretary, he sought to recall
the adventure.?

But not all policy disagreements are traceable to roles. Organizational
perspectives and loyalties are less important when issues are unusual
rather than routine, necessitate relatively quick decisions, and involve
important and generally shared values. Beliefs about the most important
issues of foreign policy—those involving war and peace—are usually
unrelated to roles. When we look at the major decisions of American
foreign policy—those that set the terms for future debates and estab-
lished the general framework within which policy was then conducted—
it does not seem to be true, at least for the top decision-makers, that
“where you sit determines where you stand.”

In several important cases what is most striking is the degree of una-
nimity. In the spring of 1947 there was general agreement within the
government that massive aid for Europe was needed. Three years later
most officials felt that foreign policy considerations argued for large-
scale rearmament, although there was a disagreement—which was not
tightly connected with bureaucratic interests—over whether domestic
political and economic constraints made such a policy feasible. Once the
Korean War removed this opposition, government officials were again

25 Ernest May, “The Development of Political-Military Consultation in the
United States,” in Aaron Wildavsky, ed., The Presidency (Boston: Little, Brown,
1969), p. 668; Patrick Gordon Walker, The Cabinet (New York: Basic Books,
1970), p. 67; W. J. Reader, Architect of Airpower: The Life of the First Viscount

Weir (London: Collins, 1968), p. 270; Roger Brown, Fashoda Reconsidered (Bal-
timore, Md.: Johns Hopkins Press, 1970), pp. 24-32, 85.
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in general agreement. In other important cases there are basic disputes,
but the key to them is not divergent bureaucratic interests. Doves and
hawks on Vietnam were to be found in all parts of the American govern-
ment. Views on whether to take a hard line toward Japan before World
War II, and specifically on the crucial issue of embargoing oil and other
vital raw materials, were only loosely related to organizational affilia-
tions. The advice that Truman received at the start of the Berlin block-
ade and the Korean War and most of the differences that emerged in the
discussions during the Cuban missile crisis were not predictable by the
participants’ roles.

In the missile crisis none of the leading officials espoused views that
were linked to his position within the government. The Republican sec-
retary of the treasury was concerned about the effects of a “soft” re-
sponse on the fortunes of the Democratic party in the coming elections;
the secretary of defense at first argued that the missiles did not present
a major military threat; the secretary of state did not take a strong posi-
tion and did not pay special attention to the political consequences of
various moves; and the attorney general opposed an air strike. (It should
also be noted that his view carried great weight not because of his gov-
ernmental position or independent political resources, but because he
was thought to speak for the president.)

The other claim—that policies can be explained by bureaucratic
maneuvering—could be supported in either of two ways. First, it could
be shown that different parts of the government carry out, or fail to carry
out, policies in ways that are consistent with their preferences and rou-
tines rather than with the decisions of the national leaders. But the other
possible linkage in the second point—the argument that authoritative
decisions can be explained by the interaction of bureaucratic stands—
raises difficulties that go deeper than the temporary absence of evidence.
To verify this claim we must be able to specify the expected relationship
between the variety of bureaucratic positions on the one hand and policy
outcomes on the other. It is not enough to show that the outcome can be
seen as a compromise among views that have been advocated by various
parts of the government. Almost any decision could fit this description.
The theory must provide generalizations that tell us more exactly what
the outcome will be. If the goals of different parts of the bureaucracy are
complementary, then presumably each agency will give up its position
on the part of the program it cares least about in order to gain a larger
voice on those issues that are more important to it. Presumably the suc-
cess of an organization in conflicts with others is related to its strength
(determined independently of outcomes), although as we noted this
raises further questions. Still another likely pattern is that the symbols
will be given to one side in a bureaucratic conflict and the substance to
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the other. But much more detail is needed. Furthermore, these general-
izations must not involve the values and beliefs that vary with the identity
of the top decision-makers, and they must be able to explain how policies
change. The latter task poses great problems since bureaucratic struc-
tures and interests often remain constant over periods in which policies
shift.

Although the paucity of research on this level makes conclusions espe-
cially tentative, it is hard to see how any of the major decisions of Amer-
ican foreign policy in recent years could meet this test. The Marshall
Plan, the establishment of NATO, the crucial decisions in Korea, the
rearmament that followed, the decision to integrate West Germany into
West Europe, the New Look in defense, American policy in the Suez
crisis, Kennedy’s attempt to increase conventional forces in Europe, the
major decisions to fight and later withdraw from Vietnam, and crucial
choices in the Cuban missile crisis cannot be explained as the outcome
of intrabureaucratic conflict. That these decisions combined major ele-
ments of positions held within the bureaucracy is hardly surprising be-
cause different parts of the bureaucracy serve and represent divergent
values that the president seeks to further. Thus what seems to be a clash
of bureaucratic interests and stands can often be more fruitfully viewed
as a clash among values that are widely held in both the society and the
decision-makers’ own minds. What embarrasses the theories under con-
sideration here is that, while the decisions listed above did embody some
of the preferences that had been articulated by parts of the bureaucracy,
they did not combine them in a way that can be predicted by rules of bu-
reaucratic politics. Or, to put the argument more exactly, until we have
a theory that specifies how policy is formed out of conflicting bureau-
cratic perspectives and preferences, we cannot tell whether any given
outcome can be explained by this level of analysis. As things stand now,
there is no way to explore the extent to which bureaucratic factors cause
the outcome because we have no grounds for claiming that a different
constellation of bureaucratic interests and forces would have produced
a different result or that the outcome would have been different were
there no bureaucracies at all.

PERCEPTIONS, REALITY, AND A TWO-STEP MODEL

Our discussion thus far leads to the conclusion that it is often impossible
to explain crucial decisions and policies without reference to the deci-
sion-makers’ beliefs about the world and their images of others. That is
to say, these cognitions are part of the proximate cause of the relevant
behavior and other levels of analysis cannot immediately tell us what
they will be. And even if we found that people in the same situation—be
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- it international, domestic, or bureaucratic—behave in the same way, it
is useful to examine decision-making if there are constant differences
between the decision-makers’ perceptions and reality. In this case all
people might react in the same way to the same situation, but this behav-
ior would puzzle an observer because it was self-defeating, based on in-
correct beliefs about the world, or generally lacking in a high degree of
rationality.?® Many of the propositions advanced in this book fit in this
category: they are generalizations about how decision-makers perceive
others’ behavior and form judgments about their intentions. These pat-
terns are explained by the general ways in which people draw inferences
from ambiguous evidence and, in turn, help explain many seemingly in-
comprehensible policies. They show how, why, and when highly intelli-
gent and conscientious statesmen misperceive their environments in spe-
cified ways and reach inappropriate decisions.

Other propositions in this book deal with cases in which an analysis
of decision-making is necessary because people in the same situations be-
have differently. This is often the case because people differ in their per-
ceptions of the world in general and of other actors in particular. Some-
times it will be useful to ask who, if anyone, was right; but often it will
be more fruitful to ask why people differed and how they came to see the
world as they did.

The exploration of the images actors hold and the development of the
two kinds of propositions discussed above should be seen in the context
of a mediated or two-step model.?” Rather than trying to explain foreign

26 The knowledge gained by studying how people view the world and process
incoming information can lead to the discovery of patterns in state behavior that
would not be apparent to an observer who had ignored decision-making. We may
be able to say, for example, that two kinds of situations, although not seeming
alike to later scholars, will appear to be similar to contemporary decision-makers
and will be seen to call for similar responses. Thus, once we have examined a
number of cases, detected common deviations, and isolated their causes, we could
apply this knowledge to theories that do not call for intensive analysis of decision-
making.

27 See Charles Osgood, “Behavior Theory and the Social Sciences,” in Roland
Young, ed., Approaches to the Study of Politics (Evanston, Ill.: Northwestern
University Press, 1958), pp. 217-44. For a recent discussion and application, see
Richard Jessor and Shirley Jessor, “The Perceived Environment in Behavioral
Science,” American Behavioral Scientist 16 (July/August 1973), 801-27. In an
interesting critique, Robert Gorman asks “Must we look into the perception of
the decision-maker at the time the decision was being made by centering our
political analysis on the decision-maker himself? Or, should we concentrate on
the social organization of which the decision-maker is a part and the social environ-
ment in which both the organization and the individual function? If we accept
the first choice, then social factors assume a secondary, instrumental purpose. If
we choose the second framework, the perceptions of the decision-maker would
seem to be logically dependent on external rules, and investigation into the nature
of individual perception would be absurd. If we combine the two, as the decision-
making theorists seem to have done, we are left with a theory in which each
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policies as the direct consequence of variables at the three levels of anal-
ysis previously discussed, we will examine the actor’s perceptions as one
of the immediate causes of his behavior. Thus Britain and France felt
that their security was endangered by Germany before both world wars.
They may have been mistaken in the first case and correct in the second,
but both cases can be grouped together in discussing the immediate
causes of their responses.

Our understanding of the actor’s images and beliefs affects the further
question that we ask about that event and the behavior that we expect
of the actor in other cases. For example, when it was believed that most
American decision-makers had thought that escalation would bring a
quick victory in Vietnam, the interesting questions concerned the reasons
for this error and the ways by which successive small steps increased the
stakes of the conflict. If the decision-makers believed that victory was
cheap, it is not surprising that they acted as they did. But by revealing
that the decision-makers had a relatively accurate view of the chances
of success, the Pentagon Papers and related commentaries have shown
that the crucial question is why saving Vietnam was considered impor-
tant enough to justify the high expected price. This then leads us to look
at this and other American actions in terms of beliefs about ‘“domino ef-
fects” rather than directing our attention to commitments that develop
inadvertently and “quagmires” that trap unwary statesmen. Similarly, the
question about Russian behavior raised by the Cuban missile crisis prob-
ably is not “What Soviet calculus and risk-taking propensity could ex-
plain this bold and dangerous step?” but rather “How could they have
so badly misestimated the probable American response?”’*® And previous
Soviet behavior can be re-examined to see if it could be explained by

premise is negated by the existence of the other, and the general theory itself is
left to flounder in a formalistic but meaningless syncretism.” (*“On the Inade-
quacies of Non-Philosophical Political Science: A Critical Analysis of Decision-
Making Theory,” International Studies Quarterly 14 [December 1970], 408.) The
use of a two-step model avoids this contradiction.

2% Daniel Ellsberg, “The Quagmire Myth and the Stalemate Machine,” in Papers
on the War (New York: Simon and Schuster, 1972), pp. 42-135; Leslie Gelb,
“Vietnam: The System Worked,” Foreign Policy No. 3 (Summer 1971), 140-67;
Klaus Knorr, “Failures in National Intelligence Estimates: The Case of the Cuban
Missiles,” World Politics 16 (April 1967), 455-67. Theodore Draper fails to see
the significance of these kinds of questions in explaining the American interven-
tion in the Dominican Republic. (“The Dominican Intervention Reconsidered,”
Political Science Quarterly 86 [March 1971], 26-28.) To take an example from
another field, the fact that young people in less politicized homes share fewer of
their parents’ political views than do those in more highly politicized families is
not to be explained by the former group having less desire to adopt their parents’
beliefs, but by their lack of knowledge about what their parents believe. (Richard
Niemi, How Family Members Perceive Each Other [New Haven: Yale University
Press, 1974], pp. 200-201.)
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similar misperceptions. As we will discuss in the next chapter, actors as
well as scholars must engage in these kinds of analyses.

Of course perceptions, and more specifically perceptions of other
actors, are not the only decision-making variables that are important.
That two actors have the same perceptions does not guarantee that they
will adopt the same response. But their responses will often be the same,
and, when they are not, it is usually relatively easy to find the causes of
the differences. Although people with different images of an adversary
may agree on the appropriate response, just as people may favor the
same policy for different reasons, this agreement is apt to be short-lived.
As we will see in later chapters, the roots of many important disputes
about policies lie in differing perceptions. And in the frequent cases when
the actors do not realize this, they will misunderstand their disagreement
and engage in a debate that is unenlightening.

Images, however, are not first causes, and so we will try to find the
causes both of common misperceptions and of differences in perceptions.
Thus the second step in the model involves relating the images held, if
not to reality, then at least to the information available to the actor.
How, for example, do statesmen come to develop their images of other
actors? What evidence do they pay most attention to? What makes them
perceive threat? Under what conditions do they think that the other, al-
though hostile, has only limited objectives? What differentiates legiti-
mate inducements from bribes? What kinds of behavior are most apt to
change an established image?

This is not to claim that we will be able to explain nearly all state be-
havior. As we will discuss in the context of learning from history, propo-
sitions about both the causes and the effects of images can only be prob-
abilistic. There are too many variables at work to claim more. In the
cases in which we are interested, decision-makers are faced with a large
number of competing values, highly complex situations, and very am-
biguous information. The possibilities and reasons for misperceptions
and disagreements are legion. For these reasons, generalizations in this
area are difficult to develop, exceptions are common, and in many in-
stances the outcomes will be influenced by factors that, from the stand-
point of most theories, must be considered accidental. Important per-
ceptual predispositions can be discovered, but often they will not be
controlling.



CHAPTER TWO

External Stimuli, Internal Processes,
and Intentions

[When looking at others’ acts] you ask yourself
such further detailed questions as who directed
that act at whom? Why? Was it an act by itself,
or did it follow something that others—perhaps
I, myself—did or said? Or was it merely a seg-
ment of a longer act? . . . If participants in any
situation did not make such assumptions or
guesses about the grounds of others’ action,
their own action would be stymied, or at best
exploratory. The imputation of motives to
others is necessary if action is to occur.

[Justice Louis Brandeis] often mentioned the
impression made on him by a man who wrote:
“I regret that I cannot comply with your re-
quest. So that you may know that my refusal
is final, I give no reasons.”™

INTRODUCTION

IF HE is to decide intelligently how to act, a person must predict how
others will behave. If he seeks to influence them, he needs to estimate
how they will react to the alternative policies he can adopt. Even if his
actions do not affect theirs, he needs to know how they will act in order
to tailor his actions accordingly. As we discussed in the last chapter, if
the person believes that the other’s behavior is determined by the situa-
tion in which the other is placed (i.e. if all actors behave the same way
under the same circumstances), then he can predict what the other will
do if he knows what the external stimulus will be. He need only imagine
what he would do in given circumstances to know what the other will do
if those conditions arise. But if he believes that any of the other three
levels of analysis are important, he will need to look inside the state, to
its domestic policy, its bureaucratic bargaining, or the preferences and

1 Anselm Strauss, Mirrors and Masks (Glencoe, Ill.: Free Press, 1959), p. 48;
Dean Acheson, Morning and Noon (Boston: Houghton Mifflin, 1965), pp. 57-58.
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calculations of its decision-makers. To the extent that he does not believe
that general attributes of the state (e.g. developed or underdeveloped,
democratic or dictatorial, stable or unstable) are sufficient to predict its
behavior, he must employ a rough form of the hypothetico-deductive
method to ask himself what constellation of forces, beliefs, and goals
could explain the state’s behavior. He will then use the results of this
analysis, together with estimates of the external stimuli the state is likely
to face, to predict how it will behave in the future.

No bit of behavior is self-explanatory or has only one plausible impli-
cation for the actor’s future conduct. We must try to understand why the
other acted as he did. Modifying Ruesch and Bateson’s definition to fit
the international context, we can say that ‘“‘understanding consists largely
of perceiving a [nation’s] action and deducing from it the series of [intra-
national] processes of which it is the end result.”? Reconstructing these
internal processes permits us to respond differently to the same bit of
behavior depending on our interpretation of why it occurred. If we ob-
serve an offensive act we ask ourselves whether the act was controllable,
whether the person had ‘“the capacity and training to appreciate the
meaning” of his act, whether he would have behaved differently if he had
known the significance of his behavior, and whether he acted freely or
under duress.” Our answers to these questions affect our predictions of
the person’s later behavior and therefore affect our behavior toward him.
Thus a teacher will react one way to a student whose bad work he at-
tributes to laziness, another way to one who he believes to have had a
poor education, and still another way to one whose abilities are severely
limited. Directly relevant are the experiments that have shown that peo-
ple react less to the actual punishment that another person has inflicted
on them than they do to what they believe the other sought to do to
them. “People will become less angry (and retaliate less) when they be-
lieve that their partner intended them little harm—regardless of how
much they were harmed. Conversely, people become very angry (and
retaliate to a greater extent) when they believe that their partner in-
tended them harm—regardless of how much they were harmed.”*

This inference process is also central to the way statesmen seek to
understand and predict others’ behavior. During World War II, many

2 Jurgen Ruesch and Gregory Bateson, Communication (New York: Norton,
1968), p. 48.

3 Erving Goffman, Behavior in Public Places (New York: Free Press, 1963),
pp. 217-18. As Fritz Heider has noted, “Our reaction to a disagreeable experi-
ence . . . is greatly influenced by the attribution to a source. . . . The same datum
may mean aggression, misfortune, or a stupid mistake.” (“Social Perception and
Phenomenal Causality,” Psychological Review 51 [1944], 367.)

1+ Ted Nickel, “The Attribution of Intention as a Critical Factor in the Relation
between Frustration and Aggression,” Journal of Personality 42 (1974), 489.
Also see the other experiments cited in this study.



34—The Setting

American officials believed that Soviet demands on East Europe grew
out of the fear that when the war was over the United States would with-
draw from world politics, leaving Russia without support in her efforts
to contain Germany. The conclusion reached was that the United States
could reduce these demands by assuring Russia that her postwar security
would be guaranteed by an effective United Nations with strong Ameri-
can support. When the American policy failed to have the desired effect,
the inference drawn was that the Russians were a threat to the West.
To take a later turning point in the Cold War, one reason why the
Korean War triggered a huge increase in American armaments was the
belief that, in the words of Dean Acheson,

The real significance of the North Korean aggression lies in this evi-
dence that, even at the resultant risk of starting a third world war,
communism is willing to resort to armed aggression, whenever it be-
lieves it can win. In view of the threat presented by communism at
many points on its borders, the nations thus threatened must immedi-
ately increase their individual and collective military strength.®

What was frightening was that the Soviets had chosen to expand with the
full realization that this entailed a great danger of a firm American re-
sponse. Had American decision-makers believed that Russia thought that
there was little chance that the United States would strongly object to
their taking an area we had declared to be outside our “defense perime-
ter,” they might have been content to make clear the American commit-
ment to defend other areas without creating so massive and threatening
a military force. And if they had believed that Russia, or China in her in-
tervention later in the war, had been willing to pay a high price only
because the alternative seemed not the foregoing of aggrandizement but
rather the endangering of Soviet security, a still different reaction might
have seemed appropriate.

Similarly, after President Kennedy decided to blockade Cuba in Octo-
ber 1962 he explained his feelings to his brother. “It looks really mean,
doesn’t it? But then, really there was no other choice. If they get this
mean on this one in our part of the world, what will they do on the
next?”® Kennedy assumed that the Russians were willing to run high
risks to expand their influence in an area of only marginal importance
to them. If their future behavior was consistent with this action, they
would then be much more aggressive in places and on issues in which
their concern (or, to be more exact, the excess of their concern over our

5 Lynn Davis, The Cold War Begins (Princeton: Princeton University Press,
1974), p. 84; Supplemental Appropriations for 1951, Hearings before the.Com-
mittee on Appropriations, U.S. Senate, 81st Congress, 2nd Session, p. 272.

6 Quoted in Robert Kennedy, Thirteen Days (New York: Norton, 1971), p. 45.
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concern) was greater. By contrast, if Kennedy had believed that the Rus-
sians had placed missiles in Cuba because they felt emotionally or politi-
cally committed to protect Castro, he would not have inferred that they
would be more “mean” on other issues that were not “in our part of the
world.” Still different implications for the future would have been drawn
if Kennedy had thought that the Russians did not realize how “mean”
they were being.

EXTERNAL VERSUS INTERNAL SOURCES OF BEHAVIOR

The observer must first try to separate the situational, or external, fac-
tors from the internal ones that produced the other’s behavior. This is
sometimes a matter of attempting to tell how important each of these
factors was, but often more complex interactive models will have to be
developed. It is also simpler if the observers assume that the internal
processes are stable. But observers must realize that they may vary both
with context and over time. Like scholars, actors try to understand and
predict these changes by the two closely related methods of studying the
internal dynamics of the other’s system and examining other actors
whose internal developments parallel those of the actor under con-
sideration.

To start with the simplest case, observers learn little about the other’s
internal processes from cases in which he behaves just like everyone else.
When the situation totally determines the response, we cannot attribute
any characteristics to the person who responds. That a weak actor, either
individual or national, gives in to a strong adversary when the issue is
minor to him but not to his adversary tells us almost nothing about his
goals, beliefs, and willingness to run risks. His behavior in this case does
not help us predict how he will act under different, less compelling, con-
ditions. Similarly, when a defense attorney pleads that mitigating cir-
cumstances should be considered in deciding the punishment his client
deserves, he is saying that anyone would have committed the crime if
faced with the same situation. If this is true, much of the moral and prag-
matic ground for punishment is undercut. Morally, punishment makes
less sense because the fault was in the situation, not the person. While
the person’s conduct deserves censure, it does not show that his charac-
ter is worse than that of others who did not commit the crime. And be-
cause the fact that the person committed the crime does not show that
he is predisposed to act in a criminal manner—or at least no more so
than others who did not commit the crime—there is no reason to expect
him to break the law in the future even if he is not punished.

Better yet, the case will be thrown out of court if the defense can show
that characteristics peculiar to the individual were even less relevant be-
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cause the government employed entrapment and, in the words of a New
York law, caused the commission of an offense by “a person not other-
wise disposed to commit it.”” Similar reasoning underlaid President John-
son’s explanation of why he decided not to retaliate against the Viet
Cong attack on an unprotected American hotel in Saigon in late 1964:
“I have real doubts about ordering reprisals in cases where our own se-
curity seems at first glance to be very weak.” An adversary would not
have to be totally committed to aggression to attack a provocatively
tempting target, and so attacks might cease if the targets were adequate-
ly defended.’

Conversely, we learn most about internal processes when the person
behaves unusually—i.e. when he does not do what the situation seems
to dictate. To return to Wolfers’ metaphor, we know that the person who
stays in a burning house is certainly odd even if, as we will discuss below,
there are many alternative explanations for his behavior. Thus the Nazi
persecution of the Christian churches drew special attention from the
British press in part because this behavior was sharply at variance with
that expected from even a normal dictatorship. And the British ambassa-
dor to Russia in the early part of this century noted that the Russian rail-
roads leading to Afghanistan had been built “at the cost of great sacri-
fices.” The implication was that this cost would only be justified if the
tsar was, at minimum, ready to bring troops down those railroads to
exert political pressure against England. If they had been cheap or if
there had been economic advantages to building them, the British would
have been less upset even though their strategic value would have been
the same because their construction need not have been attributed to
hostility.®

We should also note that experiments have shown that people both
reason in this way and can reverse the process to draw inferences about
the objective situation from their knowledge of the person and his re-
sponse. Thus if a powerful person complies with a request, observers
assume that he did so because of his values and desires. When a weak
person complies, on the other hand, observers infer compulsion from
the environment.’

7 Quoted in Tom Goldstein, “Legal Questions Raised by Staged Arrests,” New
York Times, May 17, 1974; quoted in David Halberstam, The Best and the Bright-
est (Greenwich, Conn.: Fawcett, 1973), p. 619.

& Franklin Gannon, The British Press and Germany, 1936-1939 (Oxford: Clar-
endon Press, 1971), p. 119; Hardinge to Lansdowne, October 4, 1905 in G. P.
Gooch and Harold Temperley, eds., British Documents on the Origins of the
War, 1898-1914, vol. 4, The Anglo-Russian Rapprochement, 1903-7 (London: His
Majesty’s Stationery Office, 1929), p. 206.

9 This and other experiments are discussed in Albert Hastorf, David Schneider,
Judith Polefka, Person Perception (Reading, Mass.: Addison-Wesley, 1970), pp.
71-83. For general treatments of the theory that lies behind this inference pat-
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As a prelude to predicting another actor’s behavior and setting their
own policies, decision-makers thus ask themselves whether the external
stimuli were so compelling as to determine the other’s action. If someone
hurts—or helps—us because a third person is holding a gun to his head,
we will not expect the behavior to recur when the third person is not
around. So when Italy supported the French occupation of the Ruhr in
1923, the Italian ambassador to Germany was relieved to be able to
report:

In . . . [official] circles it is generally understood that Italy could not
have acted very differently from the way she did, in view of her multi-
ple and complex relations with France and also in view of her clear
and material need to provide for the distribution of as much coal as
it is possible to obtain in the present circumstances from the areas
occupied by Franco-Belgian troops. In all my conversations with per-
sons in authority I have heard in this regard only reasonable and even
benevolent understanding and consideration.*?

Germany had grounds for believing that, if the external constraints on
Italy were loosened, that country would cooperate. If she thought that
Italy’s dependence on France was permanent, she would not care that
Italy did not freely choose the path of hostility—Italy’s actions would
always harm Germany just as much as they would if they were derived
from goals and beliefs that directly conflicted with those of Germany.!!
But if this was not the case, Germany should work to ease the external

tern—a theory that parallels much of the analysis of this chapter—see Edward
Jones and Keith Davis, “From Acts to Dispositions,” in Leonard Berkowitz, ed.,
Advances in Experimental Social Psychology, vol. 2 (New York: Academic Press,
1965), 219-66; Harold Kelley, “Attribution Theory in Social Psychology,” in
David Levine, ed., Nebraska Symposium on Motivation, 1967 (Lincoln: Uni-
versity of Nebraska Press, 1967), pp. 192-238; Harold Kelley, Atribution in
Social Interaction (New York: General Learning Press, 1971) and Causal Sche-
mata and the Attribution Process (New York: General Learning Press, 1972).
Observers tend to overestimate the importance of personality and underestimate
the impact of the situation in determining a person’s behavior. For a discussion of
this generalization, which does not apply to one set of politically relevant events,
see Chapter 9.

10 Quoted in Alan Cassels, Mussolini’s Early Diplomacy (Princeton: Prince-
ton University Press, 1970), p. 146. Although the argument here is consistent
with attribution theory, experiments have shown that, in violation of the theory,
individuals think that actions another is forced to take do reflect the other’s own
views. For the most recent study on this subject, see Melvin Snyder and Edward
Jones, “Attitude Attribution when Behavior is Constrained,” Journal of Experi-
mental Social Psychology 10 (1974), 585-600.

11 Here there is a difference between international and interpersonal relations.
In the latter arena, emotions and moral judgments play a greater role. Our anger
at someone who is hurting us will be less if we believe that he is forced to hurt
us even if we expect that the external compulsion and the resulting pain he is
inflicting on us will continue indefinitely.
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compulsion and to build good relations with Italy to facilitate their work-
ing together later. A strongly hostile response would at best do no good
—because Italy could not afford to break with France—and at worst
would create a dispute with Germany that would remain even after the
original reasons for Italy’s anti-German actions had passed.

In a somewhat weaker case, when in signing a civil aviation agreement
with Communist China Japan issued a statement saying that since 1972
she had not “considered China Air Lines (Taiwan) as a carrier repre-
senting a state,” she tried to soften the Nationalists’ reaction by privately
explaining that Communist China had made this statement a necessary
condition for concluding the bargain.'? Although the environmental com-
pulsion is less here than it was in the previous example, and there is a
clear possibility that the pressures that produced the policy will continue
into the future, the Japanese could hope that the Nationalists would cal-
culate that their best interests lay in waiting for the environment in which
Japan was situated to become more benign rather than in exerting maxi-
mum pressure on Japan. By contrast, France reacted very bitterly to the
American decision to violate its treaty commitments and stay neutral in
the Anglo-French wars of the 1790s because she failed to appreciate the
degree to which American security rested on maintaining peace with
England. France did not think that the United States was forced by over-
whelming circumstances to refrain from aiding her, but rather that the
United States had chosen this course as a result of values and beliefs that
would create continuing conflict with France.

This kind of analysis explains the seemingly odd policy advocated by
the German undersecretary of foreign affairs, Arthur Zimmermann,
when the initial battles of World War I ended in deadlock. Most Ger-
mans who favored making peace with one of the enemy powers in order
to concentrate on the other front advocated settling with Russia. Zim-
mermann, however, argued that, if peace efforts were called for, France
should be the target because “France, in his view, had entered the war
because of ‘necessity’ and not preference.” Easing the external con-
straints—something Zimmermann thought Germany could do—might
permit France to live at peace with Germany, but a compromise peace
with Russia would not be possible without an alteration of Russian inter-
nal politics and values. The same argument explains why a peace treaty
signed by a totally defeated country is less valuable as an index of the
state’s future behavior than is a treaty signed under less dire circum-
stances. Unless the victors are willing and able to see that the defeated
state never regains its strength, there is no reason for them to expect it
to abide by the settlement. Thus during the negotiations that ended the

12 Fox Butterfield, “Japan and China Sign Air Accord; Taiwan Cuts Link,”
New York Times, April 21, 1974.
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Boer War, the young Boers argued, according to Kitchener, “that if no
terms are made and they are forced to unconditional surrender they will
hold themselves absolutely free to begin again when they get a chance
and see England in any difficulty.”*?

To predict how others are likely to behave and decide how best to in-
fluence them, actors must not only try to separate the internal from the
external influences on the other’s past behavior but must also analyze the
internal processes themselves. Knowing only that the other is not behav-
ing as anyone placed in that situation would does not tell the observer
very much. Someone may fail to leave a burning house, for example, be-
cause of abnormalities in either his goals (he wants to die) or his percep-
tions (he cannot smell smoke or feel heat). Without trying to be exhaus-
tive, we can distinguish three kinds of situations in which state A harms
state B. B does not adopt an identical response in each case, even though
the stimulus is identical, because of differences in its analysis of the
other’s internal processes and the derivative differences in predictions of
how the other will act in the future.

B’s response will be mildest when it believes that A did not expect,
intend, or approve of the outcome that resulted. To some extent, good
motives can save a bad policy. “[O]n several occasions, particularly in
his relations with Mexico, [President Wilson] was able to escape the con-
sequences of a blundering policy only because he had made his real, that
is his ideal, purposes clear.”!* Of course there is no guarantee that this
can be done. Observers may believe that the “ideal purposes” are a
smoke screen to hide from others, and even from the actor himself, the
real nature of his policy. Or they may conclude that the factors responsi-
ble for the policy’s having an unfortunate effect in the one instance will
recur and produce a similar outcome in later cases. But, to return to the
example used above, if other states believed that the United States was
trying to uphold values they shared and that there were no deeply rooted
obstacles to America’s acting on those values, they would conclude that
America would behave differently when it became aware of the impact
of its actions. Concerned states would then concentrate less on trying to
restrain America than on educating her about why the policy had unin-
tended consequences. Similarly, to take the classic international relations

13 1. L. Farrar, Jr., The Short-War [llusion (Santa Barbara, Cal.: ABC-Clio,
1973), p. 124; quoted in G.H.L. Le May, British Supremacy in South Africa,
1899-19G7 (Oxford: Clarendon Press, 1965), p. 138. Many historians have noted
that this was a major weakness of the Versailles treaty. The problem did not arise
after World War 1I both because of continuing external constraints and because
the imposed treaties were accompanied by an Allied occupation that reconstituted
the internal political structures of the defeated states.

1+ Arthur Link, Wilson the Diplomatist (Chicago: Quadrangle, 1965), p. 17. For
experimental support, see Nickel, “The Attribution of Intention as a Critical
Factor in the Relation between Frustration and Aggression.”
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problem discussed at greater length in the next chapter, state A’s reaction
to increases in B’s armaments depends in part on whether A thinks that
B is trying to decrease A’s security or is only seeking to make itself safer
from perceived threats, including those emanating from state A itself. If
the state does conclude that the other is arming out of fear, it is more apt
to conciliate the other and try to reassure the other of its own peaceful-
ness than it is to meet the other’s arms and hostility with arms and hos-
tility of its own.

In a second case, an identical amount of harm inflicted on the state
will lead to a stronger, but still restrained, response because the state
believes that although, unlike in the cases just discussed, the other did
seek a goal that conflicted with the state’s interest, the other does not
generally seek to harm the state. The other is not seen to have a stake in
weakening the state; it is not believed to value negatively the state’s well-
being. The conflict is over specific issues; it is not seen as contaminating
all aspects of relations between the states. Thus in talks with Japan in the
spring of 1941 the United States sought to convince the Japanese that
America supported Great Britain for reasons of self-defense, and that,
while American actions often hurt Japan, there was no cause for Japan
to assume that the hostility was total and to respond by becoming more
closely tied to Germany.!s

Similarly, in the British debate over German intentions before World
War I, when Eyre Crowe charged that Germany had objected to the
Anglo-Congolese Agreement of 1894 “although it was not explained in
what way her interests would be injuriously affected,” one official replied
by noting that Germany’s interests were indeed involved: “The objection
of Germany to . . . this Agreement was that it placed Great Britain on the
Western frontier of German East Africa, in lieu of the neutral Congo
Free State, Great Britain being already on the Northern and South West-
ern frontiers. For a Government which is absorbed in strategical consid-
erations the argument has naturally a good deal of importance.”¢

In a situation where a state has to harm the other yet wants to limit the
hostility of the other’s response, an appreciation of this reasoning will
lead the state to try to show that its action brought values that were very
important to it. It may further try to show that these gains were greater

15 Nobutaka Ike, ed., Japan’s Decision for War (Stanford: Stanford University
Press, 1967), p. 43.

16 Eyre Crowe, “Memorandum on the Present State of British Relations with
France and Germany,” January 1, 1907, printed in G. P. Gooch and Harold
Temperley, eds., British Documents on the Origins of the War, 1898-1914, vol. 3,
The Testing of the Entente, 1904-6 (London: His Majesty’s Stationery Office,
1928), p. 410; Thomas Sanderson, “Observations on Printed Memorandum on
Relations with France and Germany, January 1907, February 21, 1907, printed
in ibid., p. 424.
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than the losses suffered by the other. If the other accepts this view and
believes that the pattern will continue in the future, it will expect the
state to harm it only when doing so would yield disproportionate bene-
fits. Similarly, if the harm resulted from a bargain between the state and
a third party, the state will try to show the other that it did its best to
limit the costs imposed on the other. So when Japan signed a civil avia-
tion treaty with Communist China, she explained to Taiwan that she had
rejected the communist demand for severing the air links to Formosa.
By resisting, Japan presumably paid a price in terms of some counter-
concessions that otherwise could have been exacted from China and thus
demonstrated that she was not insensitive to Taiwan’s well-being.'’

The other’s response will be more extreme when it believes that the
state not only intended the harmful result but sought it as a positive good
rather than accepting it as a necessary by-product of an issue-specific
conflict. The state will then be seen not as desiring some limited goal
that conflicts with the other’s values, but rather as seeking to weaken or
destroy the other. This is the conclusion that is likely to be drawn if the
state uses inappropriate tactics, employs excessive force, or inflicts injury
on the other side without due cause. So it is dangerous for an actor
to pay a very high price to gain a marginal advantage, or to refuse to be
conciliatory on an issue he knows to be more important to his adversary
than it is to him. Because the projection into the future of the set of in-
ternal processes that is believed to have produced these acts is likely to
yield strong and continued hostility, the state at which these acts are
aimed is likely to react very strongly even if the immediate harm is slight.
This is part of the explanation for the recent American decision to
decrease foreign aid to states which voted against it in the United
Nations on issues in which their interests were not directly involved.
That these states did not stand to gain anything concrete from their
votes was taken to mean that their hostility was gratuitous and that a
strong reply was called for. An earlier case, the second Moroccan crisis,
was embittered by the fact that the Germans threatened to use force
after the French expressed a willingness to negotiate. The German
coercion then seemed unnecessary if the goal was the professed one,
and the French therefore concluded that the Germans were seeking to
humiliate them. Similarly, Crowe drew dark inferences from the Anglo-
German colonial dispute of 1884, not so much because Bismarck sought
something England valued, but because he believed that “It seems al-
most certain that had Germany from the outset sought to gain by friendly
overtures to England what she eventually secured after a display of
unprovoked aggressiveness, there would have been no difficulty in the

17 Butterfield, “Japan and China Sign Air Accord.”



42— The Setting

way of an amicable arrangement satisfactory to both parties.” States-
men who are aware of this danger are apt to share Kennedy’s position
in the Cuban missile crisis: “I am not going to push the Russians an
inch beyond what is necessary.”*®

Because our reaction to assistance, like our reaction to harm, depends
on our explanation of the other’s behavior, we do not automatically as-
sume that someone who helps us is our friend. The previous analysis of
the effect of believing that the other’s behavior was strongly influenced
by the external situation leads us to anticipate the experimental finding
that “If two people have been equally helpful, we will be more impressed
by the behavior of the one who seems less under our control.”*®* A per-
son who aids us when we have power over him may be less considerate
under less propitious circumstances, but someone who provides assis-
tance when he does not need to is more likely to have been moved by
friendly motives that will manifest themselves in future situations. Ex-
periments have also shown that people are less impressed and less likely
to reciprocate favors if they believe that the other had no choice in help-
ing them or produced the result by accident than if they think that the
other sought to help them.?® Under the former conditions, there is no
reason for the person to expect the other’s favorable behavior to con-
tinue even if the person cooperates with him. Similarly, an actor will not
be favorably impressed when another helps him if he believes that these

18 Leslie Gelb, “U.S. Linking Aid to Votes at U.N.,” New York Times, January
9, 1976; Charles Lockhart, The Efficacy of Threats: International Interaction
Strategies (Beverly Hills: Sage Professional Papers in International Studies, vol. 2,
no. 23, April 1974), 26; Crowe, “Memorandum,” p. 409; Kennedy, Thirteen Days,
p. 105 (Kennedy was preoccupied with the immediate danger of nuclear war, but
longer-run considerations can also explain this position).

An exception to this generalization should be noted: the threat to use over-
whelming force can be employed by a state to enable the other side to concede
without loss of honor. For example, when Britain laid plans to force the Russian
fleet to delay its trip to Japan following the Dogger Bank incident, the admiralty
told the local commander that if he had to use force he would be supplied with a
very large fleet so that “there could be no dishonour to the Russians in yielding
to it.” Gooch and Temperley, eds., British Documents on the Origins of the War,
1898-1914, vol. 4, p. 19. For a similar incident, see James Cable, Gunboat
Diplomacy (London: Chatto and Windus, 1971), p. 29.

19 Lloyd H. Strickland, “Surveillance and Trust,” Journal of Personality 26
(1958), 200-15. For a similar finding, see S. S. Komorita and Arline Brenner,
“Bargaining and Concession Making Under Bilateral Monopoly,” Journal of Per-
sonality and Social Psychology 9 (1968), 15-20.

20 Martin Greenberg and David Frisch, “Effect of Intentionality on Willingness
to Reciprocate a Favor,” Journal of Experimental Social Psychology 8 (1972), 99-
111; Gerald Leventhal, Thomas Weiss, and Gary Long, “Equity, Reciprocity, and
Reallocating Rewards in the Dyad,” Journal of Personality and Social Psychology
13 (1969), 300-305; Richard Goranson and Leonard Berkowitz, “Reciprocity
and Responsibility Reactions to Prior Help,” ibid. 3 (1966), 227-32. The inter-
pretations given in these articles are somewhat different from the one advanced
here.
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actions simultaneously aid the other. Thus if Russian leaders thought
that the American economy was faced with a problem of excess produc-
tion after World War II and so believed that “Moscow would be doing
the Americans a favor by accepting economic assistance,”?' they would
not have concluded that offers of American aid necessarily indicated that
the United States expected relations between the two countries to con-
tinue to be good. If aid benefited the United States at least as much as it
did Russia, America could want to give aid even if it considered Russia
its enemy. On the other hand, if the other undertakes an exchange in
which he gives the actor more than he needs to and/or receives less than
he has the power to exact, the actor is likely to conclude that the other
has a positive stake in his well-being. He may believe that the other cares
about him for intrinsic reasons—e.g. specific ties of affection or a gen-
eral belief that one helps others—or that the other is guided by instru-
mental calculations—e.g. the belief that the two actors have important
long-run interests in common. In either case, the actor will infer that the
other’s behavior did not depend on conditions that are likely to change
quickly and so he will expect friendly behavior from the other in the
future.

This analysis allows us to apply usefully the concepts of generosity and
gratitude to international relations. Many “realists” would argue that
only a foolish statesman would be influenced by the sentiments that
usually go by those names. But if we define generosity as an instance
where state A does not take advantage of the weakness of state B and
define gratitude as an instance in which B later responds similarly, these
terms can describe state behavior even if we exclude motives of altruism
(i.e. one state positively valuing the other’s welfare as an intrinsic good).
State A may refrain from exploiting B’s weakness in order to show B that
it feels they have a high degree of common interest. And state B, which
has been the beneficiary of generosity, may show gratitude by responding
with similar restraint not only to show others that favors will be returned
but because it does not have to fear that in aiding A it is increasing the
power of a nation that is apt to turn against it.2?

The other side of this coin is that, when a state forebears from taking
advantage of the other and the other is seen to respond by continued ex-

21 John Gaddis, The United States and the Origins of the Cold War, 1941-1947
(New York: Columbia University Press, 1972), p. 175. For experimental evidence
in support of this argument, see John Schopler and Vaida Thompson, “Role of
Attribution Processes in Mediating Amount of Reciprocity for a Favor,” Journal
of Personality and Social Psychology 10 (1968), 243-50.

22 For the use of the concepts of gratitude and altruism in psychology, see
Abraham Tesser, Robert Gatewood, and Michael Driver, “Some Determinants
of Gratitude,” Journal of Personality and Social Psychology 9 (1968), 233-36;
and Dennis Krebs, “Altruism—An Examination of the Concept and a Review of
the Literature,” Psychological Bulletin 73 (1970), 258-302.
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ploitation, the state will infer either that the other does not understand
that relationships can be based on mutual concessions or that the other
believes that the two states have few important common interests. In
either event, the state will conclude that it must be prepared to defend
itself against the other’s continued hostility. Thus the anti-German thesis
of Crowe’s memorandum was underpinned by his belief that in many
instances “we made a gratuitous concession, most earnestly coveted by
Germany, and got less than nothing in return.”#

Trust and trustworthiness should be interpreted similarly. Nation A
trusts B in a particular situation when it believes that B will not further
its own interests at the expense of A, usually because A believes that B
values the prospects of long-run cooperation between the two countries
more than it values the short-run gains that would accrue by exploiting
its immediate power over A. If A trusts B, it will allow situations to
occur in which B could harm it, and indeed, if A wants to demonstrate
its trust, it may seek such situations.?* By doing so it can show that ijt
realizes that the other is trustworthy—i.e. that it sees that the other
knows that the two of them share dominating common interests—and
so can lay the basis for a harmonious relationship in which neither side
is preoccupied with the distribution of short-run benefits or worried
about the danger that the other might double-cross it. A striking example
is the behavior of a dolphin, which shows his trust by presenting his un-
protected vitals to his trainer—this is the common response of a defeated
animal—and then, to show his trustworthiness, takes the trainer’s wrist
in his jaws and releases it. For the same reasons a state that seeks to keep
an act of violence strictly limited “will often . . . make this clear to the
victim by accepting military risks that would never be run in war: allow-
ing the victim to fire first and even suffering his fire without replying.”?

Three questions that often face decision-makers bring out clearly the
importance of correctly assessing the other side’s goals and beliefs: Can
an issue in dispute be treated in isolation? How will the other carry out
his undertakings? What threats and promises will be most effective? To
elaborate on the first point, the actor must decide whether an issue is
highly situation-bound or whether it is a symptom of a disagreement that
will continue to produce friction even if the initial dispute is settled. If
the latter is the case, dealing with the dispute “on its merits” is not likely
to be an effective strategy, and even successfully solving the specific
problem will do little good. If the underlying conflict is severe and cannot
be dissipated by conciliation, then concessions, even if warranted by the
facts of the immediate case, may lead the other to raise further demands.

23 Crowe, “Memorandum,” p. 428.

2t For related definitions see Morton Deutsch, “Trust and Suspicion,” Journal
of Conflict Resolution 2 (December 1958), 266-76, and Bernhardt Lieberman,

“i-Trust,” ibid. 7 (September 1964), 279.
25 Cable, Gunboat Diplomacy, p. 31.
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Even if this pitfall is avoided and an agreement is reached, the chances
of avoiding future conflicts will not have been greatly reduced.?® If, on
the other hand, the actor feels that the basic issues can be ameliorated,
he will usually be well advised to try to set relations on a more coopera-
tive footing rather than to negotiate about the narrow issue that is the
immediate subject of contention. In either case the specifics of the issue
are secondary in determining the actor’s response.

Second, during the negotiation process, actors must look beyond the
other’s demands and promises and consider how the other will behave
under various kinds of settlements. This is true even when the agreement
is legally binding. No labor and management contract can cover all situ-
ations that may arise. Much depends on the attitude each side adopts
during the life of the agreement. As Sidney Garfield and William F.
Whyte put it: “The skillful manager or union leader does not confine his
attention in bargaining to the phraseology of contract clauses. He inter-
prets a particular clause against his estimate of the people who sit across
the table from him. Would they take advantage of a technicality? Would
they be willing to make adjustments for many situations that are diffi-
cult to cover in written words?” So negotiators need to assess their op-
ponents to try to see not only how much they can get out of them but also
how much they need to get out of them. The greater their fear and mis-
trust, the more detailed they will want the contract to be and the more
guarantees they will believe they must exact. In the extreme case in
which the union fears for its existence, changing the management’s atti-
tudes will be more important than gaining advantageous contract provi-
sions. As Paul Diesing notes, management “can accept all sorts of union
security clauses, but if management clearly indicates that it will evade or
overthrow these clauses on first opportunity, working relations cannot
be established. . . . Without strong evidence of voluntary management
acceptance, union suspicion can never be overcome.” Similarly, most
British decision-makers would not consider making peace with Hitler
after September 1939 no matter what terms he offered because they
thought he would renew the war when it suited him. And the breakdown
of the Vietnam negotiations in November and December 1972 also
seems traceable in part to each side’s fears that the other’s unreasonable
behavior showed that it would not fulfill its undertakings.?”

Third, if the actor’s estimate of his adversary’s goals and beliefs influ-

26 For an example from labor-management relations, see Benjamin Selekman,
Labor Relations and Human Relations (New York: McGraw-Hill, 1947), p. 95.

27 Sidney Garfield and William F. Whyte, “The Collective Bargaining Process:
A Human Relations Analysis,” Human Organizations 9 (Summer 1950), 7; Paul
Diesing, “Bargaining Strategy and Union-Management Relations,” Journal of Con-
flict Resolution 5 (December 1961), 371. For a discussion of this phenomenon
from a different perspective, see Jervis, The Logic of Images in International Rela-
tions (Princeton: Princeton University Press, 1970), pp. 90-102.



46—The Setting

ences the threats and concessions he makes and the assurances he
demands, the accuracy of these estimates helps determine the success
of his policy. The case of Bre’r Rabbit and the briar patch is well
known. Similarly, when Teddy Roosevelt reluctantly said he would inter-
vene in Cuba if turmoil and threats to American property continued, he
did not realize that both the government and the insurgents thought they
would gain from an American presence. The result, of course, was that
the Cubans eagerly engaged in the proscribed behavior. Assurances can
be ineffective for the same reasons. In the summer and fall of 1950, the
United States went to some lengths to try to convince China that it would
not interfere with the Yalu river power stations, believing that the fear
that her industry might be deprived of this vital resource could drive the
Chinese to enter the Korean War. Because American decision-makers
thought that China had little fear of invasion they did not feel the need
to persuade China of the obvious. But the American assurances were
misguided because China did indeed fear a direct attack and was rela-
tively unconcerned about loss of access to the Yalu power plants.?®

An accurate explanation of the other’s behavior can often bring mu-
tual benefits, provided that the incompatibility between the two sides’
goals is limited. If a party understands the beliefs and goals that have
produced the other side’s unacceptable proposal, it may be able to find
an arrangement that gains the other’s objectives without sacrificing any-
thing the first values highly. This opens up room for creativity and imag-
ination in negotiations. The ideal result is what Mary Parker Follett calls
“integration,” which signifies “that a solution has been found in which
both [sides’] desires have found a place, that neither side has had to sac-
rifice anything.” Even when this ideal is only approximated, actors can
strive for a bargain in which “each clause of the contract provides maxi-
mum benefit to one side at minimum cost to the other.” In Ernst Haas’s
terms, this involves “upgrading the common interests of the parties”
rather than merely agreeing to *“the minimum common denominator” or
“splitting the difference.” In this process the “parties succeed . . . in re-
defining their conflict so as to work out a solution at a higher level.”?®
Richard Walton and Robert McKersie make this point well:

28 Allan Millet, The Politics of Intervention (Columbus, Ohio: Ohio State Uni-
versity Press, 1968); John Spanier, The Truman-MacArthur Controversy and the
Korean War (New York: Norton, 1965), p. 97; Allen Whiting, China Crosses
the Yalu (Stanford: Stanford University Press, 1968), p. 151.

29 Quoted in Ernst Haas, Beyond the Nation-State (Stanford: Stanford Univer-
sity Press, 1964), p. 111; Diesing, “Bargaining Strategy and Union-Management
Relations,” p. 376; Haas, Beyond the Nation-State, p. 111. As Walton and
McKersie note, “By exploring the various reasons which underlie the party's
interests in the issue, new possibilities may arise.” (Richard Walton and Robert
McKersie, A Behavioral Theory of Labor Negotiations [New York: McGraw-
Hill, 1965], p. 133.)
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The negotiator who suffers from myopia will fix on his objective and
assume that there is only one alternative for getting there. The more
skilled negotiator will be able to discern the connection, complex
though it may be, between some new alternative and the objective
which he seeks. When the UAW demanded some form of [guaranteed
annual wage], the auto industry could have seen this as directly in con-
flict with their objectives of maintaining managerial flexibility. Rather,
they saw a chain of connections as follows: the union and workers
were concerned about the inadequacy of unemployment compensa-
tion; if no changes were made in the unemployment compensation
picture, then new laws would be passed; new laws would mean more
obligations for the company; consequently it would be an advantage
for the company to take the initiative to improve the unemployment
compensation picture for its employees.?°

The company thus looked for alternatives that would meet the main ob-
jectives of the union proposal without greatly hindering managerial flexi-
bility, and a system of supplementary unemployment benefits was
worked out as a substitute acceptable to both sides.

This approach requires that the actor understand his own means-ends
chain instead of falling into the easy trap of continuing to seek goals
without regard to why they were originally sought. This task, always
psychologically difficult, is compounded in large organizations where
most people are trying to reach small and established subgoals. Upgrad-
ing the common interest and creativity in general involve the rearrange-
ment of goals, and this cannot be done if the person must “do what he is
told” without knowing why the goals are valued and seeking new ways
of reaching them. Superiors decrease organizational creativity when they
communicate only specific directives without explaining their broader
aims and calculations. The subordinate then cannot design policies
that take full advantage of the potentialities latent in changing
circumstances.®!

30 Walton and McKersie, 4 Behavioral Theory of Labor Negotations, p. 156.

31 This problem plagued the British navy before and during World War 1. For
a general discussion see K.G.B. Dewar, The Navy From Within (London: Gol-
lancz, 1939). For a specific incident that had important consequences for the
battle of Jutland, see Arthur Marder, From the Dreadnought to Scapa Flow,
vol. 3, Jutland and After, May 1916-December 1916 (London: Oxford University
Press, 1966), p. 41. For an analogous incident in diplomacy see P. Edward Haley,
Revolution and Intervention: The Diplomacy of Taft and Wilson with Mexico,
1910-1917 (Cambridge, Mass.: M.LT. Press, 1970), p. 59. This problem is part
of the broader question of how superiors can devise a system of incentives to
best guide their subordinates’ behavior. The incentive system has to consist of
relatively simple rules in order to be serviceable, but the simplicity often distorts
the goals the superior actually seeks. This is brilliantly revealed in Joseph Berliner’s
discussion of the alternatives to the free market developed to guide factory pro-
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Of course, explaining to an adversary why you are acting as you are
will be useless at best if this explanation involves goals and beliefs that
the other thinks make no sense. Thus during World War II the United
States explained its desire for frequent revisions in the lend-lease sched-
ules in terms of technical considerations. “[B]lut the Soviet officials would
assume that there was some other [non-military] motive, and they would
hesitate to concede or make the arrangements required . . . to fit in with
the changed plans.” Decisions were delayed while the Russians searched
for the real reasons for the American moves. Since an accurate account
of the American concerns created rather than cleared up conflict, “it was
sometimes better to express the decisions in terms which a Marxist would
understand so that the Soviet official might be able to say himself that
at least the American proposal was sincere and there was no concealed
motive which would require time to find.” Toward the end of the war,
the United States had great trouble getting the Russians to return
swiftly the captured American troops they had liberated. American mo-
tives were strictly humanitarian, as the Russians were informed. But the
Russians probably would have acted faster had they been told that the
troops were needed for action against Japan, a desire the Russians would
have understood.*?

INTENTIONS

As we have seen, the analysis of an actor’s behavior involves the separa-
tion of internal from situational components. But for prediction, this
separation is a prelude to a re-combination: the internal processes that
have been inferred from the other’s previous behavior and the situation
in which the other is expected to be must be considered jointly. To do
this we shall utilize the concept of intentions. An actor’s intentions can
be defined as the actions he will take under given circumstances (or, if
the circumstances are hypothetical, the actions he would take if the cir-
cumstances were to materialize). It must be emphasized that this defini-
tion varies from a common one. Many authors use intention to refer to
what the actor plans to do or what goals he hopes to reach. We are using
the term to designate the collection of actions the state will or would take
because that is what others are trying to predict. As we will see, this
means that intention cannot be totally separated from the concepts of re-

duction decisions in the Soviet Union (Factory and Manager in the U.S.S.R.
[Cambridge, Mass.: Harvard University Press, 1957]).

32 Joseph Hazard, “Negotiating Under Lend-Lease” in Raymond Dennett and
Joseph Johnson, eds., Negotiating with the Russians (Boston: World Peace Foun-
dation, 1951), p. 35; also see John Deane, The Strange Alliance (New York:
Viking, 1947), and Philip Mosely, “Some Soviet Techniques of Negotiations,” in
Dennett and Johnson, Negotiating with the Russians, p. 301.
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solve and willingness to run risks. Other problems with this conceptual-
ization will be discussed later, but it seems more useful than the
alternatives.

In some cases scholars and, less frequently, decision-makers want to
know what a state would do in the absence of external constraints. For
example, if the United States found itself in a situation where none would
oppose it, would it leave other states completely alone, take their terri-
tory, exploit their natural resources, or change their domestic political
systems? The answers to these questions, which of course would be very
difficult to determine, would reveal what we will call the state’s “utopian
intentions.” Examining such intentions highlights significant character-
istics of a state and an historical era. Even if it were true that “aggres-
siveness is always latent, and is even almost mathematically proportioned
to the degree to which a state can misbehave with impunity”’**—and the
analysis below will dispute this—what states want others to do varies.
In the seventeenth century, utopian intentions would have involved im-
posing one’s religion on others. In the eighteenth century, the ability to
export while simultaneously protecting one’s own domestic markets
would have been stressed. Today different states have different utopian
intentions. Those of the underdeveloped states would include gaining
wealth and perhaps territory; those of the U.S.S.R. and the United States
would include the spreading of their domestic political systems; those of
the Scandinavian countries might be completely blank.

There are several reasons other than complete satiation why a state
might not engage in aggression even under ideal conditions. It might be
morally opposed to the use of force, even—or especially—against those
who cannot resist. “Instrumental pacifism”—the view that force is in-
effective or even counterproductive for the goals under consideration—
is also possible. A state may feel that any use of force to change the
status quo would undermine the legitimacy of the international system
or believe that what Wolfers terms “milieu goals”-—goals involving
“shaping conditions beyond their national boundaries”** like the growth
of international law—can be furthered only by uncoerced cooperation.
Instrumental pacifism is also more likely to be applied to goals that re-
quire permanent internalized changes in beliefs rather t:an changes in
behavior. Of course it is difficult to determine if professed instrumental
pacifism would really bear up under the test. It usually develops only
after the use of force has become clearly impossible, and a decision-
maker might change his mind if external restraints were lifted.

33 Herbert Butterfield quoted in Inis Claude, Power and International Relations
(New York: Random House, 1962), p. 65.

3¢ Arnold Wolfers, Discord and Collaboration (Baltimore: Johns Hopkins Press,
1962), pp. 73-77.
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Of course states almost never have a chance to act on their utopian
intentions, and so actors and observers are usually more concerned with
how a state will act given the constraints it is likely to face. But many
definitions do not incorporate this element and therefore are misleading.
For example, Wolfers says that “One can think of nations lined up be-
tween the two poles of maximum and minimum ‘attack propensity,” with
those unalterably committed to attack, provided it promises success, at
one pole and those at the other, whom no amount of opportunity for suc-
cessful attack could induce to undertake it.”** The italicized phrase
differentiates Wolfers’ formulation from ours. In his theory, all states
except those whose utopian intentions are status quo would attack if
success were cheap and certain. So Wolfers would have to classify most
states as extremely aggressive.

Both the problem and the solution we will adopt can be seen in Dean
Acheson’s discussion of the implications for the future of the war in
Korea: “The very fact of this aggression . . . constitute[s] undeniable
proof that the forces of international communism possess not only the
willingness, but also the intention, of attacking and invading any free na-
tion within their reach at any time that they think they can get away with
it. The real significance of the North Korean aggression lies in this evi-
dence that, even at the resultant risk of starting a third world war, com-
munism is willing to resort to armed aggression, whenever it believes it
can win.”* The first sentence, like Wolfers’ definition, would not sep-
arate the Russia Acheson perceived from many other states. But in the
next breath Acheson introduces the crucial claim that Russia not only
would expand but would do so even when the risk was high. It is im-
portant to note that Acheson reached this conclusion because he thought
that Russia knew that the United States would respond forceably to the
attack, which was not entirely reasonable in light of previous American
statements and actions. The main point here, however, is that we can
avoid the dilemma of classifying most states as aggressive only by focus-
ing not on the question of whether the state would change the status quo
if it were easy to do so but on the question of the costs and risks a state
is willing to tolerate. The latter concept can be used to develop what we
will call the state’s “basic intention.” Thus while both the United States
and the U.S.S.R. may have the same utopian intentions—to spread their
domestic political systems throughout the world—they differ in their
willingness to run risks and make sacrifices to further this goal and so
have different basic intentions. Similarly, states generally considered to
be status quo powers differ in their willingness to pay a price to preserve

35 [bid., p. 160, emphasis added.
36 Testimony before the Senate Committee on Appropriations, Supplemental
Appropriations for 1951, p. 272, emphasis added.
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the values they possess. The United States has been willing to go to great
lengths to stop the spread of communism; France would not stand firm
against Germany in the 1930s.

We can place states in a fourfold table according to the prices they
will pay to protect or to increase their values:

Costs willing to pay to defend values possessed

HIGH LOW
Costs
willing to pay HIGH Japan in Hitler’s
to change the 1930s Germany
status quo
LOW U.S. France in
the 1930s

The only box that needs further elaboration is the upper right-hand one.
States in this category believe that they currently possess little of value
but are striving to alter this situation. They are willing to risk or wage
war if they think there is even a small chance of making major gains. But
a purely defensive war that was not a prelude to a later offensive one
would be seen as an expense of valuable military resources dispropor-
tionate to the object of protecting its meager possessions. Hitler captured
the outlook of such a state when he said: “Germany will be a World
Power or nothing at all.”?#

In most cases, however, states are willing to pay a higher price to pro-
tect what they have than to increase their values. States usually have used
their resources to get what is most valuable to them, and what they pos-
sess generally increases in subjective and objective value as time passes.
Even when these factors are not present, losses usually cause pain in ex-
cess of the joy brought by an objectively comparable gain; the pain we
feel on losing $5.00 is greater than the pleasure we experience in finding
the same amount of money.

In a world of nation-states the price a state is willing to pay to protect
its lands is apt to be much greater than the price it will pay to increase
at least one major value—territory occupied by other nationalities. By
contrast, when decision-makers do not value the land they hold more

37 Quoted in John Wheeler-Bennett, Brest-Litovsk (New York: Norton, 1971),
p. Xii.
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highly than the surrounding territory, as in seventeenth-century Europe
or China in the warlord period, the spread will be small and actors will
rapidly shift from supporting to opposing the status quo as dangers and
opportunities arise.*®

The table above portrays the prices a state is willing to pay for general
gcals. It is also useful to consider how much a state will risk and sacrifice
to reach specific objectives. Other states may correctly estimate the level
of costs that the state considers bearable but still misperceive the goals
for which the state will pay the price. For example, although Britain and
France overestimated Hitler’s resolve in questions involving the redress-
ing of grievances imposed by the Treaty of Versailles (e.g. they did not
realize that he would have backed down if they had forceably opposed
his remilitarization of the Rhineland), they simultaneously underesti-
mated his willingness to go to war in order to dominate Europe.?®

This conceptualization is not without its problems. A state that is not
willing to run major risks may misperceive or miscalculate and under-
take very dangerous actions. The state’s behavior would not correspond
then to its basic intentions. For example, the Russians probably grossly
mis-estimated the risks they were running by putting missiles into
Cuba.* And at many points Hitler may have been reckless not because
he willingly tolerated a high probability of war but because he was cer-
tain that the other side would back down. When his generals opposed his
policy on the grounds that it was too dangerous Hitler did not argue that
the risks were worth running. Rather he told them that the risks were
slight. Indeed it may be that states that use force to alter the status quo
often differ from others less in their willingness to run perceived risks
than in the fact that they perceive low risks in situations where others
perceive high ones.**

38 Hsi-sheng Chi, “The Chinese Warlord System as an International System,”
in Morton Kaplan, ed., New Approaches to International Relations (New York:
St. Martin’s, 1968), pp. 405-25.

39 Although it is often in an actor’s interest to have others believe that he will
pay a high price to prevail in a specific dispute but that he will not contest wider
issues, this image is difficult to project. It is hard for the actor to convince others
that he will go to war over a minor issue unless he ties his stand to principles of
more general applicability. Hitler succeeded partly because there was a relatively
clear line between those demands for revising the Treaty of Versailles (which
were felt to be legitimate) and those which did more than right earlier wrongs.
By initially avoiding, and indeed disavowing, demands in the latter category Hitler
convinced others that his vehemence on the former did not indicate unlimited
aggressiveness.

40 Klaus Knorr, “Failures in National Intelligence Estimates: The Case of the
Cuban Missiles,” World Politics 16 (April 1967), 455-67.

41 This problem could be avoided by categorizing aggressive and status quo pow-
ers by their answers to the hypothetical question of whether they would choose
to freeze the status quo if they could—i.e. guaranteeing each state the possessions
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When analyzing another’s policy, statesmen and scholars should sep-
arate the state’s willingness to run risks from its perceptions of costs and
dangers. The focus of our attention often shifts as we learn more about
the actor’s perceptions. To take an example discussed in the previous
chapter, the set of explanations advanced for American involvement in
Vietnam depends in part on whether or not one believes that the deci-
sion-makers expected the war to be very costly. To predict others’ be-
havior and to design appropriate strategies, statesmen must draw similar
distinctions. Thus in analyzing the implications of an objectively risky
German move at the end of the nineteenth century, Eyre Crowe stressed
that “The hostile character of that demonstration was thoroughly under-
stood by the [German] government, because we know that preparations
were made for safeguarding the German fleet in the contingency of a
British attack.”? Others must try to determine whether the state knew
it was running high risks because, while a cautious state that has blun-
dered into a dangerous situation will not repeat its behavior if it under-
stands that it will meet strong opposition, a state that knew what it was
doing will not be deterred by a clearer picture of its environment. Strate-
gies that would be effective against the latter kind of state are not likely
to be appropriate when dealing with states that fall in the former cate-
gory and vice versa.

Furthermore, a state may not see the extent to which its actions will
upset the status quo. In a highly interdependent world, limited moves
may have large and unforeseen consequences. By opposing an adversary
a state might inadvertently lead third parties to expect support for an
armed attack against that country. Or a state’s concessions to its neigh-
bor could encourage the latter to move against a third country, causing
the state to reverse its policy and attack its neighbor. Or a state seek-
ing limited gains could find that it had undermined the status quo far
more than it had sought. Thus it has been argued that the leaders of
pre-World War I Germany failed to appreciate that Germany’s great
strength coupled with its strategic location meant that even small ag-
grandizements would have large effects. Of a later period, A. J. P. Taylor
argues that it is quite possible that Hitler was trying to achieve “inter-
national equality” for Germany without understanding that “the inevi-
table consequence of fulfilling this wish was that Germany would become

it holds in return for making it impossible to use force to get additional ones.
This allows us to call France in the 1920s a status quo state even though she
tried to increase her power position vis-a-vis Germany since her motive in doing
so was to preserve the basic aspects of the system. But this definition is not the
best for dealing with questions involving predictions of behavior.

42 Crowe, “Memorandum,” p. 411.
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the dominant state in Europe.”*? For the states that surrounded Germany
this distinction was important only if they could alert Germany to the
consequences of her actions and Germany would then modify her poli-
cies. If this was not possible, it mattered little whether Germany was
attempting to dominate out of inadvertence or design.

Inaccurate Predictions about One’s Own Behavior

Because we have defined a state’s intentions as the actions it will or
would take under given conditions, intentions are sometimes different
from what the state’s decision-makers think they will or would do. This
definition is useful because observers must try to predict how the actor
will behave, not how he thinks he will behave. Although one might think
that the actor can always accurately predict his own behavior, this is not
true. Indeed observers may know the actor’s intentions better than does
the actor himself.

In the first place, decision-makers may not know how they will behave
in the frequent cases when world politics outruns their imaginations.
Many events occur that they had not contemplated. Or they may not
think about how they will behave even though they believe an event is
probable because they know that their reaction will be strongly influ-
enced by unpredictable details of the context. Thus, before World War
I, the British refused to make promises to the French about their stance
in a possible Franco-German war on the grounds that they could not
foresee the immediate causes and exact circumstances of such a war. In-
deed a Russian diplomat claimed this was always the case with Britain:
“The whole art of diplomacy is to mask one’s intentions. And that is
where the English excel. No one ever knows what they intend to do be-
cause they never know themselves.”** Even when an event is likely, im-
portant, and the detailed circumstances are not apt to be decisive, deci-
sion-makers may not think about how they will react because the choice
is politically or intellectually too difficult. During World War 1 the Ger-
man government could not formulate serious peace terms because the
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