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. PREFACES

I t is nearly ten years since the third edition of Animal
Physiology first appeared, written by Roger Eckert with
the help of David Randall. Roger died in 1986 while revis-
ing the third edition, which was completed by George Au-
gustine and David Randall. That book formed the basis for
the fourth edition, which is fittingly referred to as Eckert An-
imal Physiology. Although this new edition has been exten-
sively revised and redesigned, the approach that so success-
fully characterized eatlier editions has been maintained: the
use of comparative examples to illustrate general principles,
often supported by experimental data. In addition, we have
emphasized the principle of homeostasis, and we have up-
dated the molecular and cellular coverage. Retained in this
edition is the comprehensive coverage of tissues, organs, and
organ systems. Cellular and molecular topics are integrated
early in the book so that common threads are developed to
explain and compare the interactions between regulated
physiological systems that produce coordinated responses
to environmental change in a wide variety of animal groups.
The basic principles and mechanisms of animal physiology
and the adaptations of animals that enable them to exist in
so many different environments form the central theme of
this book.

The diversity and adaptations of the several million
species that make up the animal kingdom provide endless
fascination and delight to those who love nature. Not the
least of this pleasure derives from a consideration of how the
bodies of animals function. At first it might appear that with
so many kinds of animals adapted to such a variety of life-
styles and environments, the task of understanding and ap-
preciating the physiology of animals would be overwhelm-
ing. Fortunately (for scientist and student alike), the
concepts and principles that provide a basis for under-
standing animal function are relatively few, for evolution
has been conservative as well as inventive.

A beginning course in physiology is a challenge for both
teacher and student because of the interdisciplinary nature
of the subject, which integrates chemistry, physics, and

biology. Most students are eager to come to grips with the
subject and get on with the more exciting levels of modern
scientific insight. For this reason, Eckert Animal Physiology
has been organized to present the essential background ma-
terial in a way that allows students to review it on their own
and go on quickly to consider animal function and to un-
derstand its experimental elucidation.

Eckert Animal Physiology develops the major concepts
in a simple and direct manner, stressing principles and mech-
anisms over the compilation of information and illustrating
the functional strategies of animals that have evolved within
the bounds of chemical and physical possibility. Common
principles and patterns, rather than exceptions, are empha-
sized. Examples are selected from the broad spectrum of an-
imal life, consciously illustrating similarities between or-
ganisms; for example, similar compounds are associated
with reproduction in both humans and yeast. Thus, the
more esoteric and peripheral details receives only passing at-
tention, or none at all, so as not to distract from central
ideas. We use the device of a narrative, describing experi-
ments, to provide a feeling for methods of investigation
while presenting information.

ORGANIZATION OF THE BOOK

For the first time, the chapters are organized into three
parts, which we feel will promote an understanding of an-
imals as integrated systems at every level of organization.
Each part is introduced by an opening statement that gives
students an overview of the material to follow. Part I con-
tains four chapters and is concerned with the central prin-
ciples of physiology. Part II (Chapters 5—-11) deals with
physiological processes, while Part III (Chapters 12~16)
discusses how these basic processes are integrated in ani-
mals living in a variety of environments. All 16 chapters
have been extensively reworked and reorganized to stay
abreast of new scientific developments.
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NEW TO THIS EDITION

* A new chapter on methodology (Chapter 2) in Part [, in
which some of the latest molecular techniques are dis-
cussed and illustrated, along with traditional methods.

e This emphasis on molecular coverage continues
throughout the book; Chapters 3, 6, and 7, for exam-
ple, are updated with recent insights into the cellular
and molecular underpinnings of membrane excitation,
synaptic transmission, and sensory transduction.

o Dart II features a new chapter (Chapter 8, Glands:
Mechanisms and Costs of Secretion), which brings to-
gether information on an important, but frequently ne-
glected, effector system.

e In Part II, Chapter 11 (Behavior: Initiation, Patterns,
and Control) preserves and expands the descriptions of
vertebrate and invertebrate nervous systems found in
previous editions, presenting an up-to-date view of sys-
tems neurobiology, one of the fastest-growing areas of
neurobiology. Several concepts from neuroethology,
which bridges the gap between the pure study of be-
havior and the study of cellular function in the nervous
system, are introduced, along with examples of impor-
tant recent neuroethological studies.

¢ The role of the nervous system in maintaining home-
ostasis through the modulation of all systems has been
incorporated into Part I, which further advances the
integrated approach of the book.

o Thereis an increased emphasis throughout the book on
environmental adaptations, and specific examples of
environmental adaptation (such as water balance in ele-
phant seals in Chapter 14) illustrate the general princi-
ples of comparative physiology.

¢ Some of the new topics introduced in the fourth edition
include a section on the immune response in Chapter
12 (Circulation), and a section on biorhythms in Chap-
ter 13 (Using Energy: Meeting Environmental
Challenges).

PEDAGOGY

® The ideas developed in the text are illuminated and
. augmented by liberal use of illustrations and figure

legends. For the first time, full color drawings have been
added, creating a high quality visual program to further
motivate students.

¢ Spotlights provide in-depth information about the ex-
periments and individuals associated with important
advances in the subject matter, the derivation of some
equations, or simply historical background on a topic
under discussion.

o Thought questions within chapter text (look for
the E3) encourage problem-based learning and stim-
ulate discussion on various aspects of the material
presented.

The text narrative includes effective, integrated exam-
ples to support principles; while presenting information, it
provides consistent thematic coverage and a feeling for
methods of investigation. References to the literature
within the body of the text and in figure legends are made
unobtrusively, but with sufficient frequency that students
can become aware of the role of scientists and their litera-
ture as a subject is developed. Further pedagogical aids in-
clude key terms that are explained and appear in boldface
type at their first mention in the text, and that are formally
defined in a useful, comprehensive glossary. End of chapter
materials include a summary, which provides the student
with a quick review of important points covered in the
chapter, review questions, and an annotated list of sug-
gested further readings. Students will find the following re-
sources at the back of the book: appendixes that provide in-
formation on units, equations, and formulas; the glossary;
and a bibliography that includes the full citations of all ref-
erences cited in the chapters. Our goal has been to produce
a balanced, up-to-date treatment of animal function that is
characterized by its clarity of exposition. We hope that
readers will find Eckert Animal Physiology valuable, and
we welcome your constructive criticism and suggestions.

DaviD RANDALL
WARREN BURGGREN
KATHLEEN FRENCH

September 1996
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PRINCIPLES

A nimal physiology is the study of how living an-
imals function. Both the cheetah racing after a
gazelle and the rattlesnake striking at a desert rat co-
ordinate specialized anatomical features and physio-
logical processes to capture their prey and, in turn, to
evade predators and prolong life. The arctic fox on
the cover of this book possesses a luxurious coat of
fur, as well as finely tuned physiological mechanisms,
to protect it from the bitter cold of its environment.
Even animals living in an apparently ideal environ-
ment, with benign temperatures year round, ample
food sources, and regular day/night cycles, face chal-
lenges, which include the pressures of sharing a habi-
tat with members of their own, and with other,
species. Meeting the demands of survival has resulted
in numerous evolutionary variations on the basic
theme of life, and the environments in which life ex-
presses itself are equally varied. As a result, animal
physiologists have a vast array of animals and envi-
ronments available in which to investigate how ani-
mals work. (There is now some indication that life
may have existed on Mars, so the environments open

OF
PHYSIOLOGY

to physiological study may not be limited to Earth.)
Even so, the broad range of philosophical and tech-
nological approaches in the study of animal physiol-
ogy rest on a relatively small number of fundamental
concepts, which are presented in Part I of this book.
These concepts are essential for understanding the
physiological processes that underlie the behavior
of predators like the cheetah and the rattlesnake and
the evolution of physiological control mechanisms
that allow animals—such as the desert rat and the
arctic fox—to maintain internal body conditions
that enable them to survive, even in very hostile
environments.

Chapter 1 explores the central themes in animal
physiology, including the close relationship between
structure and function, the processes of adaptation
and acclimation, and the concepts of homeostasis and
its maintenance by feedback control systems. In sci-
ence, all knowledge is based on experiments; conse-
quently, in Chapter 2 we discuss the nature-of exper-
imentation and the various perspectives animal
physiologists adopt in designing hypotheses and test-
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ing them. We briefly describe many of the major ex-
perimental methods that are currently used by phys-
iologists, including new and rapidly evolving molec-
ular techniques.

From the beginning, physiology has been
grounded in physics and chemistry, and Chapter 3 re-
views basic physical and chemical principles that un-
derlie the physiological mechanisms discussed in the
rest of the book. This chapter focuses particularly on
the processes of metabolism, the biochemical reac-
tions that are the basis for all physiological processes.
The membranes that surround cells and their internal
organelles provide an important example of how
physical and chemical mechanisms combine in living

cells to produce biological processes. In Chapter 4 we
investigate the nature of cell membranes. We pay spe-
cific attention in this chapter to how the outer mem-
brane of a cell helps to stabilize its internal environ-
ment. Active transport of materials across cell
membranes is discussed in detail, because this process
is crucial for numerous physiological processes as di-
verse as conduction of nerve impulses, regulation of
body fluids, and uptake of nutrients, all discussed in
later sections. How fundamental biochemical, mo-
lecular, and cellular processes are combined to pro-
duce the integrated regulation of physiological sys-
tems throughout an animal’s body is discussed in
Parts I and III of the book.
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Animal physiology focuses on the function of the tissues,
organs, and organ systems of multicellular animals.
The animal physiologist attempts to understand in physical
and chemical terms the mechanisms that operate in living or-
ganisms at all levels, ranging from the subcellular to the in-
tegrated whole organism. Understanding how animals work
requires detailed knowledge of the molecular interactions
that set the stage for cellular processes. Armed with this
knowledge, animal physiologists design experiments and
test hypotheses to learn about the control and regulation of
processes within groups of cells, and how the overall activi-
ties of these cell groups then affect the overall function of the
animal. The coordinated activities of cells, collected into spe-
cialized organs, provides the basis for the behavioral capa-
bilities and physiological processes that distinguish animals
from plants. These distinguishing features include move-
ment, relative independence from environmental conditions,
sophisticated sensory information about the world, and
complex social interactions, to name but a few,

Above all, animal physiology is an integrative science.
Physiologists examine and try to understand how physio-
logical systems (usually in the central nervous system) sort
through and differentiate between the vast amounts of in-
formation about the external and internal environment typ-
ically received by an animal. For example, the seemingly
straightforward process of a mammal maintaining a stable
body temperature requires the temperature-control system
of the brain to integrate information on the multitude of
factors affecting body temperature: the heat load or heat
sink presented by the external environment; the rate of heat
production by metabolically active tissues; the transport of
heat by blood flow between the body core and its periph-
ery; the contribution of evaporative cooling; the insulative
nature of its fur; and many other such physiological and
anatomic variables. It is this theme of integration that sets
physiology apart from other sciences—adding to its com-
plexity but also to its fascination.

Physiology is firmly rooted in the laws and concepts of
chemistry and physics. Your background in these disci-

plines will greatly help you learn about and understand an-
imal physiology. Consider the following chemical and
physical laws and concepts that relate to various physio-
logical processes:

» Ohm’s Law—blood flow and pressure; ionic current;
capacitance of membranes

* Boyle’s Law and the Ideal Gas Law —respiration
¢ Gravity—Dblood flow

e Kinetic and potential energy—muscle contraction;
chest movements during exhalation

¢ Inertia, momentum, velocity, and drag—animal loco-
motion

These are just a few of the many chemical and physical
laws and concepts that you will be using throughout
this book.

The principles of evolution—natural selection and spe-
ciation—underlie animal physiology, just as they do any
other study of life on earth. For instance, natural selection
has led to the tolerance of mammalian and bird enzymes to
high body temperature; to the use of modified gills of land
crabs for air breathing, and to the tolerance of migrating
salmon to both freshwater and seawater. The array of all
possible physiological adaptations to all possible distinctive
environments in the more than one million described ani-
mal species is staggering. The history of animal physiology
is rich in studies of the adaptations by individual species to
particular environmental constraints and demands; such
studies have produced a great “knowledge matrix” of en-
vironments and adaptations. More recently, however, ani-
mal physiologists have sought to identify patterns in this
vast array of physiological data by incorporating powerful
new tools from evolutionary biology and molecular biology
into their studies. One of the goals of this book is to de-
scribe the general patterns in animal physiology even as we
use specific examples to illustrate physiological principles.
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THE SUBDISCIPLINES OF ANIMAL
PHYSIOLOGY

The overall discipline of animal physiology has several im-
portant subdisciplines or fields. Comparative physiology
embraces that area of physiology that uses comparisons be-
tween species to discern physiological and evolutionary
patterns; this “comparative approach” is described later.
This also is commonly used in reference to physiological
studies in animals other than those typically investigated by
medical physiologists (e.g., rats, mice, cats, rabbits). Thus,
a physiologist working on kidney function in rats would
not think of herself as a comparative physiologist, while a
physiologist working on kidney function in armadillos or
trout might choose that label. Environmental physiology
examines animals in the context of the environment they
inhabit. Environmental physiology focuses on the evolu-
tionary adaptations (e.g., the thick fur in Arctic animals; the
high blood volume of diving seals; the waterproof cuticle
of cockroaches) to environments that can range from be-
nign to the supremely hostile. Evolutionary physiology, a
relative newcomer on the physiological block, uses meth-
ods and techniques of evolutionary biology and systemat-
ics (e.g., the construction of taxonomic family trees, or
cladograms) to understand the evolution of animals from a
physiological viewpoint using physiological markers (e.g.,
maintenance of constant body temperature) rather than
anatomic markers (e.g., feathers).

WHY STUDY ANIMAL PHYSIOLOGY?

The study of animal physiology can be traced back to the
earliest writings of learned persons. Aristotle documented
the rate of heart beat in a developing chick embryo.
Renaissance chemists of Europe often looked to the metab-
olism of animals and plants to understand oxygen-
consuming and oxygen-producing reactions. Several rea-
sons account for the great fascination of animal physiology
over the millennia.

Scientific Curiosity

Underlying all studies of animal physiology—even those
designed for very practical, applied purposes—is curiosity
about how animals work.

How can a hummingbird heart beat 20 times a second
during hovering flight?

How do insects see in the ultraviolet spectrum?

How do kangaroo rats survive in the desert with no ac-
cess to drinking water?

Such questions fuel the curiosity of animal physiologists.
There is no bound to this curiosity, for a common opinion
among animal physiologists is that the more we learn, the
more we realize how little we know about physiological
systems of animals. :

Commercial/Agricultural Applications

Animal physiology studies have yielded knowledge central
to many commercial and agricultural advances during the
last few decades. Veterinarians, for instance, now can offer
veterinary care that in many instances rivals the medical
treatment available to humans. Farmers have been able to
improve the yield and quality of the milk, eggs, and meat
they produce. And improved breeding techniques now in-
clude widespread use of artificial insemination.

Insights into Human Physiology

Finally, animal physiology can teach us much about phys-
iological processes in humans. This is hardly surprising, for
the human species shares with all other animal species
(a) the same fundamental biological processes that, in total,
are called “life”; (b) a common set of laws of physics and
chemistry; (c) the same principles and mechanisms of
Mendelian and molecular genetics; and (d) a linked evolu-
tionary history. Thus, the beating heart in the human body
results from physiological mechanisms fundamentally no
different from those that underlie heart function in fish,
frogs, snakes, birds, or apes. Likewise, the molecular events
that produce an electrical nerve impulse in the human brain
are fundamentally the same as those that produce an im-
pulse in the nerve of a squid, crab, or rat. For these reasons,
animal physiology has made innumerable contributions
to understanding human physiology. In fact, most of what
we have learned about the function of human cells, tissues,
and organs was known first (or is still only known) through
the study of various species of vertebrate and invertebrate
animals.

Animal physiology, especially as it applies to the human
body, is the cornerstone of scientific medical practice. Un-
derstanding of the functioning and malfunctioning of liv-
ing tissue provides the foundation for developing effective,
scientifically sound treatment for human disease. The con-
tributions of animal physiology to medicine have been
greatly expanded by new techniques for generating unique
animal models for specific human diseases (e.g., diabetic
mice, congenitally fat rats, zebrafish embryos with heart de-
fects). These models allow a wide range of experiments that
were previously only dreamed about. The insights provided
by such animal models hinge upon a fundamental under-
standing of underlying physiological processes. A physician
and medical researcher who understands animal physiol-
ogy— both its potential contributions and limitations—is
better equipped to make intelligent and perceptive use of in-
formation from such model systems.

CENTRAL THEMES IN ANIMAL
PHYSIOLOGY

Our goals for this book are to explore physiological
processes that are basic to all animal groups and to show
how they have been shaped by selective forces during
evolution. Comparing and contrasting how different or-
ganisms have adapted to survive similar environmental
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challenges provides useful insights about patterns of phys-
iological evolution and the adaptive value of physiological
processes. As you study animal physiology and physiolog-
ical adaptation, you will notices several basic tenets, or
themes, repeatedly emerging. We briefly discuss a few ma-
jor themes here. Others will become obvious as you
progress through the following chapters.

Structure-Function Relationships

Function is based on structure. We can illustrate this cen-
tral principle of animal physiology with a familiar example.
A frog leaps for a passing fly by contracting powerful skele-
tal muscles attached to the leg bones of its skeleton. Once
the fly has been eaten, the smooth muscle in the frog’s stom-
ach slowly massages and mixes the stomach’s contents. The
nutrients derived from the fly are absorbed into the blood,
where energy provided by the regular beating of the cardiac
muscle of the heart propels blood throughout the body.
Throughout this daily occurrence in a frog’s life, three
structurally distinct forms of muscle carry out three distinct
functions. Such relationships between tissue structure and
function are found not only in muscle but also in other tis-
sues (e.g., bone, epithelium, glandular tissue), in fact, in
every tissue in an animal’s body.

That function depends on structure can be demon-
strated at all levels of biological organization. As shown in
Figure 1-1, structure-function relationships are clearly evi-
dent at the molecular level of muscle tissue. Indeed, the con-
tractile machinery of skeletal muscle represents one of the
most intensively studied examples of the dependence of
function on structure at the molecular and biochemical lev-
els. As you will learn in Chapter 10 {on muscles), the move-
ment of a frog’s leg is the culmination of a chain of bio-
chemical events that depend critically on interactions
between thousands of rodlike structures composed of the
contractile proteins actin and myosin within each muscle
cell. Each of these proteins has a molecular structure that
permits them to temporarily interact in a way that moves
one protein relative to the other. These protein movements
lead to contraction (shortening) of activated individual
muscle cells. Compounded over the thousands of muscle
cells that form each leg muscle, muscle cell contraction
causes overall shortening of the leg muscle. Because of the
structural relationship between the powerful contracting
muscle and the long bones of the frog’s leg, muscle short-
ening moves the leg. This produces a jumping movement,
which moves the frog’s entire body.

The principle that function depends on structure holds
true across the whole range of physiological processes. In
fact, you will see that a consideration of structure-function
relationships is virtually unavoidable for each of the phys-
iological processes explored in this book.

Adaptation, Acclimatization, and Acclimation

The physiology of an animal is usually very well matched
to the environment it occupies, thereby ensuring its sur-
vival. Evolution by natural selection is the accepted expla-

STUDYING ANIMAL PHYSIOLOGY S

nation for this condition, called adaptation. Adaptation
occurs extremely slowly in a species over thousands of
generations; it generally is not reversible. Adaptation is fre-
quently confused with two other processes, acclimatization
and acclimation. Acclimatization is a physiological, bio-
chemical, or anatomic change within an individual animal
that results from the animal’s chronic exposure to new, nat-
urally occurring environmental conditions in the animal’s
native environment. Acclimation refers to the same process
as acclimatization, but the changes are induced experi-
mentally in the laboratory or field by the investigator.

Generally, both acclimation and acclimatization are re-
versible. For example, if an animal voluntarily migrates
from a mountain valley to the high slopes of a tall moun-
tain (a voluntary change in a natural environment), its lung
ventilation rate typically will increase initially to acquire ad-
equate oxygen. Within a few days or weeks, however, lung
ventilation begins to drop back towards sea-level rates as
other physiological mechanisms that facilitate gas exchange
at high altitude begin to operate. After several days, that in-
dividual animal is said to be acclimatized to the new high-
altitude conditions. However, if an animal physiologist
places that same animal in a hypobaric chamber, thus sim-
ulating high-altitude conditions, the animal becomes accli-
mated to the experimental conditions within a few days.
Contrast these short-term responses with the bar-headed
goose, which is able to fly above the peaks of Mt. Everest.
This species of goose has become adapted to high altitude
due to natural selection on the species.

Up until the last decade or so, animal physiologists op-
erated under the assumption that animals were optimally
adapted, and that every physiological process they ob-
served was in some way maximized to ensure the survival
of the animal. More recently, armed with theories and ob-
servations developed by evolutionary biologists, animal
physiologists are now realizing that even though evolution
by natural selection leads to change in physiological
processes, many of these changes are good enough to en-
sure survival of the animal, but not necessarily perfectly
suited to the task. For example, mammals typically control
their body temperature within 1-2°C. Given the precision
of some known physiological controlling systems, it is con-
ceivable that a more precise temperature-control system
could exist, but it has not been fixed by selection. That is, a
1-2°C temperature range is tolerable, or good enough for
survival.

Natural selection favors anatomic and physio-
logical characteristics that ensure an animal’s sur-
vival. What reasons can you think of to account
for the fact that any given physiological trait

may not-be "optimally evolved” to carry out its
function? (Hint: Many physiological systems per-

form multiple functions; and all physiclogical
processes have metabolic costs:)
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Figure 1-1 (At left) Function depends on structure at all levels of bio-
logical organization. Biological function at each level of organization de-
pends on the structure of that level and that at more microscopic levels.
Beginning with the whole animal, this principle can be traced from com-
plexly structured physiological systems through cells down to macro-
molecular assemblages. In this example, the dozens of muscle systems
presentin the adult frog allow it to move its eyes, swallow, move and carry
out all of the numerous activities of frogs. Groups of skeletal muscles form
a system for moving the frog’s leg. Skeletal muscles themselves are com-
posed of skeletal muscle cells, which in tum are formed from thousands
of macromolecular assemblages formed from a pair of contractile pro-
teins—actin and myosin. These macromolecular assemblages form the
basic unit of muscle contraction.

Clearly, adaptation is a central concept in animal phys-
iology, but establishing whether some characteristic of an
animal is actually of adaptive value in practice can be dif-
ficult. A physiological process is adaptive if it is present at
high frequency in the population because it results in a
higher probability of survival and reproduction than do
alternative states. Definitive proof of the adaptive value
of some physiological processes can be difficult to obtain,
but the comparative approach may yield evidence to sup-
port the adaptive value of a process. In this approach, the
researcher examines a physiological process in distantly
related species living in identical environments and/or
in closely related species living in strikingly different
environments.

The presence of a similar physiological process sup-
ported by a similar anatomic structure in several distantly
related animal species occupying a single environment
would suggest that that process-structure combination is
adaptive. Such comparative studies are more powerful if
they are coupled with the examination of closely related
species in different environments. A classic example of the
power of this approach involves the llama and its close rel-
ative the camel. Originally, researchers were convinced that
the unusually high affinity of llama blood for oxygen was
an adaptation to the rarefied air at the high altitudes at
which llamas live. To their surprise, animal physiologists
discovered that camels, who live at low altitudes, also have
high-affinity blood. Thus, the llama’s high-oxygen affinity
blood is not a specific adaptation to high altitude. That is,
the blood characteristics of llamas and camels have little to
do with the altitude at which they live, and much to do with
their being in the camel family. Such indirect criteria for the
adaptiveness of a particular physiological trait are typically
accepted in judging adaptiveness, particularly when set in
the framework of a carefully designed comparative study.

Physiological and anatomic adaptations to environ-
ments are genetically based, passed on from generation to
generation and constantly shaped and maintained by nat-
ural selection. Animals inherit this genetic information
from their parents in the form of deoxyribonucleic acid
{DNA) molecules. Spontaneous alterations (mutations) can
occur in the nucleotide sequence of DNA, potentially caus-
ing changes in the properties of the encoded proteins or ri-
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bonucleic acids (RNAs). Mutations in the germ-line DNA
that enhance the survival of organisms and thus their
chances to reproduce are retained by selection and increase
in frequency of occurrence in the population of organisms
over time. Conversely, those mutations that render organ-
isms less well adapted to their environment will lessen their
chances to reproduce; if deleterious enough, such muta-
tions generally are eliminated over time. A small proportion
of “neutral” mutations appear to neither enhance nor re-
duce the chances of survival.

Genetic material in the form of DNA is passed on from
multicellular parents to their offspring. This DNA is con-
tained in a line of germ cells that, in each generation, are de-
rived directly from parent germ cells, creating an uninter-
rupted lineage. The blind, nondirected process of evolution
is centered on the survival of the germ-line DNA, since the
information it encodes defines a species. Failure by a species
to reproduce that genetic information leads to the species’
immediate, irreversible extinction. From the biological
viewpoint, then, the major goal in an animal’s life is to re-
produce and propagate its DNA, and all behaviors, physi-
ological processes, and anatomic structures are ultimately
subservient to the survival of the germ line. Adaptation to
the constraints and demands of the environment is best ap-
preciated and understood in this context of an animal’s
struggle to maintain and reproduce its DNA.

Homeostasis

Despite the fact that many animals seem to live comfort-
ably in their environment, most habitats are actually quite
hostile to animal cells. For many aquatic animals, for ex-
ample, the surrounding water is more dilute (freshwater) or
more salty (seawater) than their own body fluids. Both ter-
restrial and aquatic animals may live in environments that
are too hot or too cold. Moreover, with only a few excep-
tions {e.g., the deep abyss of the oceans) most environments
are characterized by at least small fluctuations in their phys-
ical and chemical properties {especially temperature). The
environmental changes raging about an animal’s exterior
would be a major disruptive force to internal cellular, tis-
sue, and organ function were it not for the physiological
control systems that are directed towards maintaining rel-
atively stable conditions within an animal’s body tissues.
This tendency of organisms to maintain relative internal
stability is called homeostasis.

Claude Bernard, the nineteenth-century French pioneer
of modern physiology, first recognized the importance to
animal function of maintaining stability in the milieu in-
térieur, or internal environment. Bernard noted the ability
of mammals to regulate the condition of their internal en-
vironment within rather narrow limits. This ability is fa-
miliar to most of us from measurements of our body tem-
perature, which in healthy individuals is maintained within
a degree of 37°C. Cells in our body experience a relatively
consistent environment with respect to not just tempera-
ture, but also glucose concentration, pH, osmotic pressure,
oxygen level, ion concentrations, and so forth. Bernard
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(1872) concluded, “Constancy of the internal environment
is the condition of free life,” arguing that the ability of an-
imals to survive in often stressful and varying environments
directly reflects their ability to maintain a stable internal en-
vironment. In the early 1900s Walter Cannon extended
Bernard’s notion of internal consistency to the organization
and function within cells, tissues, and organs. It was Can-
non (1929), in fact, who coined the term homeostasis to
describe the tendency towards internal stability, and his re-
search into how physiological systems maintain homeosta-
sis earned him a Nobel Prize (see Chapter 9).

Homeostasis, one of the most influential concepts in the
history of biology, provides a conceptual framework in
which to interpret a wide range of physiological data. This
phenomenon is nearly universal in living systems, allowing
animals and plants to survive in stressful and varying en-
vironments {Figure 1-2). The evolution of homeostasis and
the physiological systems that maintain it are thought to
have been the essential factors that allowed animals to ven-
ture from physiologically friendly environments and invade
environments more hostile to life processes. One fascina-~
tion of physiology is discovering how different groups of
animals have adapted through natural selection to main-
tain homeostasis in the face of particular environmental
challenges.

Although complex, multi-organ physiological mecha-
nisms are often involved in maintaining homeostasis,
homeostasis is evident at the cellular level. In fact, a vary-
ing degree of homeostasis is found in the most simple
unicellular organisms. Protozoa, for instance, have been
able to invade freshwater and other osmotically stressful
environments because the concentrations of salts, sugars,
amino acids, and other solutes in their cytoplasm are reg-
ulated by selective membrane permeability, active trans-
port, and other mechanisms. These processes maintain in-
tracellular conditions, typically quite different from the
extracellular environment, within limits favorable to the

Changes over time of a mam
physico-chemical variable N
such as oxygen . kN P

metabolic requirements of all cells, including the one-celled
protozoa. :

Feedback-Control Systems

The regulatory processes that maintain homeostasis in cells
and multicellular organisms depend on feedback, which oc-
curs when sensory information about a particular variable
{e.g., temperature, salinity, pH) is used to control processes
in cells, tissues, and organs that influence the internal level
of this variable. Homeostatic regulation requires continu-
ous sampling of controlled variables and corrective action,
a process termed negative feedback. For example, suppose
that an experienced driver is placed in a car on an ab-
solutely straight, 10-mile-long stretch of traffic-free high-
way, is allowed to position the car, is blindfolded, and is
then required to drive the 10 miles without deviating from
his lane. The slightest asymmetry in both the neuromuscu-
lar or sensory systems of the driver and in the steering
mechanism of the car—not to mention wind or unevenness
of the road surface—makes this an impossible task. On the
other hand, if the blindfold is removed, the driver will use
visual information to stay in the lane. A gradual drift to one
side of the lane or the other, due to whatever internal or ex-
ternal perturbations, will be corrected by a compensatory
movement applied to the steering wheel. The visual system
of the driver acts as the sensor in this case, and the neuro-
muscular system, by causing a correctional movement in
the direction opposite to the perceived error, acts as an in-
verting amplifier that corrects for deviations from the set
point (i.e., the center of the lane in this case).

Another example of regulation by negative feedback
can be demonstrated with a thermostatic device that main-
tains the temperature of a hot-water bath at or near the set
point (Figure 1-3). When the water temperature is below
the set point, the sensor maintains the heater switch in the
closed “on” position. As soon as the set-point temperature
is achieved, the heater switch opens, and further heating

Figure 1-2 Physiological regulatory systems
maintain internal conditions within a relatively
small range. Large variations in the external
environment induce equally large responses
of the control system to offset the disturbance.
The net effect is that the internal fluctuations
of a variable in an animal are usually far less
than the environmental fluctuations in that
variable. In other words, homeostasis is main-
tained.

Large external
fluctuations

Small internal
fluctuations
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Figure 1-3 The temperature of a thermoregulated water bath is main-
tained by a negative-feedback control system. The bimetal coil, whose
center is attached to the water bath wall, winds slightly as the tempera-
ture of the water bath drops below the desired (set-point) temperature.
This winding action causes electrical contacts to touch, completing an
electric circuit and allowing electric current to flow through a heating coil
in the bath. As the water warms, the coil unwinds slightly and the contacts
separate. The water temperature, at or slightly above the set point, now
stops rising. When the bath begins to cool off again, the cycle is re-
peated. Many physiological control systems conceptually operate the
same way as this thermoregulated water bath.
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ceases until the temperature again drops below the set
point. This example suggests that regulation of body tem-
perature requires a “thermostat” whose information must
be provided to a temperature-control system, which either
heats or cools the body depending on the temperature sig-
nal. Physiological investigations have discovered a great
deal about temperature regulation, including the location
of the thermostat, as we’ll discuss in Chapter 16.

The characteristics of negative and positive feedback
are summarized in Spotlight 1-1, on page 12. You will find
feedback-control systems appearing throughout this text,
especially in our discussions of intermediary metabolism
(Chapter 3), endocrine control (Chapter 9), neural control
of muscle (Chapter 11), circulatory and respiratory control
(Chapter 13), and regulation of ionic balance (Chapter 14).
Indeed, the concept of feedback is pervasive in the study of
physiological systems.

Conformity and Regulation

When an animal is confronted with changes in its environ-
ment (e.g., changes in oxygen availability or salinity), it
shows one of two broad categories of responses: confor-
mity or regulation. In some species, these challenges induce
internal body changes that parallel the external conditions
(Figure 1-4). Such animals, called conformers, are unable
to maintain homeostasis for internal conditions like body
fluid salinity or tissue oxygenation. For example, echino-
derms like the starfish Asterias are osmoconformers, whose
internal body fluids come to equilibrium with their envi-
ronment, showing an increase in body fluid salinity when
placed in high-salt water and a decrease in body fluid salin-
ity when placed in low-salt water. Similarly, the oxygen
consumption of oxyconformers like annelid worms rises

Regulator .

N Zone of stability
. where homeostasis
o is maintained
®

External environment

Figure 1-4 Conformers adjust their internal conditions to reflect exter-
nal environmental conditions, whereas regulators maintain internal sta-
bility even as external conditions change. (A) Plot of the external envi-
ronmental value of a variable (e.g., salinity, oxygen availability) versus its
internal value for conformers {red line) typically is a straight line with a
slope of 1. When an animal is unable to mount the physiological or other
responses necessary to counteract external changes in a variable, so its
internal value varies directly with its extemal value, then the response will

mimic the “line of conformity” (black dotted line). (B) Plot of the exter-
nal value versus internal value of a variable for regulators (red line) shows
that they are able to maintain internal stability over a wide range of ex-
ternal change. The line of conformity (black dotted line} is shown for com-
parison. At environmental extremes, however, regulators are unable to
regulate internal conditions and become conformers. The breadth of the
zone of stability of a regulator depends on the species and the environ-
mental variable.
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and falls as oxygen availability waxes and wanes. The de-
gree to which conformers survive these changing environ-
ments depends upon the tolerance of their body tissues to
internal changes.

Regulators, as their name implies, use biochemical,
physiological, behavioral, and other mechanisms to regu-
late their internal environment over a broad range of
external environmental change—that is, to maintain
homeostasis. Thus, an osmoregulator maintains the ion
concentrations of body fluids above environmental levels
when placed in dilute water and below environmental lev-
els when placed in concentrated water. Oxyregulators,
which include crayfish, most mollusks, and almost all ver-
tebrates, maintain their oxygen consumption at near-steady
levels as environmental oxygen availability falls. Eventu-
ally, however, oxygen may become so limited that oxygen
consumption cannot be maintained, and the animal reverts
to oxygen conformity.

It is tempting to make broad generalizations about
taxonomy based on whether animals are conformers or
regulators. Although most invertebrates are conformers
and almost all vertebrates are regulators, there are many
exceptions. For instance, decapod crustaceans (e.g., crabs,
crayfish, shrimps, lobsters) tend to be accomplished regu-
lators, as are many mollusks and most insects. Moreover,
the zone of stability in which homeostasis is maintained in
regulators may be very broad or very narrow depending on
species.

LITERATURE OF PHYSIOLOGICAL
SCIENCES

All the information described in this book is based on the
experimental results of individual scientists as described in
published reports and articles, commonly referred to as sci-
entific papers. Such papers, which include descriptions of
the experimental methods, a summary of the results, and
discussion of the results, are published in scientific journals,
many of which focus on particular disciplines or specialized
research areas. Before publication, the journal’s editor sends
each submitted manuscript to two or more other scientists
expert in the topic of the paper for their review and critical
comments. The reviewers recommend acceptance or rejec-
tion on grounds of scientific quality and often make numer-
ous suggestions for improvement of acceptable papers. This
process, called peer review, helps assure that published pa-
pers are based on accepted research methods and their con-
clusions are valid. Once a paper is published, members of
the scientific community are free to test its conclusions by re-
peating key experiments and to accept or reject individually
the conclusions stated in the paper. Healthy skepticism and
attempts to improve on the work of other scientists are of
central importance to the self-correcting nature of an ex-
perimental science such as physiology.

Numerous scientific journals publish papers on re-
search in animal physiology. Many of the most widely read
journals are listed in Table 1-1. Some journals accept pa-

pers dealing with a wide range of topics, whereas numer-
ous specialty journals provide in-depth coverage of more
limited areas of interest. In addition, several review-type
journals, which come out annually, publish articles that
summarize and evaluate the findings related to particular
topics that have been published previously in other jour-
nals. Another category of journals deals with organisms
primarily from a taxonomic perspective. These publish
physiological and other research papers dealing with spe-
cific animal groups. Finally, weekly scientific news journals
publish preliminary reports on physiological research that
the editors believe will capture the interest of the general
scientific community.

As you become familiar with the physiological research
literature, be aware that journals, like animals, have un-
dergone evolution from their original forms. This is espe-
cially apparent when considering the names of journals,
which in a few instances seem to only generally reflect their
contents. For example, the Journal of General Physiology
primarily publishes cellular physiology and biophysics,
while the Journal of Experimental Biology publishes papers
on animals only, excluding plant physiology. Likewise, the
Proceedings of the New York Academy of Sciences, the
Midland Naturalist, Canadian Journal of Zoology, Aus-
tralian Journal of Zoology, and Israel Journal of Zoology
publish papers from scientists around the world even while
retaining their regional themes.

The sampling of periodicals listed in Table 1-1 repre-
sents only a tiny percentage of the literally thousands of
journals that currently publish biological and biochemical
research papers, with dozens of new journals being estab-
lished every year. How can any one person—student or re-
searcher—possibly hope to follow developments in a spe-
cific area of biology? Fortunately, along with the explosion
of information over the last few decades, technology has
been developed that allows us to sit in front of a computer
terminal and, with a few keystrokes, search hundreds of
thousands of documents, roaming freely through the li-
braries of thousands of universities and research institutes
worldwide. Additionally, the rapidly expanding use of the
Internet during the last few years is leading to a slow but in-
exorable shift in the way scientific information is dissemi-
nated. Traditional journals delivered to individuals through
the mail gradually are being supplemented, or replaced, by
electronic journals that post new articles as they are ac-
cepted. Couple this with World Wide Web pages that her-
ald a laboratory’s latest research projects and findings to all
who can access such information, and we see a coming rev-
olution in how information is accessed and processed.

What has not been replaced by technology is the need
of the student to read and understand descriptions of orig-
inal experiments in order to understand the process that
generates physiological data. Consequently, at the end of
each chapter of this text you will find a Suggested Readings
section, listing a few key articles that offer greater detail on
certain topics. In addition, the original sources for much of

‘material presented in the text, figures, and tables are listed
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TABLE 1-1

Sampling of scientific journals that publish physiological research papers

Name Abbreviation* Topics covered
General journals
American Journal of Physiology Am. J. Physiol. 1

Pfliigers Archive fiir Physiologie (now
European Journal of Physiology)

Journal of General Physiology

Journal of Physiology

Comparative Physiology and Biochemistry
Journal of Comparative Physiology
Journal of Experimental Biology

Physiological Zoology

Specialty journals

Brain, Behavior and Evolution
Cell

Circulation Research
Endocrinology

Gastroenterology

Journal of Cell Physiology
Journal of Membrane Biology
Journal of Neurophysiology
Journal of Neuroscience
Molecular Endocrinology
Nephron

Respiration Physiology

Annual reviews
Annual Review of Neuroscience
Annual Review of Physiology

Federation Proceedings

Physiological Reviews

Taxonomy-oriented journals
Auk

. Condor

Emu
Crustaceana

Copeia
Herpetologica

Journal of Herpetology

Journal of Mammology

Weekly journals
Nature

Science

Pflugers Arch. Physiol.
(Eur. J. Physiol.)

J. Gen. Physiol. —

J. Physiol. 7
Comp. Physiol. Biochem.

J. Comp. Physiol. -

J. Exp. Biol.
Physiol. Zool.

Brain Behav. Evol. -

Circ. Res.

J. Cell Physiol.
J. Membr. Res.
J. Neurophysiol.
J. Neurosci.
Mol. Endocrinol.

Respir. Physiol. -

Annu. Rev. Neurosci.

Annu. Rev. Physiol.
Fed. Proc.
Physiol. Rev.

J. Herpetol.

J. Mammol.

I}

Broad areas of physiology from the cell to organ systems

Physiological and biophysical studies at the cellular
and subcellular level

Many different areas with emphasis on lower vertebrates
and invertebrates

Research related to specific areas or processes indicated
by journal’s name

Summaries and evaluations of original papers on particular
topics published in other journals

Physiology and other topics related to birds

Physiology and other topics related to crustaceans

Amphibian and reptile physiology

— Physiology and other topics dealing with mammals

Preliminary reports about topics of general interest to scientific
community

*Single-word journal names are not abbreviated.
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SPOTLIGHT 1-1

THE CONCEPT OF
FEEDBACK

Any effective control system, whether the human brain, a com-
puter, or a household thermostat, is vitally dependent on feed-
back, which is the return of sensory information to a controller that
regulates a controlled variable. Feedback can be either positive or
negative, each producing profoundly different effects. Feedback is
widely employed by both biological and engineering control sys-
tems to maintain a preselected level of the controlled variable.

Negative Feedback

Consider the model system shown in part A of the accompany-
ing figure. Assume for the moment that the controlled system
experiences a new disturbance (e.g., a change in length, tem-
perature, voltage, concentration). The output of this system is
detected by a sensor, which sends a signal to an amplifier. Now,
imagine an amplifier that inverts the signal it receives, so that the
“sign” of its output is opposite to that of its input (e.g., plus
changed to minus, or vice versa). Such signal inversion provides
the basis for negative feedback, which can be used to regulate
the controlled variable (e.g., length, temperature, voltage, con-
centration) within a limited range.

When the sensor detects a change in state (e.g., change in
length, temperature, voltage, concentration) of the controlled
system, it produces an error signal proportional to the difference
between the set point to which the system is to be held and the
actual state of the system. The error signal is then both amplified
and inverted (i.e., changes in sign). The inverted output of the
amplifier, fed back to the system, counteracts the disturbance.
The inversion of sign is the most fundamental feature of nega-
tive-feedback control. The inverted output of the amplifier, by
counteracting the disturbance, reduces the error signal, and the
system tends to stabilize near the set point.

A hypothetical negative-feedback loop with infinite am-
plification would hold the system precisely at the set point, because
the slightest error signal would result in a massive output from the
amplifier to counteract the disturbance. Since no ampilifier, elec-
tronic or biological, produces infinite amplification, negative feed-
back only approximates the set point during disturbance. The less
amplification the system has, the less accurate is its control.

Positive Feedback

In the model systerm shown in part B of the figure, an applied dis-
turbance acts on the controlled system just as in part A. However,
now suppose that the signal input is amplified but that its sign
(plus or minus) remains unchanged. In this case the output of the
amplifier, when fed back to the controlled system, has the same
effect as the original disturbance, reinforcing the disturbance to
the controlled system. Such a positive-feedback system is highly
unstable because the output becomes progressively stronger as
it is fed back and reamplified. A familiar example involves public
address systems: When the output of the loudspeaker is picked

up and reamplified by the microphone, a loud squeal is gener-
ated. Thus, a tiny disturbance at the input can cause a much
larger effect at the output. The output of the system is usually
limited in some way; for example, in the public address system,
the intensity of the output is limited by the power of the audio
amplifier and speakers or by saturation of the microphone sig-
nal. In biological systems, the response may be limited by the
amount of energy or substrate available.

In normal, healthy animals, positive feedback generally is
used to produce a regenerative, explosive, or autocatalytic ef-
fect. This type of control often is used to generate the rising
phase of a cyclic event, such as the upstroke of the nerve impulse
or the explosive growth of a blood clot to prevent blood loss.
The rapid emptying of a body cavity (e.g., expulsion of the fetus
from the uterus, vomiting, swallowing) also often begins with
positive-feedback processes.

Positive feedback, however, most often is encountered in
pathological conditions that affect normal negative feedback
control. Congestive heart failure provides a classic example. In this
disorder, the inability of the heart to pump blood causes blood to
accumulate in the ventricles, which further impairs their ability to
pump blood, which causes more blood to accumulate in the ven-
tricles, which further impairs their pumping ability, and so on. Un-
less such vicious cycles of positive feedback are interrupted, they
will quickly lead to complete failure of the controlled system.

A  Disturbance
Negative feedback

Controlled Sensor :n\:;e)ﬁfl?eg

system Output signal

Set-point

adjustment
B Disturbance
Positive feedback
+

Controlled s Sgnal

system ensor

Output

Biological control systems depend on negative or positive feedback. The
unique features of negative-feedback systems (A) are generation of an
error signal and sign inversion by the amplifier. Positive-feedback systems
(B), which amplify the signal without sign inversion, lead to a rapid in-
crease in the controlled variable. The basic elements illustrated here oc-
cur in a number of variations in biological systems. In some cases, sen-
sor and amplifier functions are performed by a single element (e.g.,
response of a single cell to environmental disturbances). Another varia-
tion occurs in the middle of the estrous cycle of female mammals, when
sign inversion shifts from the amplifier to the sensor, which has the effect
of converting a negative-feedback to a positive-feedback system.



in the References Cited in the back of the book. Although
we recognize that as a student you have only limited time
to spend on any one course, we nonetheless encourage you
to visit the periodical section of your library and examine
some of these articles.

ANIMAL EXPERIMENTATION
IN PHYSIOLOGY

Much of the information presented in this book has come
from experiments in which animals were used to answer
specific questions about how physiological processes work.
Because basic physiological properties are similar among
different animal species, the results from animal experi-
ments are broadly applicable to other species including
humans. Indeed, almost all of the important medical treat-
ments in use today are based directly on animal experi-
mentation. Even though data from experiments on humans
would be the most scientifically reliable, in most cases such
research would be ethically unacceptable. Consequently,
animal experimentation is of central importance in medical
research as well as in its own right,

The first three editions of this book operated on the as-
sumption that the benefits of animal experimentation were
understood by all, but this assumption can no longer be
made. Despite the general benefits animal research has pro-
duced for all humans, controversy has arisen about the
ethics of using animals in experiments. In describing this
controversy, it is important at the outset to distinguish be-
tween animal welfare and animal rights. The former refers
to the humane treatment of animals with respect for their
comfort and well-being. The latter refers to the idea that
animals have intrinsic and unassailable “rights” to “life,
liberty, and the pursuit of happiness,” much like the in-
alienable human rights stated in our Declaration of Inde-
pendence. The concept of animal rights, in its most extreme
interpretation, would prohibit domestication of animals for
food production and their being kept as pets.

The scientific community strongly supports the concept
of animal welfare. Scientists recognize their professional
obligations to safeguard and improve the welfare of labo-
ratory animals. Indeed, scientific researchers concerned
about the care and treatment of laboratory animals were
the first to set voluntary care standards at the turn of the
century, long before federal regulations were instituted in
the United States. Now, governmental regulations strictly
control animal research, requiring all animal care facilities
to meet strict standards of cleanliness and animal care. Pro-
fessional societies as well as scientific journals have strin-
gent requirements regarding animal experimentation, and
publication of research results requires evidence that these
regulations have been met.

All research institutions that receive federal funding are
required to have Laboratory Animal Care Committees,
which evaluate proposed experiments to ensure that they
are performed with the minimum pain and discomfort to
animal subjects, and that they use the minimum number of
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animals necessary to achieve conclusive results. Such com-
mittees include scientists, veterinarians, and community
representatives. These individuals are empowered to limit
ot prohibit experiments that do not adequately address the
issue of animal pain, and such ill-conceived proposed ex-
periments are quickly rejected. Scientists themselves are
concerned about animal care and realize that experiments
performed on animals that are suffering in any way may
not yield meaningful or useful results. Proper animal care
is essential in the search for accurate scientific data.

Despite effective internal and external safeguards, the
issue of animal “rights” appeals to some who oppose
animal research in any form. The presence of sanctioned
animal care facilities and of strictly enforced regulations
does not satisfy those advocating animal rights, nor does
the overwhelming evidence of the benefits of animal
research sway them. The ongoing debate over animal
welfare versus animal rights is a healthy one, if the available
data is evaluated objectively and the intentions of the
participants are clear. Through such debate and evaluation
we can ensure that the needs for animal experimentation
are balanced by broadly shared concerns for the well-being
of animals.

SUMMARY

Animal physiology deals with the functions of tissues, or-
gans, and organ systems, particularly how these functions
are controlled and regulated. Although this text concen-
trates on presenting the functional basis of animal physi-
ology, a major theme is to understand the environmental
constraints that have shaped the evolution of physiological
processes through natural selection.

Biologists study animal physiology because they are cu-
rious about how animals work and also can learn much
about human physiology by observing other animals. An-
imal physiology is a cornerstone of scientific medical prac-
tice as well as veterinary practice, and the study of animals
with common physiological and evolutionary features has
provided great insight into human physiology.

Several major themes characterize animal physiology.
First, function depends on structure at all levels, from
atoms to organisms. Specialized structures often produce
specialized functions. Second, natural selection has led to
physiological adaptation, that is, processes well suited for
helping animals survive in often challenging environments.
The adaptive cell, tissue, and organ functions that have
arisen during evolution are genetically determined and en-
coded in DNA. Third, many animals exhibit homeostasis,
the tendency toward a relative stability of the internal en-
vironment of an organism. Without homeostasis, fluctua-
tions and nonoptimal levels of temperature, pH, oxygen,
and other physicochemical characteristics may disrupt the
basic chemical reactions underlying physiology, anatomy,
and behavior. Fourth, feedback-control systems are critical
to maintaining homeostasis. Finally, animals can respond
to changes in external environmental conditions in two
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general ways. In conformers, the internal environment ad-
justs to reflect external conditions; that is, they cannot
maintain homeostasis. In contrast, regulators can adjust
their internal environment within narrow limits as envi-
ronmental conditions change; that is, they can maintain
homeostasis.

Understanding the experimental techniques used in
physiological research is essential for appreciating how
physiological knowledge advances. Research results are
published in peer-reviewed journals, many of which can
now be readily accessed by electronic searches carried out
in libraries. Reading original research papers presenting
specific results as well as review articles will help you grasp
the essence of scientific research.

Almost all data about animal physiology —and most
of what we know about human physiology —are derived
from studies with experimental animals designed to an-
swer specific questions about how physiological processes
work. Meaningful results can only be acquired if ani-
mals are well cared for and their pain and discomfort
are minimized. Numerous regulations, strictly enforced by
local, state, and federal agencies, have been adopted to as-
sure that researchers follow accepted standards for animal
experimentation.

REVIEW QUESTIONS

1. Give an example of a simple structure-function rela-
tionship in physiology, and describe its conditions of
operation.

2. What evolutionary advantage does successful mainte-
nance of relative internal stability confer on an animal?

3. Compare and contrast negative and positive feedback,
giving an example of each. Explain why negative
rather than positive feedback is required for mainte-
nance of homeostasis.

4. Goto your library and use an electronic data base to
search for the word homeostasis among the cata-
logued books and articles.

5. Distinguish between the concepts of animal welfare
and animal rights. Ask your professor about the
makeup of the Laboratory Animal Care Committee at
your college or university.

SUGGESTED READINGS

Benison, S. A., A. C. Barger, and E. L. Wolfe. 1987. Walter
B. Cannon: The Life and Times of a Young Scientist.
Cambridge: Harvard University Press. (An intriguing,
insightful biography about a distinguished scientist
who introduced the concept of homeostasis in 1929.)

Dworkin, B. R. 1993. Learning and Physiological Regula-
tion. Chicago: University of Chicago Press. (A very
thorough treatment of the theory and mechanisms un-
derlying physiological regulation and behaviors.)

Futuyama, D. ]. 1986. Evolutionary Biology. 2d ed.
Sunderland, Mass.: Sinauer Associates. (One of several
comprehensive undergraduate textbooks that intro-
duce the basic concepts of evolutionary biology as they
apply to physiological process.)



EXPERIMENTAL METHODS FOR
EXPLORING PHYSIOLOGY

ur knowledge of animal physiology is based on infor-

mation (data) derived from experimentation. Since
the ultimate goal of animal physiology is to understand
how a process operates within an organism, experiments
must be designed to allow the measurement of key vari-
ables (e.g., metabolic rate, blood flow, urine production,
muscle contraction) in the animal (or its cells or tissues)
while it is in a known state such as resting, exercising, di-
gesting, or sleeping. This kind of experimentation is partic-
ularly challenging and requires the use of a variety of tech-
niques and methods. Many of the experimental techniques
and measuring devices common in animal physiology are
“time-honored.” These include pressure transducers to
measure pressure, catheter implantation to draw blood or
inject samples, respirometers for determining metabolic
rates, and numerous others. A description of each of these
is beyond the scope of this chapter, especially since such
fundamental techniques are well described in texts such as
J. N. Cameron’s Principles of Physiological Measurement.
In this chapter, we will focus on a few of the many molec-
ular and cellular techniques that have recently been added
to the physiologist’s tool box, briefly describing them and
illustrating their use in physiological research. First, how-
ever, we consider the nature of hypotheses and the general
principles that apply in testing them.

By knowing why and how experiments in animal phys-
iology are performed—whether they employ traditional or
emerging methods—you will be much better able to eval-
uate the strengths and limitations of the information you
will learn in this book.

FORMULATING AND TESTING
HYPOTHESES

Scientists use experimental data to create general laws of
physiology —some literally centuries old, and some still
emerging. These general laws, in turn, serve as the basis for
formulating new hypotheses, which are specific predictions
that can be tested by performing further experiments. An
example of a general “law” supported by much existing
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data is that water-breathing animals regulate acid-base bal-
ance by modifying the excretion of HCO, ™ in exhaled wa-
ter, while air-breathing animals regulate acid-base balance
by modifying the elimination of CO, gas in exhaled air. The
following testable hypothesis could be derived from this
general law: A transition from HCO;~ elimination to CO,
elimination occurs when water-breathing tadpoles meta-
morphose into air-breathing frogs. Although hypotheses
are framed as statements rather than as questions, the goal
of experimentation is to test the validity of hypotheses, and
thus answer the implied questions.

Physiological experiments should begin with a well-
formed, specific hypothesis that focuses on a particular
level of analysis and is amenable to a verifiable experimen-
tal approach. Although a hypothesis such as killer whales
have a very high cardiac output while in pursuit of seals
may be interesting and in fact true, it is merely an intellec-
tual exercise to suggest this hypothesis unless a feasible ex-
perimental approach exists for gathering data necessary to
accept (prove) or reject (disprove) it. However, the search
for means to test novel hypotheses has been an important
stimulus for development of new experimental techniques
and measuring instruments. For example, telemetry devices
currently available for gathering data on blood flow in
small to medium-sized animals like ducks, fishes, and seals
are being modified for use on even larger animals.

The August Krogh Principle

August Krogh was a Danish animal physiologist with ex-
tremely broad interests in comparative physiology. Dozens
of key research articles bearing his name have served as the
basis for whole areas of further experimentation in the area
of respiration and gas exchange. Indeed, Krogh’s work in
the late 1800s and early 1900s eventually led to his winning
the Nobel Prize for physiology. One of the reasons for
Krogh’s extraordinary success as a physiologist was his un-
canny ability to choose just the right experimental animal
with which to test his hypotheses. His view was that for
every defined physiological problem, there was an optimally
suited animal that would most efficiently yield an answer.
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The design of experiments based on the unusual char-
acteristics of an animal has come to be known as the Au-
gust Krogh principle (Krebs, 1975). Ilustrations of this
principle abound in this book and throughout modern an-
imal physiology. For example, in the 1970s a group of an-
imal physiologists, interested in the evolution of air breath-
ing in crustaceans, were studying relatively tiny intertidal
crabs, but they were frustrated because the small size of
these animals kept them from “giving up” their physiolog-
ical secrets. Evoking the August Krogh principle, which
suggested that there was an ideal animal with which to
carry out their studies, these physiologists organized an ex-
pedition to the Palau Islands in the South Pacific. These is-
lands are home to the “coconut,” or “robber,” crab, a ter-
restrial hermit crab weighing up to 3 kg. The monstrous
size of these animals (for a terrestrial crab) allowed numer-
ous experiments yielding important new data during the
one-month expedition.

As another example, animal physiologists interested in
cardiac performance in fishes often have a difficult time
measuring pressure and flow and sampling blood from the
heart because of its typical location in bony fish (i.e.,
teleosts). Yet, the sea robin, a deep-water (benthic) marine
teleost that is quite unremarkable in most respects (al-
though it is down-right ugly!), has an unusually large heart,
which is much easier to access than in other fishes. By fol-
lowing the August Krogh principle and using the sea robin
as the basis for their experiments, comparative cardiovas-
cular physiologists now know more about heart function
in fishes than they would if they had continued to struggle
with the relatively unforgiving anatomy of the trout,
salmon, or catfish.

Experimental Design and Physiological Level

In designing an experiment, the first and most important
decision a physiologist must make is about the level at
which the physiological problem will be analyzed. This
choice of level determines the methodology (and choice of
animal) appropriate for measuring the experimental vari-
ables of interest. '

Historically, techniques for exploring physiological
problems at the level of the whole animal were developed
first; subsequently, and with increasing rapidity in recent
decades, have come new techniques for experimenting at
the cellular and now at the molecular level. Conceptually,
however, we generally operate in the reverse order: starting
at the molecular level, then moving successively to the cel-
lular, tissue, organ, and finally whole-animal levels, much
as outlined in Figure 1-1. Consequently, in the following
sections, we describe some representative experimental
methods for studying physiological processes, beginning at
the molecular level. Much of the information presented in
other chapters of this book is based on experimental results
obtained with these various techniques. Only by learning
how and why these methods work, as well as some of their
limitations, can you adequately assess the information
presented.

Note that no level of analysis is intrinsically more valu-
able or important than any other. Indeed, the best under-
standing of animal physiology comes from integrating
knowledge about the contributing components from the
molecular through organ-system level. Having said this, we
recognize the strong trend in animal physiology (as in all of
biology) during the last decade towards “reductionism,”
the study of cellular and molecular mechanisms in an at-
tempt to explain more complex processes at higher organi-
zational levels. Ultimately, some of the most valuable ex-
periments are those at a level of analysis that allows insights
about processes at adjacent organizational levels.

Although researchers and students often are fascinated
by new and frequently expensive methodologies, incisive
results can be obtained with well-designed experiments us-
ing relatively simple instruments and techniques. In other
words, a well-conceived experimental design often can
compensate for the lack of the latest, cutting-edge equip-
ment and techniques.

MOLECULAR TECHNIQUES

The past few decades have seen a veritable explosion in the
number and sophistication of available techniques for
probing molecular events, with new methods and refine-
ments constantly emerging. The variety of molecular tech-
niques available have had major implications for biological
research in general, and animal physiology has certainly
benefited from molecular approaches. In this section we de-
scribe just a few of the powerful molecular techniques that
have been used to answer questions in animal physiology.
More detailed discussion of these and related techniques
are presented in textbooks such as Molecular Cell Biology
by H. D. Lodish et al.

Tracing Molecules with Radioisotopes

Greater understanding of physiological processes can often
be achieved by knowing the movements of molecules
within and between cells. For example, we can more eas-
ily understand the role of a particular neurohormone in
regulating physiological processes if its movements can be
traced from its site of synthesis to its site of release and on
to its site of action. Many types of experiments that follow
the movement of physiologically important molecules em-
ploy radioisotopes, the relatively unstable, disintegrating
radioactive isotopes of the chemical elements. The natural
disintegration of radioisotopes is accompanied by release
of high-energy particles, which can be detected by appro-
priate instruments. With the exception of 12°I, which emits
v particles, the isotopes commonly used in biological re-
search emit 8 particles.

Although radicisotopes occur naturally, those normally
used in experimental studies are produced in nuclear reac-
tors. The most commonly used isotopes in biological re-
search are 3P, 121, %S, 1*C, “Ca, and *H. A radioisotope of
an element normally present in the molecule of interesttan
be incorporated in vitro or in vivo either directly into the
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molecule or into a precursor molecule that will eventually
be converted into the molecule of interest. The resulting ra-
diolabeled molecule has the same chemical and biochemi-
cal properties as the unlabeled molecule. An amazing array
of so-called radiolabeled biologically active molecules (e.g.,
amino acids, sugars, hormones, proteins) are now readily
available (at a substantial price) from companies that spe-
cialize in their production. Once a molecule has been radi-
olabeled, the particles emitted from the radioisotope can be
used to detect the presence of the molecule, even at very
low concentrations.

In one type of tracing experiment, the radiolabeled
molecule of interest or its precursor is administered to an
animal, isolated organ, or cells growing in vitro culture,
and then samples are removed periodically for measure-
ment of particle emission. Two types of instruments are
used to detect emitted particles. A Geiger counter detects
ionization produced in a gas by emitted energy. A scintil-
lation counter detects and counts tiny flashes of light that
these particles create as they pass through a specialized
“scintillation fluid.” The amount of radiation detected by
either instrument is related directly to the amount of the ra-
diolabeled molecule present in the sample.

In another type of experiment, the location of radio-
labeled molecules within a tissue section is pinpointed by
autoradiography. In this technique, which literally “takes a
picture” of the radioisotopes in tissues, a thin tissue slice
containing a radioisotope is laid on a photographic emul-
sion. Qver the course of days or weeks, particles emitted
from the radioisotope expose the photographic emulsion,
producing black grains that correspond to the location of
the labeled molecules in the tissue (Figure 2-1). This quali-
tative record can be quantitated by measuring the amount
of exposure of the emulsion in a densitometer and com-
paring it with exposures caused by standards of known
concentration; in this way, the actual concentration of a
radiolabeled molecule in the tissue or portions of it can be
determined. Autoradiography has been particularly useful
in neurobiology, endocrinology, immunology, and other ar-
eas of physiology involving cell-to-cell communication.

Tracing Molecules with Monoclonal Antibodies

Examination of a biological structure in a fixed tissue slice
on a microscope slide can be daunting. Even when the tis-
sue has been stained so that the cell nuclei are dark purple
and the cell membranes a somewhat lighter shade, for ex-
ample, it remains difficult to discern much about the details
of the tissue. Much better visualization of the structural de-
tails of cells is possible with antibody staining. This re-
markable technique permits localization of molecules pres-
ent in such extremely low concentrations that they are
difficult to study by other techniques.

Antibody staining generally involves covalently linking
a flourescent dye to an antibody that recognizes a specific de-
terminant on an antigen molecule. (Although we often think
of antigens as disease-causing microbes or invading foreign
materials like pollen, normal, biologically active molecules,

Caudate-putamen

Figure 2-1 Autoradiograms can reveal biochemical and structural details
that cannot be seen with traditional techniques for tissue fixation and
staining. This autoradiograph shows a frontal section through the rat
brain after cannabinoid receptors have been bound by a radiolabelled
synthetic cannabinoid (closely resembling the active ingredient of mari-
juana). The most radioactive areas (that is, the areas with the most
cannabinoid receptors) have most heavily exposed the photograph film
on which the brain slice was laid, and show up primarily as the dark ar-
eas in the striatum (caudate-putamen), which mediate motor functions.
[Courtesy of Miles Herkenham, NIMH.]

such as neurotransmitters and cell growth regulators, can
act as antigens and induce production of specific antibod-
ies when injected into an appropriate animal.) Identical an-
tibodies produced in response to an antigen are called mon-
oclonal antibodies; however, most natural antigens have
multiple, rather than single determinants, thus the produc-
tion of several different antibodies is likely. A mixture of an-
tibodies that recognize different determinants on the same
antigen is called polyclonal. Once antibodies that recognize
discrete sites on a molecule of interest have been produced
and linked to a flourescent dye, thay can be injected into the
cells or tissues under study. Over the past decade, re-
searchers increasingly have used a combination of mono-
clonal and polyclonal antibodies for antibody staining, par-
ticularly in immunofluorescent microscopy (Figure 2-2).
Alternatively, radiolabeled monoclonal antibodies can
be used and the location of any antigen-antibody com-
plexes that form in a sample detected by autoradiography.
This approach has been used to localize the hormones epi-
nephrine and norepinephrine within certain cells of the
adrenal medulla, as described in Chapter 8 on glands.
Monoclonal antibodies can be used not only to track down
specific molecules within cells but also to purify them, as
described in a later section. Such purified molecules are suit-
able for detailed studies on their structure and function.
The crucial advance that made antibody staining fea-
sible was development of a method for producing large
amounts of monoclonal antibody. Isolation and purifica-
tion of a single type of monoclonal antibody from anti-
serum taken from animals exposed to the corresponding
antigen is not practical, because each type of antibody is
present only in very small amounts. Moreover, the B



18 PRINCIPLES OF PHYSIOLOGY

Figure 2-2 Both monoclonal and polyclonal antibodies are frequently
used in antibody staining. In this immunofluorescent micrograph of rat
spinal cord cultured 10 days, a mouse monoclonal antibody (green) and
arabbit polyclonal antibody (red) that is specific for a single protein, along
with a blue fluorescent dye that binds DNA directly, are used. Here we
see neurons (red), astrocytes (green), and DNA (blue). [Courtesy of Nancy
L. Kedersha/immuno Gen.]

lymphocytes (or B cells) that produce antibodies normally
die within a few days, and thus cannot be grown for ex-
tended periods in culture. In the mid-1970s, G. Kohler and
C. Milstein discovered that normal B cells could be fused
with cancerous lymphocytes, called myeloma cells, which
grow indefinitely in culture (i.e., they form an “immortal”
cell line). The resulting hybrid cells, termed hybridomas,
are spread out on a solid growth medium in a culture dish.
Each cell grows into a clone of identical cells, with each
clone secreting a single monoclonal antibody. Clones are
then screened to identify those that secrete the desired an-
tibody; these self-perpetuating cell lines can be maintained
in culture and used to obtain large quantities of homoge-
neous monoclonal antibody (Figure 2-3). Although indi-
vidual investigators can make and maintain their own hy-
bridoma cell lines, many now choose to have specific
monoclonal antibodies prepared by companies specializing
in their production. (The next time you are in your univer-
sity or college library, find the journal Science and take a
look at the classified ads in the back.) The development of
monoclonal antibody technology by Kohler and Milstein
so revolutionized molecular studies that they received the
Nobel Prize for their research.

Genetic Engineering

Genetic engineering encompasses various techniques for
manipulating the genetic material of an organism. This ap-
proach is increasingly used in both agriculture and medi-
cine, and it offers considerable promise for investigators in
animal physiology. These techniques make it possible to
produce large quantities of biologically important mole-

cules (e.g., hormones) normally present at very low con-

centrations, animals with mutations that affect specific
physiological processes, and animals that synthesize above-
or below-normal amounts of specific gene products.

Genetic engineering begins with identification of the
structural gene that codes for a specific protein within the
DNA isolated from an organism of interest. For example,
the gene that encodes human insulin can be identified in
DNA isolated from human cells. The section of DNA con-
taining the insulin gene of interest can be “clipped out” of
the original very long human DNA strands and then in-
serted into a cloning vector, which is a DNA element that
can replicate within appropriate host cells independently of
the host cells’ DNA. Insertion of a fragment of foreign
DNA (e.g., the human insulin gene) into a cloning vector
yields a recombinant DNA, which is any DNA molecule
containing DNA from two or more different sources.

Bacterial plasmids are a common type of cloning vec-
tor. These are extrachromosomal circular DNA molecules
that replicate themselves within bacterial cells. Under cer-
tain conditions a recombinant plasmid containing a gene of
interest is taken up by the common bacterium Escherichia
coli, a process called transformation (Figure 2-4). Nor-
mally, only a single plasmid molecule is taken up by any
one bacterial cell. Within a transformed cell, the incorpo-
rated plasmid can replicate, and as the cell divides a group
of identical cells, or clone, develops. Each cell in a clone
contains at least one plasmid with the gene of interest. This
general genetic engineering procedure, called DNA or gene
cloning, can be used to obtain a DNA “library” consisting
of multiple bacterial clones, each of which contains a spe-
cific gene from humans or other species. Several variations
of DNA cloning are used depending on the size and num-
ber of the genes in the organism being studied.

Clonal populations for medicine and research
Under appropriate environmental conditions, the recombi-
nant DNA in an “engineered” E. coli clone is transcribed
into messenger RNA, which is used to direct synthesis of
the encoded protein. Commercial companies, for example,
grow E. coli cells carrying recombinant DNA containing
the gene for human insulin or other hormones in huge vats;
after the bacterial cells are harvested, large quantities of the
human hormone can be isolated relatively easily. In the
past, hormones needed for treating humans with endocrine
disorders were extracted from the tissues of other mammals
such as cows and pigs. Because hormones are present in
quite low concentrations, this is a time-consuming and ex-
pensive process. Producing these hormones with genetically
engineered bacteria has proven to be far less expensive and
yields a purer product. Moreover, hormones isolated from
other mammalian species often induce an immune response
in humans, a complication not encountered with human
hormones obtained from engineered bacteria. ‘
Recombinant DNA technology is also a powerful tool in
basic research on human genetic disorders. By isolating and
studying genes associated with hereditary diseases, scientists
can determine the molecular basis of these diseases. This will.
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Figure 2-3 Hybridoma cell lines secrete
“pure” (homogeneous) monoclonal antibod-
ies. To prepare monoclonal antibodies, anti-
body-producing spleen cells first are fused
with myeloma cells originally derived from B
lymphocytes. The hybrid cells, or hybridomas,
that secrete antibody specific for the protein
of interest are separated out. They can be

Fuse in maintained in cell culture, where they secrete
polyethylene glycol ‘ large quantities of the specific antibody, or in-
jected into a host mouse, where they induce
the production of the antibody.
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certainly lead to better methods of controlling or even cur- normal gene product helped alleviate most of the symp-
ing them. Over the last several years numerous laboratories toms of cystic fibrosis in the treated patients.

worldwide have been engaged in a massive project to “map”
the locations of all human genes on the long strands of DNA

in human chromosomes and determine their nucleotide se- Considerable controversy has surrounded the use
quences. This Human Genome Project is providing invalu- . of genetic engineering in producing biochemical
able data for researchers studying genetic diseases. products, primarily because of fears that geneti-

DNA cloning and recombinant DNA technology also _ callymodified microorganisms might escape into
form the basis for gene therapy. In this approach to treat- ' the environment and produce unexpected effects
ing those with genetic disorders, the normal form of the . such as human or domestic crop diseases. How-
gene that is missing or defective is introduced into patients. . ever, many genetically engineered microorgan-
For example, persons with cystic fibrosis have a defective . isms are modified to make them unable to live
CFTR gene and thus cannot produce the normal protein ~ . outside of the chemical factory for which they
encoded by this gene. One result of this defect is production . were designed. Assuming you could modify any-
of a very thick mucus in the lungs’ airways, which leads to o thing about a bacterium’s physiology or bio-
potentially lethal breathing problems. Molecular biologists chemistry (e.g.; the temperature range it tolerates
have engineered common cold viruses with the normal ' or the chemicals it uses for metabolic substrates),
CFTR gene. When some cystic fibrosis patients were in- . howwould you go about ensuring that a geneti-
fected with an engineered cold virus, the viral particles car-  callyengineered bacterium could not flourish in

ried the normal human gene into the patients’ lung cells, the natural environment if it escaped?
where it became established. Subsequent synthesis of the
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Figure 2-4 DNA cloning is a way to isolate and maintain individual
genes. In the cloning procedure illustrated, a specific DNA fragment to
be cloned is inserted into a plasmid vector, which also contains a gene
conferring resistance to the antibiotic ampicillin. When the resulting re-
combinant plasmids are mixed with E. coli cells, a few cells take up a plas-
mid, which can replicate within the cells. If the cells are placed in media
containing ampicillin, only those that have taken up the vector will grow.
As each selected cell multiplies, it eventually forms a colony of cells
(clone} all containing the same recombinant plasmid.

“Made-to-order” mutants

As mentioned in Chapter 1, mutations are permanent
changes in the nucleotide sequence of DNA. Mutations,
which can occur spontaneously or be induced experimen-
tally, are duplicated and passed on to daughter cells at the
time of cell division. Mutant genes can tell us a great deal
about how physiological processes work. The specific dis-
ruption in a physiological process resulting from a single
mutant gene can pinpoint the functions controlled by par-
ticular genes, information that may not be revealed by con-
ventional physiological techniques.

For example, cardiovascular physiologists are produc-
ing and analyzing the effects of mutations in zebrafish to
understand heart development. In research described by
J-N. Chen and M. Fishman (1997), dozens of specific car-
diovascular mutations have been produced in zebrafish.
The process starts when adult zebrafish are exposed to
powerful mutagens—compounds that produce perma-
nent mutations in the germ cell line. Subsequent matings
of the F, and F, generations lead to embryos with large
numbers of mutations. Very rarely, an embryo will appear
with just one specific mutation in a structure or process of
interest. The Fishman group, for instance, has identified

mutations that cause a heart with abnormally thin ven-
tricular walls and another with a constriction of the arte-
rial outflow tract of the heart. Both of these conditions
mimic human disease states.

Mutations often produce abnormal effects only in the
homozygous state (i.e., when an individual receives a mu-
tated form of a gene from each parent). Even when a mu-
tation causes a lethal condition incompatible with long-
term survival, it can be “preserved” in the parents, who are
heterozygous for the mutation, carrying one normal and
one mutated form of the gene. Each time these parents
breed, some of the offspring will be homozygous and show
the abnormal effects. Thus, the heterozygous parents are
a “living gene library” of these mutations.

Transgenic animals

Transgenic animals are another type of genetically engi-
neered organism with the potential for making great con-
tributions to physiology. A transgenic animal is one whose
genetic constitution has been experimentally altered by the
addition or substitution of genes from other animals of
the same or other species. Transgenic animals (especially,
mice) are at the forefront of the menagerie of animal mod-
els that are helping researchers understand basic physio-
logical processes and the disease states that results from
their dysfunction.

Numerous techniques have been employed to produce
transgenic animals. In one method, “foreign” DNA con-
taining a gene of interest, called a sransgene, is injected into
a pronucleus of fertilized eggs (commonly from mice),
which then are implanted into pseudopregnant females. At
a relatively low frequency, the transgene is incorporated
into the chromosomal DNA of the developing embryos,
leading to offspring that carry the transgene in all their
germ-line cells and somatic cells (Figure 2-5). Mice ex-
pressing the transgene then are mated to produce a trans-
genic line. This approach is used to add functional genes,
either extra copies of a gene already present in the animal
or a gene not normally present, leading to overexpression
of the gene product. Subsequent analysis of the morphol-
ogy and physiology of the transgenic animals can provide
considerable insight into physiological processes that can-
not easily be investigated in other ways.

Transgenic animals characterized by underexpression
or complete lack of expression of a particular gene can be
equally informative. M. R. Capecchi (1994) has reviewed
a procedure for replacing a functional gene with a defective
one, thereby producing so-called knockout mice. These
mice cannot express the protein originally coded for by the
replaced gene and thus lack the functions mediated by the
missing protein. The molecular and genetic basis of physi-
ological processes can be determined by examining the ef-
fect of such functional ablation of genes. Knockout mice
are used extensively to unravel human physioclogical
processes, because human and mouse genes are greater
than 98% identical. To cite a couple of examples, re-
searchers are investigating the normal genes that regulate
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Figure 2-5 A transgenic animal is produced by adding or substituting
genes from another animal of the same or different species. To introduce
a transgene into mice, cloned "foreign” DNA is injected into fertilized
eggs, which then are implanted into a female. A proportion of the viable
offspring will retain the transgene, which can be maintained in the germ
line by selective breeding.

early heart development in the embryo and the oncogenes
responsible for some types of cancer in studies with knock-
out mice.

CELLULAR TECHNIQUES

Understanding cells and cellular behavior is a goal of many
experiments in physiology. With a knowledge of cellular
behavior and communication, we can begin to understand
how communities of cells function as tissues, and tissues as
organs. Physiological analysis at the cellular level has been
pursued most vigorously using several now-standard tech-
niques. In this section we discuss three very common and
productive cellular techniques: recording with microelec-
trodes, microscopy, and cell culture.

Uses of Microelectrodes and Micropipettes

Many experiments in cellular physiology make use of mi-
cropipettes or various types of microelectrodes. These tiny
glass “needles,” which can be inserted into tissues or even

individual cells, are used to measure various properties of
cells or inject materials into them. Although cellular phys-
iologists employ these devices in a variety of ways, the
technology used to make them is decades old. Essentially,
a region in the middle of a glass capillary tube is heated to
the point of melting. The ends of the tube are then pulled
apart, which draws the soft spot in the glass down to an
invisibly small diameter before it breaks and separates.
Two micropipettes, each with a drawn-down tip as small
as just a micron in diameter, are produced as a result.
When a micropipette is filled with an appropriate solu-
tion, it can function as a microelectrode. Typically, a mi-
cropipette (or microelectrode) is mounted in a microma-
nipulator, a mechanical device that holds the pipette
steady and allows its tip to be moved incrementally in
three different planes.

Measuring electrical properties

Since neurons communicate via electrical signals, micro-
electrodes can be used to “eavesdrop” on their communi-
cation by measuring the electrical signals across the cell
membrane and changes in these signals under different con-
ditions. The microelectrodes used to measure the electric
potential (voltage) across the cell membrane cause virtually
no flow of current from the cell into the electrode. Thus lit-
tle or no disruption of the nerve cell occurs even as its com-~
munication with neighboring cells is being detected.

A microelectrode for recording electrical signals from
neurons or muscle cells is made by filling a micropipette
with an ionic conducting solution (typically KCl) and con-
necting it to an appropriate amplifier. A second electrode
connected to the amplifier is placed in the fluid or organism
in the vicinity of the first electrode. When the tip of the first
electrode is pushed through the cell membrane into the cy-
toplasm, it completes an electric circuit whose properties
(voltage, current flow) can be measured. Since microelec-
trode recording techniques were introduced in the 1950s,
our understanding about the electrical activities within a
cell have increased dramatically.

One of the most revolutionary advances in microelec-
trode recording methodology is patch clamping. With this
technique, the behavior of a single protein molecule con-
stituting an ion channel can be recorded i situ (Latin for
“in its normal place”), as illustrated in Figure 2-6. This
method lies at the heart of the recent explosion of knowl-
edge about membranes, including their channels and how
they regulate the movement of materials across the mem-
brane (see Chapters 4-6).

Measuring ion and gas concentrations

Specially constructed microelectrodes can be used to probe
the intracellular concentration of common inorganic ions
including H*, Na*, K*, Cl~, Ca®*, and Mg?*. Because cells
use movements of ions across cell membranes to commu-
nicate and to do work, the magnitude, direction, and time
course of ion movements provide important information
about certain processes. Microelectrodes that measure the
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Figure 2-6 Patch-clamp recording permits determination of ion move-
ment across a small patch of membrane containing transmembrane ion
channels. (A) Diagram of patch clamp in place. When a fire-polished mi-
croelectrode is placed against the cell surface, a very high resistance seal
forms between the electrode tip and the membrane. This tight seal
allows direct measurement of the membrane features beneath the tip.
Typically, only a few transmembrane ion channels lie beneath the tip, al-
lowing the current flow through them to be measured directly. (B} Photo-
micrograph showing tip of a patch micropipette abutting the cell body
of a nerve cell. The tip has a diameter of about 0.5 um. [Part B from
Sakmann, 1992.]

partial pressure of gases (e.g., O, and CO, ) dissolved in a
fluid also are now available.

The tip of a microelectrode for measuring the concen-
tration of a particular ion (e.g., Na*) is plugged with an
ion-exchange resin that is permeable only to that ion. The
remainder of the electrode (the “barrel”) is filled with a
known concentration of the same ion. The electrical po-
tential measured by the microelectrode when no current
flows reflects the ratio of the ion concentrations on the two

sides of the ion-exchange barrier in the tip. Proton-selective
microelectrodes are particularly useful for measuring the
pH of blood and other body fluids.

Measuring intracellular and blood pressure
Microelectrodes are now being used to measure hydro-
static pressures within individual cells and microscopic
blood vessels—indeed, in any fluid-filled space into which
the tip of a microelectrode can be inserted. To understand
the principle of such micropressure systems, let’s consider
a small blood vessel. A microelectrode, filled with at least
2 0.5 M NaCl solution and mounted in a micromanipula-
tor, is inserted into the vessel of interest. The higher pres-
sure inside the vessel causes the interface between the
plasma and the solution filling the electrode to move into
the electrode. This results in increased resistance across the
electrode tip, because the resistance of plasma is higher
than that of the NaCl solution. The change in resistance is
measured and is proportional to the change in blood pres-
sure. A motor-driven pump associated with the micro-
pressure system produces a pressure in the microelectrode
that just offsets the pressure in the vessel. This opposing
pressure keeps the interface at a stationary position; there-
fore, it is called a servo-null system. The required offset-
ting pressure generated in the micropressure system is then
monitored with a conventional pressure transducer such
as would be used for measuring blood pressure in much
larger vessels.

Micropressure systems have greatly extended our
knowledge of the development of cardiovascular function
in developing embryos and larvae. These techniques have
also allowed direct cardiovascular measurements in adults
of very small animals like insects.

Microinjecting materials into cells

In addition to their use as microelectrodes, micropipettes
also can be used to inject substances into individual cells.
These substances may be active molecules that produce a
measurable change in cell or tissue function. For instance,
drugs that influence blood pressure and heart rate can be
injected into very small blood vessels (e.g., those lining the
shell of a bird egg) or into the microscopic heart of a frog
embryo.

Alternatively, the injected substance may be a dye used
to mark injected cells, helping to reveal cell processes or to
trace cells as they divide. A classic variation of this tech-
nique involves horseradish peroxidase, an enzyme derived
from the horseradish plant that forms a colored product
from specific colorless substrates. When this enzyme is in-
jected via a micropipette into the extensions (especially ax-
ons) of neurons, it is taken up and transported back to the
neuron’s cell body; subsequent injection of the substrate
generates a colored “trail” between the injection site and
cell body. By this technique, peripheral nerves can be traced
back to their origin in the central nervous system, a task
that would defy even the most skilled neuroanatomist us-
ing more traditional techniques.
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Structural Analysis of Cells

Cellular function is dependent on cellular structure, reaf-
firming the central theme discussed in Chapter 1 that strong
structure-function relationships govern animal physiology.
Physiologists commonly use structural analyses at the cel-
lular level to complement physiological measurements in
order to discover how animals function. Such analyses de-
pend on various types of microscopy, because animal cells
are typically about 10-30 um in diameter, which is well
below the smallest particle visible to the human eye.

Light microscopy

Light microscopy, as its name implies, uses the photons of
visible or near visible light to illuminate specially prepared
cells. Under optimal conditions, the resolution, or resolving
power, of light microscopes is a few microns; two objects
that are located closer to each other than a microscope’s
resolution will appear as one. As the resolution of micro-
scopes has been improved, our understanding of the struc-
ture of cells and their components has increased.

Since cells removed from a living animal rapidly die, tis-
sue must be prepared quickly to prevent degradation of cel-
lular constituents. Fixation is the addition of a specialized
chemical (e.g., formalin) that kills the cells and immobilizes

A
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on arm of microtome
; Metal or glass blade

Microtome arm Ribbon of thin
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Figure 2-7 Specimens are prepared for light microscopy by cutting them
into thin sections and staining. (A) Cells and tissue removed from living
organisms first are fixed to preserve their structure and then cut into thin
sections using a metal or glass knife. These sections are mounted on a
glass slide, where they can then be stained for subsequent viewing

their constituents, typically by cross-linking amino groups
of proteins with covalent bonds. The fixed cells then are
treated with dyes or other reagents that stain particular cel-
lular features, allowing visualization of the cells, which oth-
erwise are colorless and translucent.

Fixation and staining of large blocks of tissue is im-
practical and does not allow visualization of individual
cells. Typically, small blocks of tissue are cut into ultrathin
sections or slices just 1-10 um thick using a special knife
called a microtome. Because most tissue is fragile even
when fixed, it is embedded in some medium (e.g., wax,
plastic, gelatin) to support it while it is sectioned. Such me-
dia surround and infiltrate the tissue and then harden to
make sectioning possible. The tissue sections are then
placed on glass slides for staining and subsequent viewing
in a microscope (Figure 2-7A). In some instances, tissue em-
bedding compromises the structure of the cell or its con-
tents such that they can no longer be stained or labeled with
special compounds prior to viewing. An alternative method
is to freeze the tissue rather than embed it, allowing the ice
to provide support for the tissue as it is subsequently sec-
tioned. Once prepared, tissue is viewed with a compound
optical microscope, the simplest type of light microscope
(Figure 2-7B).
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Objective lenses
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lenses

Path of light

Base with
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through a.compound light microscope. (B) The compound optical mi-
croscope transmits light vertically up through a condenser lens, the spec-
imen on the slide, an objective lens, and finally the ocular lens in the eye-
piece, from which the specimen is viewed. [Adapted from Lodish et al.,
1995.]
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As improvements have been made in the available op-
tics, staining techniques also have improved. Many organic
dyes, originally developed for use in the textile industry,
were discovered through trial and error to selectively stain
particular cellular constituents. Some of these dyes stain ac-
cording to the charge, such as hematoxylin, which marks
negatively charged molecules like DNA, RNA, and acidic
proteins. However, the basis of the specificity of many dyes
is not known.

Staining with fluorescent-labeled reagents, rather than
traditional dyes, increases the sensitivity of visualization.
Fluorescent molecular labels absorb light of one wave-
length and emit it at another, longer wavelength. When a
specimen treated with a fluorescent reagent is viewed
through a fluorescence microscope, only those cells or cel-
lular constituents to which the label has bound are visual-
ized (Figure 2-8). Probably the most common and useful
type of fluorescence microscopy is immunofluorescence mi-
croscopy in which specimens are treated with fluorescent-
labeled monoclonal and polyclonal antibodies. A good ex-
ample of the images obtained with this technique is shown
in Figure 2-2.

Because immunofluorescence microscopy gives poor re-
sults with fixed thin sections, this technique usually is ap-
plied to whole cells. However, the images obtained by stan-
dard fluorescence microscopy of whole cells represent a
supposition of emitted light coming from labeled molecules
located at many depths in the cell. For this reason, the im-
ages often are blurred. The confocal scanning microscope
eliminates this problem, providing sharp images of fluores-
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Exciter %_4}— Objective
¢ filter lens
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Figure 2-8 A specimen stained with a fluorescent label is viewed through
a fluorescence microscope, which produces an image only of structures
that bind the label- The incident light source is passed through an exciter
filter that passes blue light (450—490 nm) to provide optimal illumination
for the specimen. The incident light is directed towards the specimen by
a beam-splitting mirror that reflects light below 510 nm downwards but
transmits light above 510 nm upwards. The fluorescent signals emitted
from the labeled specimen pass upward through a barrier filter that re-
moves unwanted fluorescent signals not corresponding to the wave-
lengths emitted by the label used to stain the specimen.

cent-labeled specimens without the need for thin section-
ing. In this microscope, the specimen is illuminated with ex-
citing light from a focused laser beam, which rapidly scans
different areas of the specimen in a single plane. The light
emitted from that plane is assembled by a computer into a
composite image. Repeated scanning of a specimen in dif-
ferent planes provides data with which the computer can
then create serial sections of the fluorescent images. Figure
2-9 compares the images obtained with conventional and
confocal fluorescence microscopes.

Visualization by other types of microscopy depends
on the specimen changing one or more properties of the
light passing through the tissue on the slide, rather than
on fixation and staining. Since these methods do not re-

—_
40 pm

Figure 2-9 Conventional and confocal microscopy provide different im-
ages of biological material. These photomicrographs are of a lysed mi-
totic fertilized egg from a sea urchin. A fluorescein-tagged antibody was
used to bind an antibody for tubulin, a major structural component of the
mitotic spindle. (A) Conventional fluorescence microscopy shows a
blurred image as a result of fluorescein molecule above and below the
plane of focus. (B} Confocal microscopy, which detects fluorescence only
from within the plane of focus, produces a much sharper image of the
same sea urchin egg. [From White et al., 1987.]
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quire staining, they can be used on living tissue, provided
it is thin enough to allow sufficient light to pass through.
Bright field microscopy (Figure 2-10A) reveals few details
compared to phase-contrast microscopy, in which the im-
age has varying degrees of brightness and directness due
to differential light refraction by different components of
the specimen (Figure 2-10B). In Nomarski microscopy,
also called differential-interference contrast microscopy,
an illuminating beam of plane polarized light is split into
closely parallel beams before it passes through the tissue
specimen and the exiting beams are reassembled into a
single image. Slight differences in the refractive index or
thickness of adjacent parts of the specimen are converted
into a bright image, if the beams are in phase when they
recombine, or a dark image, if they are out of phase. The
final image gives an illusion of depth to the specimen (Fig-
ure 2-10C). In dark-field microscopy, light is directed to-
wards the specimen from the side so the observer sees only
light scattered from cellular constituents. The image there-
fore appears as if the specimen has numerous sources of
light within it

In addition to direct viewing through the microscope,
images can be stored electronically after collection by digi-
tal or video cameras. With a digital camera, a color image
is collected in its entirety on a two-dimensional array of
photosensitive elements. Although digital cameras provide
a very high resolution, the required light intensity can be
high. Alternatively, a video camera, which has lower light
requirements, can be used to sample the image according to
a preset scanning pattern. Because of the high light sensi-
tivity of the video camera, it permits viewing of cells for
long periods without associated light damage. Such image
intensification is particularly important for viewing live
cells that contain fluorescent labels, which can be toxic to
cells at high light intensities.

A Bright field

B Phase contrast

Electron microscopy

For all imaging devices, the limit of resolution is directly re-
lated to the wavelength of the illuminating light. That is, the
shorter the wavelength of the illumination, the shorter the
minimal distance between two distinguishable objects (i.e.,
the greater the resolution). In electron microscopy, a high-
velocity electron beam, rather than visible light, is used for il-
lumination. Because the wavelength of electron beams is
much shorter than that of visible light, electron microscopes
have much better resolution. Indeed, modern transmission
electron microscopes typically have a resolution of 0.5 nm (5
angstroms, A), whereas light microscopes have a resolution
of no less than about 1000 nm (1 um). Because the effective
wavelength of an electron beam decreases as its velocity in-
creases, the limit of resolution of an electron microscope de-
pends on the voltage available to accelerate the illuminating
electrons.

The transmission electron microscope forms images by
sending electrons through a specimen and focusing the re-
sulting image on an electron-sensitive fluorescent screen or
photographic film (Figure 2-11). The electron beam is mod-
ified by magnets, which bring the electrons into alignment
and focuses them on the specimen, much like the condenser
lens in a compound light microscope. Image formation de-
pends on the differential scattering of electrons by different
regions of the specimen; scattered electrons cannot be fo-
cused by the objective lenses and thus do not impinge on
the viewing screen. Because the electron beam passes
through an unstained sample nearly uniformly, little differ-
entiation of its components is possible without staining.
The most common stains for electron microscopy are salts
of heavy metals (e.g., osmium, lead, or uranium), which in-
crease electron scattering. In photographs of an electron
microscope image, components stained with such electron-
dense materials appear dark.

¢ Nomarski

50 pm

Figure 2-10 Different light microscopic techniques give strikingly differ-
ent images. (A) Bright-field image of a cell, typical of that obtained with
an unstained specimen viewed through a compound light microscope,
exhibits little contrast and few details. (B) Phase-contrast image height-

-

50 pm 50 um

ens the visual contrast between different regions of the specimen.
{C) Nomarski (differential-interference contrast) microscopy provides the
sensation of depth to the image. [Courtesy of Matthew J. Footer]
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Figure 2-11 Electron microscopes share features such as lenses with
compound optical microscopes, but use an electron beam rather than a
light beam to illuminate the specimen. In a transmission electron micro-
scope, shown here, an image is formed by passing electrons through an
object and projecting them onto a fluorescent screen. In a scanning elec-
tron microscope, electrons reflected from the surface of a specimen
coated with a reflective metal film are collected by lenses and viewed on
a cathode ray tube.

Since air would deflect the focused electron beam aimed
at the sample, the specimen, must be held in a vacuum
during imaging. Specimens must be very well fixed to pre-
serve their biological structure during viewing in the electron
microscope. Glutaraldehyde is used to covalently cross-link
proteins and osmium tetroxide to stabilize lipid bilayers. Af-
ter fixing, the specimens are infiltrated with a plastic resin.
Thin sections cut from the resin block then are stained and
finally placed on a metal grid in the transmission electron mi-
croscope. Specimens must be sectioned into extremely thin
slices (50-100 nm thick) to allow penetration by the elec-
tron beam. Only diamond or glass knives are sharp enough
to cut tissue sections into such thin slices. Glass knives are
formed by breaking on the diagonal a 2.5-cm glass square
that is about S mm thick. Because glass is actually a slow-
moving liquid, the edge formed is only sharp enough to cut
tissue for a few hours before molecular flow of glass dulls the
edge. Although extremely expensive, diamond knives do not
suffer from this problem and thus are the preferred tool for
cutting thin sections. :

The exquisite detail available from the transmission
electron microscope can provide important insights into the
structure of biological tissue (Figure 2-12A). Unfortunately,
the size of the specimen that can be examined is very small,
because it must be thin sectioned. Consequently, it is diffi-
cult to develop an understanding of the three-dimensional
structure without the truly tedious procedure of recon-
structing an image from a series of individual sections. De-
velopment of various techniques for preparing specimens
for transmission electron microscopy have extended the
range of objects that can be visualized and the information
available from images.

The scanning electron microscope, like the transmis-
sion electron microscope, uses electrons rather than pho-
tons to form images of the specimen. However, the scan-
ning electron microscope collects electrons scattered from
the surface of a specially prepared specimen. This instru-
ment provides excellent three-dimensional images of the
surface of cells and tissues, but it cannot reveal features be-
neath the surface (Figure 2-12B). Before examination in a
scanning electron microscope, the specimen is coated in an
extraordinarily thin film of a heavy metal like platinum,
The tissue is then dissolved away with acid, leaving a metal
replica of the tissue’s surface, which is viewed in the micro-
scope. Scanning electron microscopes have a resolution of
about 10 nm, considerably less than the resolution of trans-
mission electron microscopes.

Cell Culture

The rearing of cells in vitro (Latin for “in glass”) in glass
or plastic containers is known as cell culture. This tech-
nique has revolutionized our ability to study cells and
the physiological processes they support at the tissue and
organ level. Historically, explants {(small pieces of tissue
removed from a donor animal) were kept alive and grown
in a flask filled with an appropriate mixture of nutrients
and other chemicals. Today, the most common procedure
is to break up (dissociate) small pieces of tissues and
then suspend the dissociated cells in a nourishing chemical
broth in which they grow and divide as separate entities.

Successfully growing cells iz vitro requires the right
culture medium, the liquid in which the cells are sus-
pended. Up until the early 1970s, cells from all animals
were routinely grown in liquid medium consisting largely
of either serum (a clear component of blood plasma) from
horses or fetal calves or of an unrefined chemical extract
made from ground-up chick embryos. However, these
media were poorly defined chemically, containing nu-
merous unidentified compounds. Moreover, it was diffi-
cult to predict whether cells from a particular source
would grow in one of these media, or what components
might be added if the first attempt was unsuccessful.
Growing cells in vitro was largely a matter of trial and er-
ror (and luck). Today, defined culture media manufac-
tured according to precise chemical formulas are avail-
able for research. However, the successful culture of many
cell types requires addition of a small trace (less than 5%)
of horse serum to such defined media. This observation
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Figure 2-12 Transmission electron microscopy provides a view of the in-
terior of biological tissue, while scanning electron microscopy empha-
sizes surface features. (A) Transmission electron micrograph of cilia in the
mouse oviduct. (B) Scanning electron micrograph of cilia in the mouse
oviduct. [Courtesy of E. R. Dirksen.]

suggests that some growth factor in blood is necessary
for the growth and division of animal cells in vitro
(Figure 2-13).

Even with the availability of defined culture media,
growing animal cells in vitro is a demanding technique.
Normal animal cells generally can grow only for a few
days in vitro, then stop multiplying and eventually die
out. A relatively homogeneous population of such cells is
referred to as a cell strain. Cultured cell strains are use-
ful for many kinds of experiments but their limited life
span makes them unsuitable for other studies. In addi-

tion, many types of animal cells have not yet been suc-
cessfully cultured. However, the list of cells that can be
cultured is constantly growing, the result of refinements
in media and culture techniques. For example, cell strains
derived from the following tissues and organs can be
grown in culture:

* Bone and connective tissue
¢ Skeletal, cardiac, and smooth muscle

¢ Epithelial tissue from liver, lung, breast, skin, bladder,
and kidney

¢ Some neural tissue

® Some endocrine glands (e.g., adrenal, pituitary, islets of
Langerhans in pancreas )

In contrast to normal animal cells, cancer cells com-
monly exhibit rapid, uncontrolled growth in the body and
are capable of indefinite growth in culture. Treatment of
some normal cultured cells with certain agents may cause
transformation, a process that makes them behave like can-
cer cells that have been isolated from tumors. Such trans-
formed cells also can be cultured indefinitely. Homoge-
neous populations of such “immortal” cells are termed cell
fines. Although normal cells differ from cancer cells and
transformed cells in many ways, cell culture of the latter has
permitted certain types of studies that are not feasible with
primary cell cultures of normal cells.

Cell culture has numerous potential uses in animal
physiology. New devices such as silicon wafer sensors for
measuring acidity and other variables have been combined
with cell culture techniques to provide important insights
into cellular and organismal physiology. For example, the
hormonal regulation of H* secretion from a variety of cells
grown in vitro can be studied by stimulating the cultured
cells with agonists and antagonists and measuring the
changes in the rate of medium acidification. This approach
has also been used to study tissues and organs with unusual
rates or properties of H* secretion, such as the swim blad-
der tissues of fishes.
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Figure 2-13 Cells grown in culture often require specific factors to stim-
ulate maximal rates of division and growth. In the culture indicated, max-
imal cell numbers are reached only in the presence of epidermal growth
factor (EGF). Addition of EGF (arrow) to a culture lacking this substance
results in immediate further growth of the cell colony. {Adapted from
Lodish etal., 1995,
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Smooth, skeletal, and cardiac muscle cells can all
be cultured in vitro. How would you determine if
an individual muscle cell that you were observ-

ing under a microscope asit lay in.a culture dish
- was still actually capable of contracting, orhad
_ lost its ability to contract as a consequence of

BIOCHEMICAL ANALYSIS

Most biochemical processes occur in aqueous solution and
require the exchange of gases. For this reason, physiolo-
gists often need to measure the chemical composition of
the fluid in various body compartments and/or the con-
centration of its constituents. For example, to assess
whether a crab can regulate its internal salt concentration
when swimming in dilute estuarine waters, a physiologist
would need to know the salt concentration in the water
surrounding the crab, in the crab’s hemolymph (blood),
and in the urine produced by the crab. With these data, the
ability of the crab to maintain homeostasis can be evalu-
ated. Biochemical analyses of biologically relevant fluids,
gases, and structures typically are based on some physical
or chemical attribute of the materials of interest (e.g., Na*
in the crab’s urine). The substantial increase in the sensi-
tivity and accuracy of such measurements in the recent
past has allowed physiologists to ask questions about sub-
tle physiological functions that previously could not even
be measured.

Both qualitative and quantitative analyses can be im-
portant for physiological studies. The objective of the first is
to determine the composition of some fluid or structure—
that is, the elements, ions, and compounds that compose it.
The objective of the second analytical approach is to measure
the concentration of particular substances in the fluid or
structure of interest. Many analytical instruments and tech-
niques provide both composition and concentration data.

Measuring Composition: What Is Present
Numerous time-honored and emerging methods are avail-
able for measuring chemical composition. Sometimes, an-
imal physiologists are interested only in knowing whether
a particular substance (e.g., ammonia or hemoglobin) is
present in a sample. At other times, they may want to iden-
tify all the different proteins or carbohydrates or other mo-
lecular species in a sample. In other words, the nature of the
problem being studied determines which compositional
data are relevant. Rarely is a biological sample subjected to
a full compositional analysis similar to that assigned in a
beginning chemistry laboratory course.

A wide variety of colorimetric assays have been devel-
oped for determining the presence or absence of specific
substances in a solution. These assays depend on the sub-
stance of interest undergoing a chemical reaction that
changes its ability to absorb visible light or ultraviolet (UV)

radiation at different wavelengths. As a result, the trans-
mission of light or UV radiation by the solution changes,
which can be detected by a spectrophotometer. Many bio-
chemical assays employ an enzyme that catalyzes a reaction
involving the substance of interest. For example, a common
assay for lactate (a product of the anaerobic metabolism of
glucose) makes use of an enzyme that converts lactate into
products with different UV absorption properties. To per-
form this assay, a solution suspected of containing lactate
is placed in a small reaction vial along with the enzyme and
other reaction components. After a short time, the vial is
placed in a spectrophotometer, and the UV transmission of
the solution is measured. The transmission of a control re-
action vial lacking the enzyme also is measured. A differ-
ence in UV transmission through the control and assay vial
indicates that lactate is present in the sample.

Chromatography is a widely used technique for sepa-
rating proteins, nucleic acids, sugars, and other molecules
present in a mixture. In its simplest form, paper chro-
matography, the components of the sample move at differ-
ent rates in chromatography paper, depending on their rel-
ative solubility in the solvent, as illustrated in Figure 2-14A.
In order to visualize the separated components, the chro-
matogram commonly is sprayed with a colorimetric
reagent that produces a visible color with the components
of interest. More complex mixtures can be separated by
column chromatograpby, in which the sample solution is
passed through a column packed with a porous matrix of
beads (Figure 2-14B). The different components of the sam-
ple pass through the column at varying rates, and the re-
sulting fractions are collected in series of tubes. Depending
on the nature of the sample, different assays are used to de-
termine the presence of the separate components in the
fractions collected.

Many different kinds of matrix are employed in col-
umn chromatography depending on the composition of the
solution being separated. For example, matrices are avail-
able that sort components according to their charge, size,
insolubility in water (hydrophobicity), or binding affinity
for the matrix. The last type of matrix is used in affinity
chromatography, in which the matrix beads are coated
with molecules (e.g., antibodies or receptors) that bind to
the component of interest. When a sample mixture is ap-
plied to the column, all the components except the one rec-
ognized by the affinity matrix pass through. This is a very
powerful technique for purifying proteins and other bio-
logical molecules present at very low concentrations.

Electrophoresis is a general technique for separating
molecules in a mixture based on their rate of movement in
an applied electric field. The net charge of a molecule, as
well as its size and shape, determines its rate of migration
during electrophoresis. Small molecules such as amino
acids and nucleotides are well separated by this technique,
but by far the most common use of electrophoresis is to
separate mixtures of proteins or nucleic acids. In this case,
the sample is placed at one end of an agarose or polyacryl-
amide gel, an inert matrix with fixed diameter pores that



impedes or allows migration of molecules when an electric
field is applied. Protein mixtures usually are exposed to
SDS, a negatively charged detergent, before and during
electrophoresis. The rate of migration of the resulting SDS-
coated proteins in the gel is proportional to their molecu-
lar weight; the lower the molecular weight of a protein,
the faster it moves through the gel (Figure 2-15). When a
protein-binding stain is applied to the gel, the separated
proteins are visualized as distinct bands.
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Figure 2-14 Chromatography is a powerful technique for separating the
components of a mixture in solution. (A) In paper chromatography, the
sample is applied to one end of a piece of chromatographic paper and
dried. The paper is then placed into a solution containing two or more
solvents, which flow upward through the paper via capillary action. Dif-
ferent components of the sample move at different rates in the paper be-
cause they have different relative solubilities in the solvent mixture. Af-
ter several hours, the paper is dried and stained to determine the location
and relative amounts of the separated components. (B} In column chro-
matography, the sample is applied to the top of a column that contains a
permeable matrix of beads through which a solvent flows. Then solvent
is pumped slowly through the column and is collected in separate tubes
(called fractions) as it emerges from the bottom. Components of the sam-
ple travel at different rates through the column and are thus sorted into
different fractions.
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Three slightly different, but basically similar, proce-
dures employing gel electrophoresis are used to separate
and detect specific DNA fragments, messenger RNAs
(mRNAs), or proteins. Each of these procedures involves
three steps (Figure 2-16):

1. Separation of the sample mixture by gel electrophoresis

2. Transfer of the separated bands to a nitrocellulose or
other type of polymer sheet, a process called blotting

3. Treatment of the sheet (or blot) with a “probe” that re-
acts specifically with the component of interest

The first of these procedures to be developed, named South-
ern blotting after its inventor Edward Southern, is used to
identify DNA fragments containing specific nucleotide se-
quences. Northern blotting is used to detect a particular
mRNA within a mixture of mRNAs. Specific proteins
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Figure 2-15 Gel electrophoresis separates the components of a mixture
based on their charge and their mass. Proteins commonly are separated
by SDS-polyacrylamide gel electrophoresis, as illustrated here. {A) SDS,
a negatively charged detergent, is added to the sample to coat the pro-
teins. (B) The sample then is placed in a well in the polyacrylamide gel
and an electric field is applied. Small proteins move more easily and faster
along the length of the gel than larger ones. (C) After a period of time,
the proteins in the mixture are separated into bands composed of
proteins of different sizes. These can be visualized by various protein-
staining reagents. [Adapted from Lodish et al., 1995.]
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Figure 2-16 Southern, Northern, and Western blotting are similar procedures for separating and identifying specific DNA fragments, mRNAs, and pro-
teins, respectively, within a mixture. in each method, the components of a sample first are separated by gel electrophoresis; the separate bands are trans-
ferred to a polymer sheet, which then is flooded with a radiolabeled reagent specific for the component of interest. The presence and in some cases

the quantity of the labeled component is determined by autoradiography. See Table 2-1 for details of each procedure.

within a complex mixture can be detected by Western blot-
ting, also known as immunoblotting. (As yet, there are no
Eastern, South-Western, etc., blots, but it is probably just a
matter of time.) Table 2-1 summarizes the unique features
of the three blotting procedures.

Many of the common methods of determining compo-
sition are applicable to solutions but not gases. The mass
spectrometer, however, can distinguish the different gases
composing a gaseous mixture based on their mass and
charge. Animal physiologists most often use this instrument
to determine the composition of respiratory gases while an
animal is resting or exercising in an experimental setting.
Figure 2-17 illustrates the basic design of a mass spectrom-
eter. The gas sample first is ionized by intense heating and
passage through an electron beam. The charged ions then
are focused and accelerated by an electric field into an an-
alyzer where the beam of ions is deflected by either an ap-
plied magnetic field or by passage through tuned rods emit-
ting specific radio frequencies that will deflect ions. The
lighter the ion mass and smaller its charge, the smaller will

TABLE 2-1
Electrophoretic blotting procedures

be the deflection of the ions from a standard path as they
head towards the analyzer. The degree of deflection is de-
tected by an array of detectors, which then allows deter-
mination of the presence and quantity of gases in the gas
sample introduced into the mass spectrometer.

The various techniques for measuring chemical com-
position described in this section are widely used by physi-
ologists, but many others also are employed in physiologi-
cal research. To learn about additional methods and further
details about those discussed here, you can refer to chem-
istry and biochemistry textbooks.

Measuring Concentration: How Much Is Present

Most instruments or analytical techniques used to deter-
mine the composition of a fluid or gas mixture also provide
data about the concentration of the components present.
For example, the degree of color change produced in a col-
orimetric assay depends on how much of the substance be-
ing measured is present in the sample. Likewise, the output
signal from a mass spectrometer depends not only on the

Molecules detected

Separation and detection procedure”

Southern blotting
: with restriction enzymes

Northern blotting

Messenger RNAs

Western blotting Proteins

DNA fragments produced by cleavage of DNA

Electrophorese mixture of dsDNA fragments on agarose
or polyacrylamide gel; denature separated fragments
into ssDNA and transfer bands to polymer sheet; use radio-
labeled ssDNA or RNA to label fragment of interest; detect
labeled band with autoradiography

Denature sample mixture; electrophorese on polyacrylamide
gel and transfer separated bands to polymer sheet; use radio-
labeled ssDNA to label mRNA of interest; detect labeled band
with autoradiography

Electrophorese sample mixture on SDS-polyacrylamide gel
and transfer separated bands to polymer sheet; use radio-
labeled monoclonal antibody to label protein of interest; de-
tect labeled band with autoradiography’

*dsDNA = double-stranded DNA,; ssDNA = single-stranded DNA.

TIf radiolabeled monoclonal antibody is not available, then the band containing the antibody-protein complexes can be detected by adding a secondary
antibody that binds to any monoclonal antibody. This secondary antibody is covalently linked to an enzyme, such as alkaline phosphatase, that catalyzes
a colorimetric reaction. When substrate is added, a colored product forms over the band with the protein of interest, generating a visible colored stain
in this region of the blot.
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Figure 2-17 The identity of gases in a mixture and their concentrations
can be determined by mass spectrometry. (A) The fixed-collector mass
spectrometer, which detects how much an ionized sample is deflected by
an imposed magnetic field, has four essential parts. First is a carefully con-
structed inlet device (1) through which the sample is delivered to the sys-
tem with a constant viscous flow. Second is an ionization chamber (2),
kept under vacuum and at high temperature { about 190°C), where the
sample passes through an electron beam and is accelerated via applica-
tion of an electric field. The gas molecules leave this chamber as nega-
tively charged ions. Third is an analyzer tube in which the accelerated
beam of ions are subjected to a magnetic field that causes the ions to

types of gases present in a mixture, but how much of each
is present. Thus the output signal produced by an analytical
instrument— be it a transmission spectrophotometer, den-
sitometer, or mass spectrometer —is directly related to the
concentration of the substance responsible for the signal.

Typically, the analytical technique being used to deter-
mine the concentration of a particular substance is carried
out on several samples of the substance at different known
concentrations; the output signals then are plotted against
the concentrations, yielding a standard curve. The actual
concentration of an experimental sample corresponding to
" the output signal it produces is determined by comparison
with this standard curve.

EXPERIMENTS WITH ISOLATED
ORGANS AND ORGAN SYSTEMS

All animals have several different major organ systems that
must be coordinated and controlled to help maintain
homeostasis. As we’ll examine in later chapters, the func-
tions of these organ systems are regulated primarily by
neural and/or hormonal inputs. To understand physiolog-
ical control mechanisms, the key controlling inputs and
their sources must be characterized. In many cases, this is

flow in a curved path (3). Finally, the ion beam is detected using an ion col-
lector situated at the end of the analyzer tube (4). The extent to which an
ion is bent in the applied magnetic field depends on the strength of the
field and the ion's mass, charge, and velocity. Only those ion species that
are bent so their paths parallel the sides of analyzer tube will reach the ion
collectors and be detected. (B) At a constant magnetic field, the specific
type of particles detected in the mass spectrometer is determined by the
strength of the ionization voltage, which can be varied. The lower the ion-
izing voltage, the heavier is the particle detected. [Adapted from Fes-
senden and Fessenden, 1982.]

difficult, if not impossible, to do by studying the intact
organs in situ; instead, experiments are conducted on iso-
lated organs removed from the animal by surgery and
maintained in an iz vitro artificial environment. Two ex-
amples will illustrate the power of this experimental
approach.

When the heart of almost all vertebrates, including
mammals, is isolated and placed in a bath of saline, it con-
tinues to beat and perform work by pumping saline or
other fluid supplied to it. The isolated vertebrate heart will
continue to beat in the absence of neural input if it is kept
at an appropriate temperature and is perfused with an oxy-
genated solution that has the correct ionic composition and
contains an energy source such as glucose. With the heart
isolated, physiologists can measure the effect of chemical
stimulation by drugs and hormones or electrical stimula-
tion of nerves within the heart on the heart rate, amplitude,
flow rate, and mechanical movements. Experiments per-
formed on isolated hearts have been fundamental in ad-
vancing our knowledge of the cardiovascular system.

A second example js the vertebrate pineal gland, a small
organ found at the top of the vertebrate brain. The pineal,
which plays a key role in regulating daily (circadian)
rhythms in physiological processes, is sensitive to light-
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related stimuli and releases various amounts of regulatory
chemicals into the bloodstream as a function of the time of
day. When the pineal gland is isolated and placed into an
appropriate culture system, it continues to exhibit a circa-
dian rhythm. Direct experimentation with this i vitro
preparation has provided answers to specific questions con-
cerning pineal gland regulation of physiological systems.

OBSERVING AND MEASURING
ANIMAL BEHAVIOR

Scientists studying animal physiology frequently supple-
ment their experiments with observations of animal be-
havior. Useful behavioral experiments are difficult to
perform, however, because the animals must be in an ap-
propriate physiological state (e.g., breeding, rearing young,
digesting a meal, to name a few). Further, the experiment
must exploit natural behavioral tendencies in the animal.
Despite these difficulties, experimental methods to control
and stimulate specific behavioral states can provide impor-
tant insights into physiological processes that are not al-
ways amenable to direct physiological investigation. The
prerequisite for such experimentation is a thorough knowl-
edge of the natural behavior of the animal in its habitat.

The Power of Behavioral Experiments

Research in the 1950s and 1960s on the retrieval behavior
of ground-nesting birds illustrates how behavioral studies
can contribute to physiological knowledge. K. Z. Lorenz
and N. Tinbergen discovered that geese not only recognized
their eggs and recovered them if they lay outside the nest,
but also would retrieve a wide variety of objects (e.g.,
grapefruits, light bulbs, baseballs) laying near their nest.
Tinbergen and his students subsequently conducted inge-
nious experiments with gulls in which they offered pairs of
objects to the birds and recorded which one was recovered
first. By exploiting the process of pairwise comparison, they
could define the properties that gulls use to choose what to
retrieve. Although the birds would retrieve many different
objects, these experiments showed that real eggs-are always
preferred over unnatural objects. The relative size, color,
and speckling of an egg were found to contribute indepen-
dently to the likelihood that an egg would be retrieved.
Taken together, these experiments revealed that for gulls,
eggs provide a powerful natural stimulus that induces spe-
cialized retrieval behavior. Armed with knowledge of the
exact properties of the stimuli causing this behavior, phys-
iologists have been better able to conduct physiological ex-
periments about the nature of vision in birds.

Behavioral experiments often analyze the total time the
animal under study spends performing each behavior and
the temporal sequence of behaviors. These data, in con-
junction with information about the behavior of other an-
imals and key environmental variables, frequently reveal
how closely behavior is related to the internal state of the
animal. The great majority of information about animal be-
havior collected in this way pertains to reproduction and

feeding, two of the most important behaviors engaged in by
any animal; both reproductive and feeding behaviors are
greatly affected by an animal’s physiological state. Careful
observations usually can reveal which behavioral patterns
of one individual influence another and may suggest why
this might be so. For example, in stickleback fish, the dis-
play of a red belly by a male signals to other male stickle-
backs that he is defending a nest and to females that he is
interested in spawning. Thus, the meaning of this signal de-
pends on the sex of the receiver. The red belly arises from
physiological processes triggered by the onset of the breed-
ing season. The coordination between behavior and phys-
iology in this species was investigated using behavioral
analysis to guide physiological investigation.

Methods in Behavioral Research

A variety of instruments are used to record and analyze the
physiological basis of specific behavioral acts. In some ex-
periments, high-speed video cameras are used in conjunc-
tion with electrophysiological detectors of neural or mus-
cular activity to capture simultaneously both the behavior
and its physiological underpinnings. Since behavioral acts
of interest are often rapid and fleeting, these events typically
are recorded at high speed and the video tape played back
at slow speed to aid analysis. The use of x-ray cameras al-
lows examination of the interaction of skeletal components
during specific behaviors (e.g., feeding, running on a tread-
mill). As in so many other aspects of physiology, the avail-
ability of inexpensive, fast computers with ever-increasing
data storage capabilities has revolutionized the acquisition
and analysis of data.

Figure 2-18 illustrates how many of the commonly
used techniques to study animal behavior and its underly-
ing physiological processes can be brought to bear on a sin-
gle behavior—the feeding strike of a venomous snake. To
discover how such a strike proceeds, the motion of the
body and jaws must be related to the forces exerted by con-
traction of the jaw muscles. The rapid strike is recorded in
two views, dorsal and lateral, using a video camera view-
ing the animal directly and via a mirror set at 45° above the
snake. Quantification of the position of the animal is pos-
sible because of a grid image in the background that is in-
cluded in the video images. The snake is placed on a plat-
form that records the force exerted along three orthogonal
axes. By measuring this set of external parameters, the in-
vestigator can record the forces associated with the snake’s
movement across the surface. The force exerted by the jaws
of the snake are recorded by a strain gauge mounted on the
head, and muscle activity is measured by electrodes into the
four lateral jaw muscles. All of the data are recorded on
both tape and in a computer using data-acquisition hard-
ware and software,

The values of the measured variables are typically dis-
played as a function of time and related to the behavioral
analysis recorded on videotape. Data from such an experi-
ment reveals how contraction of the muscles results in posi-
tioning of the fang and closing of the jaws around the prey.
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Figure 2-18 The feeding strike of a venomous snake can be analyzed
to determine the muscles used and the pattern in which they contract.
(A) To record electrical potentials from the jaw musculature, fine bipolar
wire electrodes are placed surgically into the four lateral jaw muscles in
a procedure that is performed under anesthesia. A strain gauge is also at-
tached to the top of the snake's head to measure the motion of underly-

These experimental measurements can be used to test hy-
potheses about which structures and muscles are involved
in a strike and how their temporal relationships change dur-
ing the behavior. The experiment also suggests how many
physiological systems contribute to production of a com-
plex behavioral act, A more complete functional analysis of
this prey-capture behavior and a greater understanding of
the performance of the animal is possible if other variables
are measured in repeat experiments performed under iden-
tical conditions. This experimental setup could be used to
measure differences in the strike behavior as a function of
the size and type of prey species. Such measurements also
can form the basis for formulation of hypotheses about the
neural control of muscle activity, visual feedback guiding the
behavior, and a host of other interesting topics.

]

Humans can be instructed to behave in certain
ways during physiological experiments (e.g;, to
breathe deeply, to run, or to flex muscles). Some
animals can be trained to perform as needed for
aparticular éxperiment (e:g., torun on a'tread-
mill), whereas others will only engage in the be-

“havior of interest at irregular intervals while the
investigator watches and waits to capture data
at hopefully the right moment. What are the rel
ative strengths and weaknesses of data from ex-
perirnents in which the subject is instructed to
perform, is trained to perform, or is simply al-
lowed to behave spontaneously?
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ing skull bones. {B) The snake is placed on a force-recording table and
videotaped as it strikes its prey. The leads from the electrodes and strain
gauge are connected to electronic amplifiers, which boost their low-
voltage signals. The amplified signals are displayed on an oscilloscope
and chart recorder and stored on a tape recorder and computer.

IMPORTANCE OF PHYSIOLOGICAL
STATE IN RESEARCH

Research studies at all physiological levels—molecular to
behavioral —must take into account the animal’s physio-
logical state at the time of experimentation (or tissue sam-
pling). Some physiological states are quite obvious to the
investigator, as when an animal is diving {breath holding),
actively moving, or hibernating. Other physiological states
may be far more subtle, but have just as great an influence
on physiological processes. Of course, the obvious or sub-
tle nature of a physiological state depends on the animal.
For instance, a mouse that is curled up with eyes closed and

“is showing relatively regular breathing with no locomotor

activity can probably be assumed to be asleep. But what
about a relatively sluggish species of fish that is motionless?
Is it asleep, or merely not showing locomotor activity?
Physiological state may be greatly influenced by environ-
mental variables such as the season and time of day. To il-
lustrate, stimulation of the vagus nerve causes a much
greater slowing of the heart in temperate frogs examined at
night in the spring than in frogs examined in the afternoon
in the autumn. Thus the outcome of an experiment can be
greatly influenced by the time of day and year when it is
performed experiments are carried out.

To characterize the physiological states of an animal,
one or more variables can be measured while the animal
is in different behavioral states and their values compared.
For example, blood pressure, pulse rate, and skeletal mus-
cle activity might all be measured simultaneously while
the animal is observed in several different states such as
sleeping, moving, digesting a meal, or hibernating. Such
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measurements usually do not allow identification of
cause-and-effect relationships among the measured vari-
ables. However, inferences can be drawn and testable hy-
potheses about the relationships among the measured
variables can be formulated based on such dara. Because
multiple physiological states can exist simultaneously
(e.g., sleeping in winter, breath holding during hiberna-
tion), experiments to determine physiological states are
often complex and time consuming. However, such ex-
periments, if carefully planned to reveal the influences of
physiological state on the basic physiological processes of
an animal, can greatly elevate our knowledge of physio-
logical systems.

A typical experiment, for example, might measure key
physiological variables during intermittent bouts of hiber-
nation of the ground squirrel. Comparison of body tem-
perature and metabolic rate recorded over time with ob-
served behavioral activity reveals that the increased activity
in the awake state is correlated with increased body tem-
perature and metabolic rate. These correlations suggest that
as the animal becomes active, key physiological systems
also become active at about the same time. Although it
makes intuitive sense that the animal will need more blood
circulating when it is physically active, it is not clear from
these data how that increase in blood flow is achieved or
how it is regulated. Does the physiological change precede
the behavioral activity or result from it?

Distinguishing among these and other possible expla-
nations requires experiments that focus on the causal rela-
tionships between specific behaviors and the physiological
systems that underlie changes in physiological state. Ob-
servations of correlations between physiology and behav-
ior such as those discussed here usually form the basis for
such subsequent experiments. Perhaps as important, they
can provide a way to characterize specific physiological
states. In a study designed to probe the causal relationship
between blood flow and heart rate during hibernation, for
example, variables such as body temperature or metabolic
rate could be used to assure that the animal was indeed hi-
bernating during the experimental tests.

SUMMARY

Physiological research should begin with a well-formed,
specific hypothesis related to a particular level of analysis
and capable of being tested experimentally. Testing of hy-
potheses is greatly facilitated by employing the August
Krogh principle, that is, choosing the optimally suited ani-
mal for carrying out those experiments needed to answer
particular questions. A key issue in designing physiological
experiments is the level at which each physiological prob-
lem studied will be analyzed. The choice of level determines
the methodology and experimental animal appropriate for
measuring the physiological variables of interest.
Techniques that detect or analyze events at the molecu-
lar level have greatly benefited animal physiology. Ra-
dioisotopes can be incorporated into physiologically im-

portant molecules or their precursors. After a radiolabeled
molecule is injected into the animal, its movements can be
determined by subsequently sampling tissue and measuring
the particles emitted by the radioisotope using either a
Geiger counter or scintillation counter. The presence and
location of radiolabeled molecules in thin tissue slices can
be detected by autoradiography. Monoclonal antibodies
covalently labeled with a fluorescent dye or radioisotope
are another powerful tool for tracing the movement of spe-
cific proteins within physiological systems. Because of their
great specificity, monoclonal antibodies permit detection of
a single protein (e.g., nerve growth factor or a neurotrans-
mitter) even when it is present at a very low concentration
in the cells or tissues under study.

Genetic engineering, which involves recombinant DNA
technology and gene cloning, is also revolutionizing animal
physiology. Genes cloned in easily grown bacterial cells can
be used to produce large quantities of the gene products
(e.g., human insulin and other hormones). Genetic engi-
neering techniques also allow production of transgenic an-
imals (commonly mice) that contain additional copies of a
gene of interest. In knockout mice, a normal gene is re-
placed with a mutant form of the same gene, so the animals
cannot produce a functional protein. Analysis of the effects
of either the addition or deletion of specific genes can pro-
vide insights into the mechanism and regulation of a phys-
iological process.

Microelectrodes and micropipettes have many uses in
cellular physiology. The most common use of microelec-
trodes is to record electrical signals from neurons or mus-
cle cells. The concentration of ions and some gases and the
fluid pressure within cells or blood vessels can be deter-
mined with specially constructed microelectrodes. Mi-
cropipettes are used to inject materials (e.g., dyes, radiola-
beled compounds) into individual cells or fluid-filled tissue
spaces.

Structural analysis of cells, and the physiological
processes that derive from these cells, depends heavily on
microscopy. Light microscopy uses photons of visible or
near visible light to illuminate specially prepared tissue
samples. Specimens are first fixed (preserved), embedded
in plastic or wax, and then cut into extremely thin slices
(sections) with a microtome. Finally, the sections are
treated with organic dyes or fluorescent-labeled antibodies
that differentially bind to and stain various cell compo-
nents. Once prepared, tissue is typically viewed with one
of a variety of light microscopes. The advent of electron
microscopes, which use electrons to form images, greatly
increased the resolution of microscopic analysis, permit-
ting visualization of intracellular structural details not ap-
parent with light microscopes. In transmission electron mi-
croscopes, a beam of electrons is directed straight through
ultrathin tissue slices stained with electron-dense heavy
metals. In scanning electron microscopes, electrons are re-
flected from the surface of the specimen, producing a
three-dimensional image of the surface features of cells and
other structures.
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Cell culture, the rearing of cells in vitro, allows the
propagation of relatively short-lived cell strains and “im-
mortal” cell lines, which can grow indefinitely. Cultured
cells, which usually are quite homogeneous, are very useful
in experiments designed to examine the functions, secre-
tions, responses, and other properties of particular cell
types. Such experiments depend on biochemical analysis to
determine the composition of sample mixtures derived
from cells as well as the concentration of the constituents
present. Among the most commonly used techniques in
biochemical analyses are colorimetric assays, transmission
spectrophotometry, paper and column chromatography,
electrophoresis, and mass spectrometry.

At an increasing level of organizational structure, main-
tenance of isolated organs or entire organ systems iz vitro
allows the function of intact tissues to be examined in an
artificial, controlled environment. Important variables such
as temperature, oxygen availability, and nutrient levels can
be controlled, mimicking homeostasis, or can be varied to
test particular hypotheses.

Animal physiologists frequently supplement their ex-
periments with observations of animal behavior. Experi-
mental methods to control and stimulate specific behaviors
can provide important insights into physiological processes
that are not always amenable to direct physiological inves-
tigation. Also, analysis of the total time spent performing
each behavior and the temporal sequence of behaviors in
conjunction with information about the behavior of other
animals and key environmental variables may reveal how
closely behavior is related to the internal physiological state
of the animal.

Finally, in all experimental approaches, from those con-
ducted at the simplest {molecular) level to those suitable at
most complex (behavioral) level, the animal’s physiological
state at the time of experimentation (or tissue sampling) is
an important consideration. Physiological state can depend
upon internally regulated factors (sleep, hibernation, activ-
ity, etc.) or environmental influences. To characterize the
physiological states of an animal, one or more variables can
be measured and the values of these key variables corre-
lated with different behavioral states.

REVIEW QUESTIONS

1. What is the difference between a scientific question, a
hypothesis, a theory, and a law?

2. An investigator carries out experiments on crickets,
bullfrogs, and rattlesnakes, but is testing a single hy-
pothesis related to a single physiological process. Ex-
plain how this investigator could be embracing the
August Krogh principle.

3. What are radioisotopes and monoclonal antibodies? What
common feature makes them of use to physiologists?

4. Whatis a clone, and how is it produced?

5. Ifaninteresting and useful mutation to a physiological
system is ultimately lethal before an animal reaches the
reproductive stage of its life cycle, how can it be per-
petuated in the laboratory to allow repeated experi-
ments for its long-term study?

6. Why would an air bubble within a microelectrode
used in recording nerve action potentials disrupt the
recording?

7. What are the major differences between light and elec-
tron microscopy? What are the advantages and disad-
vantages of each?

8. Describe the difference between an experiment done ix
vivo, in vitro, and in situ. What are the advantages and
disadvantages of each experimental approach?

9. How would you determine if the resting heart rate of
an animal was influenced by daily rhythms?
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. MOLECULES, ENERGY,
 AND BIOSYNTHESIS

he living organisms found on our planet form a vast

and varied array, ranging from viruses, bacteria,
and protozoa to flowering plants, invertebrates, and the
“higher” animals. In spite of this immense diversity, all
forms of life as we know it consist of the same chemical ele-
ments and share similar types of organic molecules. More-
over, all life processes take place in a milieu of water and de-
pend on the physicochemical properties of this extremely
abundant and very special solvent. That all living orga-
nisms share a common biochemistry is one of the powerful
evidences in support of their evolutionary kinship, the com-
mon thread that runs through all areas of biological study.

ORIGIN OF KEY BIOCHEMICAL
MOLECULES

Biologists generally agree that life arose through processes
of chance and natural selection under appropriate envi-
ronmental conditions on the primitive Earth. Experiments
first performed by Stanley Miller in 1953 show that certain
molecules essential for primitive life (e.g., amino acids,
peptides, nucleic acids) can be formed by the action of
lightning-like electric discharges on an experimental at-
mosphere of methane, ammonia, and water. This simple
atmosphere is believed to be similar in composition to that
of the primitive atmosphere of Earth about 4 billion years
ago. Earth’s early atmosphere was modified during subse-
quent eons by photosynthetic plants, which added the cur-
rently immense quantities of oxygen and which took up ni-
trogen compounds for incorporation into nitrogenous
biological compounds.

The experimental formation of simple organic mole-
cules under conditions similar to those that may have pre-
vailed in the primeval atmosphere suggests that such mol-
ecules may have accumulated in ancient shallow seas,
forming an “organic soup” in which life may then have
undergone its first evolutionary stages of organization. The
combination and recombination of these molecules even-
tually led to the most simple life forms capable of produc-
ing and arranging more complex molecules into informa-
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tional assemblages like nucleic acids and enzymes. Critical
in the process of producing primitive cell-like organisms
was the formation of small liquid droplets with mem-
branes around them. Lipid (fat) molecules will sponta-
neously form a double layered “molecular skin” around
microscopic fluid droplets. When these skins began to in-
corporate other materials (simple nucleotides, etc.), then
the first steps were under way for the formation of a true
cell membrane—thin structures that enclose the contents
of a cell, control movement of molecules between the cell
interior and the surrounding environment, and provide a
potential structure for organizing its contents. Many, many
such additional steps defined the path towards the current
vast array of species in the more than 35 phyla now found
on Earth.

This hypothetical scenario of the first stages towards
the evolution of life raises many questions. To what degree
did the origin of life depend on the “right” conditions?
Would life of another sort have appeared on Earth if the
chemical and physical environment had been quite differ-

_ent? What if there had been no carbon atom? As we will see

shortly, the occurrence of life as we know it (and can imag-
ine it) depends heavily on the chemical nature of the Earth’s
environment, Life would be either nonexistent or at least
vastly different if some of the fundamental properties of
matter of the early atmosphere had been different,

A controversy once raged between the vitalists, who be-
lieved life was based on special “vital” principles not found
in the inanimate world, and the mechanists, who main-
tained that life can ultimately be explained in physical and
chemical terms. Until the early part of the nineteenth cen-
tury, students of the natural world supposed that the chem-
ical composition of living matter differed fundamentally
from that of inanimate minerals. The vitalist view held that
“organic” substances can be produced only by living or-
ganisms, setting them apart in a mysterious way from the
inorganic world. This concept met its end in 1828, when
Friedrich Wohler reacted lead cyanate and ammonia, both
obtained from nonliving mineral sources, to synthesize the
simple organic molecule urea:
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His successful organic synthesis set the stage for modern
chemical and physical studies aimed at elucidating the
mechanisms of life processes. Modern biochemists can now
duplicate in vitro in isolated cell-free systems nearly every
synthetic and metabolic reaction normally performed by
living cells.

The biochemical and physiological processes of the liv-
ing organism ultimately depend on the physical and chem-
ical properties of the elements and compounds it contains.
At first glance, the properties of living systems seem far too
marvelous and complex to be explained by a mere mixture
of elements and compounds. Yet, living systems are not
simple chemical “soups”; rather, they are highly organized
structures composed of often very large and complex mol-
ecules called macromolecules. Macromolecules of many
kinds participate in the regulation and direction of chemi-
cal activities within living cells. Organelles such as the
plasma membrane, lysosomes, and mitochondria lend
structural organization to the cell, the basic unit of living
systems, by differentiating it from the surrounding envi-
ronment and internally separating it into compartments
and subcompartments. Organelles also hold molecules in
functionally important spatial relations to one another.
Cells are organized into tissues, tissues into organs, and
those into interacting systems. Thus, the organism consists
of an organizational hierarchy with each higher level
imparting further functional complexity to the whole
(see Figure 1-1). In this chapter, we begin with the most ba-
sic level —the chemical level —and learn how simple prin-

ciples of chemical reactions apply to the assembly of
macromolecules and more complex cellular organelles that
constitute the cell.

ATOMS, BONDS, AND MOLECULES

All matter is composed of chemical elements, which can be
arranged into the familiar periodic table of the naturally oc-
curring elements and dozens of artificially synthesized ele-
ments created fleetingly in the laboratory (Figure 3-1). Of
all the chemical elements, only a very small subset naturally
occurs in animal tissue. Table 3-1 compares the major com-
ponents of the Earth’s mineral crust and seawater with
those in the human body. About 99% of the human body
is made up of just four elements: hydrogen, oxygen, nitro-
gen, and carbon. This holds true for all organisms. Is the
preponderance of these elements in living systems simply
a matter of chance, or is there a mechanistic explanation for
their uniform prevalence in the great diversity of organisms
that have evolved over the past 3 billion years?

George Wald, a biologist who contributed much to our
understanding of the chemical basis of vision, suggested
that the biological predominance of hydrogen, oxygen, ni-
trogen, and carbon is not at all a matter of chance, but is
the inevitable result of certain fundamental atomic proper-
ties of these elements— properties that render them espe-
cially suited for the chemistry of life. We will review briefly
the factors that influence the chemical behavior of atoms,
and then return to consider Wald’s ideas.

Atomic structure is far more complex and subtle than
can be fully described here; for our purposes, we need con-
sider only some basic features that affect the formation of
chemical bonds between atoms and molecules. The basic
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Third 11 12 13 14 15 16 17 18
shell Na | Mg Al Si P S Cl Ar
Fourth 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36
sheli K Ca Sc Ti Vv Cr Mn Fe | Co Ni Cu Zn Ga | Ge | As Se Br Kr
Fifth 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54
shell Rb Sr Y Zr Nb [ Mo | Tc | Ru | Rh | Pd | Ag | Cd In Sn | Sb | Te | Xe
Sixth 55 56 57 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86
shell Cs | Ba La Hf Ta W Re | Os Ir Pt Au | Hg Tl Pb Bi Po At Rn
Seventh 87 88 89 | 104 | 105 | 106
shell Fr Ra Ac

58 59 60 61 62 63 64 65 66 67 68 69 70 71

Ce Pr Nd | Pm | Sm | Eu | Gd | Tb | Dy | Ho Er | Tm | Yb Lu

90 91 92 93 94 95 96 97 98 99 | 100 | 101 | 102 | 103

Th Pa U Np | Pu | Am | Cm | Bk Cf E3 | Fm | Md | No | Lw

Figure 3-1 In the periodic table of the elements, each row corresponds to a different electron orbital shell. The
elements in colored lettering are physiologically important in their ionic forms.



TABLE 3-1
Comparison of the chemical composition of the human body
with that of seawater and the Earth’s crust*

Human body Seawater Earth’s crust
H 63 H 66 O 47
O 255 O 33 Si 28
C 9.5 Cl 033 Al 79
N 14 Na 0.28 Fe 45
Ca 0.31 Mg 0.033 Ca 35
P 0.22 S 0.017 Na 25
Cl 0.03 Ca 0.006 K 25
006 K 0.006 Mg 22
S 0.05 C 0.0014 Ti 0.46
Na 0.03 Br 0.0005 H 0.22
Mg 001 c 0.19

All others  <0.01 All others  <0.1 All others  <0.1

*Values are percentages of total numbers of atoms. Because figures have
been rounded off, totals do not amount to 100.

Source: Biology: An Appreciation of Life, 1972.

chemical building blocks of all matter, the elements, are
comprised of still smaller particles, each of which has dis-
tinctive properties. Understanding the behavior of three of
these particles— protons, neutrons, and electrons—is im-
Number of electrons

in atom

1or2

3-10

11-18

Phosphorus
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portant to animal physiology because they dominate inter-
actions among elements central to organic life. Indeed, the
interactions amongst these three particles dictate the at-
traction among elements necessary for life itself.

Each atom consists of a dense nucleus of protons and
neutrons surrounded by a “cloud” of electrons equal in
number to the protons in the nucleus. The atomic particles
have the following charge and mass (in daltons, Da):

e Proton: +1;1.672Da
e Neutron: 0;1.674Da
o Electron: —1;0.001 Da

Since the negatively charged electrons are equal in number
to the positively charged protons, each atom in its elemen-
tal state carries no net electric charge. Although the mass of
an atom is determined largely by the number of protons
and neutrons in the nucleus, its chemical reactivity depends
on the surrounding electrons. The electrons do not occupy
fixed orbits, but their statistical distribution is such that
they occupy some positions with greater probabilities than
others. This distribution is quite systeratic, so that in an
atom with one or two electrons, the orbital paths are vir- -
tually confined to a single “shell” around the nucleus, as in
the hydrogen and helium atoms (Figure 3-2). In atoms with

Figure 3-2 The electrons surrounding the nucleus
of each atom are statistically distributed in orbital
shells. If the outer shell of an atom does not contain
the maximal number of electrons, the atom tends to
share electrons with other atoms, thereby forming
chemical bonds. In contrast, atoms in which the
outer shell is filled (e.g., helium) are chemically inert.
Chemical reactivity also is influenced by the size of
an atom. Other things being equal, a smaller atom
{e.g., fluorine) is more reactive and forms stronger,
more stable chemical bonds than does a larger
atom (e.g., chlorine).

Chlorine
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3 to 10 electrons (e.g., carbon, nitrogen, and oxygen), this
first shell is occupied by two electrons; the remaining elec-
trons occupy a second shell; which can contain up to eight
electrons, located farther from the nucleus. In atoms with
11 to 18 electrons (e.g., sodium, phosphorus, and chloride),
a third shell is formed, which also can accommodate up to
eight electrons. The fourth and fifth shells each can hold up
to 18 electrons (Figure 3-3).

When the outermost shell of an atom contains the max-
imal number of electrons possible in that shell —that is,
when it cannot accommodate additional electrons—the
atom is highly stable and resists reactions with other atoms.
This is true of all the noble gases, such as helium and neon,
which appear at the far right of the periodic table. Most
elements, however, have incomplete outer electron shells
and are therefore reactive with certain other atoms. Hy-
drogen, for example, has one rather than two electrons in
its only shell, and oxygen has only six, instead of eight, elec-
trons in its outer shell. Thus, the hydrogen atom and the
oxygen atom both have a tendency to share electrons so as
to fill their respective outer shells and bring them into more
stable configurations.

Although the number of electrons in the outer shell has
an important influence on the physical characteristics and
reactivity of an atom, other physical features are also im-
portant in determining its chemical properties. One of these
is the size (or weight) of the atom. The heavier an atom (i.e.,
the more protons and neutrons in its nucleus), the more
electrons surround the nucleus. As the number of electrons
exceeds ten and a third shell of electrons appears, the va-
lence electrons (i.e., those in the outermost shell) are cor-
respondingly more distant from the compact nucleus, and
hence less strongly attracted by it than the valence electrons
of atoms with only two shells. This is because the electro-
static interactions between the single charged electrons and
protons (monopoles) diminish with the square of the dis-
tance between them. Thus, chlorine, with seven electrons in

2’75 She\\
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Figure 3-3 Each orbital shell in atomic structure can accommodate a set
maximal number of negatively charged electrons, as shown here for the
first four orbital shells (numbered 1, 2, 3, and 4). Atoms with more elec-
trons than needed to fill, for example, shells 1 and 2, will form an addi-
tional shell or shells.

its third and outer shell, is less reactive than fluorine, which
has seven electrons in its second and outer shell (see Figure
3-2). Both atoms have a tendency to gain one electron to
complete the outermost shell, but this tendency is greater in
fluorine, since its outermost shell feels a stronger electro-
static pull from its nucleus than the larger chlorine atom.
As a result, with all other things being equal, 2 small atom
forms stronger and hence more stable bonds with other
atoms than does a large atom.

THE SPECIAL ROLES OF H, O, N,
AND C IN LIFE PROCESSES

Let’s return to Wald’s view that hydrogen (H), oxygen
(O), carbon (C), and nitrogen {N) dominate the composi-
tion of biological systems because they lend themselves es-
pecially well to the chemistry of living systems. Examina-
tion of the periodic table reveals that these four elements
have one or two electron shells. Of the other elements
with only one or two electron shells, helium and neon are
virtually inert, rare gases; boron and fluorine form rela-
tively rare salts; and the metals lithium and beryllium
form easily dissociated ionic bonds. In contrast, H, O, N,
and C will form strong covalent bonds by sharing one,
two, three, and four electrons, respectively, to complete
their outer electron shells.

Why are strong bonds important in living systems?
Without strong bonding, subtle changes in temperature,
pH, or other variables in the-environment surrounding a
molecule could cause it to break down or rearrange. Con-
sider, for example, the biological chaos that would result
if the chemical bonds in the hereditary material formed by
DNA were easily dissociated and subject to alterations (i.e.,
mutations). In fact, mutations are quite rare (less than one
per gene in every 10,000 replications) because the atoms
composing DNA are strongly bonded to each other in a
multitude of combinations. The short-term integrity of
each organism and each species depends upon the stable
bonds holding together the structures of DNA and other
macromolecules.

Of the four major biologically important elements,
three (O, N, C) are among the very few to form double or
triple bonds. These multiple bonds not only increase the
stability of molecules containing them, but also greatly in-
crease the variety of molecular configurations that can be
formed by reaction of these elements (Figure 3-4). For ex-
ample, oxygen can react with carbon to form carbon diox-
ide, CO,. Since the two double bonds connecting the O
atoms to the C atom satisfy the tendencies of these atoms
to react, the CO, molecule is relatively inert. Therefore,
CO, can diffuse readily from its source of production to be-
come available for recycling through the photosynthetic
process of green plants. Because the carbon atom has a
valence of four, it can form four single bonds, two double
bonds, and combinations of single with double or triple
bonds, endowing it with the ability to form a great diver-
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Figure 3-4 The ability of carbon, oxygen, and nitrogen to form double
bonds (in red), in addition to single bonds, greatly increases the
diversity of molecular structures including these elements. Glycerol is a
constituent of fats, and valine is one of the amino acids present in natural
proteins.

sity of atomic combinations with itself and other atoms, in-
cluding straight and branched chains, as well as ring struc-
tures (see Figure 3-4).

Silicon (Si), which is in the same column and just below
carbon in the periodic table, has some properties similar to
those of carbon. Unlike carbon, however, it is larger and
does not form double bonds. Therefore, it combines with
two atoms of oxygen by two single bonds only:

0—Si—0
Lo

Since the outer electron shells in all three atoms of silicon
dioxide (SiO,) are not filled, the SiO, molecule readily
bonds with others of its kind, forming the huge polymeric
molecules that make up silicate rocks and sand. Thus, it is
evident that silicon, even though it has some properties sim-
ilar to those of carbon, is far more suited for the formation
of stone than it is for large-scale participation in the orga-
nization of biological molecules.

Besides its important role in combining with hydrogen
to form water, oxygen acts as the final electron acceptor in
the sequence of oxidation reactions through which chemi-
cal energy is released by cell metabolism. This important
ability to oxidize (accept electrons from) other atoms and
molecules is due to the oxygen atom’s incomplete outer
electron shell and relatively low atomic weight.

In addition to the four major biological elements, nu-
merous other elements participate in cell chemistry, though
in lesser numbers (see Table 3-1). These include phospho-
rus (P) and sulfur (S), the ions of four metallic elements
(Na*,K*, Mg?*, and Ca?*), and the chloride ion (CI~). We
will return to these later. -
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WATER: THE UNIQUE SOLVENT

We live on the “water planet.” Because water is so com-
mon, it is often regarded with indifference, as some sort of
inert filler occupying space in living systems. The truth is
that water is directly and intimately involved in all details
of animal physiology. Water is a highly reactive substance,
quite different both physically and chemically from most
other liquids. Water possesses a number of unusual and
special properties of great importance to living systems. In-
deed, life as we know it would be impossible if water did
not have these properties. The first living systems presum-
ably arose in the aqueous environment of shallow seas. It
is therefore not surprising that the living organisms of the
present are intimately adapted at the molecular level to the

~ special properties of water. Today even terrestrial animals

consist of 75% or more of water. Much of their energy
expenditure and physiological effort is devoted to the con-
servation of body water and the regulation of the chemical
composition of the internal aqueous environment.

The special properties of water so important to life stem
directly from its molecular structure. Therefore, we should
begin with a brief consideration of the water molecule.

The Water Molecule

Water molecules are held together by polar covalent bonds
between one O and two H atoms. The polarity (i.e., uneven
charge distribution) of the covalent bonds results from the
strong tendency of the O atom to acquire electrons from
other atoms, such as H. This high electronegativity causes
the electrons of the two H atoms in the water molecule to
occupy positions statistically closer to the O atom than to
the parent H atoms. The O—H bond is therefore about
40% ionic in character, and the water molecule has the fol-
lowing partial charge distributions (8 represents the local
partial charge of each atom):

A4
O
25

The angle between the two O—H bonds in the water
molecule, rather than being 90° as predicted for purely co-
valent bonding, is found to be 104.5° (Figure 3-5). The in-
creased angle can be ascribed to the mutual repulsion of the
two positively charged H nuclei, which tends to force them
apart. In contrast, the S—H bonds in the hydride of sulfur,
H,S, are purely covalent; so there is no asymmetrical charge
distribution as in H,O. Thus, the bond angle in H,S is
closer to 90°. Because of the semipolar nature of O—H
bonds, H,O differs greatly, both chemically and physically,
from H,S and other related hydrides. Why is this?

The uneven distribution of electrons in the water
molecule causes it to act like a dipole. That is, it behaves
somewhat like a bar magnet, but instead of having two
opposite magnetic poles, it has two opposite electric poles,
positive and negative (see Figure 3-5). As a result, the
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Figure 3-5 In the water molecule, the electron density is greater around
the oxygen atom than around the hydrogen atoms, giving the O=—H
bond a semipolar character. The mutual repulsion between the resulting
partial positive charges on the hydrogen atoms causes the angle be-
tween the two O——H bonds to be greater than that characteristic of
purely covalent bonds. 8 and 8~ indicate a partial positive and negative
charge, respectively.

water molecule tends to align with an electrostatic field.
The dipole moment is the turning force exerted on the
molecule by an external field. The high dipole moment
of water (4.8 debyes) is the most important physical
feature of the molecule and accounts for many of its
special properties.

The most important chemical feature of water is
its ability to form hydrogen bonds between the nearly
electron-bare, positively charged protons (H atoms) of one
water molecule and the negatively charged electron-rich
oxygen atom of neighboring water molecules (Figure 3-6).
In each water molecule, four of the eight electrons in the
outer shell of the oxygen atom are covalently bonded with
the two hydrogen atoms. This leaves two pairs of electrons
free to interact electrostatically (i.e., to form hydrogen
bonds) with the electron-poor H atoms of neighboring wa-
ter molecules. Since the angle between the two covalent
bonds of water is about 105°, groups of hydrogen-bonded
water molecules form tetrahedral arrangements. This
arrangement is the basis for the crystalline structure of the
most common form of ice. ‘

Properties of Water

The hydrogen-bonded structure of water is highly labile
and transient, for the lifetime of a hydrogen bond in lig-
uid water is only about 1071 to 10~!! seconds. This
transience is due to the relatively weak nature of the
hydrogen bond. It takes only 4.5 X 10° calories (4.5 kcal)
of energy to break a mole of hydrogen bonds, whereas
110 kcal - mol~1 are required to break the covalent O—H
bonds within the water molecule. As a result of the weak-
ness of hydrogen bonds, no specific groups of H,O mole-
cules remain hydrogen bonded for more than a brief in-
stant. Statistically speaking, however, a constant fraction of
the population is joined together by hydrogen bonding at
all times at a given temperature.

Figure 3-6 Because of the semipolar nature of the O—H bonds in wa-
ter, adjacent water molecules form hydrogen bonds. These noncovalent
bonds (indicated by black dots) represent the electrostatic interaction be-
tween the partially positively charged hydrogens on one molecule and
electronegative oxygens in neighboring molecules.

In spite of the only modest strength of the hydrogen
bond, it increases the total energy (i.e., heat) required to
separate individual molecules from the rest of the popula-
tion. For this reason, the melting point, boiling point, and
heat of vaporization of water are much higher than those
of other common hydrides of elements related to O (e.g.,
NH,, HE, H,S). Of the common hydrides, only water has
a boiling point (100°C) far above temperatures common to
the surface of the Earth.

The statistical loose bonding between water molecules
also endows water with an unusually high surface tension
and cohesiveness, which has major implications for both
biochemical and biological events that occur, or depend
upon, air/water interfaces. Ice has an open crystalline lat-
tice, whereas liquid water has a much more random mole-
cular organization, giving it a more closely packed, dense
molecular organization. As a result, water is unusual in that
its solid form, ice, is less dense than its liquid form. If ice
were denser (heavier) than liquid water, it is widely agreed
that the oceans and lakes would have turned to solid ice,
except at the surface, as ice would have formed from the
bottom up. Clearly, this property of water has had a ma-
jor impact on life on Earth.

Water as a Solvent

The medieval alchemists, looking for the universal solvent,
were never able to find a more effective and “universal” sol-
vent than water. The solvent characteristics of water are



due largely to its high dielectric constant, a manifestation
of its electrostatic polarity. The dielectric constant is a mea-
sure of the effect that water or any polar dielectric sub-
stance has in diminishing the electrostatic force berween
two charges separated by water or another dielectric
medium.* This is illustrated especially well by the behavior
of ionic compounds, or electrolytes, which dissociate (ion-
ize) when placed in water, thereby increasing the conduc-
tivity of the solution. Common electrolytes include salts,
acids, and bases. In contrast, solutes that undergo no dis-
sociation, and therefore do not increase the conductivity of
a solution, are called nonelectrolytes. Common examples
of nonelectrolytes are the sugars, alcohols, and oils.
Figure 3-7A illustrates the arrangement of the ions Na™*
and Cl~ in a sodium chloride crystal. The highly structured
array is held together firmly by the electrostatic attraction
between the positively charged sodium ions and the nega-
tively charged chloride ions. A nonpolar liquid, such as
hexane, cannot dissolve the crystal, because no source of
energy exists in the nonpolar solvent to break an ion away
from the rest of the crystal. Water, however, can dissolve the
NaCl crystal, just as it can dissolve most other ionic com-
pounds. The dissolving power of water arises because the
dipolar water molecules can overcome the electrostatic in-
teractions between the individual ions (Figure 3-7B). Weak

electrostatic binding occurs between the partial negative

charge of the oxygen atoms and the positively charged
cations (Na* in this case). Such binding also occurs be-
tween the partial positive charge on the hydrogen atoms
and the negatively charged ions (Cl~ in this case). The clus-
tering of water molecules about individual ions and polar
molecules is called solvation, or hydration.

As water molecules surround ions, they orient them-
selves so that their positive poles face anions (negatively
charged ions) and their negative poles face cations (posi-
tively charged ions). This orientation further reduces the
electrostatic attraction between the dissolved cations and
anions of an ionic compound. In a sense, the H,O mole-
cules act as “insulators.” The first shell of water molecules
surrounding an ion attracts a second shell of less tightly
bound, oppositely oriented water molecules. The second
shell may even attract more water in a third shell. Thus, the
ion may carry a considerable quantity of water of hydra-
tion. The effective diameter of hydrated ions of a given
charge varies inversely with their diameter. For example,
the ionic radii of Na* and K* are 0.095 and 0.133 nm, re-
spectively, whereas their effective hydrated radii are 0.24
and 0.17 nm, respectively. The reason for this inverse rela-
tionship is that the electrostatic force between the nucleus

* The electrostatic force between-two charges separated by water or an-
other dielectric medium is given by Coulomb’s law:

_ 19
f= ed?

where fis the force (in dynes) between the two electrostatic charges g,
and g, (in electrostatic units), d is the distance (in centimeters) between
the charges, and e is the dielectric constant.
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Figure 3-7 Water disrupts the crystalline structure of salts by interacting
electrostatically with the ions composing the salt. (A) Representation of
the highly organized crystalline structure of sodium chloride showing the
relative ionic sizes of Na* and Cl-. (B) Hydration of sodium chloride. The
oxygen atoms of the water molecules are attracted to the cations, and
the hydrogen atoms are attracted to the anions.

of the ion and the dipolar water molecule decreases
markedly with distance between the water molecule and
the nucleus of the ion (Figure 3-8). Thus, the smaller ion
binds water more strongly and thereby carries a large num-
ber of water molecules with it.

Water also dissolves certain organic substances {e.g.,
alcohols and sugars) that do not dissociate into ions in
solution but do have polar properties. In contrast, water does
not dissolve or dissolve in compounds that are completely
nonpolar (e.g., fats and oils), for it cannot form hydrogen
bonds with such molecules. Water does, however, react par-
tially with amphipathic compounds, which have a polar
group and a nonpolar group. A good example is sodium
oleate, a common constituent of soap, which has a
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Figure 3-8 Interactions between ions and charged sites are influenced
by the distance separating them. The electrostatic force, f, between an
ion and a site of opposite charge varies inversely with the distance, d,
raised to some power, a, between them: f o 1/d?. (A) For a point charge,
or monopole, the exponent a equals 2.0, so that the force drops inversely

hydrophilic {(water-attracting) polar head and a hydropho-
bic (water-repelling) nonpolar tail (Figure 3-9A). If a mixture
of water and sodium oleate is shaken, the water will disperse
the latter into minute droplets. The sodium oleate molecules
in such a droplet, or micelle, are arranged with their hy-
drophobic, nonpolar tail groups huddled in the center and
their hydrophilic, polar head groups arranged around the
perimeter, facing outward, so as to interact with the water
(Figure 3-9B). The same behavior is exhibited by phospho-
lipid molecules, which also consist of hydrophobic and hy-
drophilic groups. The tendency of amphipathic molecules to
form micelles in water is important in the formation of bio-
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with the square of the distance. For a dipole such as the water molecule
the value of a can be as high as 4.0. (B) The drop in electrostatic force as
afunction of distance is illustrated for these two values of a. In the case of
water and a positive point charge, the actual value of a is closer to 3.0.

logical membranes in living cells. Micelle formation may
have provided the basis for the first cell-like organization of
a living system in the organic-rich shallow seas in which life
is believed to have undergone its first evolutionary stages.

PROPERTIES OF SOLUTIONS

As noted already, water plays a critical role in living systems.
Indeed, many of the physical and chemical processes of cells
occur in water solution. The fluids within the cells and tis-
sues of animals, as well as the aqueous environment in
which aquatic animals live, are critically influenced by the
solutes— particularly the electrolytes—that they contain.

Figure 3-9 Sodium oleate is an amphipathic lipid that forms circular
structures called micelles in a polar solvent, such as water. (A) Chemical
structure of sodium oleate with the polar (hydrophilic) head shown in red
and long nonpolar (hydrophobic) tail shown in black. (B} Diagram of a mi-
celle with amphipathic lipid molecules represented by conventional sym-
bols. The hydrophobic ends of the molecule tend to avoid contact with
the polar solvent by grouping at the center of the micelle.



Concentration, Colligative Properties, and Activity

Conventionally, the quantity of a pure substance is ex-
pressed in moles (abbreviated mol). A mole is Avogadro’s
number of molecules (6.022 X 10%) of an element or com-
pound; it is equivalent to the molecular weight expressed in
grams, Thus, 1 mol of 1>C consists of 12.00 g of the pure
nuclide 2C , or 6.022 X 10%® carbon atoms. Likewise,
there are 6.022 X 10% molecules in 2.00 g (1 mol) of H,,
in 28 g (1 mol) of N,, and in 32 g (1 mol) of O,.

For biological processes that involve molecules in solu-
tion, the amount of a solute in relation to the amount of
solvent—that is, the concentration—is the most relevant
measure of solute quantity. Sometimes physiologists ex-
press solute concentration in terms of molality () —the
number of moles of solute in 1000 g of solvent (not total
solution). For example, a one molal sucrose solution is pro-
duced by dissolving 1 mol (342.3 g) of sucrose in 1000 g of
water. Although 1 liter (L) of water equals 1000 g, the to-
tal volume of 1000 g of water plus 1 mol of solute will be
somewhat greater or less than 1 liter by some unpredictable
amount. Molality, therefore, is generally an inconvenient
way of stating concentration. A more useful measure of
concentration in physiology is molarity (M). A one molar
solution is one in which 1 mol of solute is dissolved in a to-
tal final volume of 1 liter; this is written as 1 mol/L,
1 mol-L~1, or 1 M. In the laboratory, a 1 M solution is
made by simply adding enough water to 1 mol of the solute
to bring the volume of the final solution'up to 1 liter. A mil-
limolar (mM) solution contains Y1000 mole per liter, and a
micromolar (uM) solution contains 10~ mole per liter. If
a solution contains equimolar concentrations of two
solutes, then the number of molecules of one solute equals
the number of molecules of the other solute per unit volume
of solution.

The colligative properties of a solution depend an
the number of solute particles in a given volume, irre-
spective of their chemical nature. These properties include
osmotic pressure, depression of the freezing point, eleva-
tion of the boiling point, and depression of the water va-
por pressure. All of these colligative properties are inti-
mately related to one another, and are all quantitatively
related to the number of solute particles dissolved in a
given volume of solvent. Thus, 1 mol of an ideal solute—
that is, one in which the particles neither dissociate nor as-
sociate—dissolved in 1000 g of water at standard pres-
sure (760 mm Hg) depresses the freezing point by 1.86°C,
elevates the boiling point by 0.54°C, and exhibits an os-
motic pressure of 22.4 atm at standard temperature (0°C)
when measured in an ideal apparatus. Measurement of
any of these colligative properties can be used to deter-
mine the sum of the concentrations of solutes in a solu-
tion. Concentrations determined in this way are expressed
in osmoles per liter, or the osmolarity (osM). In theory,
osmolarity and molarity are equivalent for solutions of
ideal nondissociating solutes exhibiting the same colliga-
tive properties.
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The theoretical equivalence of osmolarity and molarity,
however, does not hold for electrolyte solutions because of
ionic dissociation. This is true because a dissociating elec-
trolyte solution will contain more individual particles than
a nonelectrolyte solution of the same molarity. As an ex-
ample, a 10 mM NaCl solution contains nearly twice as
many particles as the same volume of a 10 mMM glucose
solution, because NaCl is a strongly dissociating electrolyte.
Thus the colligative properties, and hence the osmolarity,
of 2 10 mM NaCl solution will be nearly equivalent to
those of a 20 mM glucose solution.

Because of electrostatic interaction between the cations
and anions of a dissolved electrolyte, there is a statistical
probability that at any instant some cations will be associ-
ated with anions. For this reason, an electrolyte in solution
behaves as if it were not 100% dissociated. The effective free
concentration of an electrolyte, as indicated by its
colligative properties, is referred to as activity. The activ-
ity coefficient, v, of an electrolyte is defined as the ratio
of its activity, 4, to its molal (rot molar) concentration,
m (y = a/m). As we saw earlier, however, the electrostatic
force between ions decreases with the distance between them
(see Figure 3-8A). Thus as an electrolyte solution becomes
more dilute, the extent of dissociation increases. In other
words, an electrolyte’s activity and activity coefficient de-
pend on both its tendency to dissociate in solution and on its
total concentration. The lower the concentration, the higher
the activity coefficient. Table 3-2 lists the activity coefficients
of some common electrolytes. Those electrolytes that disso-
ciate to a large extent (i.e., have a large activity coefficient)
are called strong electrolytes (e.g., KCl, NaCl, HCl); those
that dissociate only slightly are called weak electrolytes (e.g.,
MgSO,). It should be noted that although the activity coef-
ficient is useful as an index of a solute’s tendency to dissoci-
ate and thus of its ability to impart colligative properties
upon a solution, the activity coefficient is not directly related
to the osmotic pressure or other colligative properties of that
solute. This value is given by the osmotic coefficient, which
must be determined empirically for each solution.

TABLE 3-2
Activity coefficients of representative electrolytes at various
molal concentrations*

Molal concentration

Electrolyte 001 005 0.10 1.00 2.00
KCl . 0899 0815 0764 0597 0569
NaCl 0903 0821 0778 065 0670
HCl 0904 0829 079 0810 1019
CaCl, 0732 0582 0528 0725 1555
H,50, 0617 0397 0313 1150  0.147
MgSO, 0150 0068 0049 - —

*Activity coefficients are given at various molal concentrations rather than
molar concentrations. At low concentrations, however, molality and mo-
larity are nearly identical. :

Source: West, 1964.
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lonization of Water

The bonding between molecules of water is very dynamic,
with covalent and hydrogen bonds alternating from
one instant to the next. Because of the ever-changing
nature of the bonding relations between adjacent water
molecules, there is a finite probability that a hydrogen
atom from one water molecule will become covalently
bonded to the oxygen atom of another molecule, form-
ing a hydronium ion, H;O". The water molecule that
loses a hydrogen atom is converted to a hydroxyl ion,
OH- (Figure 3-10A). The probability of H,O" and
OH" ions forming is actually quite small. At any given
time, a liter of pure water at 25°C contains only 1.0 X
107 mol of H;0* and an equal number of OH~ ions.
The positive charges on the hydrogen atoms of the hy-
dronium ion form hydrogen bonds with the electronega-
tive {oxygen) ends of surrounding nondissociated water
molecules, yielding a stable, hydrated hydronium ion
(Figure 3-10B).

The dissociation of water is conventionally written as

H,0 == H* + OH-

Nevertheless, bear in mind that the proton (H*) is not, in
fact, free in solution but becomes part of the hydronium
ion. A proton can, however, migrate to a surrounding H,0O
molecule, converting it briefly to a H;O ™ ion, which in turn
loses one of its protons to another water molecule
(Figure 3-11). A sequence of such migrations and displace-
ments can, in the fashion of falling dominoes, conduct over
relatively long distances, with any one proton traveling but
a short distance. There is some evidence that such proton
conduction may play an important role in some biochemi-
cal processes, such as photosynthesis and respiratory-chain
phosphorylation.
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Figure 3-10 The bonding between adjacent water molecules is highly
dynamic. (A) Resonance can cause separation of charges, producing hy-
dronium ions, H,O*, and hydroxyl ions, OH~. (B) In solution the hydro-
nium ion (color) is associated by hydrogen bonds (dotted lines) to three
water molecules.

|

(H
Y H
?/

H

Figure 3-11 Protons migrate between water molecules. In the process
of proton conduction, each water molecule exists briefly as a hydronium
ion (top) but soon donates one of its protons to a neighboring water mol-
ecule, thereby converting it into a hydronium ion. [Adapted from
Lehninger, 1975.]

Acids and Bases

Any substance that can donate a proton is called an acid,
and any substance that combines with a proton is called a
base. An acid-base reaction always involves such a conju-
gate acid-base pair— the proton donor and the proton ac-
ceptor (H,O* and OH in the case of water). Water is said
to be amphoteric, meaning it can act as either an acid or
base. Amino acids also have amphoteric properties. Com-
mon acids include hydrochloric acid, carbonic acid, am-
monium ion, and water:

HCl==H* + ClI-
H,CO, == H* + HCO,"
NH,* = H* + NH,

hydrochloric acid
carbonic acid
ammonium
water H,0==H* + OH~

Common bases include ammonia, sodium hydroxide,
phosphate ion, and water:

ammonia NH, + H* ==NH,*
NaOH + H* == Na* + H,0
phosphate ~ HPO,>” + H* == H,PO,"~

water H,0 + H* =—=H,0*

sodium hydroxide

The dissociation of water into H* and OH~ ions is an
equilibrium process that can be described by the law of
mass action. This law states that the rate of a chemical re-
action is proportional to the active masses of the reacting
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substances. For example, the equilibrium constant for the
reaction

H,0 =—=H* + OH"
is given by

n _
- HIOH] 1)

[H,0]
The concentration of water remains virtually unaltered
by its partial dissociation into H* and OH~, because the
concentration of each of the dissociated products is only
10~7M (107 mol - L), whereas the molar concentration
of water in a liter of pure water (equal to 1000 g) is
1000 g- L! divided by the gram molecular weight of wa-
ter (18 g-L™1), or 55.5 M (55.5 mol - L~). Equation 3-1
can thus be simplified to

55.5 K, = [H*][OH"]

Recall that a consequence of the law of mass action is the
reciprocal relation between the concentrations of two com-
pounds in an equilibrium system. This reciprocity is ap-
parent in the constant [H][OH"], which may be lumped
with the molarity of water (55.5) into a constant that will
be termed the ion product of water, K. At 25°C this has
avalueof 1 X 10~

K, = [H*][OH] = 104

TABLE 3-3
The pH scale
H*] [OH]
pH (mol-L7")  (mol-L-" Examples
0 10° 10~
1 107! 10-13 Human gastric
fluids
T Increasing 2 10-2 1012
acidiity 3 10-3 10-" Household vinegar
4 104 10-10
5 10-% 10-? Interior of
lysosomes
6 10-¢ 10-2 Cytoplasm of
working muscle
Neutrality 7 107 10-7 Pure water at 25°C
8 10-% 10-¢ Seawater
9 10-° 10-°
U Increasing 10 10-1 104 Alkaline lakes
akalinity 44 4o 10 Household
ammonia
12 1012 10-2 Saturated lime
solution
13 10-13 10!
14 101 10°
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This equation follows from the fact, noted above, that [H*]
and [OH ] each equal 10=7 mol - L1, If [H*] for some rea-
son increases, as when an acid substance is dissolved in wa-
ter, [OH~] will decrease so as to keep K, = 10, This re-
action is the basis for the pH scale, the standard for acidity
and basicity, measured as the concentration of H* (actually
H,0") and defined as

pH = —log, [H']

Note that the pH scale is logarithmic and typically
ranges from 1.0 M H* to 10~'* M H* (Table 3-3). Thus,
a 1073 M solution of a strong acid such as HCl, which
dissociates completely in water, has a pH of 3.0. A solu-
tion in which [H*] = [OH"] = 107 M has a pH of 7.0,
and so forth. A solution with a pH of 7 is said to be neu-
tral—that is, neither acidic nor basic. However, the ratio
of [H*] to [OH"] depends on temperature, so the true
“neutral pH” (called the pN) at which [H*] = [OH"]
actually rises above 7.0 at temperatures below 25°C
and falls below 7.0 at temperatures above 25°C. The pH
of a solution can be conveniently measured as the voltage
produced by H* diffusing through the proton-selective
glass envelope of an electrode immersed in the solution
(Figure 3-12).

/ pH meter

| — Silver-c}'\lorided
L1 wire

0.1 M HCI Proton-permeable glass

Figure 3-12 An electrode with a proton-selective tip is a convenient de-
vice for measuring the pH of solutions. The tip of a pH electrode contains
asolution of pH 7 (i.e., [H*] = 1077 M). When the tip is immersed in a so-
lution of different [H*], the potential difference set up across the enve-
lope of proton-selective glass is proportional to the log of the ratio of H*
concentrations on the two sides of the glass.
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The pN (pH at neutrality) rises as temperature
falls. Many animals that normally. experience
temperature fluctuations in their body fluids
have homeostatic mechanisms to maintain pH at
a constant fraction of a pH unit above neutral
pH, rather than at a set pH per se. Some types of

open heart surgery i humans require cooling
the body temperature by several degrees, which
changes the neutral pH of water-based fluids like
blood. Should the anesthesiologist maintain the
patient's blood pH at 7.4, the normal level for
humans, or allow blood pH to rise as body tem-
perature falls?

The Biological Importance of pH

The concentrations of H* and OH~ ions are important in
biological systems because protons freely move from H,0*
to associate with and thereby neutralize negatively charged
groups, and OH™ ions are available to neutralize positively
charged groups. This ability to neutralize is especially im-
portant in amino acids and proteins, which are amphoteric
molecules containing both carboxyl (i.e., -COOH) and
amino {i.e. -NH, ) groups.

In solution, amino acids normally exist in a dipolar
configuration called a zwitterion:

1\|IH2 ~ NH,*
R—(l:a—COOH R—(lja_C007
H H
Undissociated Zwitterion

Each amino acid and other amphoteric molecules has a
characteristic isoelectric point, which is the pH at which the
net charge of both the undissociated and zwitterion forms
is zero. If the pH of an amino acid solution is decreased, the
H* concentration of the solution increases. As a result, the
probability of a proton neutralizing a carboxyl group will
be greater than the probability of a hydroxyl ion removing
the extra proton from the amino group. A large proportion
of the amino acid molecules will then bear a net positive
charge:

Raising the pH will, of course, have the opposite effect,
with many of the amino acid molecules bearing a net neg-
ative charge.

NH;* NH,*
R—cla—coo- +HY == R——CIH—COOH
H H

The only amphoteric groups in some amino acids are
the ~COOH and ~NH, attached to the alpha-carbon atom
(C,); these groups enter into peptide bonds. Other amino

acids, however, have additional carboxyl or amino side
groups that can become acidic or basic. Dissociable side
groups in a macromolecule will determine to a large extent
the electrical properties of the molecule and will addition-
ally render it sensitive to the pH of its environment. This
sensitivity is most dramatically evident in the influence of
pH on the properties of an enzyme’s active site. Since the
binding of a substrate to the active site of an enzyme gen-
erally includes electrostatic interactions, the formation of
the enzyme-substrate complex is highly pH dependent. The
highest probability of binding occurs at a particular pH, the
optimal pH.

Henderson-Hasselbalch Equation

Some acids, such as HCl, dissociate completely, whereas
others, such as acetic acid, dissociate only partially. The
generalized chemical equation for the dissociation of an
acid can be written as

HA=—H" + A~

in which A~ is the anion of the acid HA. Accordingly, the
dissociation constant derived from the law of mass action
is given by

[HYI[AT]

K= "an

(3-2)

It is convenient to use the logarithmic transformation of K,
namely pK’, which is analogous to pH:

pK' = —log,, K’

Hence, if pK' = 11, then K’ = 10"\ A low pK' indicates
a strong acid; a high pK’ indicates a weak acid.

Acid-base problems can be simplified by rearranging
equation 3-2. Taking the log of both sides, we obtain

[A7]
4 = + -
log K’ = log[H*] + log (HA] (3-3)
Rearranging gives us
[AT]
- 1= — ' L2 -
log[H*] log K’ + log (HA] (3-4)

Substituting pH for —log[H*] and pK' for —log K', we
obtain

[A7]
(HA]

pH = pK’ + log (3-5)

In other words,

[proton. acceptor]
[proton donor]

pH = pK' + log



Equation 3-5 is the Henderson-Hasselbalch equation,
which permits the calculation of the pH of a conjugate
acid-base pair, given the pK’ and the molar ratio of the pair.
Conversely, it permits the calculation of the pK' , given the
pH of a solution of known molar ratio.

Buffer Systems

Changes in pH affect the ionization of basic and acidic
groups in enzymes and other biological molecules. Conse-
quently, the pH of intra- and extracellular fluids must be
held within the narrow limits in which enzyme systems
have evolved if these enzymes are to carry out their normal
functions. Deviations of one pH unit or more generally dis-
rupt the biochemistry of organisms. This sensitivity to the
pH of the aqueous intracellular environment exists in part
because reaction rates of different enzyme systems become
mismatched and uncoordinated. Maintaining the pH of
blood is a major goal of the body’s homeostatic mecha-
nisms, because large changes in blood pH can be rapidly
transmitted to other body fluids including intracellular
fluids.

The pH of body fluids is maintained within normal
ranges with the help of natural pH buffers. A buffered sys-
tem is one that tolerates the addition of relatively large
amounts of an acid or a base with little change in pH over
a certain pH range. A buffer must contain an acid (HA) to
neutralize added bases and a base (A~) to neutralize added
acids. (We have already seen that HA is an acid because it
acts as an H* donor and that A~ is a base because it acts
as an H acceptor.) The properties of buffered systems are
determined by adding small amounts of an acid or base,
and recording the pH after each addition. A plot of pH ver-
sus the amount of added acid or base is a tifration curve.
The greatest buffering capacity of a conjugate acid-base
pair occurs when [HA] and [A~] are both large and equal.
Referring to the Equation 3-5, we see that this situation ex-
ists when pH = pK’ (since log,, 1 = 0). This point corre-
sponds to that portion of a titration curve along which
there is the smallest change in pH (Figure 3-13).

The most effective buffer systems are combinations of
weak acids and their salts. Weak acids dissociate only
slightly, thus ensuring a large reservoir of HA. The salts of
weak acids dissociate completely, providing a large reser-
voir of A~. Added H* therefore combines with A~ to form
HA, and added OH~ combines with H* to form H,O. As
H* is thereby removed, it is replaced by dissociation of HA.
The most important inorganic buffer systems in the body
fluids are the bicarbonates and phosphates. Amino acids,
peptides, and proteins, because of their weak-acid side
groups, form an important class of organic buffers in the
cytoplasm and extracellular plasma.

Electric Current in Aqueous Solutions

Water conducts electric current, which is why we are fre-
quently cautioned against using electrical appliances in wet
conditions. Water’s conductivity, the rate of charge transfer
caused by the migration of ions under a given potential, is
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Figure 3-13 The greatest buffering capacity of a conjugate acid-base
system is obtained when pH = pK’. On the graph, this point corresponds
to the part of the curve with the shallowest slope (small pH changes with
large amounts of OH~ added).

far greater than that of oils or other nonpolar liquids. The
conductivity of water depends entirely on the presence of
charged atoms or molecules (ions) in solution. Electrons,
which carry electric current in metals and semiconductors,
play no direct role in the flow of electric current in aqueous
solutions. Because the concentrations of H and OH-, the
ions present in pure water, are quite low (1077 M at 25°C),
the electrical conductivity of pure water is relatively low,
though far higher than that of nonpolar liquids. The con-
ductivity of water is greatly enhanced by the addition of
electrolytes, which dissociate into cations (positive ions)
and anions (negative ions) in water (see Figure 3-7B). Thus,
seawater conducts electric current far more readily than
freshwater. Spotlight 3-1 reviews some common terms,
units, and conventions that apply to electrical properties.

The role of ions in conducting electric current in solu-
tion is illustrated in Figure 3-14. In this example, two elec-
trodes are immersed in a solution of KCl and connected by
wires to a source of electromotive force (emf), the two

Anode Cathode

Figure 3-14 In aqueous solution, electric current is carried by the move-
ment of the dissociated ions of electrolytes. Colored arrows indicate di-
rection of current flow. Open arrows indicate direction of ion flow.
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SPOTLIGHT 3-1

ELECTRICAL
TERMINOLOGY AND
CONVENTIONS

The main electrical properties and their units that you will en-
counter in this and later chapters are defined here. Common
symbols used to diagram electrical circuits are shown in the ac-
companying figure.

s Electric charge, g, is measured in units of coulombs (C). To
convert 1 g equivalent weight of a monovalent ion to its
elemental form (or vice versa) requires a charge of 96,500 C
(1 faraday, 1 F). Thus, in loose terms, a coulomb is equiva-
lent to 1/96,500 g equivalent of electrons. The charge on
one electron is —1.6 X 1079 C. If this value is multiplied by
Avogadro’s number, the total charge is one faraday (i.e.,
—96,487 C - mol™.

¢ Current, |, is the flow of charge, which is measured in
amperes (A). A current of 1 C-s7' equals 1 ampere. By
convention, the direction of current flow is the direction in
which a positive charge moves (i.e., from the anode to the
cathode).

* Voltage, Vor E, is the electromotive force (emf) or electric
potential expressed in volts. When the work required to
move 1 C of charge from one point to a point of higher po-
tential is 1 joule (J), or about 0.24 calories (cal), the potential
difference between these points is said to be 1 volt (V).

* Resistance, R, is the property that hinders the flow of current
measured in chms (). A resistance of 1 { allows exactly
1 A of current to flow when a potential drop of 1V exists
across the resistance. An ohm is equivalent to the resistance
of a column of mercury 1 mm?in cross-sectional area and
106.3cmlong. R = resistivity X length/cross-sectional area.

—ANW—s  —|— ~—+||||;~ —A\/ NV

* Resistivity, p, is the resistance of a conductor 1 cm in length
and 1 cm?in cross-sectional area.

e Conductance, g, is the reciprocal of resistance, g = 1/R. The
unit is the siemens (S) (formerly the mho).

e Conductivity is the reciprocal of resistivity.

Ohm's law states that current is proportional to voltage and
inversely proportional to resistance:

v
I=? or =[XR

Thus, a potential of 1V across a resistance of 1 Q will resultin a
current of 1 A. Conversely, a current of 1 A flowing through a re-
sistance of 1 Q) produces a potential difference across that resis-
tance of 1V,

Capacitance, C, is the property of a nonconductor to store
electric charge. A capacitor (or conductor) consists of two plates
separated by an insulator. If a battery is connected in parallel with
the two plates, charges will move up to one plate and away from
the other until the potential difference between the plates is
equal to the emf of the battery, or until the insulation breaks
down. No charges move "bodily” across the insulation between
the plates in an ideal capacitor, but charges of one sign accu-
mulating on one plate electrostatically repel similar charges on
the opposite plate. The capacity, or charge-storing ability, of a
capacitor is given in farads (F). If a potential of 1V is applied
across a capacitor and 1 C of positive charge is thereby accu-
mulated by one plate and lost by the other plate, the capacitor
is said to have a capacity of 1 F:

_ 9 _ 1 coulomb (C) _
C.— VS T Tvon ) W) 1 farad (F)

—

Resistance Capacitance Battery Variable
resistance
Symbols
: J:— — r—@—d ‘—D—‘
Ground Switch Meter ) Amplifier

........................................

terminals marked + and —. The emf causes a current (i.e.,
a unidirectional displacement of positive electric charge) to
flow through the electrolyte solution from one electrode to
the other, What does this electric current consist of? In the
wire, it consists of the displacement of electrons from the
outer shell of one metal atom to another, then to another,
and so on. In the KCl solution, electric charge is carried pri-

marily by K* and Cl-; because the concentrations OH™,
H,0%, and H* are so low, their contribution to the current
will be ignored. When a potential difference (voltage) is ap-
plied to an electrolyte solution, the cations migrate toward
the cathode (electrode with the negative potential) and the
anions migrate toward the anode (electrode with positive
potential).

-



The rate at which each species of ion migrates in solu-
tion is termed its electrical mobility. This mobility is deter-
mined by the ion’s hydrated mass and the amount of charge
(monovalent, divalent, or trivalent) that it bears. The mo-
bility of H* is considerably higher than the mobilities of
other common ions. The movement of ions that constitutes
an ionic current is crudely analogous to a wave of falling
dominoes, in which each domino (ion) is displaced just
enough to cause a displacement of the next domino. In-
stead of interacting mechanically, like falling dominoes,
ions influence each other through electrostatic interactions,
with like charges repelling each other.

The current in a solution is said by convention to flow
in the direction of cation migration. Anions flow in the
opposite direction. The rate at which positive charges are
displaced past a given point in the solution, plus the rate
at which negative charges are displaced in the opposite di-
rection, determines the intensity of the electric current,
that is, the number of unit charges flowing past a point in
1 second. Thus electric current is analogous to the volume
of water that flows in a second past a point in a pipe
(Figure 3-15).

An electric current always meets some electrical resis-
tance to its flow, just as water meets a mechanical resistance
owing to such factors as friction during its flow through a
pipe. In order for the charges to flow through an electrical
resistance, there must be an electrostatic force acting on the
charges. This force (analogous to hydrostatic pressure in a
water-filled pipe) is the difference in electric pressure, or po-
tential, V, between the two ends of the resistive pathway
(see Figure 3-15A). A difference in potential, or voltage,
exists between separated negative (—) and positive (+)
charges. This potential difference, or emf, is related to the
current, I, and resistance, R, as described by Ohm’s law (see
Spotlight 3-1). To force a given current through a path-
way of twice the resistance requires twice the voltage
(Figure 3-16A). Similarly, the current will be reduced to half
its value if the resistance it encounters is doubled while the
voltage is kept constant (Figure 3-16B).

Three major factors determine the resistance to current
flow in a solution: ' '

1. The availability of charge carriers in the solution (i.e.,
the ion concentration): The more dilute an electrolyte
solution, the higher its resistance, and thus the lower
its conductivity (Spotlight 3-1). This makes sense, since
fewer ions are available to carry current,

2. The cross-sectional area of the solution in a plane per-
pendicular to the direction of current flow: The smaller
this cross-sectional area, the higher the resistance en-
countered by the current. This, again, is analogous to
the effect of the cross-sectional area of a pipe carrying
water. '

3. The distance traversed in solution by the current: The
total resistance encountered by a current passing
through an electrolyte solution is directly proportional
to the distance the current traverses.
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Figure 3-15 The flow of electrons in a wire (A) can be compared to the
flow of water in a pipe (B). An electric current always meets some resis-
tance, analogous to a constriction in a water pipe.

The ions carrying current are distributed evenly through-
out a solution. Yet current flowing between two electrodes
does arche out in curved paths rather than flowing in a di-
rect pathway (Figure 3-17). This behavior brings far more
ions into play than are present in a direct path between the
electrodes, thus providing a lower effective resistance to the
flow of electric current (point 1, above}, even though the
curved pathway is longer.

The importance of electrical phenomena in animal
physiology will become abundantly apparent in later chap-
ters, especially those dealing with the nervous system. Fa-
miliarity with basic concepts of electricity is also useful for
an appreciation of laboratory instruments.

Binding of lons to Macromolecules

Ions free in solution inside or outside living cells interact
electrostatically with one another and with a variety of ion-
ized or partially ionized portions of molecules, especially
proteins. The ion-binding sites of macromolecules carry
electric charges, and their interactions with free inorganic
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Figure 3-16 Ohm's law describes the relationship between electric cur-
rent, | (number of charges moving past a point per unit time), potential
difference, V, and resistance, R. (A) The current intensity, indicated
by readings on the ammeter, remains unchanged if both voltage and
resistance are doubled. (B) Current drops by half if resistance alone is
doubled.

Anode Cathode

Figure 3-17 Current flow through a volume of electrolyte solution
spreads so as to decrease current density.

ions are based on the same principles that determine ion ex-
change at sites on such nonbiological materials as soil par-
ticles, glass, and certain plastics. Interactions between fixed
ion-binding sites and various ions are highly important in
certain physiological mechanisms, such as enzyme activa-
tion and the selectivity of membrane channels and carriers
for particular ions.

The energetic basis for interaction between an ion and
an ion-binding site is the electrostatic attraction between
the two and is identical in principle to the interactions that
occur between anions and cations in free solution. Thus, a
site with a negative charge or a partial negative charge (re-
call the partial charge on the oxygen atom of the water
molecule) attracts cations; a site with a positive charge at-
tracts anions. Two or more species of cations in solution
will compete with each other to bind electrostatically to an

anionic (i.e., electronegative) site. The negatively charged
site will show an order of binding preference among cation
species, ranging from those that bind most strongly to those
that bind least strongly. This order of preference is called
the affinity sequence, or selectivity sequence, of the site.

Cation-binding sites on organic molecules are generally
oxygen atoms in such groups as silicates (—SiO~), carbonyls
(R-C=0), carboxylates (R-COO~), and ethers
(R,—O-R,). As was noted earlier, the oxygen atom is
strongly electron hungry, and draws electrons from sur-
rounding atoms in the molecule. The oxygen atoms in such
neutral groups as the carbonyls or ethers can be treated as
having a partial negative charge due to the statistically
higher number of electrons around them (Figure 3-18).
Since the group itself is neutral, there must also, of course,
be partial positive charges on the other atoms. When sili-
cate and carboxylate groups are ionized, their oxygen
atoms carry a full negative charge.

The energetics of electrostatic interaction of a site with
an ion are expressed in terms of potential energy —namely,
the energy, U, of bringing together two charges, g% and g~
in a vacuum from a separation of infinity to the new dis-
tance of separation d:*

.
d (g q")

=T (3-6)

The exponent a equals 1 in the case of two monopoles each
carrying a full charge (i.e., a monovalent anion and a
monovalent cation). For a dipolar molecule such as water,
in which there are centers of both negative and positive
charge (but no net charge), the energy of interaction falls off

o+ e o—

Carbonyl — C=0

Carboxyl G

Ether —— R—0—R

Figure 3-18 Many biological molecules contain groups that exhibit a
partial charge separation. Most common are oxygen-containing groups
in which the highly electronegative oxygen atom draws electrons from
neighboring atoms. The electron-cloud distributions of several molecu-
lar side groups are indicated by shading. Although not present in animals,
silicate is a major component of the skeleton of diatoms.

* Equation 3-6 should not be confused with Coulomb’s law, which is given
in the footnote on page 43. : "
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more rapidly with distance (i.e., 2 in Equation 3-6 is greater
than 1). This plays an important role in the electrostatic
tug-of-war experienced by an ion dissolved in water at-
tracted to a site of opposite charge.

In an aqueous environment (i.e., in a solution as op-
posed to a vacuum), the coulombic relation (Equation 3-6)
between the atomic radius of a cation and its affinity for a
given fixed electronegative site is modified by the electro-
static interaction of the cation with dipolar water mole-
cules. The cation is attracted to both the electron-rich oxy-
gen atom of the fixed monopolar site and the electron-rich
oxygen atom of the dipolar water molecule. Thus water
and the site engage in competition for binding of the cation.
The more successfully the site competes with water for a
given ionic species, the greater the “selectivity” of the site
for that ionic species (Figure 3-19). The selectivity sequence
of a site for a group of different ions will be determined by
the field strength and the polar/multipolar distribution of
electrons near the site. In addition, the nucleus of a small
atom can more closely approach another atom than can the
nucleus of a large atom. Thus, swall monovalent cations
will interact more strongly with a particular electronegative
site than will large monovalent cations because they carry
the same unit charge but have a smaller distance of closest
approach.

In addition to the principles of electrostatic interaction
briefly described here, there are steric constraints on the
binding of ions with some sites. If, for example, a site is sit-
uated so that an interacting ion must squeeze into a narrow
depression or hollow in or between molecules, the hydrated
size of the ion will then also have an effect on the total en-
ergy required to reach and interact with the site.

Interaction
with water

Interaction
with water

Figure3-19 The ability of a fixed anionic site to compete with water mol-
ecules for a cation depends on the ion-attracting strength of the site as
well as the size of the cation, because smaller cations allow a smaller dis-
tance of closest approach. (A) The force of attraction of a small monova-
lent cation to a strong anionic point site is greater than its attraction to
water (and vice versa for a large monovalent cation). (B) The force of at-
traction of a small monovalent cation to a weak point site is less than its
attraction to water (and vice versa for a large monovalent cation).
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Having discussed some of the basics of the interactions
of atoms, elements, and molecules, let us now turn our
attention to those molecules of specific importance to
organisms.

BIOLOGICAL MOLECULES

Even a “simple” unicellular organism has an almost inde-
scribably complex molecular makeup. This complexity is
further compounded by the fact that no two animal species
have the same molecular composition. In fact, the molecu-
lar composition of no individual of a species is identical to
that of any other in the same species except in those repro-
duced by cellular fission (e.g., the two daughter cells of an
amoeba or monozygotous mammalian twins). Such bio-
chemical diversity is a major factor in evolution, for it pro-
vides an enormous number of variables in a population of
organisms and acts as the raw material, so to speak, on
which natural selection operates. This diversity is in part
made possible by the great potential for structural variabil-
ity exhibited by the carbon atom, with its ability to form
four highly stable bonds. In fact, carbon is the “backbone”
molecule for the four major classes of organic compounds
found in living organisms: lipids, carbohydrates, proteins,
and nucleic acids. We will review the chemical structures of
these four classes of substances and consider some proper-
ties important to their roles in physiology. More specialized
texts on biochemistry should be consulted for further de-
tails (see Suggested Readings).

Lipids

Lipids comprise a diverse group of water-insoluble biolog-
ical molecules with relatively simple chemical structures.
The various lipids have a variety of functions. For example,
fats serve as energy stores, while phospholipids and sterols
are major components of membranes (see Chapter 4).

Fats are composed of triglyceride molecules, each of
which consists of a glycerol molecule connected through es-
ter bonds with three fatty acid chains. When triglycerides
are hydrolyzed (i.e., digested) by the insertion of H" and
OH- into the ester bonds, they break down into glycerol
and three fatty acid molecules (Figure 3-20). The three fatty
acids in a triglyceride may or may not be the same, but they
all contain an even number of carbon atoms. If all the car-
bon atoms in a fatty acid chain are linked by single bonds
(i.e., each carbon except the carboxyl carbon bears two hy-
drogens), the fatty acid is said to be saturated. If the fatty
acid chain contains one or more double bonds between car-
bon atoms, the fatty acid is said to be unsaturated. The de-
gree of saturation and the length of the fatty acids (i.e.,
number of carbon atoms) composing a fat determine its
physical properties.

Fats containing unsaturated fatty acids generally have
low melting points and form oils or soft fats at room tem-
perature, whereas fats containing saturated fatty acids form
solids at room temperatures (Table 3-4). That is why the
process of hydrogenation (saturating the fatty acid chains



Figure 3-20 Fats are composed of triglyceride mole-
cules, which are hydrolyzed to glycerol and fatty acids.
This reaction is catalyzed by the enzyme lipase. R rep-
resents a fatty acid radical. The fatty acid groups in a
particular triglyceride may be the same or different.

Glycerol

a Triglyceride

with hydrogens and thereby breaking the double bonds)
converts vegetable oil into Crisco, for example. In addition,
if the number of double bonds is constant, the shorter the
chain length of a fatty acid, the lower its melting point, as
illustrated by the saturated fatty acids in Table 3-4. Satu-
rated fatty acids are more readily converted by metabolic
processes into sterols such as cholesterol. Because excess
cholesterol appears to be a risk factor for cardiovascular
disease in humans, many dietary guidelines recommend
limiting consumption of saturated fats. Cholesterol, how-
ever, is a component of biological membranes and also is
the precursor for synthesis of the steroid hormones (see
Figure 9-23).

Triglycerides typically accumulate in the fat vacuoles of
specialized adipose cells in vertebrates. Because of their low
solubility in water, these energy-rich molecules can be
stored in large concentrations in the body without requir-
ing large quantities of water as a solvent. Triglyceride en-
ergy stores are also rendered highly compact by the rela-
tively high proportions of hydrogen and carbon and low
proportions of oxygen in the molecule. Thus, 1 g of triglyc-
eride will yield about two times as much energy upon oxi-
dation as 1 g of carbohydrate (Table 3-5).

In phospholipids one of the outer fatty acid chains of
a triglyceride is replaced with a phosphate-containing
group (see Figure 4-3). Thus the phospholipids are amphi-
pathic molecules, with a hydrophilic portion (the phos-
phate-containing group) and a hydrophobic portion (the
fatty acid chains), which is soluble in lipids (or lipophilic).

TABLE 3-4
Melting points of various fatty acids
No. of No. of Melting
carbon double point
Fatty acids atoms bonds °C)
Saturated
Lauric acid 1 0 44
Palmitic acid 16 0 63
Arachidic acid 20 0 75
Lignoceric acid 24 0 84
Unsaturated
Oleic acid ' 18 1 13
Linoleic acid 18 2 =5
Arachidonic acid 20 4 =50

Fatty acids

This property allows phospholipid molecules in biological
membranes to form a transition layer between an aqueous
phase and a lipid phase. As discussed in the next chapter,
biological membranes consist largely of two phospholipid
layers, with the nonpolar “tails” of each layer oriented in-
ward toward each other and all the polar “heads” oriented
toward the aqueous phases (see Figure 4-6).

Other types of lipids found in membranes are glyco-
lipids, which contain one or more sugar groups, and sphin-
golipids, which contain a long-chain amino alcohol called
sphingosine. Sphingolipids are present in particularly high
concentrations in brain and nerve tissue. Waxes constitute
another group of lipid; they form an important water-
proofing layer in certain insects (see Chapter 14).

Carbohydrates

Carbohydrates are polyhydroxyl aldehydes and ketones
with the general chemical formula of (CH,0),,. The sim-
plest carbohydrates are the monosaccharide sugars, the
most common of which contain six carbons (hexoses) or
five carbons (pentoses). Monosaccharides typically exist
as ring structures containing four or five carbon atoms
and one oxygen, with the remaining carbon(s) outside the
ring (Figure 3-21A). Green plants manufacture the hexose
glucose from H,O and CO, by the process of photosyn-
thesis. All the energy trapped by photosynthesis and trans-
mitted as chemical energy to the living world (i.e., all plant
and animal tissues) is channeled through such six-carbon
sugars as glucose. As noted later in this next chapter, the
complete or partial degradation of glucose to H,O and
CO, during cellular respiration releases the chemical en-
ergy that was stored in its molecular structure during pho-
tosynthesis. The two most important pentose sugars are
ribose and 2-deoxyribose (see Figure 3-21A). These pen-
toses, which occur in the backbones of all nucleic acid mol-
ecules, are essential for replication of DNA and synthesis of
proteins.

TABLE 3-5
The energy content of the three major categories of foodstuffs

Energy content

Substrate tkecal - g™")
Carbohydrates 40
Proteins ' 45

Fats 95
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A Monosaccharide sugars
CH,OH

H OH

OH OH OH H

Glucose Ribose 2-Deoxyribose

B Disaccharide sugars
CH,OH

Sucrose

Lactose

Figure 3-21 The simple sugars are monosaccharides and disaccharides.
(A) Glucose, the most prevalent hexose in cells, is degraded to provide
energy. The hydroxyl groups in red can form a covalent bond with an-
other sugar molecule, forming a disaccharide. Two pentoses, ribose and
2-deoxyribose, are constituents of nucleic acids. (B) Disaccharides are
formed by condensation of two monosaccharide units. Sucrose and lac-
tose both contain one glucose unit (shaded) plus a second monosac-
charide. The glycosidic bond {red) linking two monosaccharide units can
have two different orientations, designated e and 8.

Cells contain enzymes that can convert glucose to other
monosaccharides or link two monosaccharide molecules
to form a disaccharide sugar such as sucrose or lactose
(Figure 3-21B). Cells also can synthesize various carbohy-

CH,OH

drate polymers containing large numbers of monosaccha-
ride units. Two branched polymers of D-glucose —starch in
plant cells and glycogen in animal cells—are the primary
forms for storing carbohydrate (Figure 3-22). Like fats,
these high-molecular-weight carbohydrate polymers re-
quire a minimum of water as a solvent and constitute a con-
centrated form of food reserve in the cell. In vertebrates,
glycogen is found in the form of minute intracellular gran-
ules, primarily in liver and muscle cells.

Carbohydrate polymers also form structural sub-
stances. The main structural substance in plants, for exam-
ple, is cellulose—an unbranched polymer of D-glucose.
Chitin, which is a major constituent of the exoskeletons of
insects and crustaceans, is a cellulose-like polymer of
N-acetyl glucosamine, an amino derivative of D-glucose
(Figure 3-23). Both the plant polymer cellulose and chitin
are flexible, elastic, and insoluble in water.

Proteins

Proteins are the most complex and the most abundant or-
ganic molecules in the living cell, making up more than half
the mass of a cell as measured by dry weight. Although the
basic structure of all proteins is similar, a vast array of dif-
ferent proteins with diverse functions is found in biological
systems. Table 3-6 lists the major functional types of pro-
teins with several examples of each type. Enzymes consti-
tute the largest functional group of proteins, with more
than 1000 already identified and many unknown ones pre-
sumably to be discovered.

Primary structure

Proteins are composed of linear chains of amino acids,
which are amphoteric molecules containing at least one
carboxyl group and one amino group. The 20 common
amino acids that make up proteins are all alpha-amino
acids, in which the amino group is bonded to the alpha-
carbon (C_) atom, that is, the carbon atom adjacent to the
carboxyl group. Amino acids differ from one another in the
structure of their side groups, generically referred to as R

CH,OH

O

0, 0,
o}
(1 — 6) branch point

CH,OH CH,OH

CH,OH

o

H,

1 — 4) chain

| CH,OH
0 0 0 0, 0
o 0 o o 0
( )

Figure 3-22 Glycogen, a large glucose polymer, is the primary carbo-
hydrate storage form in animal cells. A glycogen molecule is a long chain
of glucose residues, in which carbons 1 and 4 in adjacent molecules are

linked, with branches extending from carbon 6 every eight to ten glucose
residues. Only a small portion of a glycogen molecule is depicted.



groups (Figure 3-24A). The protein-synthesizing machin-
ery of cells joins amino acid molecules via covalent peptide
bonds, forming long polypeptide chains. Adjacent C_
atoms in a polypeptide chain are separated by a planar
amide group (Figure 3-24B). The specific linear sequence of
amino acid residues of a polypeptide is termed its primary
structure. Since the amino acid residues of a polypeptide
chain differ only in their side groups, these groups are like
letters in the protein alphabet, defining the primary struc-
ture of a protein (Table 3-7). A protein molecule may con-
sist of one, two, or several polypeptide chains, either cova-
lently linked or held together by weaker bonding.

The amino acid sequence of a polypeptide (i.e., its pri-
mary structure) is encoded in an organism’s genetic mate-

TABLE 3-6

CH,OH Figure 3-23 Chitin, a structural carbohydrate
0 polymer, consists of N-acetyl glucosamine
0 units joined by 1 —— 4 glycosidic bonds. In

OH ™,

N-acetyl glucosamine, an acetamide group
(color shading) replaces the hydroxyl group on
carbon 2 of glucose.

rial. Indeed, all the hereditary information carried in the
genetic material is translated initially into protein mole-
cules: the amino acid sequence laid down during protein
synthesis is the expression of this information and is the
primary determinant of the properties of any protein mol-
ecule. Since there are about 20 different amino acid build-
ing blocks, an impressive variety of different amino acid
sequences is possible. Suppose, for example, that we were
to construct a polypeptide molecule consisting of one of
each of those 20 building blocks. How many different lin-
ear arrangements could we make without ever repeating
the same sequence of amino acids? This is determined by
multiplying 20 X 19 X 18 X 17 X 16 X . . . X 2 X 1
(i.e., 20!), or 108, But this startlingly large figure, which

Classification of proteins and peptides according to biological function

Type/examples Occurrence or function

Type/examples Occurrence or function

Enzymes

Cytochrome ¢ Transfers electrons

Protective proteins in
vertebrate blood

Ribonuclease Hydrolyzes RNA

Trypsin Hydrolyzes some peptides
Regulatory proteins

Calmodulin Intracellular calcium-binding

Tropomyosin

Troponin C

Storage proteins
Casein
Ferritin
Myoglobin

Ovalbumin
Transport proteins
Hemocyanin

Hemoglobin

Serum albumin

Contractile proteins
Actin
Dynein
Myosin

modulator
Contraction regulator in muscle

Calcium-binding contraction
regulator in muscle

Milk protein
Iron storage in spleen
O, storage in muscle

Egg-white protein

Transports O, in hemolymph
of some invertebrates

Transports O, in blood of
vertebrates

Transports fatty acids in blood

Moving filaments in myofibril
Cilia and flagella

Stationary filaments in myofibrit

Antibodies Form complexes with foreign
proteins
Fibrinogen Precursor of fibrin in blood
clotting
Thrombin Component of clotting
mechanism
Toxins

Bungarotoxin

Clostridium botulinum toxin

Hormones

Adrenocorticotropic hormone

Growth hormone

Insulin

Structural proteins
Alpha-keratin
Collagen

Elastin

Fibroin (beta-keratin)
Glycoproteins

Sclerotin

Agent in cobra venom that
blocks neurotransmitter
receptors

Blocks neurotransmitter release

Regulates corticosteroid
synthesis

Induces growth of bones

Regulates glucose metabolism

Skin, feathers, nails, hoofs

Fibrous connective tissue
{tendons, bone, cartilage)

Elastic connective tissue
(ligaments)

Silk of cocoons, spider webs
Cell coats and walls

Exoskeletons of insects




A General structure of alpha-amino acids
NH,
\ ' s‘ii-—élq—COOH
H

B Structure of a tetrapeptide

Backbone

—
NH,

Peptide
bond

COOH

- Figure 3-24 The primary structure of proteins is a linear sequence of al-
pha-amino acids linked by peptide bonds. (A} All the amino acids found
in proteins have a common structure. Each has a characteristic side group
commonly indicated by R (see Table 3-7). (B) The peptide bonds (red
lines) linking the amino acid residues in polypeptides have a partial dou-
ble-bond character. As a result, the amide group (gray shading) is planar.
Although the polypeptide backbone is the same in all proteins, they dif-
fer in the sequence of side groups. This sequence, the primary structure,
is the defining property of each protein.

applies to a relatively small protein with a molecular
weight of about 2400, pales in comparison to the possi-
bilities for a more typical protein with a molecular weight
of 35,000. For a protein of this size, containing just 12
kinds of amino acids, the number of possible sequences
exceeds 103,

Higher levels of structure

The primary structure of a polypeptide chain determines
the three-dimensional conformation, or shape, that it as-
sumes in a given environment. This conformation depends
on the nature and position of the side groups that project
from the peptide backbone. In addition to the primary
structure (i.e., the amino acid sequence), proteins exhibit
additional levels of structure, designated secondary, tertiary,
and quaternary. Secondary structure refers to the local or-
ganization of parts of the polypeptide chain, which can as-
sume several different arrangements; tertiary structure
refers to the foldings of the chain to produce globular or
rodlike molecules; and quaternary structure refers to the
joining of two or more polypeptide chains to form dimers,
trimers, and occasionally even larger aggregates.
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Because the C—N peptide bond has a partial double-
bond character, it is not free to rotate; hence, the atoms of
the amide group are confined to a single plane (see
Figure 3-24B). However, the remaining bonds of the pep-
tide backbone are free to rotate. Linus Pauling and Robert
Corey, using precisely constructed atomic models, found
that the simplest stable secondary structure of a polypep-
tide chain is a helical arrangement called the alpha (e) he-
lix (Figure 3-25). In this structure, the plane of each amide
group is parallel to the major axis of the helix and there are
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Figure 3-25 The « helix is a common and very stable type of secondary
structure in proteins. This helical arrangement, containing 3.6 amino acids
per turn, is stabilized by hydrogen bonds (black dots) between the oxy-
gen atom of a carbonyl group and the hydrogen atom of the amide
group four residues away in the backbone. The side groups (R) extend
outward from the axis of the backbone.
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TABLE 3-7
Side groups or radicals of the 20 common alpha-amino acids

Glycine _
@) Heo =D
Alanine
(Ala) _CH3 End —-—
Valine ’ _CH,
CH - <
(val) \CH3
. CH —
Leucine Vi
—CH,—CH
(Leu) “CH, @ Da
isoleucine _CH;—CH,
(lle) _CH\CH — "<_
3

Phenylalanine

(Phe) _CH=CH.__

—CH,—C CH
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e CH
(Pro) /N_‘E_CHQ/ 2
C
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Tryptophan _CHz_(I-I"—(”:
(Trp) CH ¢
N/ N\ /
NH CH
(Sse:rr)\e —CH,—OH
Threonine
(Thr) —CH

Cysteine

—CH,—SH -
(Cys) ’ Oy

s
Methionine __ - Q

CH,—CH,—S—CH;,

(Met)
Aspartic acid R~ -
ey cH,—cZ )

Glutamic acid

o
—CH—C7
Glu) —CH:—CH,—CT__

' N
Asparagine (0) - . ‘

>~
(Asn) —CH,—C

NH, w

Glutamine

o
&

—CH,— —_
@) CH,—CH,—CZ

Tyrosine

Histidine
(His)

R i
Lysine + = a A
(Lys) —CHa—CH,—CH,—CH,—NH, _» R\
& AAD

Arginine

(Arg) NH,
_._C/

—CH,—CH,—CHNH O 1

2

Source: Haggis et al., 1965.

3.6 amino acid residues per turn. The side group of each
amino acid residue extends outward from the helical back-
bone, free for interaction with other side groups or other
molecules. The stability of the « helix is enhanced substan-
tially by hydrogen bonding between the oxygen atom of a
carbonyl group and the hydrogen atom of the amide group
four residues ahead. Because of the stability of the o helix,
a polypeptide chain spontaneously assumes this conforma-
tion, provided that the side groups do not interfere. In the

amino acid proline, for example, the side group is a rigid
ring that includes the alpha-nitrogen atom (see Table 3-7).
Thus, the C-—N bond in proline (and hydroxyproline) can-
not rotate; as a result, whenever proline (or hydroxypro-
line) occurs in a peptide chain, it interrupts the a helix,
causing the peptide backbone to bend.

Another major type of protein secondary structure is
the beta { 8) pleated sheet (Figure 3-26). This consists of lat-
erally associated B strands, which are fairly short, nearly



Side view
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Figure 3-26 The S pleated sheet is an ele-
ment of secondary structure in silk fibers and
some other fibrous proteins. Pleated sheets
are formed by the lateral association of two 8
strands stabilized by hydrogen bonds (black
dots). The side groups (R) extend above and
below the plane of the sheet. The broad ar-
rows represent B strands. [Adapted from
Lodish et al., 1995.]

fully extended stretches of the polypeptide chain. Hydro-
gen bonding between carbonyl oxygen atoms and amide
hydrogen atoms in adjacent 8 strands forms a pleated sheet
with the side groups of the amino acid residues projecting
above or below the plane of the sheet. Association of
strands within the same polypeptide chain contributes to
secondary structure, whereas association of B strands in
different polypeptide chains contributes to quaternary
structure.

Long polypeptide chains with an uninterrupted a-helix
conformation are characteristic of fibrous proteins, such as
the alpha-keratins that form hair, fingernails and claws,
wool, horn, and feathers. Beta-keratins are an exception,
having a secondary structure consisting of 8 pleated sheets
rather than e helices. Beta-keratins are the major con-
stituent of spider webs and silk, which is produced by cater-
pillars. Nonstructural intracellular proteins typically have
a random-coil secondary structure, although these proteins
may contain short segments in the a-helix or B-pleated-
sheet conformation.

Regions of a polypeptide chain with long a helices of-
ten assume a rodlike tertiary structure, whereas those lack-
ing this feature have a globular tertiary structure. Two types
of relatively weak, noncovalent interactions help stabilize
tertiary structure: coulombic (electrostatic) interactions be-
tween the charged side groups and van der Waals forces be-
tween hydrophobic side groups. Another major contribu-

tor to the conformation of proteins is the sulfhydryl side
group (—-SH) of the amino acid cysteine. The reaction of
two cysteine residues forms a disulfide linkage (S—S), which
covalently joins the residues (Figure 3-27). A disulfide link-
age can covalently cross-link different portions of a poly-
peptide chain, thereby stabilizing its folded tertiary struc-
ture, or connect two separate chains. Since the sulthydryl
group is highly reactive, it is not surprising that one or more
cysteine residues frequently occupy the active sites of en-
zymes. The toxicity of mercury and other heavy metals is
due, in part, to their reaction with the sulfur atom of cys-
teine, displacing the hydrogen atoms. This reaction can poi-
son (i.e., render catalytically inoperative) the active site of
an enzyme.

Some, but not all, proteins undergo self-assembly,
forming a quaternary structure. The amino acid sequence
of a polypeptide chain—and hence the positions of the
different amino acid side groups—not only determines
the secondary and tertiary structure of the molecule,
but also may allow interaction with other polypeptide
chains, thereby forming protein molecules with two
or more subunits. The association of subunits can involve
covalent disulfide linkages between them as well as nonco-
valent interactions between complementary regions on
their surfaces. For example, negatively charged groups
of one subunit fit against positively charged groups of an-
other subunit; hydrophobic, nonpolar side groups on the
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H
;;i—CHZ—(I:—COOH Cysteine

Nk,

H H
CHz—IC-— COOH Cystine
NH, ; I\IJH2
Disu: Ifide
linkage

Figure 3-27 A disulfide bond can contribute to the tertiary structure of
proteins by linking cyteine residues present in different portions of the
same polypeptide chain. Disulfide bonds also can form between cysteine
residues in different polypeptide chains, thereby contributing to quater-
nary structure.

subunits meet to the mutual exclusion of water molecules;
or residues in each subunit are oriented so they can form
hydrogen bonds. Some enzymes, the respiratory pigment
hemoglobin, and many other proteins consist of more than
one polypeptide chain held together by noncovalent bonds.
In some multi-subunit proteins, 8 pleated sheets connect
the subunits. The three subunits of collagen, the major pro-
tein in connective tissue, are twisted into a characteristic
superhelix (Figure 3-28). The subunits of all these pro-
teins will assemble themselves spontaneously if added sep-
arately to an aqueous solution and mixed. The associated
and dissociated subunits of hemoglobin are illustrated in
Figure 13-2A.

Except for covalent disulfide linkages between cysteine
residues, the secondary, tertiary, and quaternary structure
of proteins depends on coulombic interactions, hydrogen
bonding, and van der Waals forces. All of these noncova-
lent interactions are relatively weak and heat labile. Heat-
ing a protein disrupts these interactions leading to alter-
ations in its conformation, called denaturation. Hair
curling irons work in this way, temporarily heating the pro-
teins in the hair shaft and then letting them cool in slightly
new configurations that alter the shaft’s orientation. In this
same way, high temperatures can change the shape of en-
zymes, rendering them inactive and killing the cells in
which they reside.

a-helix 2

a-helix 1

The proteins of most animals begin to denature
at temperatures above 43-45°C. Yet, some
species of fishes, insects, algae, and bacteria in-
. habit hot-water springs in the range of 48°C: A

few species of bacteria live at temperatures of

_ up to 54°Cl What structural specializations do
you think could account for the continuing func-
tion in high temperatures of the proteins of

these heat-tolerant species?

Nucleic Acids

Deoxyribonucleic acid (DNA) was first isolated from white
blood cells and fish sperm in 1869 by Friedrich Miescher.
During the next decades the chemical composition of DNA
was gradually worked out, and evidence slowly accumu-
lated that implicated it in the mechanisms of heredity. We
now know that DNA, which is associated with the chro-
mosomes, carries coded information, arranged into genes,
that is passed from each cell to its daughter cells and from
one generation of organisms to the next. A second group of
nucleic acids, ribonucleic acid (RNA), was subsequently
discovered. RNA is now known to be instrumental in
translating the coded message of DNA into sequences of
amino acids during synthesis of protein molecules. '
The nucleic acids are polymers of nucleotides, which
consist of a pyrimidine or purine base, a pentose sugar, and
a phosphoric acid residue (Figure 3-29). The nucleotides
composing DNA contain deoxyribose, whereas those com-
posing RNA contain ribose (see Figure 3-21A). The major
nucleotides found in nucleic acids contain the following
bases: adenine, thymine, guanine, cytosine, and uracil.
Thymine occurs only in DNA, and uracil only in RNA; the
other three bases are found in both nucleic acids. Stable
base pairs, linked by hydrogen bonds, can form between
adenine and thymine (A-T), guanine and cytosine (G-C),
and adenine and uracil {A-U), as depicted in Figure 3-30.
In a polynucleotide chain, phosphodiester bonds link the 3’
carbon of one pentose ring and the 5’ carbon of the next
pentose {Figure 3-31). The purine and pyrimidine bases ex-
tend outward from the polynucleotide backbone and are
not involved in the repetitive, nonvarying backbone.
Native DNA consists of two chains (or strands) in
which the sequence of bases is complementary (e.g., an ade-

Figure 3-28 The quaternary structure of collagen is a
“superhelix” composed of three polypeptide chains,
each in the a-helical conformation. Hydrogen bonds
{not shown) hold the three chains together.



Figure 3-29 The four nucleotides com-
posing the nucleic acids have a common
structure consisting of a purine or pyrimi-
dine base, a pentose sugar, and a phos-
phoric acid residue P.. In DNA, the pen-
tose is 2-deoxyribose, which has two
hydrogen atoms attached to the C,, atom;
in RNA, one of these hydrogens, indicated
by shading, is replaced by a hydroxyl
group.

nine in one strand is matched by a thymine in the other).
Each complementary strand is coiled into a helical stair-
case, and the two strands are intertwined, forming the fa-
miliar DNA double helix, with the hydrogen-bonded base
pairs on the inside of the molecule (Figure 3-32). During
replication of DNA, the strands separate from each other,
and each of the strands acts as a template for the formation
of its complementary strand, thereby yielding two mole-
cules of double-stranded DNA.

ADENINE- THYMINE BASE PAIR
Thymine

Adenine

C-1'of
deoxyribose

C-1' of
deoxyribose

GUANINE - CYTOSINE BASE PAIR

Guanine Cytosine

C-1'of
deoxyribose

deoxyribose

Figure 3-30 In nucleic acids, hydrogen bonding (black dots) between
purine and pyrimidine bases forms the stable base pairs G-C, A-T (in
DNA), and A-U {in RNA). The structure of uracil (U) is the same as thymine
except that the methyl (-CH,) group on C; is replaced with a hydrogen.
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Figure 3-31 The backbone structure of polynucleotide chains consists
of pentose residues linked by phosphodiester bonds. The bases extend
away from the backbone. This diagram shows a small portion of a single
strand of DNA. [Lehninger, 1975]

The genetic information of an organism is encoded
in the sequence of bases in its DNA. In a process called
transcription, a DNA strand acts as a template for syn-
thesis of messenger RNA (mRNA) in the nucleus (see
Figure 3-32, bottom). The mRNA strand, which contains
the informational sequence present in its DNA template,
leaves the nucleus and enters the cytoplasm to be decoded
by a ribosome into the amino acid sequence of a polypep-
tide chain. In this process of translation, certain sequences
of three bases in the DNA code for certain amino acids. For
example, GGU, GGC, CGA, and GGC all code for the
amino acid glycine; and GCU, GCC, GCA, and GCT code
for the amino acid alanine. Thus, the genetic code consists



62 PRINCIPLES OF PHYSIOLOGY

Newly
transcribed
mRNA

UseeeA
DNA mRNA DNA

Figure 3-32 Native DNA contains two strands wound around each other
in a double helix. Hydrogen bonding (black dots) between complemen-
tary bases stabilizes the structure. The molecule unwinds during tran-
scription, and one of the strands acts as a template for synthesis of MRNA
complementary to the DNA. '

of a four-letter alphabet (A, G, C, T) combined into three-
letter words.

As discussed in the previous section, the primary struc-
ture (amino acid sequence) of a polypeptide determines its
final three-dimensional conformation. Thus once a poly-
peptide chain is synthesized, it curls and folds, assuming the
characteristic secondary and tertiary structure of a protein
molecule, and in some cases associates with other chains to
form a multi-subunit protein.

More detailed accounts of the major steps relating pro-
tein synthesis to nucleic acids may be found in the refer-
ences listed under Suggested Readings at the end of the
chapter.

ENERGETICS OF LIVING CELLS

The biochemical reactions of animal cells are in many
senses those of a chemical machine. As in all machines,
each event is accompanied by an energy transaction. For a
machine or a cell to perform work, energy must be trans-
ferred from one part of the system to another, usually with
the conversion of at least part of the energy from one form
to another. This holds true even when the parts of the sys-
tem are as minute as reacting molecules.

Animals are fueled by the intake of organic food mol-
ecules and their subsequent degradation by digestive and
metabolic processes. During these processes the chemical
energy inherent in the molecular structures of foods is re-
leased and made available for the energetic needs of the or-
ganism. Energy is required for such obvious activity as
muscle contraction, ciliary movement, and the active trans-
port of molecules by membranes. Howevet, chemical en-
ergy is also required for the synthesis of complex biological
molecules from simple chemical building blocks and for the
subsequent organization of these molecules into organelles,
cells, tissues, organ systems, and complete organisms. A liv-
ing organism must frequently take in fuel and continuously
expend energy to maintain its function and structure at all
levels of organization. If energy intake drops below the
amount required for maintenance, the organism will con-
sume its own energy stores. When these are exhausted, it
no longer has any source of energy. The organism dies be-
cause it cannot stave off the tendency to become disorga-
nized, nor can it continue to perform the necessary energy-
requiring functions.

The material and energy transactions that take place in
an organism constitute its metabolism. At the intracellular
level, these transactions take place via intricate reaction se-
quences called metabolic pathways, which in a single cell
can involve thousands of different kinds of reactions. These
reactions do not occur randomly, but in orderly sequences,
regulated by a variety of genetic and chemical control
mechanisms. The organization of atoms and molecules
into highly specific structures plus the ability to carry out
cellular metabolism distinguishes living systems from the
nonliving,

The processes of cell metabolism in animals are of two

kinds:

®  Extraction of chemical energy from foodstuff molecules
and the channeling of that energy into useful functions.

e Chemical alteration and rearrangement of nutrient
molecules into small precursors of other kinds of bio-
logical molecules. :

An example of extraction is the acquisition of amino acids
during the digestion of foodstuff proteins and their subse-
quent oxidation within cells, which releases their chemical
energy. An example of alteration and arrangement is the in-
corporation of amino acids into newly synthesized protein
molecules in accord with the specifications of the genetic



information of the cell. We are concerned here less with
the biochemical details of cell metabolism than with the
thermodynamic and chemical principles that underlie the
transfer and utilization of chemical energy within the cell.
Thus, we will consider the mechanisms by which chemical
energy is extracted from foodstuff molecules and the man-
ner in which it is made available for the energy-requiring
processes discussed in subsequent chapters.

Energy: Concepts and Definitions

Energy may be defined as the capacity to do work. Work, in
turn may be defined as the product of force times distance
(W = F X d). As an example, when a force lifts a 1-kg mass
a height of 1 m, the force is 1 kg, and the mechanical work
done is 1 m-kg. The energy expended to do this work (i.e.,
the useful energy, not including that expended in overcoming
friction or expended as heat) is also 1 m - kg. Once the kilo-
gram mass is raised to the height of 1 m, it possesses, by
virtue of its position, a potential energy of 1 m- kg. This po-
tential energy can be converted to kinetic energy {energy of
movement) if the mass is allowed to drop. Thus, we see that
energy exists in different forms, including the following:

® Mechanical potential energy (e.g., a stretched spring or
a lifted weight)

® Chemical potential energy (e.g., gasoline, glucose)
¢ Mechanical kinetic energy (e.g., a falling weight)

® Thermal energy (actually kinetic energy at the molecu-
lar level)

® Electrical energy

¢ Radiant energy

The various forms of energy can power different types
of work, as summarized in Table 3-8. We will be concerned
in this chapter primarily with chemical energy, the poten-
tial energy stored in the structure of molecules. Before delv-
ing into the energy relationships involved in the biochemi-
cal reactions of cellular metabolism, it will be useful to
review the first and second laws of thermodynamics and
the concept of free energy.

Thermodynamic laws
The first law of thermodynamics states that energy is nei-
ther created nor lost in the Universe. Thus, if we burn wood

TABLE 3-8
Various kinds of work

Displacement

Type of work Driving force variable
Expansion work P (pressure) Volume
Mechanical work F(force) Length
Electrical work E (electric potential) Electric charge
Surface work T" (surface tension) Surface area
Chemical work 1 (chemical potential) Mole numbers
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or coal to fuel a steam engine, this does not create new en-
ergy, but merely converts one form to another—in this ex-
ample, chemical energy to thermal energy, thermal energy
to mechanical energy, and mechanical energy to work.

The second law of thermodynamics states that all the
energy of the Universe will inevitably be degraded to heat
and that the organization of matter will become totally ran-
domized. In more formal terms, the second law states that
the entropy, a measure of the randomness, of a closed sys-
tem will progressively increase and that the amount of
energy within the system capable of performing useful
work will diminish. A system that is ordered (nonrandom)
contains energy in the form of its orderliness, because
in becoming disordered (i.e., as a result of an increase in
entropy), it can perform work. This is illustrated
in Figure 3-33A, which shows gas molecules in thermal
motion in a hypothetical system consisting of two com-
partments open to each other. Initially the gas is confined
almost entirely to compartment I, in which case the system
possesses a certain degree of order. Clearly, this situation
has a very small probability of occurring spontaneously if
in the starting condition the gas molecules are evenly dis-
tributed between the two compartments. The gas molecules
can all be forced into one compartment only by the expen-
diture of energy (e.g., a piston pushing the gas from one
compartment to the other). As the gas is permitted to es-
cape from compartment [ into compartment II, the entropy
of the system increases (i.c., the system becomes more ran-
dom). The movement of molecules from compartment I to
compartment Il is a form of useful energy that can be made
to do work on an appropriate apparatus placed near the
opening between the two compartments. Once the system
is fully randomized (i.e., entropy is maximal), no further
work can be extracted from the system, even though
the gas molecules remain in constant thermal motion
(Figure 3-33B).

Orderliness increases as the organism develops from a
fertilized egg to the adult. In this sense, living systems tem-
porarily defy the second law. It should be recalled, however,
that the second law refers to a closed system (e.g., the Uni-
verse), and animals are not closed systems. Living orga-
nisms maintain a relatively low entropy at the expense of
energy obtained from their environment. For example, a
rhinoceros eating, digesting, and metabolizing grass in
quantities just sufficient to maintain constant weight ulti-
mately increases the entropy of the matter it ingests. The
highly ordered carbohydrate, protein, and fat molecules in
the grass are converted in the animal to CO,, H,0, and
low-molecular-weight nitrogen compounds, releasing en-
ergy trapped in the organization of the larger molecules
(Figure 3-34). The carbon, hydrogen, and oxygen atoms in
cellulose, for instance, are in a much more highly ordered
state than they are in CO, and H,O; thus the metabolic
breakdown of cellulose in the grass represents an increase
in entropy. At the same time, the cells of the rhinoceros
utilize for their own energy requirements a portion of
the chemical energy originally stored in the molecular
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Compartment | Generator

Compartment |l

Compartments in
equilibrium

organization of foodstuff molecules. This is not in conflict
with the second law because the decrease in entropy that re-
sults from the animal’s synthesis of complex molecules oc-
curs at the expense of increasing the entropy of ingested
foodstuff molecules produced by plants with the energy of
the sun. Ultimately, of course, the rhinoceros dies, and the
entropy of its body greatly increases as it decays or is con-
sumed by other animals.

Free energy

Living systems must function at relatively uniform temper-
atures and pressures, for there can be only minor tempera-
ture or pressure gradients between the various parts of an

—— Work being
achieved

Figure 3-33 Low- and high-entropy states can be ex-
plained by a mechanical analogy. In (A) nearly all the
gas molecules are in compartment |, an organized,
high-energy state. As the molecules are allowed to
diffuse into compartment |I, the entropy of the sys-
tem increases and the useful energy decreases until
equilibrium is reached (B). The change from a low- to
a high-entropy state releases useful energy, which in
this model is harnessed by the paddle wheel. The
ability to do work approaches zero as the system
comes into equilibrium. [Adapted from Baker and
Allen, 1965.]

organism. For this reason, biological systems can utilize
only that component of the total available chemical energy
capable of doing work under isothermal conditions. This
component is called the free energy, symbolized by the let-
ter G. Changes in free energy are related to changes in heat
and entropy by the equation

AG=AH - TAS (3-7)

in which AH is the heat (or enthalpy) produced or taken up
by the reaction, T is absolute temperature, and AS is the
change in entropy (in units of cal- mol-K~!). From this
equation it is evident that in a chemical reaction that pro-

Figure 3-34 Ingestion and digestion of food
{color shading) by an animal increases entropy
by breaking down food molecules into smaller
molecules of lower free-energy content, which
eventually are lost to the environment (gray
shading). The free energy liberated in these
transformations is utilized by animal cells to
drive energy-requiring reactions.

Proteins



duces no change in temperature (AH = 0), there will be a
decline in free energy (i.e., AG is negative) if there is a rise
in entropy (i.e., AS is positive), and vice versa. Since the di-
rection of energy flow is toward increased entropy (second
law), chemical reactions proceed spontaneously if they pro-
duce an increase in entropy (and thus a decrease in free en-
ergy). In other words, the reduction of free energy is the
driving force in chemical reactions.

The inevitable trend toward increased entropy, with the
inevitable degradation of useful chemical energy into use-
less thermal energy, requires that living systems must trap
or capture new energy from time to time in order to main-
tain their structural and functional status quo. In fact, the
ability to extract useful energy from their environment is
one of the remarkable features that distinguish living sys-
tems from inanimate matter.

With the exceptions of chemoautotrophic bacteria and
algae, which obtain energy by the oxidation of inorganic
compounds, and those animals that obtain their nourish-
ment from these organisms, all life on Earth ultimately de-
pends on radiant energy from the sun. This electromagnetic
energy (including visible light) has its origin in nuclear fu-
sion, a process in which the energy of atomic structure is
converted to radiant energy. In this process, four hydrogen
nuclei are fused to form one helium nucleus, with the re-
lease of an enormous amount of radiant energy. A very
small fraction of this radiant energy reaches the planet
Earth, and a small portion of that is absorbed by chloro-
phyll molecules in green plants and algae. The energy
trapped by photically activated chlorophyll molecules even-
tually is used in the energy-requiring synthesis of glucose
from H,0 and CO,. The chemical energy stored in the
structure of glucose is available to the plant for controlled
release during the processes of cellular respiration.

All animals directly or indirectly obtain the energy they
need from the carbohydrates, lipids, and proteins manu-
factured by green plants. Herbivores {e.g., grasshoppers,
cattle) obtain these energy-rich compounds by feeding di-
rectly on plant materials, whereas predators (e.g., spiders,
cats) and scavengers (e.g., lobsters, vultures) obtain them
second, third, or fourth hand. The transfer of chemical en-
ergy between various tropbic levels of the living world is di-
agrammed in Figure 3-35.

Later in this chapter we will consider the metabolic
pathways by which animal cells release energy through the
oxidation of food molecules. First, however, it will be use-
ful to examine some general principles of energy transfer in
biochemical reactions, and also some features of enzymes,
the cellular proteins that allow biochemical reactions to
proceed rapidly at biological temperatures.

Transfer of Chemical Energy by Coupled Reactions

There are several categories of biochemical reactions, but
the features of reaction rates and kinetics can be illustrated
by a simple combination reaction in which two reactant
molecules, A and B, react to form two new product mole-
cules, C and D:
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Carnivores
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/
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(bacteria)

Figure 3-35 Trophic energy levels are highly interlinked by energy flow
(arrows). Note the central position of green plants and herbivores. Bac-
terial decomposers are important in the recycling of organic matter.

A+B = C+D

(reactants)

(3-8)

(products)

As the arrows indicate, this reaction is reversible. In theory,
any chemical reaction can proceed in either direction pro-
vided that the products are not removed from the solution.
Sometimes, however, the tendency for a reaction to go for-
ward (reactants — products) is so much greater than the

- tendency to go in reverse that for practical purposes the re-
action may be considered irreversible.

A reaction tends to go forward if it shows a free-energy
change, AG, that is negative. In other words, the total free
energy of the reactants exceeds that of the products. Such
reactions are said to be exergonic (or exothermic) and typ-
ically liberate heat. The oxidation of hydrogen to water is
a simple exergonic reaction:

2H, + O,—> 2 H,0 + heat
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The energy-requiring reverse reaction occurs during pho-
tosynthesis, the energy being supplied by chlorophyll-
trapped light quanta:

light quantum

2H,0 2H, + O,

This reaction, which requires the input of energy, is an ex-
ample of an endergonic {or endothermic) reaction. Exer-
gonic and endergonic reactions sometimes are referred to
as “downhill” and “uphill” reactions, respectively.

The amount of energy liberated or taken up by a reac-
tion is related to the equilibrium constant, K_, of the re-
action. This is a constant of proportionality relating the
concentrations of the products to the concentrations of the
reactants when the reaction has reached equilibrium—that
is, when the forward rate is equal to the reverse rate, and
the concentration of reactants and products has stabilized:

, _ ICIID]
Keq = [AI[B] (3-8a)
Here [A], [B], [C], and [D] are the equilibrium molar con-
centrations of the reactants and products in Equation 3-7.
It is evident that the greater the tendency for the reaction in
Equation 3-7 to go to the right, the higher the value of its
K., - As noted already, this tendency depends on the differ-
ence in free energy, AG, between the products C and D and
the reactants A and B. The greater the drop in free energy,
the more completely the reaction proceeds to the right and
the higher its K/ . The equilibrium constant is related to the
change in standard free energy, AG®, of the system by the
equation

AG® = —RTIn K, (3-9)

It is evident from this equation that if K| is greater than
1.0, AG® will be negative; and if K| is less than 1.0, AG®
will be positive. Exergonic reactions have a negative AG®°
and therefore occur spontaneously without the need of ex-
ternal energy to “drive” them. Endergonic reactions have a
positive AG®; that is, they require the input of energy from
a source other than the reactants.

Some biochemical processes in living cells are exergonic
and others are endergonic. Exergonic processes, since they
proceed on their own under the appropriate conditions,
present relatively few problems in cellular energetics. En-
dergonic processes, however, must be “driven.” This is gen-
erally done in the cell by means of coupled reactions, in
which common intermediates transfer chemical energy
from a molecule of relatively high energy content to a re-
actant of lower energy content. As a result, the reactant
is converted into a molecule of higher energy content and
can undergo the required reaction by releasing some of this
energy.

A mechanical analogy of a coupled reaction is seen in
Figure 3-36. The 10-kg weight on the left can lose its po-

1im
v A
3 kg
4——
Y,
10 kg

Figure 3-36 I[n this mechanical analogy of a coupled reaction, the fall of
the 10-kg weight provides the energy required to lift the 3-kg weight. The
pulley and rope connecting the two weights is the mechanism for cou-
pling the energy of the falling 10-kg weight to the other weight.

tential energy (10 m - kg) by dropping a distance of 1 m, in
which case it will lift the 3-kg weight on the right the same
distance. Because the two weights are connected with a
rope over a pulley, the fall of the 10-kg weight is coupled to
the rise of the 3-kg weight, which initially had no potential
energy of its own. It is evident that the falling weight can
raise the other one only if it weighs more. Likewise, an ex-
ergonic reaction can “drive” an endergonic reaction only if
the former liberates more free energy than the latter re-
quires. As a consequence, some energy is lost, and the effi-
ciency is, of necessity, less than 100%.

ATP: Energy Carrier of the Cell

The most ubiquitous energy-rich common intermediate in
cellular metabolism is the nucleotide adenosine triphos-
phate (ATP), which can donate its terminal energy-rich
phosphate group to any of a large number of organic ac-
ceptor molecules (e.g., sugars, amino acids, nucleotides).
This phosphorylation reaction raises the free-energy level
of the acceptor molecule, allowing it to react exergonically
in enzyme-catalyzed biochemical reactions.

The ATP molecule consists of an adenosine group,
made up of the pyrimidine base adenine, the five-carbon
sugar residue ribose, and three linked phosphate groups



{Figure 3-37A). Much of the free energy of the molecule re-
sides in the mutual electrostatic repulsion of the three phos-
phate units, with their positively charged phosphorus
atoms and negatively charged oxygen atoms. The mutual
repulsion of these phosphate units is analogous to the re-
pulsion of bar magnets, with their north and south poles
aligned, held together by a sticky wax (Figure 3-38). If the
wax, which is analogous to the O ~ P bonds in ATP, is soft-
ened by warming, the energy stored by virtue of the prox-
imity of the mutually repelling magnets is released as the
magnets spring apart. Likewise, the breaking of the bonds
between the phosphate units of ATP results in the release of
free energy (Figure 3-37B). Once the terminal phosphate
group of ATP is removed by hydrolysis, the mutual repul-
sion of the two products, adenosine diphosphate (ADP)
and inorganic phosphate (P,), is such that the probability of

their recombining is very low. That is, their recombination

Adenosine group

Triphosphate group
e
|

B
e
ATP (high energy form)
Energy :
required

Energy released

8 koal- molt

E~®+®

ADP (lower energy form)

Figure 3-37 ATP—the most common energy carrier in cells—contains
two high-energy phosphate bonds (red ~). (A) Structural formula of ATP
with adenosine and triphosphate groups highlighted. (B) Schematic
depiction of interconversion of charged and uncharged forms of ATP.
Hydrolysis of ATP to ADP and inorganic phosphate, P., releases about
7.3keal of free energy per mole of ATP. This reaction is conveniently mon-
itored by measuring the concentration of inorganic phosphate.

MOLECULES, ENERGY, AND BIOSYNTHESIS 67

is highly endergonic. The standard free-energy change,
AG?®, for the hydrolysis of ATP under standard conditions
is =7.3 kcal - mol 1,

The role of ATP in driving otherwise endergonic reac-
tions by means of coupled reactions is illustrated by the
condensation of the two compounds X and Y to yield Z:

X + ATP == X—phosphate + ADP
‘ AG® = —3.0 kcal - mol ™!
X—phosphate + Y == Z + P,
AG® = —2.3 kcal-mol !
The total free energy liberated in these two reactions
(—5.3 kcal- mol~1) will be equal to the sum of the free-
energy changes of the two parent reactions:
ATP + HOH = ADP + P,
AG® = —7.3 kcal - mol !
X+Y =27

+ 2. -mol !
AGE = 2.0 kcal - mo

— 5.3 kcal - mol ™1

Note that the AG® for the condensation of X and Y has a
positive value (+2.0 kcal - mol~1); thus normally this reac-
tion would not proceed. However, because AG® for the

Wax

Heat
(wax melts)

!

Figure 3-38 The high-energy phosphate bond can be portrayed in a
magnetic analogy. Energy is stored in pushing the magnets together
against bonding wax. When the wax melts (or ATP is hydrolyzed), the
magnets fly apart, releasing the energy. In this analogy, the flame supplies
the activation energy for melting the wax.
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hydrolysis of ATP is larger and negative (—7.3 kcal - mol—1),
the net AG® of the coupled reaction is negative, allowing it
to proceed.

Although ATP and other nucleotide triphosphates
(e.g., guanosine triphosphate, GTP) are responsible for the
transfer of energy in many coupled reactions, it should be
stressed that the mechanism of a common intermediate is
widely employed in biochemical reaction sequences. Thus,
portions of molecules—and even atoms, such as hydro-
gen—are transferred, along with chemical energy, from
one molecule to another by common intermediates in con-
secutive reactions. The high-energy nucleotides are special
only in that they act as a general energy currency in a large
number of energy-requiring reactions. In this role, ADP is
the “discharged” form, and ATP is the “charged” form
(see Figure 3-37B). Numerous other high-energy phos-
phorylated compounds occur in the cell, some with higher

free energies of hydrolysis than ATP (Figure 3-39). The cell
can use these compounds in the formation of ATP. As we
will see later on, the cell also has other biochemical mech-
anisms for channeling chemical energy into the formation
of ATP.

Phosphoarginine and phosphocreatine are special
reservoirs of chemical energy for the rapid phosphoryla-
tion of ADP to reconstitute ATP during vigorous muscle
contraction. These compounds are called phosphagens. In
vertebrate muscle, which contains only creatine phos-
phate, the following transphosphorylation reaction
occurs:

transphosphorylase
creatine enzyme

phosphate ADP

creatine + ATP

AG® = —3.0 kcal - mol !

Figure 3-39 Hydrolysis of compounds containing
high-energy phosphate bonds (red ~) provides cells
l with energy for energy-requiring reactions and

® —®-@ processes. Although ATP is the most common energy
fe— currency in biological systems, several other phos-
H,C=C—COOH phorylated compounds have higher free energies of
Phosphoenolpyruvic acid ATP hydrolysis. These compounds, shown on the left, can
be used by cells to synthesize ATP from ADP and in-
AG® = 148 keal mal-! AG® = 73 ¥eal i moli organic phosphate. The AG® values are the standard
’ free energies at pH 7 for hydrolysis of the bonds indi-
cated by the small arrows.
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Both creatine phosphate and arginine phosphate are found
singly or together in invertebrate muscle.

Temperature and Reaction Rates

The rate at which a chemical reaction proceeds depends on
the temperature. This is not surprising, because tempera-
ture is an expression of molecular motion. As temperature
increases, so does the average molecular velocity. This
greater velocity increases the number of collisions per unit
time and thereby increases the probability of successful in-
teraction of the reactant molecules. Furthermore, as their
velocities increase, the molecules possess higher kinetic en-
ergies and thus are more likely to react on collision. The ki-
netic energy required to cause two colliding molecules to re-
act is called the free energy of activation, or activation
energy. It is measured as the number of calories required to
bring all the molecules in a mole of reactant at a given tem-
perature to a reactive (or activated) state.

The requirement for activation applies to exothermic as
well as endothermic reactions. Although a reaction may
have the potential for liberating free energy, it will not pro-
ceed unless the reactant molecules possess the necessary ki~
netic energy. This situation can be compared to one in
which it is necessary to push an object over a low ridge be-
fore it is free to roll downhill (Figure 3-40).

The dashed curve in Figure 3-41 shows the relationship
between free energy and the progress of a reaction in which
a reactant, or substrate (S}, is converted to a product (P).
The substrate must first be raised to an energy state suffi-
cient to activate it, allowing it to react. Since the reaction
yields free energy, the energy state of the product is lower
than that of the substrate. Note that the overall free-energy
change of the reaction is independent of the activation en-
ergy required to produce the reaction.

In many industrial processes both the reaction rate and
activation energy (i.., the temperature) are significantly re-
duced by the use of catalysts—substances that are neither
consumed nor altered by a reaction, but facilitate the inter-
action of the reactant particles. Reactions in the living cell
are similarly aided by biological catalysts called enzymes.
The solid curve in Figure 3-41 shows how an enzyme af-
fects the progress of the reaction S —— P. Note that the
presence of the enzyme has no effect on the overall free-

Activation
energy

Figure 3-40 The activation energy is the energy required to bring the re-
actants into position to interact. In this analogy, the potential energy of
the rock cannot be liberated until some energy, referred to as the activa-
tion energy, is expended to bring it into position at the crest of the hill.
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Activated S without
enzyme; AG* much higher

Free energy

Time —>»

Figure 3-41 The activation energy, AG*, of a reaction is lowered by the
catalytic action of an enzyme. Note that the overall free-energy change,
AG?®, is the same in the nonenzymatic reaction (dashed curve) and enzy-
matic reaction (solid curve). E, enzyme; S, substrate; ES*, activated
enzyme-substrate complex; P, product.

energy change (and hence the equilibrium constant) of the
reaction; it merely reduces the activation energy of the re-
action and hence increases the rate of reaction.

The increase in reaction rates produced by enzymes is
extremely useful biologically because it allows reactions
that would otherwise proceed at imperceptibly slow rates
to proceed at far higher rates at biologically tolerable tem-
peratures. Within any population of reactant molecules at
a given temperature, only those possessing sufficient kinetic
energy to be activated will react. If an enzyme that reduces
the energy required for activation is added, a far larger
number of molecules can react in a given time at the same
temperature. The rates of various enzyme-catalyzed reac-
tions range from 10% to 10%° times the rate of the corre-
sponding uncatalyzed reactions, an enormous acceleration
of reaction rates.

An extremely important advantage of catalyzed reac-
tions is the possibility for regulating the rate of reaction by
varying the concentration of catalyst. For example, when
H, and O, are burned noncatalytically, they explode in an
uncontrolled manner, because the heat released by the rapid
combustion of the H, produces a rapid ignition of the re-
maining unburned H,. In contrast, when H, is oxidized
slowly at a low temperature with small quantities of the
catalytic agent platinum, the release of heat is slowed
enough so that no explosion occurs. The quantity of plat-
inum relative to the fuel (H,) and oxidant (O, ) regulates
the rate of combustion. Likewise, most biological reactions
are regulated by modulation of the quantity or the catalytic
effectiveness of certain enzymes. In the next two sections,
we’ll first discuss how enzymes operate and then how cells
regulate their metabolic reactions by controlling the syn-
thesis and catalytic activity of enzymes. '



70 PRINCIPLES OF PHYSIOLOGY

ENZYMES: GENERAL PROPERTIES

Substances that increased the rate of alcoholic fermenta-
tion were first isolated from living cells by water extrac-
tion of yeast about a century ago. These substances, now
called enzymes, were found to be inactivated by heating,
whereas the reactants in fermentation reactions were un-
affected by heating. This finding was the first indication
that enzymes are protein molecules. It was subsequently
discovered that, without exception, each species of en-
zyme molecule is a protein of very specific amino acid
composition and sequence. All of these proteins, or at least
their enzymatically active portions, have a globular con-
formation. Each cell in an organism contains literally
thousands of species of enzyme molecules catalyzing all
the synthetic and metabolic reactions of the cell. The work
of molecular geneticists has demonstrated that enzymes
are the primary gene products of major significance. By
specifying the structure of each enzyme molecule that is
produced, the genetic apparatus is indirectly responsible
for all enzymatic reactions in a cell,

Enzyme Specificity and Active Sites

Each enzyme is, to some degree, specific for a certain
substrate (reactant molecule). Some enzymes act at certain
types of bonds and may therefore act on many different
substrates having such bonds. For example, trypsin, a
proteolytic enzyme found in the digestive tract, catalyzes
the hydrolysis of any peptide bond in which the carbonyl
group is part of an arginine or lysine residue, regardless of
the position of the bonds in the polypeptide chain of a pro-
tein. Another intestinal proteolytic enzyme, chymotrypsin,
specifically catalyzes hydrolysis of the peptide bond in
which the carbonyl group belongs to a phenylalanine, ty-
rosine, or tryptophan residue (Figure 3-42).

Most enzymes, however, exhibit far more substrate
specificity than do proteolytic enzymes. For instance, the
enzyme sucrase catalyzes hydrolysis of the disaccharide su-
crose into glucose and fructose, but it cannot attack other
disaccharides, such as lactose and maltose. These substrates
are hydrolyzed by enzymes specific for them (lactase and
maltase, respectively). Many enzymes differentiate between
optical isomers, that is, molecules that are chemically and
structurally identical except that one is the mirror image of
the other. For example, the enzyme L-amino oxidase cat-
alyzes the oxidation of the L-isomer of an a-keto acid but is
totally ineffective for the D-isomer of these molecules.

The highly specific nature of most enzymes just noted is
consistent with the concept that a substrate molecule “fits”
a special portion of the enzyme surface called the active site.
The enzyme molecule is made up of one or more peptide
chains folded about so as to form the tertiary structure of a
more or less globular protein of a specific conformation.
The active site is thought to consist of the side groups of
certain amino acid residues that are brought into proxim-
ity in the tertiary structure, even though they may be widely
separated in the amino acid sequence of the enzyme

H,0
chymotrypsin

Figure 3-42 Chymotrypsin hydrolyzes any peptide bond in which the
carbonyl carbon belongs to a phenylalanine, tyrosine, or tryptophan
residue. Shown here is its action on a dipeptide containing phenylalanine
(shading).

(Figure 3-43). Because interaction of the active site and sub-
strate involves relatively weak attractive forces (i.e., elec-
trostatic bonds, van der Waals forces, and hydrogen
bonds), the substrate molecule must have a conformation
that closely fits into the active site.

The steric specificity of enzyme active sites has been
well established by experiments with substrate analogs (i.e.,
molecules similar to but slightly different from the substrate
molecule). The ability of an enzyme’s active site to interact
with analogs decreases as the interatomic distances, num-

B chain

"~ Asp-102 Sl
Ser-195

S
%

% A chain

Figure 3-43 This computer-generated model of the enzyme chy-
motrypsin illustrates how amino acid residues that are widely separated
in the primary structure are brought together by folding of the protein to
form the active site. In chymotrypsin the three residues shown in red are
needed for catalytic activity. This globular protein contains three polypep-
tide chains (A, B, and C) and five disulfide bonds shown in yellow.
[Adapted from Tsukada and Blow, 1995; courtesy of Gareth White.]



ber and position of charged groups, and bond angles
of the analog molecules depart from those of the normal
substrate.

Mechanism of Catalysis by Enzymes

Enzyme activity, the catalytic potency of an enzyme, can be
expressed as the turnover number, which is the number of
molecules of substrate per second with which one molecule
of the enzyme reacts to produce product molecules. In an
enzymatic reaction, the substrate(s) first interacts with the
active site of the enzyme, forming an enzyme-substrate
complex (ES). As noted earlier, this interaction reduces the
activation energy of the reaction, thereby increasing the
probability and rate of the reaction (see Figure 3-41).

Several catalytic mechanisms are employed to acceler-
ate the reaction rates of enzymatic reactions:

¢ An enzyme may hold the substrate molecules in a par-
ticular orientation in which the reacting groups are suf-
ficiently close to one another to enhance the probabil-
ity of reaction.

¢ An enzyme may react with the substrate molecule to
form an unstable intermediate that then readily under-
goes a second reaction, forming the final products.

o Side groups within the active site may act as proton
donors or acceptors to bring about general-acid or
general-base reactions.

¢ Binding of the enzyme to the substrate may cause in-
ternal strain in the susceptible bond of the substrate, in-
creasing its probability of breaking.

Whatever the precise catalytic mechanism for a par-
ticular reaction, once the substrate molecules have
reacted, the enzyme separates from the products, free-
ing the enzyme molecule to form an ES complex with a
new substrate molecule. Since the ES persists for a finite
time, all the enzyme can become tied up as ES if the sub-
strate concentration is high enough relative to the enzyme
concentration.

Effect of Temperature and pH on
Enzymatic Reactions

Any factor that influences the conformation of an enzyme,
and hence the arrangement of amino acid side groups in the
active site, will alter the activity of the enzyme. Tempera-
ture and pH are two common factors that influence the
rates of enzymatic reactions in this way.

As we saw previously, an increase in temperature in-
creases the probability of protein denaturation, which dis-
rupts the conformation of polypeptide chains. In the case
of enzymes, denaturation destroys catalytic activity.
For this reason, enzyme-catalyzed reactions exhibit a
characteristic curve of reaction rate versus temperature
{Figure 3-44A). As temperature increases, the reaction rate
initially increases due to the increased kinetic energy of the
substrate molecules. As temperature increases further, how-
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Figure 3-44 Both temperature and pH influence the activity of enzymes.
(A) The effect of temperature on the reaction rate is generally similar for
most enzymes. (B) The effect of pH on catalytic activity varies among en-
zymes, but nearly all have a distinct optimal pH.

ever, the rate of enzyme inactivation due to denaturation
also increases. At the optimal temperature, the rate of en-
zyme destruction by heat is balanced by the increase in en-
zyme-substrate reactivity, and the two effects of elevated
temperature cancel. At that temperature the reaction rate is
maximal. At higher temperatures enzyme destruction
becomes dominant, and the rate of reaction rapidly de-
creases. The temperature sensitivity of enzymes and other
protein molecules contributes to the lethal effects of exces-
sive temperatures.

Electrostatic bonds often participate in the formation
of an ES. Since H* and OH~ can act as counterions
for electrostatic sites, a drop in pH exposes more positive
sites on an enzyme for interaction with negative groups on
a substrate molecule. Conversely, a rise in pH facilitates
the binding of positive groups on a substrate to negative
sites on the enzyme. Thus, it is not surprising that the
activity of enzymes typically varies with the pH of the
medium and that each enzyme has an optimal pH range
(Figure 3-44B).
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Cofactors

Some enzymes require the participation of small molecules
called cofactors in order to perform their catalytic function.
In that case, the protein moiety is called the apoenzyme, One
class of cofactors consists of small organic molecules called
coenzymes, which activate their apoenzymes by accepting
hydrogen atoms (protons) from the substrate. For example,
the enzyme glutamate dehydrogenase requires the coenzyme
nicotinamide adenine dinucleotide (NAD) to catalyze the
oxidative deamination of the amino acid glutamic acid:

glutamate + NAD* —
(oxidized)
a-ketoglutarate + NADH + NH,*
(reduced)

A number of coenzymes contain vitamins as part of the
molecule. Since an apoenzyme cannot function without its
coenzyme, it s not surprising that vitamin deficiencies can
have profound pathological effects because of their action
at the enzyme level. '

Other enzymes require monovalent or divalent metal
ions as cofactors, generally in a highly selective manner.
The main ions that function as cofactors, along with
examples of enzymes that require them, are listed in
Table 3-9. Especially interesting is Ca®*, whose intracellu-
lar concentration (<10-¢ M) is much lower than that of
most other common physiologically important ions. Unlike
Mg?**, Na*, K+, and other cofactor ions, which generally
are present in nonlimiting concentrations, Ca* is present

TABLE 3-9
Metal ions that function as cofactors

Metal ion Some enzymes requiring metal cofactor
Ca?* Phosphodiesterase
Protein kinase C
Troponin
Cu?* (Cu®) Cytochrome oxidase
Tyrosinase
Fe?* or Fe** Catalase
Cytochromes
* Ferredoxin
Peroxidase
K+ Pyruvate phosphokinase (also requires Mg*?)
Mg?* Phosphohydrolases ‘
) Phosphotransferases
Mn2+ Arginase
Phosphotransferases
Nat Plasma membrane ATPase (also requires K+
and Mg?*)
Zn?* Alcohol dehydregenase

Carbonic anhydrase

Carboxypeptidase

Source: Lehninger, 1975.

in limiting concentrations for certain enzymes. As discussed
in Chapter 9, the Ca** concentration of the cytosol is reg-
ulated by the surface membrane and by internal organelles,
such as the endoplasmic reticulum. In this way, the activ-
ity of calcium-activated enzymes can be regulated by the
cell. Cellular processes regulated by the Ca?* concentration
include muscle contraction, secretion of neurotransmitters
and hormones, ciliary activity, assembly of microtubules,
and ameboid movement.

Enzyme Kinetics

The rate at which an enzymatic reaction proceeds depends
on the concentrations of substrate, product, and active en-
zyme. For purposes of simplicity, we will assume that the
product is removed as fast as it is formed. In that case, the
rate of reaction will be limited by the concentration of ei-
ther the enzyme or the substrate. If we further assume that
the enzyme is present in excess, then the rate at which a sin-
gle substrate, A, is converted to the product, P, is deter-
mined by the concentration of A:

A—>p

where k is the rate constant of the reaction. The rate of con-
version of A to P can be expressed mathematically as

—d[A] _
— = kAl (3-10)

in which [A] is the instantaneous concentration of the sub-
strate, k is the rate constant of the reaction, and d[A]/dt is
the rate at which A is converted to P with respect to time.
The disappearance of A and the appearance of P are plot-
ted as functions of time in Figure 3-45. Note that the con-
centration of A decreases exponentially as the concentra-
tion of P increases exponentially. An exponential time
function is always generated when the rate of change of a
quantity (d[A]/d¢ in this example) is proportional to the in-
stantaneous value of that quantity ([A] in this example).

The relationship expressed by Equation 3-10 is more
usefully presented as

(3-10a)

Product P

Substrate A

Concentration

Time

Figure 3-45 The concentration of substrate A and product P change in
a nonlinear fashion during the reaction A — P.



where a is the initial concentration of substrate and x is the
amount of substrate that has reacted within time ¢. A plot
of the left side of Equation 3-10a versus time yields a
straight line whose slope is proportional to the rate con-
stant, k, (Figure 3-46A). A reaction that exhibits this be-
havior is said to have first-order kinetics. The rate constant
of a first-order reaction has the dimension of reciprocal
time—that is, “per second,” or s~1, The rate constant can
be inverted to yield the time constant, which has the di-
mension of time. Thus, a first-order reaction with a rate
constant of 10-s~! has a time constant of 0.1 seconds.

In a reaction with two substrates, A and B, in which ex-
cess enzyme is present and the product, P, does not accu-
mulate, the rate of disappearance of A will be proportional
to the product [A][B].

A+B ——7p

This reaction will proceed with second-order kinetics. It is
noteworthy that the order of the reaction is not determined
by the number of substrate species participating as reac-
tants, but instead by the number of species present in rate-
limiting concentrations. Thus, if B were present in great ex-
cess over A, the reaction A + B — P would become first
order, since its rate would be limited by only one substrate
concentration.

The rate of an enzymatic reaction is independent of
substrate concentrations when the enzyme is present in lim-
iting concentrations and all the enzyme molecules are com-
plexed with substrate (i.e., the enzyme is saturated). Such
reactions proceed with zero-order kinetics (Figure 3-46B).

A First order

_ 2.303 a
a k==Flogg—x
log a—x
Units: min—?
0 t
B Zero order
_X
ko= t
X
Units: mol-min—1
0 t

Figure 3-46 The kinetic order of enzymatic reactions is revealed in
graphical plots. In these plots, the x represents the amount of substrate
A reacting within time t, and a represents the initial amount of A at time
zero. The slope is proportional to the rate constant. (A) Because a first-
order reaction has an exponential time course (see Figure 3-45), a plot of
log (a/a — x) versus t gives a straight line. (B) When the enzyme concen-
tration is limiting, the reaction exhibits zero-order kinetics, which gives a
straight line in plots of x versus t.
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Figure 3-47 shows plots of the initial rate, v, of an en-
zymatic reaction (S — P) as a function of substrate con-
centration, [S], at two different enzyme concentrations. At
both enzyme levels, the reaction is first order (i.e., v, is pro-
portional to [S]) at low substrate concentrations. At higher
substrate concentrations, however, the reaction becomes
zero order, because all the enzyme molecules are complexed
with substrate; in this situation, the concentration of en-
zyme, not substrate, limits »;. In the living cell all orders of
reaction, as well as mixed-order reactions, occur.

The maximum rate of any enzymatic reaction, V__, oc-
curs when all the enzyme molecules catalyzing that reaction
are tied up, or saturated, with substrate molecules, that is,
when the substrate is present in excess and the enzyme con-
centration is rate limiting (see Figure 3-47). For each enzy-
matic reaction, there is a characteristic relationship between
V... and enzyme concentration. Although all enzymes can
become saturated, they show great variation in the concen-
tration of a given substrate that will produce saturation. The
reason for this is that enzymes differ in affinity for their sub-
strates. The greater the tendency for an enzyme and its sub-
strate to form a complex, ES, the higher the percentage of
total enzyme, E,, tied up as ES at any given concentration of
substrate. Thus, the higher this affinity, the lower the sub-
strate concentration required to saturate the enzyme.

The relationship between the kinetics of an enzyme-
catalyzed reaction and the affinity of the enzyme for sub-
strate was worked out early in the 20th century. The gen-
eral theory of enzyme action and kinetics was proposed by
Leonor Michaelis and Maud L. Menten in 1913, and later
extended by George E. Briggs and John B. S. Haldane. The
Michaelis-Menten equation is the rate equation for a reac-
tion catalyzed by a single enzyme:

(3-11)

[E] high

Vo

1 Substrate
Ku concentration

Figure 3-47 At a given enzyme concentration, the initial rate, Vo of the
reaction S — P rises linearly with increasing substrate concentration.
Eventually all of the enzyme becomes saturated, at which time the en-
zyme (E)} becomes rate limiting. The Michaelis-Menten constant, Kj,, is
equal to the substrate concentration at which the reaction rate is one-half
maximum. The black and red curves are for different enzyme concentra-
tions. Note that K, is independent of the enzyme concentration, [E],
whereas V, . depends directly on {E].
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where v, is the initial reaction rate at substrate concentra-
tion [S], V___is the reaction rate with excess substrate, and

K,, is the Michaelis-Menten constant. Consider the special
case when v, = 1V___. Substituting for ,, we get

Vmax —_— Vmax [S]

2 Ky +I[S] (3-12)
Dividing by V___gives
-;— = ﬁ : (3-13)
On rearranging, we obtain
Ky +[S1=218] (3-14)
or
Ky, =1[8] (3-15)

Therefore, K, equals the substrate concentration at which
the initial reaction rate is half what it would be if the sub-
strate were present to saturation.

Thus, the Michaelis-Menten constant, K, (in units of
moles per liter), depends on the affinity of the enzyme for
a substrate. For a given enzyme and substrate, K, is equal
* to the substrate concentration at which the initial reaction
is $V___. By inference, then, K, represents the concentra-
tion of substrate at which half the total enzyme present is
combined with substrate in the ES; that is, [E, ]/[ES] = 2.
The value of K, can be determined from a plot of v,
versus [S], as illustrated in Figure 3-47. The greater the
affinity between an enzyme and its substrate, the lower the
K,, of the enzyme-substrate interaction. Stated inversely,
1/K, is a measure of the affinity of the enzyme for its sub-
strate. As illustrated by the plots for two enzyme con-
centrations in Figure 3-47, K, is independent of the en-
zyme concentration, whereas V___is dependent on enzyme
concentration.

The relationship between v, and substrate concen-
tration described by the Michaelis-Menten equation
(Equation 3-11) is a hyperbolic function. For this reason,
numerous data points are required to accurately plot v,
against [S] as in Figure 3-47. The Michaelis-Menten equa-
tion can be algebraically transformed, however, into a lin-
ear form called the Lineweaver-Burk equation:

—_ = + -
vy v__[S] Vv (3-16)

max max

It’s clear from this equation that a plot of 1/y, versus 1/[S]
will give a straight line with a slope of K,,/V,__ and with in-
tercepts of 1/V___on the vertical axis and —1/K, on the
horizontal axis (Figure 3-48). Because of the linear nature
of this curve, only two experimental data points (i.e., ¥, at

Kw

vmax

Intercept =

1
vmax

1
[S]

-1
Intercept = Ky

Figure 3-48 In a Lineweaver-Burk plot, the reciprocal of the reaction
rate, 1/, is plotted against the reciprocal of the substrate concentration,
1/[S]. For an enzymatic reaction with first-order kinetics, this plot inter-
cepts the horizontal axis at —1/K,, and the vertical axis at 1/V,_, .

two values of [S]) are needed to construct a Lineweaver-
Burk plot. V_, and K, can be determined from the two
intercepts.

Note that the Michaelis-Menten analysis is not limited
to enzyme-substrate interactions, but can be (and often is)
applied to any system that displays hyperbolic saturation
kinetics as illustrated in Figure 3-47.

Enzyme Inhibition

The activity of most enzymes can be inhibited by certain
molecules, and as we'll see in the next section, this property
of enzymes is used in the living cell as a means of control-
ling enzymatic reactions. By studying the molecular mech-
anisms of inhibition, using both physiological and non-
physiological inhibitors, enzymologists have discovered
important features of the active site of enzymes and of the
mechanism of enzyme action. The therapeutic effect of
many drugs depends on their ability to inhibit specific en-
zymes, thereby blocking metabolic or physiologic processes
involved in disease. For example, the drug saralasin blocks
the action of the enzyme angiotensin II and helps lower
blood pressure in humans with severe hypertension.

Enzymes can be poisoned by agents that form highly
stable covalent bonds with groups inside the active site and
thereby block formation of the enzyme-substrate complex,
ES. Such agents can produce irreversible inhibition, which
cannot be alleviated by removal of the inhibitor; that is, the
enzyme is, in effect, rendered permanently inactive. More
relevant to normal cell function, however, are two types of
reversible inhibition:

e Competitive inhibition is caused by substances that
appear to react directly with the active site of the en-
zyme; it can be reversed by an increase in substrate
concentration.



* Noncompetitive inhibition appears to be caused by sub-
stances that bind to a region(s) of the enzyme outside of
the active site; it is not reversed by an increase in sub-
strate concentration, but can be reversed by dilution or
removal of the competitor.

Most competitive inhibitors are substrate analogs and
compete with substrate molecules for the active site
(Figure 3-49). Thus, increasing the concentration of the
substrate reduces the probability of the inhibitor binding;
this is why competitive inhibition is reversible by an in-
crease in substrate concentration, Because noncompetitive
inhibitors do not bind to the active site, their chemical
structure typically differs from that of the substrate. In ad-
dition, as a noncompetitive inhibitor and the substrate in-
teract with different sites on the enzyme, they do not com-
pete directly; this is why noncompetitive inhibition is not
reversed by an increase in substrate concentration. As il-
lustrated in Figure 3-50, competitive and noncompetitive
inhibitors produce readily distinguishable alterations in
Lineweaver-Burk plots. Although both types of inhibitors
increase the slope of a Lineweaver-Burk plot, reflecting the
decrease in reaction rate, they have opposite effects on the
intercepts.

A competitive inhibitor does not change the V,___ of
an enzymatic reaction; that is, when the substrate concen-
tration is extrapolated so that 1/[S] approaches 0, the
substrate will displace all of the inhibitor molecules from
the enzyme. Thus the intercept on the 1/y, axis of a
Lineweaver-Burk plot, which equals 1/V_,_, is unaffected
by a competitive inhibitor (see Figure 3-50A). On the other
hand, the intercept on the 1/[S} axis is shifted toward a

Active site

\

Substrate Competitive

inhibitor

Figure 3-49 Binding of a competitive inhibitor to the active site of an en-
zyme interferes with the binding of the substrate. If the substrate con-
centration is increased, however, substrate molecules can displace bound
inhibitor molecules. Thus competitive inhibition is reversible. Small red
arrows indicate relative concentrations of substrate and inhibitor.
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Figure 3-50 Competitive and noncompetitive inhibitors produce differ-
ent effects on Lineweaver-Burk plots. (A) A competitive inhibitor in-
creases the K, but does not affect the V, _ of an enzyme. (B) Conversely,

max

a noncompetitive inhibitor produces no change in K}, but decreases the
V__ . Itiskinetically similar to a reduction in enzyme concentration. {l}, in-

max "

hibitor concentration; [S], substrate concentration; K;, dissociation con-
stant of inhibitor-enzyme complex.

higher substrate concentration in the presence of a com-
petitive inhibitor. That is, it takes a higher concentration of
substrate in the presence of the competitive inhibitor to
keep half of the enzyme molecules at any instant complexed
with the substrate. In effect, a competitive inhibitor in-
creases the “apparent” K,, by an amount related to the
concentration of inhibitor, [I], and the dissociation con-
stant, K;, of the inhibitor-enzyme complex. As [I] increases
and/or K; decreases (i.e., the tighter the binding of inhibitor
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to enzyme), the greater the displacement of the intercept on
the 1/[S] toward a higher [S] value.

Because a noncompetitive inhibitor does not directly in-
terfere with binding of substrate to an enzyme, it has no ef-
fect on the intercept on the 1/[S] axis in a Lineweaver-Burk
plot (Figure 3-50B). In other words, the K,; of an enzyme
is not affected by a noncompetitive inhibitor. On the other
hand, the value of V___, indicated by the intercept on the
1/v, axis, increases by an amount related to [I] and the K.
This effect results from the failure of the substrate at high
concentrations to displace a noncompetitive inhibitor from
its binding site on the enzyme. Thus the kinetic effect of a
noncompetitive inhibitor is to reduce the catalytic potency,
or turnover number, of an enzyme; that is, it reduces the ef-
fective concentration of the enzyme. It is not surprising,
then, that the K, of an enzyme is unaltered by addition of
a noncompetitive inhibitor, for, as noted above, K, is inde-
pendent of the enzyme concentration.

REGULATION OF METABOLIC
REACTIONS

Without any regulation of reaction rates, cellular metabo-
lism would be uncoordinated and undirected. Growth, dif-
ferentiation, and maintenance would be impossible, to say
nothing of subtle homeostatic compensatory responses of
the biological machine to externally imposed stresses. Most
metabolic control is exerted via mechanisms that regulate
the quantity or activity of the various enzymes that catalyze
nearly all biochemical reactions. We will now consider the
major types of metabolic control.

Control of Enzyme Synthesis

The quantity of an enzyme present in a cell is a function of
the rate of synthesis and the rate of destruction of enzyme
molecules. As discussed earlier, enzymes are denatured at
elevated temperature and are broken down by the action of

Inactive repressor

Inducer

Repressor AN\/A\/\V\VN\

proteolytic enzymes. The rate of synthesis of an enzyme can
be limited under certain conditions (e.g., inadequate diet or
the unavailability of amino acid precursors) that reduce
protein synthesis generally. Normally, however, the rate of
synthesis of a particular enzyme is regulated at the molecu-
lar level by modulation of the rate of transcription of the
gene encoding it.

Figure 3-51 depicts the model of the control of enzyme
synthesis proposed by Francois Jacob and Jacques Monod
in 1961 based on studies in bacteria. They found that the
structural genes encoding several enzymes involved in some
metabolic pathways are located adjacent to each other in
the cell’s DNA. Next to the first of such linked genes is a
short stretch of DNA called an operator. An operator and
its associated contiguous structural genes constitute an
operon. Transcription of the structural genes into mRNA,
which is necessary for enzyme synthesis, can be “turned
off” or “turned on” by the action of a repressor protein,
encoded by a regulator gene. Binding of the repressor pro-
tein to the operator controls transcription of all the associ-
ated structural genes. Thus synthesis of all the enzymes en-
coded by the operon is collectively controlled by interaction
of the repressor protein with the operator. In the case of
some operons, combination of the repressor protein with a
particular small organic molecule, called an inducer, ren-
ders it incapable of binding to the operator (as illustrated in
Figure 3-51). In other operons, the repressor protein can
bind to the operator only when it is associated with a small
molecule called a corepressor.

Some cells synthesize certain enzymes (e.g., those in-
volved in metabolizing lactose) only after they are exposed
to the initial substrate (or related molecules) in the reaction
pathway, a phenomenon called enzyme induction. This
phenomenon can be explained in terms of the Jacob-
Monod model. In this case, the substrate acts as an inducer,
and binding of the substrate to the repressor protein re-
lieves the repression of the structural genes. As a result, cells

Figure 3-51 The Jacob-Monod operon model can
explain the induction and repression of enzyme syn-
thesis. As illustrated here, binding of the repressor
protein to the operator prevents transcription of the
adjacent structural genes. In the presence of an in-
ducer, this repression is relieved and the enzymes
encoded by the structural genes are produced. In
some operons, the repressor is inactive until it com-
bines with a small corepressor molecule. In this
case, enzyme synthesis proceeds as long as the
corepressor concentration is low. See text for further
discussion. [Adapted from Goldsby, 1967.]
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begin to synthesize the enzymes needed to metabolize the
substrate, which previously had been repressed. This
process is an example of metabolic economy, for inducible
enzymes are synthesized only when needed (i.e., when the
substrate is present).

Synthesis of the enzymes involved in a biosynthetic re-
action sequence may be regulated by the end product of the
pathway. In this situation, the repressor protein, called an
aporepressor, is inactive until it combines with a small or-
ganic molecule—the corepressor— produced at the end of
a biosynthetic reaction sequence. Binding of the active re-
pressor (i.e., aporepressor-corepressor complex) to the op-
erator prevents transcription of the structural genes in the
operon, and synthesis of all the encoded enzymes drops.
Sometimes, the genes for all the enzymes in a biosynthetic
reaction are not located next to each other in an operon.
But if synthesis of an enzyme that acts early in the biosyn-
thetic pathway is regulated, then operation of the entire
synthetic pathway and the rate of production of its end
product are kept in check. Again this is an example of
metabolic economy. If the end product begins to accumu-
late for any reason, such as a reduction in its rate of incor-
poration into cell structures, the entire synthetic pathway is
slowed by a drop in the rate of synthesis of the regulated en-
zyme (Figure 3-52).

In addition to these mechanisms, cells possess other
mechanisms for regulating the transcription of genes en-
coding enzymes, and hence the quantity of various enzymes
present in cells. All of these mechanisms are of great im-
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Figure 3-52 The end product in a biosynthetic pathway may have a re-
pressive effect on synthesis of an early enzyme in the pathway. (A) Exam-
ple of a negative-feedback loop in which synthesis of E, is repressed by
accumulation of a product (C) several steps farther along the pathway.
The end product acts as a corepressor, which binds to the repressor pro-
tein (or aporepressor). Binding of this complex to the gene for E, inhibits
transcription of the gene. (B) Time course of E, and corepressor concen-
tration. The level of E, drops as the level of the end-product corepressor
rises. SRR
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portance in the development of an organism. Each somatic
cell in an organism contains the same information coded in
its DNA. Different cell types in different tissues, however,
contain widely divergent amounts of the different enzymes
coded by the genetic material. It is evident that in any given
tissue some genes are turned on, while others are turned off.
This situation may occur in part through mechanisms of
enzyme induction and repression in response to differences
in the local chemical environments of different cells and tis-
sues in the developing organism,

Control of Enzyme Activity

The activity of some enzymes can be regulated by modula-
tor (regulator) molecules, which interact with a part of the
enzyme molecule distinct from the active site. This part
of the enzyme, called the allosteric site, can bind 2 modula-
tor molecule, causing a change in the tertiary structure
of the enzyme that changes the conformation of the ac-
tive site (Figure 3-53). As a result, the affinity of the en-
zyme for its substrate decreases or increases. Allosterically
regulated enzymes operate at key points in metabolic path-
ways, and modulation of their activities plays an impor-
tant role in the regulation of these pathways. Let’s take a
closer look at several mechanisms for controlling enzyme
activity.

End-product (feedback) inhibition

Some metabolic pathways have built-in mechanisms for
regulating the rate of the reaction sequence, independent of

A Allosteric inhibition

A

Figure 3-53 Allosteric interactions can result in either activation or inhi-
bition of enzyme activity. {A) Binding of an allosteric inhibitor molecule (1)
to an allosteric site can indirectly alter the configuration of the active site
of an enzyme (E), thereby rendering the enzyme inactive. Noncompeti-
tive inhibitors act by this mechanism. (B) Conversely, binding of an al-
losteric activator (A) can alter the active site so that the enzyme becomes
catalytically active.
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the quantity of enzymes present. In these pathways, it is
usually the first enzyme of the sequence that acts as a reg-
ulatory enzyme. Most commonly, interaction of the end
product of the pathway with this enzyme inhibits the
activity of that enzyme (Figure 3-54). Such end-product
inhibition limits the rate of accumulation of the end
product by slowing the entire sequence. In most cases, a
regulatory enzyme catalyzes a reaction that is virtually
irreversible under cellular conditions; for this reason,
accumulation of the product does not slow the rate of
reaction.

The interaction of the end product in a biosynthetic
pathway with a regulatory enzyme has been shown to oc-
cur at an allosteric site. Thus the end product acts as an al-
losteric inhibitor (see Figure 3-53A). An example of this
control mechanism occurs in the biosynthesis of the cate-
cholamine norepinephrine, which functions as both a neu-
rotransmitter and a hormone. High concentrations of cat-
echolamine inhibit the enzyme tyrosine hydroxylase, an
essential enzyme in the sequence of reactions leading to
production of norepinephrine.

Enzyme activation

The requirement for cofactors exhibited by some enzymes
provides the cell with another means of regulating enzyme
activity and hence the rate of biochemical reactions. As
noted earlier, Ca** and several other cations act as cofac-
tors for various enzymes (see Table 3-9). In the case of some
enzymes, cation cofactors appear to act as allosteric acti-
vators (see Figure 3-53B). However, no single mechanism
appears to explain the effect of cofactor ions on enzyme
activity.

The intracellular free concentration of certain ions de-
pends on diffusion and active transport across membranes
separating the cell exterior from intracellular ion storage
sites. By regulating the levels of cofactor ions, the cell can
modulate the concentration of cofactor ions and, in turn,
the activity of certain enzymes. An important and common
regulatory cofactor is Ca?*, which is present at much lower
concentrations than other cofactor cations within the
cytosol, the unstructured fluid phase of the cytoplasm in
which many metabolic reactions occur. Because extracellu-
lar concentrations of Ca®* are typically 1000 times higher
than its concentration in the cytosol (commonly far less
than 10~¢ M), extremely small changes in the net flux of

E, E, Es E. Es
A—» B —» C —» D —» E — End product

Inhibition

Figure 3-54 Products of a reaction sequence can allosterically inhibit a
rate-limiting enzyme in the pathway. The metabolic end product in this
case directly affects the activity of the initial enzyme, as illustrated in Fig-
ure 3-53A. In contrast, in the mechanism depicted in Figure 3-52 the end
product affects the amount of enzyme by controlling transcription of its
gene.

Ca?** across the cell membrane (or the membranes of cyto-
plasmic organelles) can produce substantial percentage
changes in the intracellular free Ca* concentration (see
Figure 9-16). The special role of Ca®* as an intracellular
regulatory molecule is discussed in Chapter 9.

Now that we’ve discussed the principles underlying cel-
lular energetics and the characteristics of enzyme-catalyzed
reactions, we will consider in detail how cells produce ATP,
the key molecule in the energy transactions of cells.

METABOLIC PRODUCTION OF ATP

If we compare the energy utilization of an animal with that
of an automobile (continuing our analogy between animal
and machine), we note that both types of machines require
the intermittent intake of chemical fuel to energize their ac-
tivities. Their use of fuel differs, however, in at least one
very important aspect. In the automobile engine the organic
fuel molecules in the gasoline are oxidized (ideally) to CO,
and H,O in one explosive step. The heat generated by the
rapid oxidation produces a great increase in the pressure of
gases in the engine’s cylinders. In this way the chemical en-
ergy of the fuel is converted to mechanical movement (ki-
netic energy). This conversion depends on the high tem-
peratures produced by the burning gasoline, for the
chemical energy of the gasoline is converted directly into
heat, and heat can be used to do work only if there is a tem-
perature and pressure difference between two parts of the
machine.

Since living systems are capable of sustaining only small
temperature and pressure gradients, the heat provided by
the simple one-step combustion of fuel would be essentially
useless for powering their activities. For this reason, cells
have evolved metabolic mechanisms with a series of dis-
crete reactions for the stepwise conversion of chemical en-
ergy. The energy of foodstuff molecules is recovered for
useful work through the formation of intermediate com-
pounds of progressively lower energy content. At each ex-
ergonic step some of the chemical energy is liberated as
heat, while the rest is transferred as free energy to the re-
action products. Chemical energy conserved and stored in
the structure of intermediate compounds is then transferred
to the general-purpose, high-energy intermediate ATP and
to other high-energy intermediates. The chemical energy of
these molecules is readily available for a wide variety of cel-
lular processes (Figure 3-535).

As mentioned earlier, carbohydrates, lipids, and pro-
teins ingested in foodstuffs are the primary fuels for ani-
mals. After digestion, these molecules generally enter the
circulatory system as five- or six-carbon sugars, fatty acids,
and amino acids, respectively (Figure 3-56). These small
molecules then enter the tissues and cells of the animal,
where they may (1) be immediately broken down into
smaller molecules for the extraction of chemical energy or
for rearrangement and recombination into other types of
molecules, or (2) be built up into larger molecules, such as
polysaccharides (e.g., glycogen), fats, or proteins. With few
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Figure 3-55 The hydrolysis of ATP
pOWErs nUMerous energy-requiring
processes in biological systems. The
ADP produced by hydrolysis is recy-
cled to ATP by rephosphorylation en-
ergized by the oxidation of foodstuff
molecules to CO, and H,0.

ADP + P, e

CO,

Figure 3-56 Carbohydrates, lipids, and proteins all can
be degraded by cells to yield usable energy in the form
of ATP. All three classes of foodstuffs are interlinked in in-
I termediary metabolism and feed intermediates into the

citric acid cycle (see Figure 3-68), which is linked to the

electron-transport chain. During aerobic metabolism,
5- and 6-carbon complete oxidation to CO, and H,O occurs. During
R sugars . anaerobic metabolism, however, cellular respiration is im-
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exceptions, these too will eventually be broken down and
eliminated as CO,, H,0, and urea. Nearly all molecular
constituents of a cell are in dynamic equilibrium, constantly
being replaced by components newly synthesized from sim-
pler organic molecules.

Some simple organisms, including certain bacteria and
yeasts, as well as a few invertebrate species, can live indef-
initely under totally anaerobic (i.e., essentially oxygen-free)
conditions. The anaerobes fall into two groups: obligatory
anaerobes, which cannot grow in the presence of oxygen
(e.g., botulism bacterium, Clostridium botulinum), and fac-
ultative anaerobes, which survive and reproduce well either
in the absence or in the presence of oxygen (e.g., yeasts). All
vertebrates and most invertebrates, however, require mole-
cular oxygen for cellular respiration and are therefore
termed aerobic. Even these aerobic animals generally pos-
sess tissues that can metabolize anaerobically for periods of
time, building up an oxygen debt that is repaid when suf-
ficient oxygen becomes available.

As these observations suggest, there are two kinds
of energy-yielding metabolic pathways in animal tissues
(Figure 3-57):

* Aerobic metabolism, in which foodstuff molecules are
finally oxidized completely to carbon dioxide and wa-
ter by molecular oxygen

* Anacrobic metabolism, in which foodstuff molecules
are oxidized incompletely to lactic acid

The energy yield per molecule of glucose in anaerobic me-
tabolism is only a fraction of the energy yield in aerobic me-
tabolism. For this reason, cells with high metabolic rates
and low energy stores survive only briefly when deprived of
oxygen. The nerve cells of the mammalian brain are a fa-
miliar example. An oxygen deficiency lasting only a few
minutes will lead to massive cell death and permanently im-
paired brain function.

Aerobic metabolism in animal cells is intimately asso-
ciated with the mitochondria. Detailed description of these
organelles, which are just visible in the light microscope,
had to await development of the electron microscope

Glucose

CHa—CIJH—COOH CO, + H,0
OH
Lactic acid

Figure 3-57 Glucose catabolism can take either an anaerobic or aerobic
pathway. The energy yield from aerobic metabolism is much greater than
that from anaerobic metabolism.

Quter membrane

Inner membrane
folded into cristae

0.2 um

Figure 3-58 Cellular respiration occurs in mitochondria. Electron micro-
graph of a mitochondrion in a bat pancreas cell revealing the outer mem-
brane and the inner membrane, which is folded to form cristae.
[{Courtesy of K. R. Porter.]

{Figure 3-58). Mitochondria consist of an outer membrane
and an inner membrane, which are not connected with
each other. These two membranes carry out completely dif-
ferent functions. The inner membrane is thrown into folds
called cristae, which increase the area of the inner mem-
brane relative to the outer membrane. The interior space
bounded by the inner membrane is called the matrix com-
partment, and the space between the two membranes is the
intermembrane space. As we shall see later on, the inner
membrane and matrix compartment contain enzymes that
catalyze final oxidation of foodstuffs and production of
ATP during cellular respiration. The matrix compartment
contains ribosomes, dense granules (consisting primarily of
salts of calcium), and mitochondrial DNA, which is in-
volved in replication of the mitochondria. Mitochondria
are quite numerous in most cells, with estimates ranging
from 800 to 2500 for a liver cell, They also tend to congre-



gate most densely in those portions of a cell that are most
active in utilizing ATP.

Oxidation, Phosphorylation, and Energy Transfer

Before going on to consider the biochemical pathways in
cellular energy metabolism, we will examine how chemical
energy, liberated during metabolism, is conserved and
channeled into high-energy intermediates. You will re-
member that when a complex organic molecule is taken
apart, free energy is liberated, thus increasing the entropy
(degree of randomness) of the constituent matter. This sit-
uation occurs when glucose is oxidized to carbon dioxide
and water by combustion in the overall reaction

CH,,0, + 60, —> 6CO, + 6H,0
AG® = —686 kcal - mol!

The 686 kcal liberated by the oxidation of 1 mol of glu-
cose Is the difference between the free energy incorporated
into the structure of the glucose molecule during photo-
synthesis and the total free energy contained in the carbon
dioxide and water produced. If 1 mol of glucose is oxi-
dized to carbon dioxide and water in a one-step combus-
tion (i.e., if it is burned), the free-energy change will appear
simply as 686 kcal of heat. During cellular respiration,
however, a portion of this energy, instead of appearing as
heat, is conserved as useful chemical energy and is chan-
neled into ATP through the phosphorylation of ADP. The
overall reaction for the metabolic oxidation of glucose by
the cell, including the coupled conversion of ADP to ATP,
can be written as

C.H,,0, + 38 P, + 38 ADP + 60, —>
6 CO, + 6 H,0 + 38 ATP

AG® = —420 kcal (as heat)

Thus, 266 kcal (686 — 420) is incorporated into 38 mol of
ATP (7 kcal - mol~! ATP). 4

How is the free energy of the glucose molecule trans-
ferred to ATP? To understand this, we must first recall that
oxidation of a molecule is most broadly defined as the
transfer of electrons from that molecule to another mole-
cule; conversely, reduction of a molecule is the acceptance
of electrons from another molecule. In an oxidation-
reduction reaction the reductant (electron donor) is oxi-
dized by the oxidant (electron acceptor). Together they
form a redox pair:

electron donor == e~ + electron acceptor
or
reductant == n e~ + oxidant

where # is the number of electrons transferred. Whenever
electrons are accepted from a reductant by an oxidant, en-
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ergy is liberated, for the electrons move into a more stable
(higher-entropy) situation when transferred to the oxidant.
This is akin to water dropping from one level to a lower
level. It is the difference between the two levels that deter-
mines the amount of energy liberated.

Thus, chemical energy is liberated when electrons are
transferred from a compound of a given electron pressure
(tendency to donate electrons) to one of a lower electron
pressure. If a molecule has a higher electron pressure than
the molecule with which it undergoes a redox reaction, it is
said to have a greater reduction potential, and will act as a
reducing agent; if it has less electron pressure, it will act as
an oxidant. The free-energy change in each reaction is pro-
portional to the difference between the electron pressures
of the two molecules of the redox pair.

In aerobic cell metabolism, electrons move sequentially
from compounds of higher electron pressure to com-
pounds of lower electron pressure. The final electron ac-
ceptor in aerobic metabolism is molecular oxygen. Since
oxygen acts merely as an electron acceptor, it is possible in
theory to support aerobic metabolism without oxygen,
provided that a suitable electron acceptor is supplied in
place of oxygen.

In being transferred from glucose to oxygen, electrons
undergo an enormous drop in both reduction potential and
free energy. One of the functions of cell metabolism is to
transport electrons from glucose to oxygen in a series of
small steps instead of one large drop. This transport is im-
plemented by two mechanisms found in all cells. First, as
we noted earlier, the chemical conversion of foodstuff mol-
ecules such as glucose to the fully oxidized end products
(e.g., CO, and H,0) occurs in steps and involves many in-
termediate compounds. Second, electrons removed from
substrate molecules are passed to oxygen via a series of
electron acceptors and donors of progressively lower elec-
tron pressure. As we will see shortly, these mechanisms al-
low energy to be channeled into the synthesis of ATP in
“packets” of appropriate size.

What reasons can you think of to explain why

animal life evolved with O, as the final electron
acceptor?

Electron-transferring coenzymes

During certain biochemical reactions, electrons, together
with protons (i.e., hydrogens), are removed from substrate
molecules by enzymes collectively called dehydrogenases.
These enzymes all function in conjunction with pyridine or
flavin coenzymes. The most common are nicotinamide ade-
nine dinucleotide (NAD*), noted earlier, and flavin adenine
dinucleotide (FAD). Their structural formulas are shown in
Figure 3-59. These coenzymes act as electron acceptors in
their oxidized form and as electron donors in their reduced
form:
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Adenosine

Riboflavin

reduced substrate + NAD* —=
NADH + H* + oxidized substrate

reduced substrate + FAD ==
FADH, + ox_idized substrate

A very convenient property of these coenzymes for experi-
mental purposes is that their reduced and oxidized forms
have different ultraviolet absorption spectra (Figure 3-60).
They also undergo a change in ultraviolet-excited fluores-
cence upon oxidation and reduction. These two properties
have permitted physiologists and biochemists to use pho-
tometric methods to monitor changes in the amount of re-
duced coenzyme under experimental conditions in living
cells.

The free energy of the reduced forms of both coen-
zymes, NADH and FADH,, is very high relative to oxygen.
As a result, the transfer of electrons from the reduced
coenzymes to oxygen is accompanied by a large decrease
in free energy. For example, the AG® for the reaction
NADH + ; O, — NAD* + H,0, in which two elec-
trons are transferred from NADH to O,, is about
—52 kcal - mol~". The AG® for transfer of electrons from
FADH, to oxygen is about the same. During the oxidation
of 1 mol of glucose in cells, 10 mol of reduced NAD and

Adenosine

Figure 3-59 The two most common elec-
tron-carrying coenzymes—flavin adenine
dinucleotide (FAD} and nicotinamide ade-
nine dinucleotide (NAD*)—contain an
adenosine group and a vitamin-derived
group (color shading). Riboflavin, one of the
B vitamins, is part of FAD, and nicotinamide,
one form of the vitamin niacin, is part of
NAD™. In the oxidized coenzyme molecules,
shown here, the atoms in red type can ac-
cept protons and electrons.

2 mol of reduced FAD are produced. Thus, of the 686 kcal
of free energy available from the oxidation of 1 mol of glu-
cose, about 624 kcal (12 X 52), or 91%, is transferred
to the electron-transferring coenzymes to be released in
subsequent stages of electron transfer. As noted earlier,
266 kcal of this free energy is eventually retained by the
synthesis of ATP.

Electron-transport chain

In spite of the large difference in electron pressure between
NADH or FADH, and oxygen, there is no enzymatic mech-
anism by which these reduced coenzymes can be directly
oxidized by oxygen. Instead, an elaborate electron-trans-
port chain, or respiratory chain, has evolved in which the
electrons move through about seven discrete steps from the
high reducing potential of NADH and FADH, to the final
electron acceptor, molecular oxygen. This sequence of elec-
tron transfers is the final common pathway for all electrons
during aerobic metabolism. Its function, as we will see, is
to utilize the energy of electron transfer efficiently for the
phosphorylation of ADP to ATP.

The electron-transport chain consists of a series of pro-
teins and coenzymes that can exist in oxidized and reduced
forms. Several of the electron carriers in the chain are iron-
containing proteins called cytochromes, each of which con-
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tains a substituted heme group. The deeply colored heme
group consists, essentially, of a porphyrin ring with an iron
atom at its center; the heme group is also present in the he-
moglobin molecule of vertebrate red blood cells (see
Figure 13-2B). The substituted heme groups in the various
cytochromes differ in the side chains attached to the por-
phyrin ring (Figure 3-61). The cytochromes show charac-
teristic absorption spectra in their oxidized and reduced
forms, absorbing more strongly in the red when reduced.
This behavior led to the first discovery of their function by
David Keilin in 1925. Using a spectroscope, he discovered
that the flight muscles of insects contain compounds that
are oxidized and reduced during respiration. He named
these compounds cytochromes and hypothesized that they
transfer electrons from energy-rich substrates to oxygen.

The functional order of the components of the electron-
transport chain is diagrammed in Figure 3-62. From left to
right in this figure, each successive electron carrier has a
lower electron pressure than its predecessor. As a result, elec-

?Hs ﬁ:“s . cH
CH, CH c
/ QZ /C\ NG /C\ /CQZ //C\
CH, CH CH, CH CH, CH C

R R

CH,

CH, CH,
CH,—COOH

HOOC—CH,

Figure 3-61 Heme A acts as the electron acceptor-donator group of cy-
tochrome aa,. At the center of the porphyrin ring is the iron atom that is
oxidized or reduced during transport. The side groups highlighted in
color differ in the other cytochromes.
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Figure 3-60 The oxidized and reduced forms of
NAD* have different absorption spectra. Since the
difference in absorption is greatest at 340 nm, that
wavelength is used to monitor the reduction of
NAD* to NADH, and vice versa. [Adapted from
Lehninger, 1975.]

NADH, reduced form

trons are transferred from NADH down the electron-trans-
port chain in a series of coupled reactions, ending with the
reduction of molecular oxygen. Only the last enzyme in the
chain, cytochrome aay, is able to transfer its electrons di-
rectly to oxygen. The order in which the various electron
carriers function was worked out in studies with several poi-
sons that block the flow of electrons at specific points in the
chain. In these studies, the presence of the oxidized or re-
duced forms of the electron carriers was monitored by spec-
trophotometric methods. For example, when the final
step—electron transfer by cytochrome oxidase (composed
of subunits of 2 and 4,) to O,—is blocked by cyanide, the
effect on electron transport is identical to the removal of
molecular oxygen (see Figure 3-62). Electrons pile up, so to
speak, because transport is interrupted along the chain, re-
ducing all the cytochromes and other electron carriers above
the point of the block. Another poison, antimycin, blocks
the flow of electrons from cytochrome b to ¢, causing the
electron carriers above the block to become fully reduced
and those below the block to become completely oxidized.

The cascading of electrons through a series of small dis-
crete steps, contrasted with the direct reduction of oxygen
by NADH or FADH, , confers a great energetic advantage
on the cell. The “logic™ of the electron-transport system be-
comes apparent when it is recalled that the energy required
to convert ADP to ATP, the standard currency in biological
energy exchange, is small compared with the total change
in free energy produced by the transfer of electrons from
NADH to oxygen. As we saw earlier, it requires a mini-
mum of 7.3 kcal to synthesize ATP from ADP and inor-
ganic phosphate, whereas 52 kcal are released in the trans-
fer of two electrons from NADH to oxygen. Oxidation
of NADH in a one-step reaction could be coupled to the
formation. of only one molecule of ATP. Such a coupled
reaction would be quite inefficient, conserving only 14%
(7.3/52) of the available free energy in NADH in the form
of ATP, the rest being lost as heat. In contrast, the electron-
transport system is a much more efficient mechanism that
releases the total energy available in NADH (and FADH, )
in small doses just large enough for synthesis of ATP.
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Progression along electron transport chain

Figure 3-62 In the electron-transport chain, electrons cascade from
one carrier to the next in order of their decreasing electron pressures.
Respiratory poisons (red shading), which blockx specific steps in this se-

The actual synthesis of ATP from ADP and inorganic
phosphate (P,) during electron transport is called oxidative
phosphorylation, or respiratory-chain phosphorylation.
The phosphorylation of ADP to ATP occurs as a conse-
quence of the transfer of electrons between three pairs of
electron carriers:

¢ Flavoprotein to coenzyme Q
* Cytochrome b to cytochromes ¢ and ¢,

® Cytochromes a4, (cytochrome oxidase) to molecular
oxygen

At each of these three steps in the electron-transport chain,
the drop in free energy is adequate to drive the phospho-
rylation of ADP (Figure 3-63). Thus, for each pair of elec-
trons that passes along the entire chain, three molecules of
ATP are generated from three molecules of ADP and three
molecules of P,. Each pair of electrons finally reduces one-
half molecule of O, to form one molecule of water:

2e” +2H* +10, == H,0

By comparing the amount of O, consumed (i.e., con-
verted to water) and the amount of P, consumed (i.e., in-
corporated into ATP), we can establish the P/O ratio (ratio
of P, to atomic oxygen). For example, if one oxidative phos-
phorylation occurs at each of the three steps noted above,
3 mol of P, will be incorporated into ATP for each mol of

quence, were useful in determining the order in which the electron car-
riers function.

oxygen atoms (O, ) consumed in the formation of H,O.
Thus, P/O = 3. Reduced FAD, however, transfers electrons
directly to coenzyme Q, bypassing the first phosphorylation
reaction; thus, for each pair of electrons transferred from
FADH, to atomic oxygen, only two ATP molecules are
formed, for a P/O = 2.

Of the several theories proposed to explain how the
synthesis of ATP is coupled at the molecular level to the free
energy liberated during electron transfer, the chemiosmotic
theory of energy transduction is the most widely accepted.
This mechanism is discussed in Chapter 4. It is interesting
to note here that oxidative phosphorylation becomes un-
coupled from electron transport whenever anything hap-
pens that makes the inner mitochondrial membrane
“leaky,” that is, more permeable than normal to H* or
other cations. In this case, the production of ATP drops or
ceases while both electron transport and the reduction of
O, to H,O continue. All the released energy is given off as
heat. Oxidative phosphorylation is also uncoupled from
electron transport by certain drugs, such as dinitrophenol
(DNP). Because this drug reduces the efficiency of energy
metabolism, it was once prescribed by physicians to help
patients lose weight. Its use as a weight-reducing drug was
discontinued when it was found to produce pathological
side effects. ‘

Glycolysis

The term glycolysis, which means “breakdown of sugar,”
refers to the sequence of reactions by which the six-carbon
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NAD 2e~ FPH, Q2e”
NAD* FP 2e— Q

Figure 3-63 As two electrons from a molecule of NADH flow through the
entire electron-transport chain, three molecules of ADP are phosphory-
lated to ATP. Formation of ATP occurs at the indicated steps. FP, flavo-

sugar glucose is converted to pyruvic acid, a three-carbon
molecule (see Figure 3-56). This sequence of reactions, the
most fundamental in the energy metabolism of animal cells,
is required for both anaerobic and aerobic release of energy
from foodstuffs. The glycolytic pathway is also called the
Embden-Meyerhof pathway after the two German bio-
chemists who worked out the details of glycolysis in the
1930s.

The first step in the glycolytic pathway is the phospho-
rylation of glucose by ATP to give glucose 6-phosphate
(Figure 3-64). The breakdown of glycogen also yields phos-
phorylated glucose, which then can enter the glycolytic
pathway (see Figure 9-13). Glucose 6-phosphate then is
converted to fructose 6-phosphate, which is phosphoryl-
ated to fructose 1,6-diphosphate at the expense of a second
ATP (steps 2 and 3). At first glance, it would seem uneco-
nomical for the cell to expend 2 mol of ATP to phospho-
rylate 1 mol of hexose, since the object of glycolysis is to
produce ATP. On closer examination, however, the phos-
phorylation of glucose does make sense. At physiological
pH, phosphorylated hexose and triose (three-carbon sugar)
molecules become ionized and thus have very low mem-
brane permeabilities. Although unphosphorylated glucose
is free to enter (or leave) the cell by diffusion through
the surface membrane, the phosphorylated form is con-
veniently trapped along with its phosphorylated deriva-
tives within the cell. The 2 mol of ATP expended in these
so-called priming phosphorylations is, in fact, not really
lost, for later in the glycolytic pathway these phos-
phate groups—and their intramolecular free energies—are
used to regenerate ATP, thereby conservipe the energy of
the phosplisaldroups utilized in the prim#sphosphoryla-
tions.

Fructose 1,6-diphosphate is cleaved in step 4 into two
triose sugars, glyceraldehyde 3-phosphate and dihydroxy-
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ADP + P, ADP + P,
bb Xcm 2e— aa; H,O
bb 2e~ cc, aa, 2e” 30, + 2H*

protein; Q, coenzyme Q. The letters b, ¢, ¢;, a, and a, refer to the re-
spective cytochromes, shown working in pairs transporting pairs of elec-
trons. :

acetone phosphate. The latter molecule is enzymatically re-
arranged into the former, so that each mole of glucose
yields 2 mol of glyceraldehyde 3-phosphate. This completes
the first stage of glycolysis, in which 1 mol of the six-carbon
glucose is converted into 2 mol of the three-carbon glycer-
aldehyde 3-phosphate (steps 1-35 in Figure 3-64).

The second stage of glycolysis begins with the oxida-
tion of glyceraldehyde 3-phosphate and addition of a phos-
phate group to vield 1,3-diphosphoglycerate (step 6). In
this crucial reaction the energy that would otherwise be re-
leased by oxidation of the aldehyde group is captured in a
high-energy acyl-phosphate bond linking the second phos-
phate group to the carbonyl carbon atom (see Figure 3-39).
The elucidation of the mechanism of this reaction and of
the following one (step 7), in which ADP is directly phos-
phorylated to ATP by the substrate, is considered among
the most important contributions to modern biology.
Through these discoveries, Otto Warburg and his col-
leagues provided, in the late 1930s, the first insight into a
mechanism by which chemical energy of oxidation is con-
served in the form of ATP. This process is called substrate-
level phosphorylation to distinguish it from the process of
oxidative phosphorylation coupled to electron flow in the
respiratory chain.

In steps 8- 10 of glycolysis, 3-phosphoglyceric acid is
converted to 2-phosphoglyceric acid, water is removed to
form phosphoenolpyruvate, and finally the latter yields its
phosphate group to ADP, forming ATP and pyruvic acid,
another substrate-level phosphorylation. Thus, the gly-
colytic pathway ends with 2 mol of pyruvic acid produced
from each mole of glucose. The phosphorylation of each
mole of kslbse consumes 2 mol of ATP, and each mole of
triose generates 2 mol of ATP (steps 7 and 10). Since each
mole of glucose yields 2 mol of triose, the net gain per mole
of glucose in glycolysis is 2 mol of ATP.


Owner
ATP

Owner
ATP

Owner
ATP


PRINCIPLES OF PHYSIOLOGY

Glucose

Glucose 6-phosphate

i
CHZ—O—T—O‘
o
) o)

i ® o
B ———> 0—F—0—Hg
OH o

OH H

o CH,OH

H OH
H

OH H

Fructose 6-phosphate

I
‘O—T—O—Hzc o

|
CHZ—O—IT—O‘ ®

o H OH 0" ADP
H H
OH H
Fructose 1,6-diphosphate
\ (O] v
i
CHZ—O—T—O‘ CH,—OH
s
CH—OH *L C=0
‘ |
H—C=0 CH,—0—F—0-
o-
3-Phosphogly y Dihydroxy phosp
P NAD* o
® ) u
Aotk O, —0—b—0"
: 7%' CH—OH
CH,—O0—P—0O-
] ~or COOH
CH—OH 3-Phosphoglyceric acid
7
"0—p—0—C=0
o-
1,3-Diphosphoglycerate CHz—OH
0
CH—0—p—0-
o-
COOCH
2-Phosphoglyceric acid
®
H,0
' FHz o acr N CH,
| E Z‘ ‘
C—0—P—0~ c=0
|
o-
COOH COOH
Phosphoenolpyruvic acid Pyruvic acid
NADH
NAD*
Figure 3-64 Inthe Embden-Meyerhof glycolytic pathway, glucose is de-
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cules. This doubles the molarities of reactants in the remainder of the
pathway. The common HOOC

energy intermediates, ATP and NADH, are
shaded. o ) ’

Lactic acid



As indicated in Figure 3-65, glycolysis of 1 mol of glu-
cose also yields 2 mol of NADH. In the presence of oxy-
gen—that is, during aerobic metabolism —each mole of
NADH eventually is oxidized by molecular oxygen, via
the electron-transport chain, with concomitant produc-
tion of 3 mol of ATP (see Figure 3-63). In this way, NAD*
is regenerated for use in the glycolytic pathway. In the ab-
sence of oxygen—that is, during anaerobic metabolism—
pyruvic acid resulting from glycolysis is reduced to lactate
(Figure 3-64, step 11) or, in certain microorganisms such
as yeast, to ethanol. This substrate reduction is coupled to
oxidation of NADH, thereby replenishing the NAD*
reduced to NADH in step 6 of glycolysis. In this case the
electrons of NADH are accepted by pyruvate instead of
oxygen. Without this anaerobic oxidation of the reduced
coenzyme, there would be a depletion of the oxidized
form of the coenzyme (NAD™), and glycolysis would be
blocked for lack of an electron acceptor at step 6 (the
oxidation of 3-phosphoglyceraldehyde to 1,3-diphospho-
glycerate) in the absence of molecular oxygen. The anaer-
obic NAD* == NADH cycle that operates between
steps 6 and 11 of the glycolytic pathway is shown in
Figure 3-66.

Citric Acid Cycle

Under aerobic conditions, pyruvic acid is decarboxylated
(i.e., 1 mol of CO, is removed), leaving a two-carbon
acetate residue, which then reacts with coenzyme A (CoA)
to vield acetyl coenzyme A (acetyl CoA). In this coupled re-
action, NAD* accepts one hydrogen atom from pyruvic
acid and one from coenzyme A (Figure 3-67). Coenzyme A
acts as a carrier for the acetate residue, transferring it to
oxaloacetic acid to form citric acid in the first reaction of
the citric acid cycle (Figure 3-68). This reaction releases free
CoA, which is recycled to repeatedly transfer acetate
residues from pyruvic acid to oxaloacetate.

Glucose

pINil —|—— 2 ADP

Fructose 1,6-diphosphate
N

N

2,3-Phosphoglyceraldehyde «<— Dihydroxyacetone phosphate

2P —

2 NAD+ —|—> 2 NADH
2 ADP —(— /NIl

2 ADP —|— BRIy

2 Pyruvic acid

Figure 3-65 ATP is both consumed and produced during glycolysis. Ox-
idation of 1 mol of glucose to pyruvic acid yields a net of 2 mol of ATP as
well as 2 mol of NADH.
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1,3-Diphosphoglycerate

NADH NAD*
o OH

|
CH,—CH—COOH
Lactic acid

[
CH,— C—COOH

Pyruvic acid (anaerobic)

@

Figure 3-66 Under anaerobic conditions, the NAD* consumed in the
breakdown of glucose to pyruvic acid is replenished by reduction of pyru-
vic acid to lactate. This NAD* «— NADH cycle permits glycolysis to
proceed in the absence of oxygen. Circled numbers refefgERgDs in gly-
colytic pathway shown in Figure 3-64.

All the reactions of the glycolytic pathway leading to
formation of pyruvic acid occur in free solution in the cy-
tosol. The formation of acetyl CoA and CO, from pyruvic
acid and the eight major reactions composing the citric acid
cycle are all catalyzed by enzymes confined to the matrix
compartment or inner membrane of mitochondria. For
each acetate residue that enters the cycle, two additional
molecules of CO, and two molecules of H,O are produced.
The overall reaction for the complete oxidation of pyruvate
via the citric acid cycle and electron-transport chain is writ-
ten as follows:

2 CH,COCOOH + 5§ 0, —> 6 CO, + 4H,0

The citric acid cycle is also known as the Krebs cycle af-
ter Hans Krebs, who in the early 1940s elucidated the ma-
jor features of the reaction sequence and its cyclic nature.
(It’s also known as the tricarboxylic acid cycle because sev-
eral intermediates have three carboxyl groups.) The two-
carbon acetate residue of acetyl CoA first condenses with
the four-carbon oxaloacetic acid to form the six-carbon cit-
ric acid (see Figure 3-68, step 1). In steps 4 and 5, two car-
boxyl groups of isocitric acid are removed to form two
molecules of CO,. Moreover, four hydrogen atoms are
transferred to NAD™ to form two molecules of NADH.
Step 6 is catalyzed by succinic dehydrogenase, which is
bound to the inner mitochondrial membrane. In this reac-
tion, two hydrogen atoms are transferred from succinic

NADH

CoA —SH 0
CH,~~C~—S— CoA

Acetyl coenzyme A

Pyruvic acid CO,

Figure 3-67 Pyruvic acid is decarboxylated and its two-carbon acetyl
group {shaded) is transferred to coenzyme A (CoA} in a coupled reaction
that yields acetyl CoA. This reaction occurs in the matrix cormpartment of
mitochondrig; it links glycolysis, which occurs in the cytosol, with cellular
respiration within mitochondria.
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Figure 3-68 In the course of each circuit of the citric acid (Krebs) cycle,
an acetate group transferred from acetyl CoA moves through several in-
termediates with the production of two CO, molecules and transfer of

acid to FAD, forming fumaric acid and FADH, . Another
oxidation occurs when malic acid is converted to ox-
aloacetic acid by the transfer of two hydrogen atoms to
NAD™ (step 8). A new acetate residue then condenses with
the oxaloacetate to reconstitute the citric acid molecule,
thus beginning another repetition of the cycle.

Each time one circuit of the citric acid cycle is com-
pleted, two carbon atoms and four oxygen atoms are re-
moved as two molecules of CO, and eight hydrogen atoms
are removed, two at a time (Figure These hydro-
gens (as electrons accompanied by ‘ms), carried by
NADH and FADH,, are fed into the respiratory chain and
eventually oxidized to H,O by molecular oxygen (see
Figure 3-62). The CO, leaves the mitochondrion and
then the cell by simple diffusion; it is finally eliminated as
a gas via the circulatory and respiratory systems (see
Chapter 13).

Efficiency of Energy Metabolism

The direct oxidation (burning) of glucose and its metabolic
oxidation both liberate the same amount of free energy—
namely, 686 kcal - mol~1. If water is boiled by the heat of
burning glucose to produce steam pressure for a steam en-
gine, the mechanical output of the engine divided by the
free-energy drop of 686 kcal-mol~! represents the effi-
ciency of the conversion of chemical to mechanical energy.

Fumaric acid

four pairs of protons (shaded) to electron-carrier coenzymes. The carbons
of each entering acetyl group (red type) remain intact during its initial cir-
cuit around the cycle. Note that one molecule of GTP is produced.

Steam engines have attained efficiencies of approximately
30%. Now let us see how efficiently the living cell transfers
chemical energy from glucose to ATP.

Under standard conditions, it takes about 7 kcal to
phosphorylate 1 mol of ADP to form ATP. If the free energy
of glucose were conserved with an efficiency of 100%, each
mole of glucose could energize the synthesis of 98 mol of
ATP (686/7 = 98) from ADP and inorganic phosphate. In
fact, during the metabolic oxidation of 1 mol of glucose
only 38 mol of ATP are synthesized, giving an overall effi-
ciency of about 42% or more.* The remaining free energy
is liberated as metabolic heat, which accounts for a part of
the heat that warms and thereby increases the metabolic
rate of the tissue. Essentially all the energy incorporated
into ATP and transferred to other molecules is eventually
degraded to heat. The oxidation of fossil fuels represents
a long-delayed return of stored energy to the original low-
energy, high-entropy state of CO, and water.

* The 42% calculated here is for standard conditions. The efficiency of en-
ergy conservation by the cell may in fact be as high as 60%, because the
free energy of hydrolysis of ATP under intracellular conditions has been
estimated to be greater than that under standard conditions. The ener-
getic efficiency of ATP production is therefore substantially better than
that of a steam engine, in fact better than that of any other method
yet devised by humans for converting chemical energy to mechanical
energy.
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Acetyl CoA

Citric acid
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CO,

Figure 3-69 The oxidation of pyruvic acid produces CO,, NADH,
FADH,, and GTP. The CO,, a waste product, is eliminated. Both NADH
and FADH, enter the electron-transport chain where their electron pres-
sure is converted into ATP during oxidative phosphorylation (see Figure
3-63). GTPis formed in a substrate-level phosphorylation and like ATP can
drive energy-requiring reactions. The circled numbers refer to the corre-
sponding steps in Figure 3-68. [Adapted from Vander et al., 1975

It is interesting to compare the efficiencies of anaerobic
and aerobic glucose metabolism, keeping in mind that
since each mole of glucose yields 2 mol of the three-carbon
derivatives, it is necessary to double all the molarities be-
yond step 5 of glycolysis. In anaerobic glycolysis there is a
net production of 2 mol of ATP per mole of glucose (see
Figure 3-65), because 2 of the 4 mol of ATP produced by
substrate-level phosphorylation of ADP are consumed in
the priming phosphorylations. As noted previously, the
2 mol of NADH produced by the oxidation of 3-phospho-
glyceraldehyde is reoxidized to-NAD™ when the two pairs
of hydrogen atoms are transferred to 2 mol of pyruvic acid
to form 2 mol of lactic acid under anaerobic conditions (see
Figure 3-66).

Under aerobic conditions, each of the 2 mol of
NADH produced in glycolysis by the oxidation of 3-
phosphoglyceraldehyde yields 3 mol of ATP during ox-
idative phosphorylation (Figure 3-63). Pyruvic acid goes
on to fuel the citric acid cycle, yielding a total of 10 pairs
of hydrogen atoms for every 2 mol of pyruvic acid
(Figure 3-69). Eight pairs are carried by NAD™, yielding
24 mol of ATP, while two pairs are carried by FAD, yield-
ing 4 mol of ATP. Finally, 2 mol of GTP is produced by
substrate-level phosphorylation of guanosine diphos-
phate (GDP) during the oxidation of a-ketoglutaric acid
to succinic acid in step S of the citric acid cycle (see
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Figure 3-68). This adds up to 38 mol of nucleotide
triphosphate per mole of glucose during aerobic respira-
tion. As noted earlier, only 2 mol is produced during
anaerobic respiration. Thus, although aerobic respiration
conserves a minimum of about 42% of the free energy of
the glucose molecule, anaerobic respiration conserves
only about 2%. Stated differently, the energy conserva-
tion of glucose metabolism via aerobic glycolysis and the
citric acid cycle is about 20 times as efficient as that via
anaerobic glycolysis. It is not surprising, then, that most
animals catry on aerobic metabolism and require molec-
ular oxygen for survival.

Oxygen Debt

When animal tissue, such as active muscle, receives less
oxygen than is required to produce adequate amounts of
ATP by respiratory-chain phosphorylation, some of the
pyruvic acid, instead of going on to fuel the citric acid cy-
cle, is reduced to lactic acid. For every 2 mol of pyruvic acid
reduced, 2 mol of NADH is oxidized, costing 6 mol of ATP
that might have been synthesized by respiratory-chain
phosphorylation. If the oxygen deficiency is maintained,
lactic acid concentrations rise, and some may enter the ex-
tracellular space and circulatory system. When the muscle
stops its strenuous activity and oxygen is again available,
the enzyme lactate dehydrogenase oxidizes the accumu-
lated lactic acid back to pyruvic acid coupled to the reduc-
tion of NAD* (Figure 3-70). The NADH produced in this
reaction then is oxidized in the respiratory chain, recoup-
ing some of the ATP forfeited by the anaerobic formation
of lactic acid. Moreover, some of the pyruvic acid regener-
ated from lactic acid goes on to fuel the citric acid cycle,
eventually recouping more of the forfeited ATP. (Some of
the recovered pyruvic acid may be used for the synthesis of
alanine and glucose.)

In other words, when muscle is starved for oxygen,
it EBlches to anaerobic metabolism in which ATP is
formed with low efficiency. But the unused chemical en-
ergy is stored in the tissue as lactic acid, and later becomes
available for aerobic metabolism when sufficient oxygen
is available. With cessation of heavy exercise, the respira-
tory and circulatory systems continue for some time to
supply large amounts of oxygen in order to “repay” the
oxygen debt that was built up as an accumulation of
lactic acid.

¥ u
CH,— CH—COOH Lactate dehydrogenase CH,—G—COOH
Lactic acid NAD+ NADH  Pyruvic acid

Figure 3-70 The lactic acid that accumulates in muscle during strenuous

‘activity is oxidized to pyruvate following cessation of activity when the

oxygen supply increases. Oxidation of the NADH, as well as some of the
pyruvate produced in this reaction, eventually fuels respiratory-chain
phosphorylation, thereby recovering some of the ATP forfeited during
anaerobic production of lactic acid.
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SUMMARY

Biologists generally accept the hypothesis that life on Earth
arose spontaneously in shallow seas under special condi-
tions that no longer exist. It is believed that organic mole-
cules, synthesized in the primitive atmosphere by reactions
energized by lightning discharges or radiation, accumulated
in the water over long periods, providing the raw material
for primordial living cells.

Living matter is composed primarily of carbon, nitro-
gen, oxygen, and hydrogen in stable (covalently bonded)
associations. Carbon, nitrogen, and oxygen are capable of
forming double and triple bonds, which greatly increase the
structural variety of biological molecules.

The polarity of the water molecule is responsible for hy-
drogen bonding. Besides linking hydrogen and oxygen
atoms of adjacent water molecules, hydrogen bonding con-
fers on water many special properties that have profoundly
shaped the evolution and survival of animal organisms.
Water dissociates spontaneously into H* and OH~; in
1 liter of pure water there is 10~7 mol of each ion. Many
substances in solution contribute to an imbalance in the
concentrations of H" and OH~, giving rise to acid-base be-
havior (i.e., donation and acceptance of protons). Their
concentrations are measured by the pH system. The pH of
biological fluids influences the charges carried by amino
acid side groups and hence the conformation and activity
of proteins, Physiological buffering systems maintain the
intra- and extracellular pH within a narrow range.

The electrostatic force attracting an ion to a site of op-
posite charge is determined by the distance of closest ap-
proach of the ion to the site. The ion selectivity of a site de-
pends on the relative ability of the site to compete with the
dipolar water molecules in binding different ion species.

Four major groups of organic molecules compose ani-
mal cells. The lipids, which include triglycerides (fats), fatty
acids, waxes, sterols, and phospholipids, are important as
energy stores and as constituents of biological membranes.
The carbohydrates include sugars, storage carbohydrates
{glycogen and starch), and structural polymers such as
chitin and cellulose. The sugars, glycogen, and starch are
major sources of substrate for energy metabolism by cells.
Proteins, made up of linearly arranged amino acid residues,
form many structural materials such as collagen, keratin,
and subcellular fibrils and tubules. Enzymes are specialized
proteins bearing catalytically active sites and are important
in nearly all biological reactions. The nucleic acids DNA
and RNA encode the genetic information necessary for the
orderly synthesis of all the protein molecules in the cell.

A major characteristic of biological systems is that they
maintain a low state of entropy —that is, they are highly
and improbably organized. A steady expenditure of energy
must therefore be derived from foodstuff molecules by the
processes of energy metabolism. In the living cell, metabo-
lism occurs as orderly, regulated sequences of chemical re-
actions catalyzed by enzymes. Chemical reactions sponta-
neously tend to go down an energy gradient, decreasing

free energy and increasing entropy. Living systems appear
to defy entropy, but they do not; they merely exist at the ex-
pense of chemical energy obtained from their environment.

Energy-requiring biological reactions utilize ATP, a
triply phosphorylated nucleotide that serves as a common
intermediate capable of contributing chemical energy
stored in the form of its terminal phosphate bond. This en-
ergy transfer is accomplished by means of coupled reac-
tions in which an endergonic (energy-requiring) reaction is
driven by an exergonic (energy-releasing) reaction. ATP is
reconstituted from ADP by the oxidation of foodstuff mol-
ecules, which largely have their origin in the radiant solar
energy trapped during the process of photosynthesis in
green plants. Thus, animals depend on energy ultimately
derived from the sun.

Enzymes act as biological catalysts; that is, they lower
the energy required to activate reactants sufficiently for re-
action and thereby increase the rate of reaction at a given
temperature. With the aid of enzymes, cell chemistry 