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Context: Software and information system are everywhere and the projects involving them are becoming 

more complex. However, these projects performance patterns are not showing improvement or conver- 

gence over time. Additionally, there is a growing interest in modeling the complexities involved in such 

projects for evaluating long-term impacts, especially the dynamic dimension. 

Objective: This study aims to analyze how the system dynamics approach has been used in the scientific 

literature to model complexity in software and information system projects. 

Method: The research approach used was a mapping study that combined bibliometrics and content anal- 

ysis to draw the scenario of the research literature related to software and information system projects, 

identifying patterns, evolution trends, and research gaps. 

Results: The results show the focus of the studies analyzed regarding the step of policy design and eval- 

uation in the modeling process (46%), besides investigating software development projects (34%). This 

study also reveals that the most employed tools are simulations (78%) and the causal loop diagram (61%), 

but only 37% presented model equations. As for the software and information system projects success 

dimension, system quality has prevailed (73%). 

Conclusion: The mapping showed that there is a gap of studies exploring the implementation and post 

implementation phases of software and information systems. Few studies explored the social compo- 

nents; the majority of the studies focused on technical aspects and did not report the complete steps 

of system dynamics modeling development process. This lack of information hinders the reproduction of 

past results for expanding and developing new studies. 

© 2017 Elsevier B.V. All rights reserved. 
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1. Introduction 

Even with the progress obtained in the project management

area in recent decades, the improvement in the project success

rate has not been significant [81] . Following this trend, software

and information system projects have also shown no convergence

of performance patterns over time [44,45,62] . 

There are challenges reported in software and information

system projects in various contexts, covering complex information

systems deployment such as Enterprise Resource Planning (ERP)

[58] , international software development [15] , military IT projects

[105] , and the British government initiative to automate healthcare

records that extended from 20 0 0 to 2010 and was abandoned

after costs reached the order of 5 to 10 billion dollars [116] . As a
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onsequence, there is an increasing trend of research on complex

rojects [24,61] and the dynamic aspect stands out among the

imensions that characterize complexity [56] . 

Sterman [ [120] , p. 11] defines dynamic complexity as the “often

ounterintuitive behavior of complex systems that arises from the

nteraction of the agents over time.” Dynamic complexity arises

ecause complex systems are constantly changing, tightly coupled,

overned by feedback, nonlinear, self-organizing, adaptive, and

olicy resistant among other characteristics. 

In project management literature, managing complexity is

ecoming an important issue because "complexity has become an

nseparable aspect of systems" [19] , and the complexity of projects

ppears to be increasing [78] , which requires the application of

ritical thinking [91] . System dynamics is particularly suited for

odeling and analyzing the complexity, because it is “a perspec-

ive and set of conceptual tools that enable us to understand the

tructure and dynamics of complex systems. System dynamics is

lso a rigorous modeling method that enables us to build formal

http://dx.doi.org/10.1016/j.infsof.2017.08.013
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omputer simulations of complex systems and use them to design

ore effective policies and organizations” [119] . 

There is an understanding that software and information

ystem projects are broader than just placing artifacts in oper-

tion. Their introduction alters the structure and culture of an

rganization; in addition, they change the way people think and

ork [85] . Defining success of those initiatives is also a non-trivial

ctivity, and consequently, there is no consensus in the research

ommunity about how to define and measure it [31,111] . 

It is not surprising that currently the software inventory owned

y a company usually represents a significant share of its assets

127] ; thus they have a vital interest in preserving and maximizing

he investments made to build their software libraries and to

ptimize future ones. 

The demand for better results increased in the last years due

o the growing pressure for faster deliveries, lower costs, scope

exibility, system interconnectivity and business dependence on

nformation systems for operating daily activities. These demands

equire changes in software development processes and in the

rganizations adopting those systems, which require significant

nvestment and are complex to evaluate. How is it possible to

nderstand and to anticipate the impacts these changes present?

Software Process Simulation and Modeling” (SPSM) is one area

f research that has sought to address this issue and has brought

ontributions to better evaluate scenarios and to predict potential

mpacts of proposed software process improvements [64,106] . 

Regarding the approaches applied in research related to model-

ng, simulating and conducting experimentation, system dynamics

s the most commonly used simulation approach employed for

etter understanding problems and proposing new theories when

ompared to Discrete Event, Agent Based, Monte Carlo among oth-

rs [17,130] . This approach was formulated in the 1950s [51] and

as been gaining attention in several scientific areas since. 

In spite of this prevalence, there are still few publications

resenting the application of the system dynamics approach in the

ontext of software and information system projects. In general,

iterature reviews of this area assess the use of simulation inde-

endently of the approach adopted [17,64,130] . On the other hand,

iterature reviews regarding the system dynamics approach are not

pecific to the software and information system projects context

72] . 

In this scenario, the present work aims at analyzing the pub-

ications exploring the use of the System Dynamic approach in

oftware and information system projects, identifying the main

uthors, main studies, themes, patterns and evolution trends of

he research field. This paper seeks to fill the identified gap by

erforming a mapping study for answering the following research

uestions: How did the literature on system dynamics applied to

oftware and information system projects evolve over time? How

as the system dynamics approach been used in research related

o software and information system projects? 

This work is organized in six sections. Section 2 presents the

iterature background on the core research constructs, particu-

arly the use of the system dynamics approach to software and

nformation system projects. Section 3 lists the research meth-

ds employed for collecting and processing the articles sample.

ection 4 yields the results from bibliometrics and content analy-

is, followed by the discussions of the results in Section 5 . Finally,

ection 6 presents the conclusions, the limitations of the current

ork and suggestions for future research agenda. 

. Background 

This section of the work offers an overview of the literature

elated to the evolution of the concept of project success and
he application of system dynamics approach in software and

nformation system projects. 

.1. Project success 

The iron triangle composed of the dimensions of time, cost and

uality [18] , which was widely used as the evaluation criterion

or project success (Berssaneti and Carvalho, 2015, Carvalho et al.

016), has been discussed and expanded in recent years to incor-

orate reflections such as: success evaluation criteria may vary

rom project to project due to difference in size, complexity, and

niqueness [84] . The perception of success varies depending on

he perspective of stakeholders and the moment of the project at

hich the evaluation was made [36] . It is necessary to distinguish

uccess and failure of a project from the project management

tandpoint [109,129] in addition to considering the intangible

spects when evaluating success [26,76] . 

Other authors have analyzed the evolution of publications

elated to project success over the past decades and concluded

hat it consists of a multi-dimensional and inter-related construct

30,115] . Several authors suggest that it is a multidimensional

onstruct that can includes project efficiency, impact on the team,

mpact on the customer, business and direct success, and prepa-

ation for the future [115] and, more recently, the environmental

nd social sustainability dimension [29,30,74] . In addition, the

erception of success and the relative importance of the associ-

ted dimensions may vary according to the personality and to the

ationality of the individuals involved, on top of the project and

ontract type [83] . Furthermore, there is a complex relationship

etween managerial, technical and behavioral aspects and their

mpact on success, which may be moderated by a set of variables

uch as industry, project type and country. 

Due to the subject being multidisciplinary, several models have

een proposed to assess and to measure project success. One of

hese studies is of particular interest, as it is focused on evaluating

he success of initiatives involving information systems. It is also

ne of the most cited models in the area, having accumulated so

ar more than 2200 citations of its first version [39] and more than

900 of its second revision [38] , according to the "Web of Science

ore Collection ” database. This model offers a comprehensive user-

entered approach to evaluate success consisting of six interde-

endent dimensions: information quality (desirable characteristics 

f the system outputs); system quality (desirable characteristics of

n information system); service quality (quality of the service or

upport that system users receive); intention to use and use of the

ystem (degree and manner in which staff and customers utilize

he capabilities of an information system); user satisfaction (users’

evel of satisfaction with the information system); and benefits

enerated (extent to which the information system are contribut-

ng to the success of individuals, groups, or organizations). 

Furthermore, we selected the DeLone and McLean [38] , because

heir proposed success model represents a process and a causal

epresentation of the six interrelated success dimensions. The

ocus on causal relationship is also one of the core elements of

he system dynamics approach, which tries to explain complex

ehaviors from the interactions (feedbacks) among the compo-

ents of the system [119] . A process model suggests that an

nformation system is first created, containing a set of features and

an be characterized as exhibiting various degrees of system and

nformation quality. Next, users experience these features by using

he system and are either satisfied or dissatisfied with it or its

nformation output. Finally, the impact that each user experiences

y interacting and working collectively results in organizational

mpacts. In contrast, a causal model evaluates the covariance of the

uccess dimensions to determine the causal relationships among

hem. For example, a system with a higher quality evaluation
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is expected to lead to higher user satisfaction and more system

usage, consequently leading to positive impacts on individual

productivity, and organizational productivity improvements. 

2.2. System dynamics in software and information system projects 

The interest of researchers and practitioners in process mod-

eling and simulating has grown. It has been perceived as an

approach that can be used to help the analysis of complex busi-

ness context, to support the design and evaluation of potential

intervention policies, and to explore hypothetical scenarios that

would often be economically unfeasible to explore in the real

world. Although modeling and simulation techniques have been

long and widely employed in a variety of disciplines, their adop-

tion in the software development and process improvement areas

occurred with significant delays [64] . 

There are several approaches for building models and perform-

ing simulations (Petri nets, agent-based, Monte Carlo, Bayesian

networks etc.); however, a literature review exploring studies on

the application of simulation in the software industry, published

between 1998 and 2012, indicates that the predominant approach

applied is system dynamics, corresponding to approximately 37%

of the studies [17] . 

The system dynamics approach was developed in the 1950s, by

Jay Forrester [51] , to study complex business problems and was

later expanded to study problems associated with the sustain-

ability of population growth in urban centers and throughout the

world [48,50] . In the mid-1980s, studies applying this approach

to study the dynamics associated with software projects began to

emerge [1,3] . Simulation models of software processes proliferated

in the 1990s [2,64,67,123] . 

Research works related to software and information system

projects deal with the development, management and effects of

systems on people, organizations, and markets. These projects are

socio-technical systems that involve interactions between technical

components, people, data, and organizational issues. These interre-

lationships create a dynamically complex environment containing

feedback loops, accumulations and delays between causes and

effects, presenting behaviors which are often not trivial, thus

requiring non intuitive solutions by making use of the system

dynamics approach suitable for studying how these initiatives

evolve over time [55] . 

3. Research design 

A mapping study approach was applied by merging bibliomet-

ric [60] and content [41] analysis to identify the landscape of the

scientific literature on the use of the system dynamics approach

in researches related to software and information system projects,

describing trends and key topics covered. These analyses are

complementary, as the first tries to identify patterns of literature

based on publication data and the second captures information to

quantify sequences of words to model a related language used by

different research fields [28] . 

3.1. Research questions 

In order to achieve the proposed objective in this work, the re-

search questions previously presented in section “1. Introduction”,

were deployed according to the structure shown in Table 1 . 

3.2. Sampling process 

The “Web of Science Core Collection ” database was used for col-

lecting the publications sample and the workflow of the activities

performed for this is shown in Fig. 1 . 
This database was selected because it provides an interface to

imultaneously search across different sources using a common

et of search fields for obtaining comprehensive results. It in-

ludes studies from 1985 to the current date, covering the Science

itation Index Expanded, Social Sciences Citation Index, Arts &

umanities Citation Index, and Emerging Sources Citation Index,

hich comprehends studies from ACM, EBSCOhost, Elsevier, Emer-

ld, IEEE, INFORMS, ProQuest, SAGE, Springer, Taylor & Francis,

iley, among many other publishers. This database is also the

ource for computing the “Journal Citation Report” index, which

s one of the most used mechanisms for evaluating journals based

n citation data. 

For defining the search string, an iterative construction process

as employed by performing an initial manual search combin-

ng the terms “system dynamics”, “software” and “information

ystem”. The keywords for relevant papers already known were

lso evaluated along with synonyms and relevant keywords. This

rocess was repeated with the resulting sample until no additional

aper was found. Finally, Boolean operators were used to combine

he terms into a single search string, presented in Table 2 . 

Only publications of type “Articles” were selected due to the

igor of their associated review process before being published;

n addition, they also contain all of the necessary information for

erforming the bibliometric analysis, such as authors, references,

he number of citations and publication year [28] . 

This search led to an initial sample of 284 articles, with years

f publication ranging from 1986 to 2015. Afterwards, the titles

nd abstracts were analyzed in order to assess the compliance

f the articles with the objective proposed herein (use of system

ynamics approach in research works related to software and

nformation system projects). 

As suggested by Carvalho et al. [28] , in the screening process,

he authors of the current study read the title and abstracts of the

84 articles separately. Then, they only excluded from the sample

he papers that all agreed did not meet the criteria for inclusion,

hich were the fit to the research scope of system dynamics and

lso relate to software and information system projects context.

hen the consensus was not achieved among authors, the full

aper was analyzed and discussed (first screening depicted in

ig. 1 ). Next, the snowball sampling technique [47] was employed

o identify the most relevant references that were not retrieved

n the initial sample, considering the most cited studies that

t the research scope, using the same screening process (second

creening depicted in Fig. 1 ). A final selected sample of 102 articles

esulted from this process. 

.3. Data analysis 

The research sample was analyzed in two steps: bibliometric

nalysis, and content analysis and coding. Fig. 2 shows the work-

ow of the activities conducted, adapted from Carvalho et al. [28] ,

hich is detailed in the following subsections. 

.4. Bibliometric analysis 

The bibliometric analysis was applied to addresses research

uestions RQ1.1, RQ1.2, RQ1.3, and RQ1.5. It can be defined as a

et of techniques to quantify the written communication process

60] and allows identifying the most productive authors, the

ournals and periods in which the publications occurred, the

volution of publications over time, the most influential articles

n a particular set of studies, and the topics closely related to the

ubject of the research [93] . 

The software “Science of Science” (Sci2) tool version 1.1

110] was used for constructing the paper citation and keywords

o-occurrence networks. The Sci2 tool is a modular toolset for
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Table 1 

Deployment structure of the research questions. 

RQs Deployment 

RQ1. How did the literature on system dynamics 

applied to software and information system 

projects evolve over time? 

RQ1.1. What are the key journals for this topic and how does their number of publications evolve over time? 

RQ1.2. What are the most influential studies (considering the number of citations)? 

RQ1.3. What core references most influenced the identified studies (considering not only the primary studies 

contained in the selected sample but also their references)? 

RQ1.4 What are the characteristics, concerning the kind of study, research methods and the approach used by 

the selected studies? 

RQ1.5. What are the hot topics addressed by these studies? 

RQ2. How has the system dynamics approach been 

used in researches related to software and 

information system projects? 

RQ2.1. Up to which stage was the modeling process carried out? 

RQ2.2. What modeling tools were used? 

RQ2.3. What were their key points addressed (purposes)? 

RQ2.4. What were their organizational breadth and time span (scopes)? 

RQ2.5. What were the result variables concerning the project success dimensions explored? 

Fig. 1. Workflow performed for obtaining the sample of the publications selected. 

Table 2 

Combination of terms applied for searching publications from the “Web of Science Core Collection ” database. 

Terms used for database search Number of results 

((“system 

∗ dynamic ∗”) AND ((“software” AND “project management”) OR “software development” OR “software engineer ∗” OR 

“software process” OR “information system 

∗”)) OR ((“dynamic ∗ model ∗”) AND ((“software” AND “project management”) OR 

“software development” OR “software engineer ∗” OR “software process” OR “information system 

∗”)) 

284 

s  

g

 

o  

a  

p

 

 

 

 

 

tudying scientific communication, supporting the temporal,

eospatial, topical and network analysis. 

The dataset of the selected sample was exported from the “Web

f Science” database as “Plain Text,” imported into the Sci2 tool,

nd then the construction of networks followed the procedure

roposed by Börner and Polley [23] , detailed below. 
• Paper citation network: the data was prepared using the “Ex-

tract Direct Network” processor, setting the “Source Column”

to “Cited References” and the “Target Column” to “Cite Me As”.

The result was a direct network containing nodes representing

both the 102 original studies, plus their references and citation

links. Each node has two citation counters: the local citation



62 E.F. Franco et al. / Information and Software Technology 93 (2018) 58–73 

Fig. 2. Workflow conducted for analyzing the selected sample. 
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(  
count (LCC), which indicates how often a paper is cited by pa-

pers in the dataset; and the global citation count (GCC), which

equals the citation value of the “Web of Science” records. 
• Keyword co-occurrence network: the data was first treated with

the “Lowercase, Tokenize, Stem and Stopword Text” preproces-

sor, and then prepared using the “Extract Word Co-Occurrence

Network” processor setting the “Node Identifier Column”

to “Cite Me As” and selecting the “Original Keywords” as the

search field. The result was a weighted and undirected network.

The cited references were analyzed for identifying the most in-

fluential studies. This analysis is based on the premise that authors

cite publications they consider important for the development of

their research; therefore, frequently cited documents are likely to

have exerted a greater influence than those less frequently cited

[97] . 

Afterwards, the publication period (1986–2015), which compre-

hends the period between the publication years of the oldest to

the most recent articles, was divided into three equal consecutive

sub-periods of 10 years: 1986–1995, 1996–20 05, 20 06–2015 and

another analysis was performed for trying to identify changes

of influences that may have occurred over time. If it were not

possible to identify a change in the publications pattern using this

initial setting, the period would eventually be divided into smaller

sub-periods. 

3.5. Content analysis and coding 

The content analysis was applied to address research questions

RQ1.4, RQ2.1, RQ2.2, RQ2.3, RQ2.4, and RQ2.5. This technique was

adopted because it offers a flexibility for defining the coding

scheme, which is then used in the frequency statistics of the

codes and their relations, as well as the qualitative interpretation

analysis [41] . 
For coding and performing the content analysis, the selected

ample was organized by descending order according to the year of

ublication and number of references. Later, the articles published

n journals with a 2015’s impact factor (JIF) less than “1” and the

tudies published before 2005 with less than five citations were

xcluded ( Fig. 3 ). This JCR threshold is related to the classification

f the journal in the first and second quartile of the research area.

As the interest of this work is to assess the current impact

hat published studies have on other research publications, the

riteria adopted consider the current impact factor for all articles.

onsequently, recently articles published in journals with higher

mpact factor have an advantage over those published in journals

ith lower impact factor. However, the number of citation criteria

ermits that studies published more than ten years ago in journals

hat nowadays have an impact factor less than “1” to be included

n the analysis, as over a decade they received more than five

tudies. 

This selection resulted in 59 items, which were fully read and

ssigned the categories for each classification described below.

ach paper could be classified in none, one or more than one

ategory for each of the classification codes. 

A coding scheme used by Carnevalli and Miguel [27] was

dapted for coding the selected sample of articles shown in

able 3 , which also identifies the research question addressed by

ach of the defined codes. As suggested by Carnevalli and Miguel

27] , the affinity diagram was used to organize the articles in a

ierarchical form, classifying them according to their kind of study,

pproach, application of the system dynamics approach (modeling

rocess step and tools used), and stated objectives (purpose, scope,

nd success dimensions). 

First, the initial two classifications proposed by Carnevalli

nd Miguel [27] were applied and the articles were organized

nto two groups according to the type of study: conceptual

theoretical-conceptual, modeling, literature review, and simula-
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Table 3 

Coding scheme used to classify selected studies. 
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i  
ion) or empirical (case study, experimental and action research).

hen the articles were classified according to the nature of the

ata used in the study (quantitative and qualitative). 

To assess the progress achieved by each of the articles analyzed

n terms of the stages of the modeling process, the steps of the

odeling process proposed by Sterman [119] were used, includ-

ng: problem articulation and formulation of dynamic hypothesis;

ormulation of a simulation model; testing; and policy design and
valuation. Additionally, the modeling tools described by Sterman

120] and used in the studies were identified (casual loop diagram, 

tock and flow diagram, model equations and simulation). 

For evaluating the purpose and scope, the articles were clas-

ified applying a coding scheme and the categories proposed by

ellner et al. [64] . Regarding the purpose dimension, the studies

ere then classified based on training and learning; understand-

ng; process improvement and technology adoption; control and
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Table 4 

Journal and period of publication distributions. 

Journal P1 1986/1995 P2 1996/2005 � P3 2006/2015 � TOTAL JIF (2015) 

Journal of systems and software 3 14 ↑ 1 ↓ 18 1.424 

System dynamics review 1 3 ↑ 4 ↑ 8 1.194 

Information and software technology 0 3 ↑ 2 ↓ 5 1.569 

Software quality journal 0 4 ↑ 1 ↓ 5 0.787 

European journal of information systems 0 3 ↑ 1 ↓ 4 2.892 

Int. journal of software eng. and knowledge eng. 0 4 ↑ 0 ↓ 4 0.240 

Mis quarterly 1 2 ↑ 0 ↓ 3 5.384 

Computers in human behavior 1 1 – 1 – 3 2.880 

Lecture notes in computer science 0 3 ↑ 0 ↓ 3 N/A 

Others 12 17 ↑ 20 ↑ 49 

Total 18 54 ↑ 30 ↓ 102 

Fig. 3. Workflow performed for prioritizing the articles for the content analysis. 
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operational management; planning; and strategic management.

Moreover, the studies were classified in relation to the scope

of concern: part of the lifecycle; development project; multiple

projects and competing; long-term evolution of products and

services; and long-term organizations. 

Finally, for evaluating the result variables addressed by the arti-

cles selected and related to the dimensions of Information System

success proposed by DeLone and McLean [38] were also identified.

4. Results 

The following subsections present the results from the biblio-

metric analysis, and the content analysis and coding. 
.1. Bibliometric analysis 

The 102 selected articles were published in 48 different jour-

als. Table 4 presents the number of publications per journal and

ub-period (P1-1986–1995, P2-1996–20 05, and P3-20 06–2015).

nly those journals presenting, at least, three publications be-

ween 1986 and 2015 are shown and the ones that had less than

hree publications are grouped in the row labeled “others”. 

The bibliometric analysis reveals the inter-relationship between

he articles under analysis. The first network built and analyzed

as the paper citation between studies contained in the sample.

he degree of the nodes was employed as the criteria for pruning

he resulting network, which consists of the number of citations

eceived for each work. The fifteen papers presenting the highest

egree were selected and the isolated nodes were excluded. The

esult is shown in Fig. 4 ; the size of the nodes is the number of

itations received by the papers within the selected sample (local

itation count), and the value is indicated between brackets. 

The second network used to analyze the selected sample was

he keyword co-occurrence. The topics were clustered using the

ffinity Diagram technique, by organizing the keywords under

ommon themes defined by the authors, and after its construction,

t was pruned to show the twenty most central words based on

heir betweenness centrality property, as shown in Fig. 5 . The

hickness of the link represents the frequency of the co-occurrence

proximity). 

The keywords were grouped into four clusters according to the

hematic group: 1) strategic objectives, 2) dependent variables,

) software engineering and 4) modeling and simulation. Table 5

hows the betweenness centrality index of the nodes, which sug-

ests terms with greater relation to the string used for searching

he studies addressing the employment of the system dynamics

pproach in research of software and information system projects. 

To identify the most influential studies on system dynamics

pplied to software and information system projects, that compre-

ends not only the selected sample extracted from the database

nd analyzed in the first screening but also their most relevant

eferences, which include any kind of publication (articles, books,

hesis etc.), gathered through snowball sampling and analyzed

n the second screening (see Fig. 1 ), and to evaluate how their

nfluence changed over time, the number of citations received

y each reference (local citation count) was calculated using the

Paper citation network” for each sub-period and the scenario is

epicted in Table 6 . The column “Quant.” depicts the number of

itations received by each reference, and the “%” column presents

he relative value of the number of citations received by the

umber of studies published in the period (“n ”), showing the

ercentage of studies from that period that cited each reference. 

The information contained in Table 6 is also graphically shown

n Fig. 6 to facilitate the identification of the main variations
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Fig. 4. Paper citation network. 

Fig. 5. Keywords co-occurrence network. 

Table 5 

Betweenness centrality of the keywords network. 

Keywords Betweenness centrality Keywords Betweenness centrality 

Systems dynamics 3057.73 Organizational change 290.54 

Modeling 2400.31 Resource allocation 237.99 

Simulation 1684.06 Cost estimation 227.81 

Decision support systems 1376.23 Software quality 219.79 

Knowledge management 1239.75 Complexity 195.72 

Software project management 859.96 Process improvement 163.74 

Software process 790.72 Risk analysis 151.27 

Software development 699.77 Qualitative research 89.40 

Software evolution 652.13 Strategic management 78.89 

Feedback 629.97 Agent 72.35 
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Table 6 

Raw and relative citation frequency. 

Publication Total (1986–2015) n = 102 P1 1986–1995 n = 18 P2 1996–2005 n = 54 P3 2006–2015 n = 30 

Quant. % Quant. % Quant. % Quant. % 

Abdel-Hamid and Madnick [2] 43 42.2 3 16.7 27 49.1 13 44.8 

Boehm [21] 37 36.3 16 88.9 19 34.5 2 6.9 

Forrester [51] 35 34.3 14 77.8 15 27.3 6 20.7 

Richardson and Pugh [99] 26 25.5 6 33.3 16 29.1 4 13.8 

Kellner et al. [64] 16 15.7 0 0.0 11 20.0 5 17.2 

DeMarco [40] 16 15.7 12 66.7 3 5.5 1 3.4 

Lin et al. [67] 14 13.7 0 0.0 11 20.0 3 10.3 

Brooks [25] 14 13.7 10 71.4 3 5.5 1 3.4 

Sterman [119] 12 11.8 0 0.0 3 5.5 9 31.0 

Abdel-Hamid [7] 9 8.8 3 16.7 1 1.8 5 17.2 

Abdel-Hamid [1] 9 8.8 8 44.4 0 0.0 1 3.4 

Forrester [49] 8 7.8 1 5.6 7 12.7 0 0.0 

Madachy [73] 8 7.8 0 0.0 7 12.7 1 3.4 

Forrester and Senge [52] 7 6.9 0 0.0 6 10.9 1 3.4 

Lyneis and Ford [72] 7 6.9 0 0.0 0 0.0 7 24.1 

Abdel-Hamid and Madnick [10] 7 6.9 2 11.1 0 0.0 5 17.2 

Roberts [100] 7 6.9 2 11.1 4 7.3 1 3.4 

Tvedt [121] 7 6.9 0 0.0 6 10.9 1 3.4 

Morecroft [82] 7 6.9 1 5.6 6 10.9 0 0.0 

Graham et al. [57] 7 6.9 1 5.6 5 9.1 1 3.4 

Fig. 6. Changes in influence of general references citation. 
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of influences and trends over time. The white bars show the

corresponding percentage gain or loss of influence from the first

sub-period (1986–1995) to the second (1996–2005), and the gray

bars show the changes from the second sub-period (1996–2005)

to the third (2006–2015). 

4.2. Content analysis and coding 

Table 7 exhibits a statistical summary of the result of the

codification of the 59 studies, selected according to the criteria

described in section “3.5” and using the coding scheme shown in
able 3 . The complete results are available in “Appendix A ” of this

ork. The relative amount (column “% Relative”) was calculated

ased on the number of articles assigned to each category (column

Occurrences”) and the number selected for codification (59) to

dentify the code frequency. 

. Discussion 

The following subsections discuss how the results presented in

he previous section (“4 Results”) address the research questions

RQs) formulated in section “3.1 Research questions”. 
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Table 7 

Main results of the content analysis and coding. 

Coding classification Occurrences % Relative 

C1 – Kind of study KS1 – Modeling 22 37 

KS2 – Theoretical-conceptual 5 8 

KS3 – Literature review 2 3 

KS4 – Simulation 21 36 

KS5 – Case study 29 49 

KS6 – Action-research 2 3 

KS7 – Experimental 13 22 

C2 – Approach A1 – Quantitative 32 54 

A2 – Qualitative 27 46 

C3 – Modeling process step MS1 – Problem articulation and dynamic hypotheses formulation 6 10 

MS2 – Formulation of a simulation model 2 3 

MS3 - Tests 19 32 

MS4 – Policy design and evaluation 27 46 

C4 – Tools T1 – Causal loop diagram 36 61 

T2 – Stock and flow diagram 21 36 

T3 – Model equation 22 37 

T4 – Simulation 46 78 

C5 – Purpose P1 – Training and learning 10 17 

P2 – Understanding 16 27 

P3 – Process improvement and technology adoption 13 22 

P4 – Control and operational management 11 19 

P5 – Planning 15 25 

P6 – Strategic management 12 20 

C6 – Scope S1 – Portion of life cycle 18 31 

S2 – Development project 20 34 

S3 – Multiple concurrent projects 5 8 

S4 – Long-term product evolution 10 17 

S5 – Long-term organization 8 14 

C7 – Success dimension SD1 – Information quality 0 0 

SD2 – System quality 43 73 

SD3 – Service quality 5 8 

SD4 – Intention to use 14 24 

SD5 – User satisfaction 18 31 

SD6 – Net benefits 9 15 
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.1. How did the literature on system dynamics applied to software 

nd information system projects evolve over time? (RQ1) 

This research question is addressed with the following discus-

ion related to the sub questions RQ1.1, RQ1.2, RQ1.3, RQ1.4, and

Q1.5. 

.1.1. What are the key journals for this topic and how does their 

umber of publications evolve over time? (RQ1.1) 

According to Table 4 , approximately 44% of the papers were

ublished in six different journals, which published, at least,

our articles. The journals are Journal of Systems and Software,

ystem Dynamics Review, Software Quality Journal, European Jour-

al of Information Systems, Information and Software Technology,

nd International Journal of Software Engineering and Knowledge

ngineering . The Journal of Systems and Software was the one that

oncentrated most of the published works during P1 (1986–1995)

nd P2 (1996–2005). However, during the last analyzed period P3

2006–2015), the journals System Dynamics Review and Information

nd Software Technology can be seen as the key journals that

ecently published works on the topic. 

It is possible to identify a concentration of publications in

ournals related to the field of software, systems, technology and

anagement of information systems. The only exception is System

ynamics Review , which is focused on the application of the

ystem dynamics approach to explore social, technical, managerial

nd environmental issues. A significant growth of publications

n the P2 period (1996–2005) can also be noted compared to

1 (1986–1995), possibly due to the publication of studies of

reat influence during this period [2,119] . On the other hand, the

nalysis showed a strong decline of almost 45% for the P3 period

2006–2015), in relation to P2 (1996–2005), which is intriguing
ince in (P3) the complexity theme in the context of projects pre-

ented a growing interest [24,61] . Project complexity is a property

nfluenced by project size, variety, interdependence and context

hich makes it difficult to understand, foresee, and keep under

ontrol its overall behavior, even when given reasonable complete

nformation about it [122] . 

.1.2. What are the most influential studies (considering the number 

f citations)? (RQ1.2) 

From the analysis of Fig. 4 , it is possible to identify the six most

ited studies in other publications contained in the sample, which

orms the set of the most influential studies in the area of the

eriod analyzed, from 1986 to 2015. In the following paragraphs,

hese studies are briefly described in order of relevance. 

In the first position is a work with fourteen citations by Lin,

bdel-Hamid and Sherif [67] presenting a simulation model of

he software development process used by NASA and which was

esigned to serve as a planning tool for examining the trade-off

elationships between cost, schedule, scope and their implications

n the outcome of the project when different management policies

re employed. 

The second publication corresponds to the work by Abdel-

amid [7] , with nine citations, which explores the dynamics of

uman resources allocation throughout the lifecycle of software

evelopment projects. In the paper, the author proposes a simu-

ation model to conduct experiments for studying and predicting

he effects of allocation policies on the project behavior. 

Next is the work by Abdel-Hamid and Madnick [10] , with seven

itations, consisting of a reflection on the paradigm of the software

ndustry in which, despite the progress achieved on the processing

ower, hardware costs, along with applications of scientific and

ngineering rigor for the development process, little attention was
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given to the managerial aspects. The paper discusses how the

system dynamics approach can assist the studying and predicting

the dynamics implication of managerial policies and procedures

on the software development process in various areas. 

Finally, three papers received six citations each. One presents

the application of a tool in order to assist managers in reducing

the uncertainties associated with cost, time and resources during

the planning, management and control phases for medium and

large software development projects [68] . The second addresses

the use of a simulation model to analyze the impact of the re-

quirements volatility in project performance [89] . The last one

presents the concept of a computer-based training module for

student education in software project management implemented

applying the system dynamics approach [86] . 

5.1.3. What core references most influenced the identified studies 

(considering not only the primary studies from the selected primary 

sample but also and their references)? (RQ1.3) 

From the analysis of Table 6 and Fig. 6 , it was identified that

the studies with greater reduction in the number of citations over

time correspond to theoretical frameworks in the fields of software

engineering [21,25,40] and system dynamics [51] . These studies

were published before the period covered by this study (before

1986) and showed a reduction of more than 50% in their citation

frequency over the period comprehended from 1986 to 2015. 

As the literature on system dynamics and its application to

software and information system projects developed and grew,

these seminal references became less cited. Consequently, stud-

ies that presented a higher citation growth (above 20%) were

published in the period P2 (1996–2005) and correspond to the

further development of the field of system dynamics [119] and the

application of its approach in project management contexts [71] .

Regarding the studies maintaining relevance since the second pe-

riod (P2), it was noted just one work which represents a proposal

of a scientific model of software projects management process [2] .

5.1.4. What are the characteristics, concerning the kind of study, 

research methods and the approach used by the selected studies? 

(RQ1.4) 

Based on the information in Table 7 , it is possible to identify a

predominance of studies that build models from case studies and

conduct simulations in order to evaluate scenarios and hypotheses

(“C1 – Kind of study”). 

Regarding the approach adopted (“C2 – Approach”), there was a

balance between qualitative and quantitative studies. This finding

may be justified by the fact that many studies used qualitative

analysis for the construction of models and produce quantitative

data from the simulation models [59,67,124] . 

5.1.5. What are the hot topics addressed by these studies? (RQ1.5) 

The central keywords presented in Fig. 5 support and cor-

roborate the coding scheme selected for conducting the content

analysis of the articles, where the “C1 – Kind of study” and the

“C3 – Modeling process step” codes can be identified by the term

“modeling”, “simulation” and “feedback”. The code “C5 – Purpose”

of the studies are related to the terms “knowledge management”,

“support systems for decision making”, “organizational changes”,

“improvement process” and “strategic management”. 

It is also possible to note the presence of a set of variables

that are evaluated during the planning phase and throughout the

project lifecycle such as “resource allocation”, “cost estimate”,

“quality of software”, “complexity” and “risk analysis”. 
.2. How has the system dynamics approach been used in researches 

elated to software and information system projects? (RQ2) 

Based on the results obtained by the content analysis and the

odification of the selected articles (see Table 7 ), it was observed

hat a significant part of the studies (46%) reached the policy

esign and evaluation step in the modeling process (RQ2.1). 

Regarding the RQ2.2, it was possible to identify that most of

he studies used simulation tools (78%) [63,65,106] and presented

ausal loop diagrams (61%) [16,35] . 

This number is slightly greater than the number of studies that

pplied tools such as stock and flow diagrams (36%) or model

quations (37%). One explanation for this phenomenon is that

 significant portion of the work uses the model proposed by

bdel-Hamid and Madnick [2] as a starting point for their research

46,107,125,126] . 

This finding is similar to the scenario depicted by Rahman-

ad and Sterman [95] where they found that only 41% of the

tudies they analyzed include model equations, comparing to 37%

dentified by the current work. 

According to their purpose (RQ2.3 and “C5 – Purpose”), most

f the studies were intended to broaden the understanding of

he problems under study (27%), serve as a support tool for the

lanning activity (25%), process improvement (22%), and strategic

lanning (20%). 

The focus of the studies (RQ2.4 and “C6 – Scope”) is to analyze

oftware development project (34%) and parts of the project cycle

31%), a small portion of the work evaluates long-term devel-

pments of products (17%), long-term organizations (14%), and

ultiple projects effects (8%). 

Regarding the success dimensions addressed (RQ2.5 and C7

Success Dimension), it was noted a concentration of studies

xploring the dimension of system quality (73%), which mainly

epresent the initial phases of the construction and implementa-

ion of the software and information systems, primarily related to

riteria such as time, cost and scope. Likewise, since 2005, there

s an increase in the number of studies addressing the success

imensions of user satisfaction (31%) and the intention to use the

ystem (24%). 

.3. Threats to validity 

Among the main constraints to be pointed out is the need

or future studies to empirically validate and reproduce the re-

ults presented in this mapping study, which combined the bib-

iometric and the content analysis. Moreover, the use of the “Web

f Science” database as the only source for extracting the se-

ected sample, the search string design, and the adopted crite-

ia for papers selection and prioritization of the selected sam-

le, could eventually have excluded some studies from the analy-

is. However, this omission may have been reduced as this study

valuated not only the primary studies from the selected sam-

le but also its references list and any inconsistency should be

dentified. 

The subjectivity associated with the criteria used for classifying

he prioritized studies according to the coding scheme proposed

or content analysis was mitigated by the extraction and cat-

gorization process adopted. Two of the authors of this study

ndependently read and categorized each of the studies. Then,

he third author was responsible for compiling the categorization

esults and for resolving any kind of divergence and inconsistency

etween the analyses of the first two authors. 

The pruning performed in networks reduced the analysis to

 subset of the data available, and the citation frequency criteria

sed to identify the most influential studies may have overlooked

ecent studies that have not yet accumulated citations. Prior
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tudies have been available for longer periods to the scientific

ommunity and thus, have the most opportunity of receiving

ore citations. Nevertheless, Ramos-Rodríguez and Ruíz-Navarro

97] argued that this could bias the results only to a limited

egree because influence is a construct that depends on the

assing of time; to be considered influential, a work not only has

o accumulate citations but also has to do so over a period of

ime. In addition, the division of the period into three intervals for

valuating the change in influence may have hidden changes that

ccurred in each sub-period. 

. Conclusions 

In general, prior mapping studies covering themes such as “Sys-

em Dynamics”, “Software Projects”, “Information System Projects”

nd “Successful Evaluation Criteria” addressed these topics either

n isolation or partially combined. Publications addressing the

ntersection of the topics were scarce and this work sought to

ll this gap by analyzing the evolution of the publications in the

eriod ranging from 1986 to 2015. 

From the content analysis and coding performed in this re-

earch and shown in Table 7 , it was possible to identify the

oncentration of studies exploring software development projects

34%) or a portion of the development life cycles (31%). There is

 gap regarding studies that explore the implementation and post

mplementation phases of information systems, involving the in-

eraction with end users, maintenance, evolution and the evalu-

tion of the return on investments. Although there is increasing

iscussion about the perception of complexity introduced by so-

ial factors, only a few studies explore the social components as-

ociated with software and information system projects, the ma-

ority of the studies focusing on the technical aspects of the

rojects. These social factors comprehend the interactions of soft-

are and information systems with individuals, groups, and orga-

izations through their lifecycles, and they happen in a dual-way

s both, technical and social elements, can be simultaneously af-

ected along the system’s design, implementation, operation, and

aintenance phases. Gerogantzas and Katsamakas [55] argue that

ystem dynamics can help evaluate and model the complexities

hat arise from the interplay through the time of technical compo-

ents, people with bounded cognitive capacity, and organizational

omponents. 
Moreover, it was also possible to identify that most of the

tudies presented the construction and simulation steps of the

odeling process, used casual loop diagrams and presented sim-

lation results; however, few of them exhibited stock and flow

iagrams, and model equations. Besides, there is a concentration

f papers assessing success by the system quality perspective,

eaving a gap for future studies to explore other dimensions of

uccess in greater depth. 

These findings related to the lack of information and details are

mportant for developing new research based on previous studies

nd consist in one of the most significant obstacles because they

inder the reproduction of past researches due to the lack of

ell-documented procedures [32,53,118] . This concern was also

xpressed by Rahmandad and Sterman [95] , who found that the

ajority of the studies reporting results from simulation models,

ublished between 2010 and 2011, lacks model equations, pa-

ameter values to replicate the base case, parameter units, or the

nformation needed to replicate a reported graph. 

Although there is growing interest regarding complexity in

rojects context [24,56,61] , there was a downward trend in pub-

ications in the last period (P3 – 2006–2015), when a growth of

nterest was expected for research using the system dynamics

pproach to explore the dynamic complexities involved. Among

he identified studies, none of them explored agile methods, which

ave been seen as a set of approaches for dealing with software

roject complexity. 

Inevitably, this work has limitations, some originating from the

esearch design and other intrinsic of bibliometric analysis. 

Future studies should be conducted to confront and to empir-

cally validate and reproduce the results presented here, expand-

ng the search criteria by including other databases, other types of

ublications and any other work overlooked in this study. Other

nalytical techniques, such as semantic analysis or other coding

tructures could be applied to identify other characteristics. 
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Appendix A. Articles codification ordered by publication year 

and citation count 

The references cited in this table are [4–6,8,9,11–14,20,22,33,3

114,117,128] . 
42,43,54,66,69,70,75,77,79,80,87,88,90,92,94,96,98,101–104,108,112–
4,3
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