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ORGANIZING AND EVALUATING UNCERTAINTY
IN GEOTECHNICAL ENGINEERING

Robert V. Whitman!

ABSTRACT

Probabilistic¢ methods are discussed with respect to
four stages of a typical project: site characterization and
evaluation, evaluation of designs, decision-making and
construction control. Decision-making is discussed from the
standpoint of acceptable risk. Unless clients or regulators
are interested in quantifying risks as part of decision-
making, engineers rely on traditional methods. Engineers
hold the key to motivating clients to consider basing
design on probabilistic thinking. More and better examples
of applications of probabilistic methods are needed.

INTRODUCTION

Uncertainty is pervasive in geotechnical engineering.
Practicing engineers of course worry about such questions
as: Will we get the job?, When will it start?, Will the
driller show up as promised?, When will we be paid?, etc. I
am afraid this Conference won't help with those important
uncertainties. We will have enough on our plate as we focus
questions having to do with uncertainty in the engineering
aspects of a project.

Engineers face uncertainties at all phases of a
project: Is it possible that a site is so poor or contains
unrevealed defects that make it unsuitable?; Is a field
investigation adequate for characterizing the materials at
a site?; What values should be assigned to soil parameters
(strength, vaBmeMHHn<\ etc.) required for an analysis?;
How accurate is an analysis leading to an important derived
quantity (e.g. safety factor); and - ultimately - How
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confident are we that a proposed design is safe and
adequate in other ways? There are also uncertainties as to
just how well a design is being implemented during actual
construction.

The founders and leaders of our profession have spoken
and written extensively concerning the importance of
recognizing uncertainties and taking them into account in
design. Casagrande's well-known Terzaghi Lecture (1965) was
specifically about “calculated risk”, by which he meant
very careful consideration of risk. Casagrande was not
optimistic that risks could literally be calculated or even
quantified.

During this conference, we are primarily interested in
"quantifying” risk ~ that is, using numerical and ana-
lytical characterizations and methods to assist in making
decisions concerning uncertainties such as those I Jjust
listed. In the years since Casagrande's lecture, there have
in fact been advances in enumerating uncertainties in
geotechnical engineering. There are new "tools" for use imn
guiding site exploration and characterization. There now
are examples in which risks have been literally calculated
as part of engineering projects, and also others where
subjective judgments have been used to put numbers on
risks. Increasingly, quantified risk is being used as the
basis for engineering decision-making.

The subject matter of this Conference has been covered
in the report "Probabilistic Methods in Geotechnical
Engineering” (National Research Council [NRC], 1995). The
3rd Casagrande Lecture (Morgenstern, 1995) has dealt with
managing risk in geotechnical engineering. I will mention a
few other recent state-of-the-art papers, and I suspect
that the plenary papers to this Conference, and other
papers as well, will be state-of-the-art summaries covering
portions of the subject. I will strive only to indicate the
scope of useful probabilistic methods, referring to but a
very limited segment of recent literature.

The comments I offer to begin this discussion are aimed
at four guestioms:

*  What do probabilists mean by all the words they use?

* How can probabilistic methods be used in geotechnical
engineering?

*  When, and for what type of projects, is it appropriate
to use probabilistic methods?

* What should and can be done to encourage more use of
probabilistic methods?
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UNCERTAINTY WHEN TALKING ABOUT UNCERTAINTY

meﬁ (1994), in an excellent state-of-the-art paper
concerning risk assessment relative to landslides, reports:

Unfortunately, there are no generally accepted defini-
tions of the terms used in risk assessment..... shortly
after its formation in 1981, the United States Society
for Risk Analysis established a committee to define
risk. After 3 or 4 years of work the committee pub-
lished a list of 14 candidate definitions and reported
that it could not reach agreement. They recommended
that a single definition of risk not be established but
that everyone be free to define it as appropriate to
his or her own work.

I certainly will not attempt to change this situation, but
I do need to try to explain what I mean by variocus terms I
will use.

I have already used the phrase probabilistic methods.
This is a very loose concept, intended to cover a diverse
range of techniques for expressing and dealing explicitly
with uncertainty.

I have spoken of guantifying risk. This is meant to
imply using numbers to express risk. Thus guantified risk
is more explicit than Casagrande's calculated risk, which
according to the American Heritage dictionary means
"estimated with forethought". Risk evaluation is the
process of arriving at guantified risk. Thus evaluated
risk is the same as guantified risk.

However, guantified risk can be arrived at either by
means of (a) theory and numerical calculations or (b) using
subjective Jjudgements. I have tried to think of simple
phrases to distinguish between these two approaches, but I
have been unsuccessful. Actually, both approaches may be
used together in a risk evaluation.

I will strive to distinguish consistently between
hazard and risk, using meanings that are widely if not
universally accepted. When expressed in probabilistic
terms, hazard expresses the likelihood that some event may
occur. Risk expresses the likelihood that some loss occurs,
and is often in the form of a product of hazard and a loss
resulting from the event actually occurring. (Be warned, it
is fairly certain that a strict probabilist will disagree
with my use of the word likelihood. I use it merely to
express a concept.)

Lastly, .ﬁhovmbnmumnuﬁ thinking is another loose
concept. It implies use of concepts from formal probability
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theory, reliability theory, statistics, etc., and possibly
the actual use of some theoretical tools from these
sciences - but without becoming a slave to formalism.

There is a moral: We must all be patient and diligent
in our communications with each other, sparing no effort in
our attempts to understand the message being sent.

PROBABILISTIC METHODS IN GEOTECHNICAL ENGINEERING

The scope of the papers being presented to this
Conference makes clear the diversity of probabilistic
methods that are being applied in geotechnical engineering.
Different approaches are commonly used for different types
of projects: landslides, foundations for offshore struc-
tures, environmental problems, etc. Different types of
analysis are suitable for the several stages of a project.

For the purposes of my discussion, it is convenient to
divide a project into four stages: (1) Site evaluation and
characterization; (2) Design evaluation; (3) Decision-mak-
ing, and (4) Construction control. The following sections
discuss each of these stages. My aim is to indicate the
types of questions that probabilistic methods can con-
tribute at each stage, without going into technical detail.
However it must be recognized that, from the standpoint of
probabilistic methods, it may or may not be appropriate for
these stages to proceed independently. For example, the
choice of method for assessing the reliability of a design
depends both upon the availability of data concerning the

site and upon the way in which acceptable risk is judged. .

SITE EVALUATION AND CHARACTERIZATION

A variety of probabilistic methods have been developed
that can be useful during this stage of a project. The
following discussion aims to suggest the range of pos-
sibilities, and is not exhaustive. Some - such as searches
for "flaws" and construction of profiles - may be the end
of using probabilistic methods for the project; others may
aim to provide specific data required for further prob-
abilistic analysis.

Designing a search to look for “flaws' at site

In this stage, the general nature of the site is es-
tablished. A vital question is: Is the exploration program
adequate to detect and reveal the extent of any flaws that
might present unusual design problems or possibly make the
site unsuitable for some intended purpose? Typical flaws
are strata of especially weak or liquefiable soil or the
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presence of an adversely sloping joint in rock, solution
cavities, or channels of exceptionally high permeability.
Search theory can be used to guide selection of patterns of
borings and to help decide how many borings are necessary
to reduce probability of an undetected flaw to below an
acceptable limit. Application of search theory to geo-
technical problems was pioneered by Baecher (1979) two
decades ago. Halim and Tang (1993) present a recent
contribution to this theory.

It is common practice to prepare soil profiles across a
site, based upon soil types recorded in borings spaced some
distance apart. Various probabilistic approaches can aid in

this task, by identifying systematically possible

correlations of soil types with depth and among boreholes.
A mathematical technique known as Kriging is useful for
this purpose. One common application is mapping of the
elevation of the top of a soil type of particular interest.
Nobre and Sykes (1992) provide one relatively recent
example of using this approach to mapping the elevation of
bed rock.

Spatial variability of soil properties, both hori-
zontally and vertically, is an especially dimportant
problem. Accounting for this variability can be important
in such diverse problems as estimating risks of slope
failures with long embankments, study of the dispersion of
plumes of pollutants, and evaluation of a site's resistance
to liquefaction - all of which are mentioned subsequently.
The work of Vanmarcke (1983) has provided a starting point
for the characterization of spatial variability.

A very interesting application, described by Tang
(1979), concerns the penetration of skirts for an offshore
gravity platform. At the proposed site, layers of dense
sand and hard clay occur at some locations, and the exact
location at which the platform sets down cannot be
controlled precisely. Cone penetration data were analyzed
to take into account possible variations of skirt
penetration resistance with depth and 1laterally. The
analysis led to estimates for the mean:ls range for total
resistance and the central 50% band for the unbalanced
moment. Such information provides important guidance both
for planning the sinking operation and monitoring and
controlling the actual sinking.

A classic geotechnical engineering task is the
selection of the value for a soil parameter to be used in
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some analysis. In some vHovaBm. it u..m necessary .wua
appropriate to rely upon judgement in making this decision.
Increasingly, however, <w“_.¢mm. are better mm”_.m.on.ma.
systematically employing statistics and probability

methods. For reliability analyses (to be a.u..mocmmma
subsequently), it is at a minimum necessary to estimate the
mean and standard deviation (or _variance) for key

parameters. In other situations (see subsequent Q.u...moCmmu.ow
of codes), it may be desirable to select a value with some
stated probability of not being below (or above as the case
may be) the selected value.

There are several different types of csom.nnmwﬁﬂ.mm as
regards the properties of soil as measured either in the
field or in the laboratory: see Fig. 1.

- Data scatter, consisting of (1) real spatial
variability and (2) random testing errors. Random
testing errors should not be allowed to influence
parameter selection; the magnitude of such errors
should be identified and screened out ow further
analysis. Real spatial variability can .vm important,
depending upon the distances over which it occurs
compared to the scale of the project.

- Systematic errors, resulting from (1) errors vmnmr&m
tests do not actually measure accurately the desired
parameter, and (2) too few tests to average oﬁn HwD&oB
testing errors. The first of these Qu”mmpoc”_,nvmm (akin
to model errors in analysis, to be discussed mﬁohmn_.ml
can be very important and require particular attention.

Uncertainty in Soil Properties

[ |

Data Scatter Systematic Error
Real Spatial Random Statistical Bias in
<N:.Nn%: Testing Error in the Measurement
Errors Mean Procedures

Figure 1 Categories of uncertainty in soil
properties. (Christian et al, 1994)
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The literature contains techniques for dealing with all of
these difficulties in systematic ways. Christian et al
(1994) give a brief summary as applied to problems with
slope stability. The classic work by Vanmarcke (1977)
provides methods for dealing with the possible consequences
of spatial variability. The problem of deciding when enough
tests have Dbeen performed to reduce random errors is
similar to that of searching for "flaws". Wu et al (1989)
present an interesting example of evaluating alternative
exploration programs so as to choose the program that will
most effectively define the site characteristic for a
project. A reliability analysis (see below) provides the
framework for the evaluation.

EVALUATION OF RISK

There is no one procedure for evaluating risk that is
appropriate for all types of projects. The choice of method
depends upon the approach that is most acceptable for the
type of project, the data available, the degree to which
there is reliance upon subjective Jjudgement, and the
criteria that will be used to judge whether the risk is
acceptable or not.

Reliability analysis

A reliability analysis evaluates the probability that
capacity (e.g. bearing capacity) exceeds demand (e.qg.
loading), where either or both capacity and demand are
uncertain. This probability is called reliability, and
probability of failure is (1 - reliability).

If probability distribution functions can be es-
tablished for both capacity and demand, in principle an
exact (but very tedious) calculation of reliability may be
made. An alternative is to make many simulations, drawing
random numbers to choose appropriate values for demand and
capacity. Generally well-developed approximate methods are
employed, which depend only upon characterization of ca-
pacity and demand by their means and standard deviations.
Reliability analysis has often been applied to structural
systems. There currently is considerable interest in the
application of this approach to geotechnical engineering
problems. A brief discussion of the methed from the stand-
point of geotechnical engineering appears in NRC (1995).
Reliability-based design is the topic of the April 1996
Casagrande Memorial Lecture by Fred Kulhawy to the Boston
Society of Civil Engineers Section of ASCE..

Since reliability analysis has frequently been used for
the structural portions of large offshore structures, it is
natural that the method has been applied to the foundations
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for such structures. The recent HunmhwnCﬁm ooﬁnwubm mm<mmﬂw
good examples; a brief review of one will illustrate

key aspects of such an analysis.

Ronold and Bysveen (1992) m<mwcmnm the Hmwumvuwﬁn< of
the foundation for a deep-water un<pM< meanWE_HMwnwwmcws
i d for design of s -
soft clay (Fig. 2). A standar i b Sk strues
is the worst 6-hour sea state during e . )
MMMmMLWWHOHE. The largest significant swwm mearw mehnm
i i i ity is determine
this storm is uncertain. The capaci . iy
ility analysis using the mwmwﬁhm surface
wnmﬂﬂwﬂﬁ%GNm mﬂﬁba to be the oHuﬂHme failure surface. The
Gwomhﬁwwbﬁwmm concerning this capacity are:

THIH
EIITN

i

v

LOAD ACTION

LHHHVHO

SHEAR STRESS
REACTION

i ft clay,
Figure 2 Deep-vwater platform on so !
“mﬂ# critical shear surface configuration

through soil (Ronold and Bysveen, 1992)
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- The undrained strength for active loading conditions,
as evaluated from triaxial compression tests,

— The relation between undrained strength for active,
plane strain and passive loading conditions (used for
different portions of the failure surface),

- The effect of ¢yclic degradation of strength during
cyclic loading, and

- Model error - how well the stability calculation
gives the actual capacity, assuming strengths are known
accurately.

Mean values and standard deviations were evaluated for all
of these factors, using statistical techniques where ade-
quate data existed (especially for active undrained
strength) and subjective Jjudgement otherwise (as for model
error). Calculations then led to a probability-of-fajilure
of 0.4x10-4, which was deemed sufficiently small and in
line with safety levels typical for good deterministic
designs. (Note that this is the probability-of-failure
given that the worst six-hour sea state actually occurs.
The corresponding probability of fajilure during the
lifetime of the structure is much less.) The dominating
part of the total uncertainty came from uncertainty
regarding the wave loading. Uncertainty in soil strength
barameters was of little importance for the total
uncertainty, except for that associated with cyclic deg-
radation. Model uncertainties associated with the stability

the total uncertainty. Nadim and Lacasse (1992) report a
similar analysis for a Jjack-up platform, and alse emphasize
the importance of uncertainty in the loading.

The recent literature also contains reliability anal-
yses for liners of landfills (Gilbert and Tang, 1995; Rowe
and Fraser, 1995 -_ the latter using Monte Carlo simu-~
lations), for an anchored sheet-pile wall (Cherubini et aJ,
1992), and for stability of slopes (Christian et al, 1994),
These analyses are characterized by careful at-tention to
ormhmnanHNnbm the uncertainty in the strength of soil,
using statistical techniques plus some judgement as
hecessary, and to model errors. Uncertainty in the demand
(i.e. loading) is typically less important in these
studies. Some studies were primarily research to illustrate
possible applications, while some have been used as input
to actual Qmoumuoblswwubm.

I want to emphasize especially the importance of model
eérrors: that is, potential €rrors in the deterministic
calculations used to evaluate capacity for specified
material properties. The uncertainties that can be
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associated with such calculations are often ignored or
badly underestimated. By comparing predictions from a
standard model for predicting flow through liners with
actual measurements, Rowe and Fraser found it necessary to
introduce a bias factor of 0.18 - that is, to account for a
average error of more than a factor of 5! Lacasse and Nadim
(1994) report upon the use of model tests to evaluate the
mean and standard deviation for bearing capacity calculated
by standard methods. Ronold and Bjerager (1992) suggest a
method that may be used to evaluate model uncertainty from
test programs. One warning that perhaps is obvious: A soil
parameter (e.g. strength) must be chosen in the same way
(e.g. the mean value) in a reliability analysis as when
analyzing results of tests to calibrate the model used for
calculations.

Model errors, in the broadest sense, are not just an
affliction of probabilistic reliability analysis. Anytime a
key feature of a problem is overlooked and not considered
in decision-making, there is a model error. Morgenstern
(1995) provides just such an example.

Event tree analysis

Fig. 3 shows part of an event tree used as part of a
risk evaluation for an earth dam. The spillway for this dam
was capable of passing large flood flows, but the unlined
channel downstream of the spilling basin had experienced
erosion. The concern was that headward erosion of this
channel might lead to collapse of the stilling basin and
thence to possible destruction of the spillway and/or

erosion of the adjacent earthen embankment - and thence
possible breaching of the dam. (This example is hypo-
thetical although similar to a case from my files.) The

"event” in this case is a flood flow of specified magnitude
(actually, for a small range of flows centered on the
probable maximum flood). Successive branch points account
for the possibilities that:

- the downstream channel will erode back to the
stilling basin, causing scour holes of different

depths;

- the foundation for the stilling basin will collapse
as a result of the scour hole;

- the collapse of the stilling basin will 1lead to
undermining of the spillway and breaching of the dam;

- the collapse of the stilling basin will 1lead to
erosion of the adjacent earthen embankment and

breaching of the dam.
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Figure 3 Event tree for
breaching of earth dam

The probability of the flood flow was established from
hydrologic studies. The probabilities at the branch points
vere estimated subjectively by engineers, based upon prior
experience with erosion at the site, model hydraulic tests
concerning erodibility of rip-rap, calculations concerning
stability of a bulkhead wall at the toce of the stilling
basin, and model hydraulic tests concerning scour-induced
currents near the toe of the earthen embankment. Mul-
tiplying probabilities along the successive branch points
gives the probability that this particular flood flow
causes breaching of the dam. For this particular event
tree, the probability of a failure is not much different
from the probability of the initiating event. A set of
similaxr event trees for different magnitudes of flood flows
was used. For smaller and more likely flows, the prob-
abilities of erosion, developing a scour pool, etc., are
smaller. The sum of the probabilities from the set of event
trees, which thus reflect the contributions from all mag-
nitudes of flow, gave the overall probability of failure.

Used in this way, the event tree analysis is in effect
a crude form of reliability analysis, where subjective
judgments take the place of formal treatment of uncer-
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tainties. A similar example, concerning possible breach of
a dike resulting from sinkhole collapse, is described by
Vick and Bromwell (1989). The construction of an appro-
priate event tree is by itself an important exercise, which
requires engineers to identify the sequence of w<mnnm4nrwﬁ
might lead to a failure. Often the event tree is modified
as the study progresses and certain mm@dmdomm.om events
clearly become much less likely than others. Ov4wocmw<\ w&m
numerical result 1is only as goed as the subjective
judgments, and engineers - who by nature ﬂ<VHowHH<. are
conservative - often need guidance in forming these judg-
ments. Roberds (1990) has discussed methods for developing
subjective probability assessments. One key is preparing
tables for translating verbal statements concerning
probability (e.g. "low") into numerical values.

Landslides

Reliability analysis is potentially appropriate for
assessing the probability of failure of a particular slope -
based upon geometry, shear strength and pore @Hmmmcnmm..evm
major gquestion always is whether or not the ﬂommmvym
presence of weak, inclined strata has been taken into
account properly.

There is an extensive literature concerning zoning for
landslides and estimating possible slide-caused losses on a
regional basis. Einstein (1988) presents an excellent,
general summary of mapping techniques, especially those
used in Europe. He deals with technigques used to assess
probabilities of sliding, although the emphasis is upon
general measures of likelihood rather than upon specific
numerical measures. Fell (1994) has an excellent summary of
methods for assessing probability of sliding and concerning
allowable risks, together with numerical examples. Included
in the methods is the use of historical data, relating risk
of sliding to rainfall, and use of mmoBOHvﬁowomﬁowH and
geotechnical data. Fell claims "...it is practical in many,
if not all cases, to assign a probability to landsliding.
In many cases it will be subjective, and approximate, but
it is better than not trying."

One recent, interesting paper by Evans and Hungr (1993)
assesses the rockfall hazard at the base of talus slopes.
The analysis is primarily theoretical. One conclusion is
that a strip development, 200 m along and 50 m from mwm
margin of a talus slope, would be struck by a damaging
boulder once in 95 years. Another interesting study (Bunce,
1994) deals with the risk to automobiles of being struck by
rockfall onto highways.
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Risks associated with earthguakes

Given the infrequent occurrence of earthquakes, it is
not surprising that probabilistic methods play a major role
for characterizing demand, e.g., the probability of exceed-
ing some intensity of ground motion. There are debates as
to whether a facility should be evaluated for a "500-year”
or "2500-year" earthquake. But even with earthquake
problems there is not universal acceptance of probabilistic
methods. Ground shaking hazard maps, being prepared during
1996 by the U.S. Geological Survey as a basis for new
building code provisions, are using probabilistic analysis
for the Eastern United States but deterministic approaches
for the West.

There is a school of thought holding that the design of
critical projects (large dams, for example) should never be
based upon probabilistic analysis of the earthquake threat,
because there is so much uncertainty as to values for the
parameters going into such analyses. This school argues
that all such facilities should be designed for a maximum
credible earthquake. However, the word credible itself
implies some judgement involving uncertainty. In addition,
methods used to evaluate ground motions caused by the
maximum credible event generally are not based upon the
absolutely largest values that have been measured. Thus the
so-called deterministic methods for specifying earthquake
motions for design involve some unquantified uncertainty.

Indeed there are uncertainties with regard to the
accuracy of probabilistic ground shaking hazard analyses.
Given the short history of direct experience with
earthquakes in the United States, it would be overly bold
to claim that a "2,500 year earthquake” can be evaluated
precisely. However, this fact does not by itself mean that
society should not decide to agree upon adoption of such
events - calculated according to accepted rules - as a
basis for design. At the same time, for some types of
projects society may continue to opt to follow
conservative, deterministic rules. The choice ultimately is
made depending upon the costs of conservatism vs. the
potential for consequences as a result of a failure.

Even when the ground shaking used for evaluation of a
sit is the result of a probabilistic analysis, the subse-
quent assessment of capacity most commonly is deter-
ministic. Liquefaction typically is evaluated using the
well-known plot? in Fig. 4, which leads to a decision that
a2 site either will or will not liquefy.

2 An up-to-date version of this diagram has (N;)go as the
abscissa, as in Fig. 5.
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: _ _ _ r 3 Liao et al (1988), using statistical methods (logis-tics)
with many case histories where liquefaction did or did not
° occur, developed the plot in Fig. 5, which gives the

probability of liquefaction for different combinations of
shaking intensity and site resistance. It then is possible
to multiply the probability of earthquake occurrence with
the probability of liquefaction given the earthquake, so as
to obtain an overall probability of liquefaction as a
result of that particular level of shaking. The calculation
| can be repeated for different earthquakes with different
: probabilities of occurrence, and the individual results
summed tc¢ give the overall probability of liquefaction.

.9

.95

There has been growing interest in this approach to
evaluating the risk of liquefaction. In developing Fig. 5,
no physical constraints were placed upon the combinations
of shaking and blow count that might cause liquefaction. In
addition, case studies where liquefaction did not occur are
much scarcer in the literature than in actuality. Hence it
seems likely that the probability of liquefaction is over-
estimated for points lying well below the 50% probability
curve. Loertscher and Youd, 1994) have applied logistics to
study the influence of magnitude upon the probability of
liquefaction. Fenton and Vanmarcke (1991) have analyzed
implications of spatial variability at a site upon the
NHSO O1LvH SS3YLS J1TI0AD Q3ZITIVWEON 30NLINOVW site's susceptibility to liquefaction. Data are being accum-
ulated concerning the consequences of liguefaction - e. g.
the resulting lateral displacement or settlement - and this
information potentially can be combined into an analysis
leading to the probability of some damaging amount of
movement. Thus probabilistic analysis of damage caused by
liquefaction is a particularly fruitful area for research.

.99

Probability of liquefaction,
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I have no professional experience with environmental
problems. Hence I can only offer a few observations based

upon a superficial reading of a limited portion of the
literature.
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From Liao et al,

Although the word risk - in the form of information con-
cerning the likelihood that a given degree of exposure to
some substance will cause harmful consequences in humans -
is commonly encountered when dealing with environmental
problems, geoenvironmental engineers evaluating sites or
designing waste repositories generally must follow very
prescriptive rules with little opportunity for applying
probabilistic methodologies. For example, the EPA scheme
for ranking of hazardous sites uses a check-list of factors
to establish a "likelihood of release value” that then goes
into a simple equation and is combined with other similarly-
evaluated factors. Thus probabilistic studies concerning
oo\mv.o:kzmmﬁpmu_d>u . hazardcus sites are today mainly of value in pointing the
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way to more rational approaches that might appear in the
future.

One major problem facing the analysis of pollutant
movement through soils is the heterogeneity of typical
soils. There is a long literature concerning the stochastic
modeling of ground water flow (Thompson and Gelhar, 1990).
In words from that paper: =

"... research...has been devoted to the development of
more systematic and predictive modeling techniques
which explicitly account for natural heterogeneity in a
parsimonious statistical fashion..... these stochastic
approaches are aimed at the quantitative description of
bulk hydraulic behavior over large temporal and spatial
scales while accounting for the influence of small-
scale material variabilities.”

In other words, the effect of randomness in local
properties (such as permeability) upon the spreading of
contaminant plumes is studied, and rules for accounting for
these effects are developed. This particular paper uses
multiple random-walk simulations.

These studies have assumed a medium that is "uniform”
on a scale large compared to the local variability of soil
properties. A paper published just prior to this Conference
by researchers at the hosting university (Webb and
Anderson, 1996) deals with the more difficult problem of
large-scale heterogeneities - particularly those associated
with braided stream channels. The practical inability to

actually map such buried channels is accounted for by

multiple simulations.

Here and there, there are isolated examples where
probabilistic methods have been used to guide detailed
choices during design of remediaticon measures. For,
example, Massmann et al (1991) describe a study concerning
a pumping scheme to extract contaminated ground water. The
choice of a rate was optimized, using subjective judgments
concerning the relative success of different pumping rates.
Examples of reliability analysis applied to waste
containment have been mentioned above.

ACCEPTABLE RISK

There is a considerable body of data that implicitly
suggests acceptable risk. Fell (1994, quoting Reid, 1989)
summarizes risk statistics for persons voluntarily or
involuntarily exposed to various hazards, expressed as
probability of death per person per year. They range from:
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0.00014 x 108 for structural failure, through
0.009 x 10-8 for air travel and

0.3 x 10-3 for road accidents, to

1.9 x 10-% for parachuting and

2.8 x 10-8 for deep sea fishing as an occupation.

For _comparison, the average 30 vyear old male has
mnmdpmwunwww<~ a chance of 10-3 of dying this year. It wmm
been inferred that people, by their actions, implicitly
accept a <0chan< risk up to 10-3 and tolerate involuntary
Uﬁa recognized risks up to perhaps 10-5. The tolerance for
risks n#n% suddenly discover or do not understand is lower
yet. It is also well documented that risks that may affect
a large number of people simultaneously (i. e air crashes)
are less tolerable than risks of individual accidents.

Failure rates can be collected for classes of
structures. For example the average annual failure rate of
earthen dams, from all causes, is about 10-4. By no means
does this constitute an acceptable rate.

Another approach is to evaluate theoretically the risk
om. a common class of structures, such as steel-framed
buildings. This was done when limit state codes were being
am<mHOWmn.m0H such buildings. The risk of failure, during
the lifetime of a structure, implied by accepted designs
was mocﬂﬂ to be on the order of 10-4. (This is for any type
Mm cbwwnpmmmon0H< behavior; the risk of a collapse would be

ess.

H#m vexing question, of course, is: How can this infor-
mation be used to establish allowable risks for specific
projects? There is no general answer to this question. Fig
6 wahoacomm a first attempt to assemble information nm
wmmpmn.#unw such discussions and negotiations.® Relations
of nwwm general type have been developed in several
countries. British Columbia Hydro, as part of an effort to
review multi-hazard threats to dams and other facilities
Aszﬁmmb et al, 1994), have assembled the information shown
in ﬁwm. 7. The proposed criterion limits risk to any one
wbﬂp<wncww to 10-4/year, with smaller risk levels when
wOﬁmbﬂHmH multiple fatalities are involved. In addition
ﬁWmﬂm 1s an maximum organizational financial risk mom
projects whose failure cost exceeds $100 million: The
annual expected (i.e. best estimate) risk should not mxnmma
$10,000/yr. BCHydro's approach to risk analysis for dams is

w.Om.mHH the figures with which my name is associated
this is perhaps the most often cited. I had a call wvoma it
mm.Hwombﬂww as the fall of 1995. Greg Baecher, from whom T
originally borrowed the figure, laments that he seems best
known for a figure he never published himself.
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100 - T T r i discussed in a paper to this Conference by Vick and
Stewart.

"' MARGINALLY ACCEPTED"
4 In a few problems, the risk calculated for an engi-
neering solution may be compared with an absolute limit to
Loy CHANT m..__vv_zwm:.m SRILL R1GS risk. More commonly, quantified risk becomes a vehicle for
" communication between engineer and client or regulator - to
'A\L;nnm_&mu_. 7] express the degree of riskiness and to compare the relative
CANVEY LNG risk among possible alternative solutions. In any project
‘ o onAcE where geotechnical engineering deals with a significant
portion of the effort (which will mean most important
projects), it is vital that the geotechnical engineer be
part of these communications - to understand how much
geotechnical engineering solutions contribute to the
overall risk and to explain how this risk might be altered.
Obviously, in such discussions a geotechnical engineer must
feel comfortable with probabilistic concepts.

GEYSERS
SLOPE
STABILITY

10-3+

107e

103

ANNUAL' PROBABILITY OF "FAILURE"

- Estimated U.S. ey
dams ——e—te, Human errors

L AVIATION _ X As mentioned above, there have been reliability
LIVES LOST ' - 10 00 1,000 10,000 analyses for classes of structures that have actually been
COST in $ im IOm  100m Ib 1o0b built and are in service. It is typically found that the
CONSEQUENCE OF FAILURE . actual failure rates exceed predicted failure rates -
perhaps by as much as two orders of magnitude. Further
Figure 6 Risks for engineering projects (Whitman, 1984) examination reveals that most of the mwuu_.c.Hmm are m#m
result of human error; e. g. structures not built according
te plans, materials not meeting specification, some loading
not considered in the reliability analysis, etc. An obvious
102 question then is: If failures result from oversights not
k considered in a reliability analysis, why perform such an
analysis for judging adequacy of design? The answer is that
engineers want to make sure that the probability of failure
from things' under their control is well less than the
failure probability associated .with things they cannot
control. Not only is that in the best interest of the
engineer, but for society as well.

Othes LNG sludies

1078

Proposed
il CONSTRUCTION CONTROL
Risk
10° Controlling compaction using field sampling has long
SAFE been a part of geotechnical engineering, and rules concern—

Annual Probability ol Occurrence

ing sampling rates and criteria governing acceptability are
to some extent influenced by statistical concepts. There
continue to be new contributions motivated by new types of
problems. For example, specifications typically require
that the overall hydraulic conductivity of a compacted
landfill liner be less than some specified limit. Benson,
Zhai and Rashad (1994) have developed a procedure for
selecting the number of samples that must be tested to
ensure a high probability that this criterion is met, and
Benson, Zhai and Wang (1994) demonstrate how borrow
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Figure 7 Various risk criteria (Courtesy of BCHydro)
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material can be evaluated for potential as a compacted
liner. Quality control for membrane liners has also become
a geotechnical engineering problem.

Morgenstern emphasizes, in his Casagrande Lecture, the
importance of the observatiocnal method. For any who are not
familiar with this concept, it implies adjusting construc-
tion procedures and details depending upon observations and
measurements made as construction proceeds. Practicioners
of this method understand the importance of identifying, in
advance of construction, the range of possible soil condi-
tions that may be encountered - and of having plans to cope
with possible eventualities. Just describing the
observational method suggests opportunities for using proba-
bilistic concepts and methods. If the uncertainties and
risks have been quantified before construction begins, then
updated information obtained during construction can be
used to revise risk estimates and to guide decisions made
during construction.

WHEN TO USE PROBABILISTIC ANALYSIS

Ralph Peck participated in the workshop concerning
Probabilistic Methods in Geotechnical Engineering (NRC,
1995) - as usual, a brave soul since almost all others
attending were certified probabilists. Here is how he
summarized the state-of-the-profession:

We see geotechnical engineering as developing into two
somewhat different entities: one part still dealing
with traditional problems such as foundations, dams,
and slope stability, and another part dealing with
earthquake problems; natural slopes; and, most
recently, environmental geotechnics. Practitioners in
the first part have not readily adopted reliability
theory, largely because the traditicnal methods have
been generally successful, and engineers are
comfortable with them. In contrast, practitioners in
environmental geotechnics and to some extent in
offshore engineering require newer, more stringent
assessments of reliability that call for a different
approach. Therefore, we may expect reliability methods
to be adopted increasingly rapidly in these areas as
confidence is developed. It is not surprising that
those engineers working in environmental and offshore
problems should be more receptive to new approaches,
and it should not be surprising that there may be
spillback into the more traditional areas.

It is difficult to improve upon this characterization of
the present status of utilization of probabilistic methods.
I would add that studies for evaluation and remediation of
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existing facilities - such as dams - origi i

in, ginally designed b
nhmawﬁwwuww approaches is a fertile field mom Hnmw
evaluation. .

ﬁ do want to suggest an alternate classification that
Hoow.m to mvm future as well as the present. For the sake
of simplification, I will divide geotechnical engineering
problems into two broad categories.

1. .eromm where the «client relies upon codes
HmocvwnPObm and “accepted practice” to ensure that WM
receives a satisfactory product. This category includes the
vast majority of "routine" projects.

N. Hrmmm where the client, and/or a regulator is
actively. in a discussion of potential risks and cHnMEMan<
assumes whatever at least most of whatever risk is implied
by the ﬂubmw choice of design. Such pProjects are
o#wwmoﬂmeNmm by either the impossibility of eliminating
Hpmﬁm completely or by a very high cost the reduce risks to
an insignificant level. Thus it is in the interest of the
owpmbn to become actively engaged in decision-making
MHoumoﬁm of this type are less common, and typically wnm
Hmhmm.uﬂ scale or involve uncommon types of buildings or
facilities, or both. However, there is no reason why
vnowwvuwumnﬁﬂ Emnﬂ%&m cannot be utilized in traditional
problems - if a client iev i
D eentinl bemele believes that doing so can be of

. Sﬁmh involved in the first type of project, an engineer
is cbwwwww< to make use of quantified risk analysis - or of
whowmvuwpmnuo thinking or statistics, except possibly in
oobbmonpow with planning details of site exploration and
ormhwoﬁmeNmnHob or during construction control. However
whovmvuwumnuo analysis can be of use when am<mwovubw
requirements of codes and regulations.

kuow<mambﬁ in the second type of project will
omﬂmwmbw< require an engineer to engage in probabilistic
nvubwuba. In some instances, acceptable risk may be speci-
fied numerically, and the engineer must choose a design and
mmﬂovmnhwnm that the specification is met. Even here the
owpmﬁnw or at least a regulator, will be involved in a
significant way, since seldom will there be clear, accepted
whoomaﬁhmm covering all aspects of the evaluation of risk
More prmHN\ a2 number of design schemes will be aumocwmmm
by the engineer and client, until the client (and likely
the cognizant insurance company) is satisfied that there is
an acceptable balance between cost and risk. Evaluation of
risk, awmnrwh in quantitative terms or merely by words
vmoosmm.wb ilmportant means of communication between owwmbm
and engineer.
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Role of probabilistic methodologies in code development

The NRC report suggests that probabilistic methods can
be useful in the development of codes. Indeed, such methods
have been used in the process of developing the limit state
codes now common for the structural portions of buildings.
During the past decade, there has . been an effort to
standardize codes within the Europeah Community, and to
bring geotechnics codes in line with the Hmwwwvuwwn<|UmeQ
approach to structural codes. These codes emphasize "limit
states” and partial factors (akin to safety factors)
applied to both loads and resistances. The approach often
is referred to as Limit States Design (LSD).

In Canada, there has been considerable discussion re
LSD. Geotechnical News for March 1995 has a piece entitled
"Limit States Design on Trial”, reporting upon a mock mh%»p
with arguments against and for LSD. The unanimous opinion
of the Judges..... constitutes a recommendation to the
profession and reads:

"The Working Stress Design (WSD) approach is still the
common and accepted touchstone for most geotechnical
engineers. It marries experience to judgement. mo£m<WH‘
in itself, it does not wholly fit the need for a design
approach consistent for both structural and anﬁmnW|
nical engineers. The LSD approach, when utilized in its
broadest and most practical sense, namely using
factored resistance rather than using partially factor-
ed strength parameters, goes far to meet this need and
with time and accumulated experience by practicioners
in both structures and foundations will improve its
quality of practical applications.

The Court concluded that provided the Factored Resis-
tance Approach is used, the case against LSD was NOT
proved. "

In the United States, where for the most part geotechnical
engineers are deeply suspicious of codes, there as yet has
been relatively little debate on this matter.

A reading of drafts of the geotechnics portion of the
Eurocode actually reveals quite limited emphasis wupon
probabilistic methods and thinking. There is a mmon%Ob
describing how partial resistance factors for pile design
are selected based upon a pile-load test program and on the
pile type adopted for design. (This section is discussed in
NRC, 1995.)

Eurocode also introduces the concept of a characteris-
tic value, described as follows:
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Characteristic values shall be selected with the inten-
tion that the probability of a more unfavorable value
governing the occurrence of a limit state is not great-
er than 5%. For parameters for which the values
governing field behavior are well established with
little uncertainty, the characteristic value may be
taken as the best estimate of the value in the field.
Where there is greater uncertainty, the characteristic
value is more conservative..... It might sometimes be
helpful to use statistical methods. However, it is
emphasized that this will rarely lead directly to
characteristic values, since these depend wupon an
assessment ¢of the field situation.

Safety factors (actually material resistance factors) are
then .to be applied to characteristic values. Eurocode
suggests a factor of 1.2 to 1.25 for friction angle and 1.5
to 1.8 for cohesion - but provides exceptions and "outs"
There are some complicated concepts here that require
considerable thought.

The draft chapter on retaining walls contains primarily
a lot of good, well-accepted advice concerning good design.
Here and there is specific guidance re partial safety
factors and load conditions (such as location of a water
table). Simpson- (1992) has written a very thoughtful
critique concerning the use of partial factors for the
design of retaining walls. In his conclusion he states:

"At present, the best available tool..... is engineering
judgement; there is danger that formal procedures, if
they are sufficiently simple to be prescribed, will
jettison valuable information. However, it is sensible
to provide objective <checks on judgement whenever
possible. ... .., ... the best way to combine these
requirements is to make the designer directly
responsible for design values adopted in the calcula-
tions. In addition, codes should specify how design
values should be checked against values derived using
characteristic values and partial factors. Both the
characteristic and design values should be defined in
terms of the expected probability that the values will
occur in the field situation in such a way as to govern
the occurrence of limit states. Numerical analysis of
soil test results alone will often be an inadequate
basis for selection of these values."

No matter how one feels concerning the wisdom of codes
governing geotechnical practice, these are important ideas
and questions. I hope that they will be discussed vigor-
ously at this Conference.
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FURTHERING USE OF PROBABILISTIC METHODOLOGIES

The NRC report's principal recommendation is that
"education of new geotechnical engineers, as well as
practicing engineers, in probabilistic Bmﬂvoam mrocwa.vm
undertaken". A retired professor cannot possibly resist
commenting on such a matter. -

In the MIT Department of ~Civil ~and  Environmental
Engineering we have for vyears required a subject in
probability theory, taught by faculty from the Department.
This requirement has proved less than a great success,
primarily because it is rarely followed-up by mvmwwowaPODm
in subsequent subjects, whether they be oriented to
engineering science or to design. boﬂcmHHM‘ the same
problem tends to exist with much of nvﬁ Ewnmﬂpww nmcmwn in
other beginning subjects in engineering science.
Observations such as these are stimulating a Hmﬁvmbwwbm of
engineering curricula, with a gradually increasing trend
toward teaching material as it %m dmmamn for some
application. This stimulates student interest in the basic
material, but means that students may not get as ﬁvonncuv 2
grasp of basics and appreciate the potential WWVWHOWn+Ob nm
this material beyond the particular context within srpov.pn
is taught. In other words, nvm. issue om ﬂmmowwbm
probabilistic methods to geotechnical engineers will
inevitably be caught up in an ongoing debate concerning the
pedagogy of teaching.

Morgenstern argues that it is the principles of risk
management that should be taught at a msuawsmbmww level
and then illustrated through applications. In rpm words,
risk management relies on rational wnw~<mmm and involves
situation appraisal, problem and potential problem wuwH<mmm
and decision analyses. I agree with this perspective. I
would prefer to see a subject covering the practice of risk
management taught early in a curriculum, rather than a
subject in probability theory. Of course, some d&mwo
concepts concerning probability must be incorporated into
this type of subject.

The NRC report also urges that major geotechnical:’

projects should involve a vhovwkuwﬁ< expert as part of wwm
project team to provide opportunities for close interaction
between that expert and the other team members. Following
on from the thoughts in the last paragraph, I would
recommend rather that an expert in risk management should
be included as a member of the team. Of course this expert
should be well-grounded in probability theory and its
application.

Having made these arguments, I certainly do agree that
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geotechnical engineers as a whole should become better vers-
ed in the important basic concepts of probability theory,
reliability theory and risk analysis. The NRC report
contains, in an appendix, an excellent primer concerning
these matters. In my Terzaghi Lecture (Whitman, 1984), T
urged the need for examples showing how risk can be
quantified and used for decision-making. As has been noted
above, a number of such examples has now been published.
This is a good start, but more are needed - especially
those illustrating clearly the role played by probabilistic
methods in actual decision-making. The ready availability
of examples will go a long way in piquing the interest of
practicing engineers.

Perhaps the key question is: What can be done to
interest clients in designs based upon probabilistic
thinking rather than traditional approaches? I believe a
client will always become interested in different
approaches if it appears there is potential for financial
benefit, for satisfying regulators, or even for public
relations purposes. A client may receive such stimuli from
various sources, but a key stimulator is the engineer for
the project. A phrase in the middle of Peck's summary holds
the key: Traditional methods are used ... .. because
engineers are comfortable with them. " Clearly there will
continue to be projects that are best engineered using
traditional approaches. A challenge for this conference is
to identify types of projects where the "spillback"
predicted by Peck should begin to occur in the near future.

FINAL REMARKS

Traditional engineers worry rightly that too much
emphasis wupon analysis might drive out engineering
judgement and lead to unsatisfactory designs. Wu et al
(1975) long ago provided a thoughtful example of how a
probabilistic analysis might go wrong: A slope that
contains a plane of weakness but is assumed to be
homogeneous when conducting a statistical analysis of data
for strength. This potential problem exists with any
analysis, whether deterministic or probabilistic, wuntil it
is well-calibrated to experience. This is why I have
emphasized the importance of model errors. Thoughtful
probabilists always emphasize that probabilistic methods do
not replace traditional methods. Rather, probabilistic
methods are tools that can effectively supplement
traditional methods for engineering geotechnical projects,
providing better insights into the uncertainties and
providing an improved basis for interaction between
engineers and decision-makers.

All this is particularly true concerning a methodology
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i : iabili lysis.
especially popular at the moment: reliability analy
OWWHmﬁMwnw et al (1994) offer some valuable insights
concerning this tool:

"Reliability analysis is especially useful in mmnmkumv|
ing design values for factor-of-safety representing
consistent risks for different types of mwuwﬁhmm....erm
most effective applications of probabilistic Bmmwonm
are those involving relative vhovwvHHHaMWm.om mWchhm
or illuminating the effects of uncertainties in the
parameters.”

Similar perspectives are needed oobﬁmﬁbujm all of the
existing and yet-to-be-developed probabilistic methods.

I hope I have helped you appreciate, in general terms,
how the quantification of uncertainty can play a useful and
important role in engineering projects. H also hope I have
stimulated you to learn about the available examples of
practical application. With vmow‘ I agree ﬁwwﬂ
probabilistic methods are now playing important Howmm in a
number of engineering problems, and that nwmﬂm will be
increasing spillover into problems now engineered by

traditional methods. The oobnubcma. oﬁwwwmbmm .Hm to
recognize problems in which probabilistic nﬁpbkpb@ can
contribute effectively to the engineering solution - while

at the same time not trying to force these new approaches
into problems best engineered with traditional methods and
viewpoints.
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ENGINEERING JUDGMENT IN THE EVOLUTION FROM
DETERMINISTIC TO RELIABILITY-BASED FOUNDATION DESIGN

Fred H. Kulhawy', F. ASCE and Kok Kwang Phoon®

ABSTRACT: Engineering judgment has always played a dominant role in geotech-
nical design and construction. Until earlier this century, most of this judgment was
based on experience and precedents. The role of judgment in geotechnical practice
has undergone significant changes over the past 50 years as a result of theoretical,
experimental, and field developments in soil mechanics and, more recently, in relia-
bility theory. A clarification of this latter change specifically is needed to avoid
misunderstanding and misuse of the new reliability-based design (RBD) codes. This
paper first provides a historical perspective of the traditional factor of safety design
approach. The fundamental importance.of limit state design to RBD then is empha-
sized. Finally, an overview of RBD is presented, and the proper application of this
new design approach is discussed, with an example given of the ultimate limit state
design of drilled shafts under undrained uplift loading. Judgment issues from tradi-
tional approaches through RBD are interwoven where appropriate.

INTRODUCTION

Almost all engineers would agree that engineering judgment is indispensable to
the successful practice of engineering. Since antiquity, engineering judgment has
played a dominant role in geotechnical design and construction, although most of the
early judgment was based on experience and precedents. A major change took place
in engineering practice when scientific principles, such as stress analysis, were incor-
porated systematically into the design process. In geotechnical engineering, in parti-
cular, significant advances were made following World War I, primarily because of
extensive theoretical, experimental, and field research. The advent of powerful and
inexpensive computers in the last two decades has helped to provide further impetus
to the expansion and adoption of theoretical analyses in geotechnical engineering
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practice. The role of engineering judgment has changed as a result of these develop-
ments, but the nature of this change often has been overlooked in the enthusiastic
pursuit of more sophisticated analyses. Much has been written by notable engineers
to highlight the danger of using theory indiscriminately, particularly in geotechnical
engineering (e.g., Dunnicliff & Deere 1984, Focht 1994). For example, engineering
judgment still is needed (and likely always will be!) in site‘characterization, selection
of appropriate soil/rock parameters and methods of analysis, and critical evaluation
of the results of analyses, measurements, and observations. The importance of engi-
neering judgment clearly has not diminished with the growth of theory and computa-
tional tools. However, its role has become more focused on those design aspects that
remained outside the scope of theoretical analyses.

At present, another significant change in engineering practice is taking place.
Much of the impetus for this innovation arose from the widespread rethinking of
structural safety concepts that was brought about by the boom in post-World War II
construction (e.g., Freudenthal 1947, Pugsley 1955). Traditional deterministic
design codes gradually are being phased out in favor of reliability-based design
(RBD) codes that can provide a more consistent assurance of safety based on proba-
bilistic analyses. Since the mid-1970s, a considerable number of these new design
codes have been put into practice for routine structural design, for example, in the
United Kingdom in 1972 (BSI-CP110), in Canada in 1974 (CSA-S136), in Denmark
in 1978 (NKB-36), and in the U.S. in 1983 for concrete (ACI) and in 1986 for steel
(AISC). In geotechnical engineering, a number of RBD codes also have been pro-
posed recently for trial use (e.g., Barker et al. 1991, Berger & Goble 1992, Phoon et
al. 1995).

The impact of these developments on the role of engineering judgment might be
analogous to that brought about by the introduction of scientific principles into engi-
neering practice. In this continuing evolution, it must be realized that RBD is just
another tool, but it is different from traditional deterministic design, even though the
code equations from both methods have the same “Jook-and-feel”. These differences
can lead to misunderstanding and misuse of the new RBD codes. For these reasons,
it is necessary to: (a) clarify how engineering judgment can be used properly so that
it is compatible with RBD, and (b) identify those geotechnical safety aspects that are
not amenable to probabilistic analysis. In this paper, an overview is given first of the
traditional geotechnical design approach from the perspective of safety control. The
philosophy of limit state design then is presented as the underlying framework for
RBD. Finally, the basic principles of RBD are reviewed, and the proper application
of this new design approach is described with an example of the ultimate limit state
design of drilled shafts under undrained uplift loading. As noted prominently in the
paper title, engineering judgment is interwoven throughout.

TRADITIONAL GEOTECHNICAL DESIGN PRACTICE

The presence of uncertainties and their significance in relation to design has long
been appreciated (e.g., Casagrande 1965). The engineer recognizes, explicitly or other-
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wise, that there is always a chance of not achieving the design objective, which is to
ensure that the system performs satisfactorily within a specified period of time.
Traditionally, the geotechnical engineer relies primarily on factors of safety at the
design stage to reduce the risk of potential adverse performance (collapse, excessive
deformations, etc.). Factors of safety between 2 to 3 generally are considered to be
adequate in most foundation design (e.g., Focht & O’Neill 1985). However, these
values can be misleading because, too often, factors of safety are recommended
without reference to any other aspects of the design computational process, such as
the loads and their evaluation, method of analysis (i.e., design equation), method of
property evaluation (i.e., how to select the undrained shear strength), and so on.
Other important considerations that affect the factor of safety include variations in
the loads and material strengths, inaccuracies in the design equations, errors arising
from poorly supervised construction, possible changes in the function of the structure
from the original intent, unrecognized loads, and unforeseen in-situ conditions. The
manner in which these background factors are listed should not be construed as
suggesting that the engineer actually goes through the process of considering each of
these factors separately and in explicit detail. The assessment of the traditional fac-
tor of safety is essentially subjective, requiring only global appreciation of the above
factors against the backdrop of previous experience. i

The sole reliance on engineering judgment to assess the factor of safety can lead
to numerous inconsistencies. First, the traditional factor of safety suffers from a
major flaw in that it is not unique. Depending on its definition, the factor of safety
can vary significantly over a wide range, as shown in Table 1 for illustration. The
problem examined in Table 1 is to compute the design capacity of a straight-sided
drilled shaft in clay, 1.5 m in &B:Qmm and 1.5 m deep, with an average side resis-
tance along the shaft equal to 36 kN/m and a potential tip suction of 0.5 atmosphere
operating during undrained transient live loading. Five possible design assumptions
are included. The first applies the factor of safety (FS) uniformly to the sum of the
side, tip, and weight components; the second applies the FS only to the side and tip
components; the third is like the first, but disregards the tip; the fourth is like the
second, but disregards the tip; and the fifth is ultra-conservative, considering only
the weight. It is clear from Table 1 that a particular factor of safety is meaningful
only with respect to a given design assumption and equation.

Another significant source of ambiguity lies in the relationship between the factor
of safety and the underlying level of risk. A larger factor of safety does not necessarily
imply a smaller level of risk, because its effect can be negated by the presence of larger
uncertainties in the design environment. In addition, the effect of the factor of safety
on the underlying risk level also is dependent on the extent of conservatism in the
selected design models and design parameters.

In a broad sense, these issues generally are appreciated by most engineers. They
can exert additional influences on the engineer’s choice of the factor of safety but, in
the absence of a theoretical framework, it is not likely that the risk of adverse perfor-
mance can be reduced to a desired level consistently. Therefore, the main weakness in
traditional practice, where assurance of safety is concerned, can be attributed to the lack
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TABLE 1. Design Capacity Example (Kulhawy 1984, p. 395)
Design Design Equation Qu¢ (kN) for Q. Quq
Assumption FS=3 (“actual” FS)
1 Qi = Qu+tQu+W)/FS 1707 3.0
2 Qug-W = (Qu+Qu)/FS 2142 24
3 Qu = (Qut+W)/FS 108.9 4.7
4 Qu-W = Q,/FS 152.4 34
5 Qua = W/FS 21.8 235
Note: Q,, = side resistance = 261.8 kN, Q,, = tip resistance = 184.4kN, W =

shaft weight = 65.3 kN, Q.4 = design uplift capacity, FS = factor of safety,
Q, = available uplift capacity = Qg+ Q, + W = 511.6 kN

of clarity in the relationship between the method (factor of safety) and the objective
(reduce design risk). To address this problem appropriately, an essential first step is to
establish the design process on 2 more logical basis, known as limit state design.

PHILOSOPHY OF LIMIT STATE DESIGN

The original concept of limit state design refers to a design philosophy that
entails the following three basic requirements: (a) identify all potential failure modes
or limit states, (b) apply separate checks on each limit state, and (c) show that the
occurrence of each limit state is sufficiently improbable. Conceptually, limit state
design is not new. It is just a logical formalization of the traditional design approach
that would help to facilitate the explicit recognition and treatment of engineering
risks. In recent years, the rapid development of RBD has tended to overshadow the
fundamental role of limit state design. Much attention has been focused on the con-
sistent evaluation of safety margins using advanced probabilistic techniques (e.g.,
MacGregor 1989). Although the achievement of consistent safety margins is a very
desirable goal, it should not be overemphasized to the extent that the importance of
the principles underlying limit state design become diminished.

This fundamental role of limit state design is particularly true for geotechnical
engineering. The first step in limit state design, which involves the proper identifica-
tion of potential foundation failure modes, is not always a trivial task (Mortensen
1983). This effort generally requires an appreciation of the interaction between the
geologic environment, loading characteristics, and foundation response. Useful gen-
eralizations on which limit states are likely to dominate in typical foundation design
situations are certainly possible, as in the case of structural design. The role of the
geotechnical engineer in making adjustments to these generalizations on the basis of
site-specific information is, however, indispensable as well. The need for sound
engineering judgment in the selection of potential limit states is greater in foundation
design than in structural design because in-situ conditions must be dealt with “as is”
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mbn might contain geologic “surprises”. The danger of downplaying this aspect of
limit state design in the fervor toward improving the computation and evaluation of
safety margins in design can not be overemphasized.
The second step in limit state design is to check if any of the selected limit states
has _.uman violated. To accomplish this step, it is necessary to use a model that can
v.ao&oﬂ the performance of the system from some measured parameters. In geotech-
nical engineering, this is not a straightforward task. Consider Fig. 1, which is the
nmmou.om of any type of prediction, geotechnical or otherwise. At one end of the pro-
cess is Eo. forcing function, which normally consists of loads in conventional foun-
a.mn.ou n.umEoQ.Em. At the other end is the system response, which would be the pre-
diction in an analysis or design situation. Between the forcing function (load) and
Em system response (prediction) is the mode] invoked to describe the system beha-
vior, coupled with the properties needed for this particular mode]. Contrary to popu-
lar belief, the quality of geotechnical prediction does not necessarily increase with
the level of sophistication in the model (Kulhawy 1992). A more important criterion
for the quality of geotechnical prediction is whether the mode] and property are cali-
brated together for a specific load and subsequent prediction (Kulhawy 1992 1994)
Reasonable predictions often can be achieved using simple models, even Eoucmr Eo.
type of behavior to be predicted is nominally beyond the capability of the models, as
long as there are sufficient data to calibrate these models empirically. Ioio«oa
%mm.o models then would be restricted to the specific range of conditions in the om:.v
bration process. Extrapolation beyond these conditions potentially can lead to erro-
neous predictions. Ideally, empirical calibration of this type should be applied judi-
ciously by avoiding the use of overly simplistic models. Common examples of such
an o<n_.%5~u=mommob are the sets of extensive correlations between the standard
penetration test N-value and practically all types of geotechnical design parameters
as well as several design conditions such as footing settlement and bearing nmﬁmn:vm
Although they lack generality, simple models will remain in use for quite some time
because of our professional heritage that is replete with, and built upon, empirical
correlations. The role of the geotechnical engineer in appreciating the complexities
of soil behavior and recognizing the inherent limitations in the simplified models is
clearly of considerable importance. The amount of attention paid to the evaluation of
safety EmamEm is essentially of little consequence if the engineer assesses the soil
properties incorrectly or selects an inappropriate model for design.
Third, the occurrence of each limit state must be shown to be sufficiently impro-

FORCING MODEL
SYSTEM
FUNCTION — ’ —
PROPERTY RESPONSE

FIG. 1. Components of Geotechnical Prediction (Kulhawy 1994, p. 210)
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bable. The philosophy of limit state design does not entail a preferred method of en-
suring safety. Since all engineering quantities (e.g., loads, strengths) are inherently
uncertain to some extent, a logical approach is to formulate the above problem in the
language of probability. The mathematical formalization of this aspect of limit state
design using probabilistic methods constitutes the main thrust of RBD. Aside from
probabilistic methods, less formal methods of ensuring safety, such as the partial
factors of safety method (e.g., Danish Geotechnical Institute 1985; Technical Com-
mittee on Foundations 1992), have also been used within the framework of limit state

design.
In summary, the control of safety in geotechnical design is distributed among

more than one aspect of the design process. Although it is important to consider the -

effect of uncertainties in loads and strengths on the safety margins, it is nonetheless
only one aspect of the problem of ensuring sufficient safety in the design. The other
two aspects, identification of potential failure modes and the methodology of making
geotechnical predictions, can be of paramount importance, although they may be less
amenable to theoretical analyses.

RELIABILITY-BASED DESIGN

Overview of Reliability Theory

The principal difference between RBD and the traditional design approach lies
in the application of reliability theory, which allows uncertainties to be quantified and
manipulated consistently in a manner that is free from self-contradiction. A simple
application of reliability theory is shown in Fig. 2. Uncertain design quantities, such
as the load (F) and the capacity (Q), are modeled as random variables, while design risk
is quantified by the probability of failure (pp). The basic reliability problem is to eva-
luate p; from some pertinent statistics of F and Q, which typically include the mean
(mg or mg) and the standard deviation (sg or sq)- Note that the standard deviation
provides a quantitative measure of the magnitude of uncertainty about the mean.

A simple closed-form solution for p; is available if Q and F are both normally
distributed. For this condition, the safety margin (Q - F = M) also is normally distri-
buted with the following mean (m,,) and standard deviation (syy) (e.g., Melchers
1987):

my = mg-mg (1a)

2 2 2
SM — Sq TSF (1b)

Once the probability distribution of M is known, the probability of failure (py) can be
evaluated as (e.g., Melchers 1987):

pr = Prob(Q <F) = Prob(Q - F <0) = Prob(M < 0) = ®(- my; / 5p) o)

in which Prob(:) = probability of an event and @(-) = standard normal cumulative
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SF~ |-
Load, F

Capacity, Q

4

Probability Density Function

me Mq

Reliability Index = my,/s,,

= (Mg - Me(sg? + s.9)°°

Probability Density Function

Ps

Safety Margin, M=Q-F
FIG. 2. Reliability Assessment for Two Normal Random Variables, Q and F

m.gnnou. Numerical values for ®(-) are tabulated in many standard texts on reliabi-
lity E.ooQ (e-g., Melchers 1987). The probability of failure is cumbersome to use
M&.ou :w value becomes very small, and this term carries the negative connotation of
».BHE.n - > more convenient (and perhaps more palatable) measure of design risk i
the reliability index (B), which is defined as: : gmsE

-1
B=-2 (pp 3)

. . -1 .
in which @ (-) = inverse standard normal cumulative function. Note that Bisnota

new BnmmE.o. of design risk. It is just an alternative method for presenting p; on a
more convenient scale. A comparison of Egs. 2 and 3 shows that the reliability index
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for the special case of two normal random variables is given by:
2. 205
B = my/sy = (mg-mp)/(sq +5¢) @

The reliability indices for most structural and geotechnical components and systems
are between 1 and 4, corresponding to probabilities of failure ranging from about 16
to 0.003%, as shown in Table 2. Note that p; decreases as  increases, but the varia-
tion is not linear. A proper understanding of these two terms and their interrelation-
ship is essential, because they play a fundamental role in RBD.

Simplified RBD for Foundations
Once a reliability assessment technique is available, the process of RBD would

involve evaluating the probabilities of failure of trial designs until an acceptable tar-
get value is achieved. While the approach is rigorous, it is not suitable for designs that
are conducted on a routine basis. One of the main reasons for this limitation is that the
reliability assessment of realistic geotechnical systems is more involved than that
shown in Fig. 2. The simple closed-form solution given by Eq. 2 only is applicable to
cases in which the safety margin can be expressed as a linear sum of normal random
variables. However, the capacity of most geotechnical systems is more suitably ex-
pressed as a nonlinear function of random design soil parameters (e.g., effective stress
friction angle, in-situ horizontal stress coefficient, etc.) that generally are non-normal in
pature. To evaluate p; for this general case, fairly elaborate numerical procedures are
needed, such as the First-Order Reliability Method (FORM). A general description
of FORM for foundation engineering is given elsewhere (e.g., Phoon et al. 1995) and
is beyond the scope of this paper. At the present time, it is safe to say that most geo-
technical engineers would feel uncomfortable performing such elaborate calculations
because of their lack of proficiency in probability theory (e.g., Whitman 1984).

All of the existing implementations of RBD are based on a simplified approach
that involves the use of multiple-factor formats for checking designs. The three main

TABLE 2. Relationship Between Reliability Index and Probability of Failure

Reliability Index, Probability of Failure,

p ps = OB

1.0 0.159

1.5 0.0668

2.0 0.0228

25 0.00621

3.0 0.00135

3.5 0.000233

4.0 0.0000316

Note: ®(-) = standard normal probability distribution
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types of n.EEEa-meoH formats are: (a) partial factors of safety, (b) load and resistance
factor aom_mu (LRFD), and (c) multiple resistance factor design (MRFD). Examples of
these design formats are given below for the case of uplift loading of a drilled shaft:

n Hu: = O_._AO:\J\Q G:\.;v Amm.v
nFy = ¥.Qun (5b)
n Huu. = rm\m_.OmE_ + A\Eon_._: + f_.uii A.m OV

in which n = load factor, F, = nominal design load, Q, = uplift capacity, ¢, = nomi-
nal o.o_uommoP ¢, = nominal friction angle, y, and Yy = partial factors of mmu.MQu Qu =
JoBE.E uplift capacity, Qg,, = nominal uplift side resistance, Qun = nominal :m._,mm
tip resistance, W = shaft weight, and ¥, ¥, ¥,,, ¥,, = resistance factors. The mul-
tiple factors in the simplified RBD equations are calibrated rigorously using reliability
theory to produce designs that achieve a known level of reliability consistently. Details
of the mno.ﬂoo:bmom._ calibration process are given elsewhere (e.g., Phoon et al. 1995).

F. nﬂm&v_au any of the above formats or some combinations thereof can be used
for omtg.mnon. The selection of an appropriate format is mostly unrelated to reliability
analysis. Practical issues, such as simplicity and compatibility with the existing design
approaches, are important considerations that will determine if the simplified RBD
approach can gain ready acceptance among practicing engineers. At present, the partial
factors o».. safety format (Eq. 5a) has not been used for RBD because of three main
shortcomings. First, 2 unique partial factor of safety can not be assigned to each soil
E.ovong because the effect of its uncertainty on the foundation capacity depends on
the specific mathematical function in which it is embedded. Second, indiscriminate use
o.». Fa partial factors of safety can produce factored soil property values that are unrea-
listic or physically unrealizable. Third, many geotechnical engineers prefer to assess
foundation behavior using realistic parameters, so that they would have a physical feel
for the problem, rather than perform a hypothetical computation using factored parame-
ters (Duncan et al. 1989, Green 1993, Been et al. 1993).

&,WEm .Eommmnnnom clearly is reflected in the traditional design approach, in which the
modification for uncertainty often is applied t i i
o of sater oy o wo:oiwﬂ pp o the overall capacity using a global fac-

F, = Q, /FS ©

A comparison between Eq. 6 and Eqs. 5b and 5c clearly shows that the LRFD and
MRFD formats are compatible with the preferred method of applying safety factors. In
fact, the load and resistance factors in the LRFD format can be related easily to the fa-
miliar global factor of safety as follows:

FS =n/¥, 1)
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The corresponding relationship for the MRFD format is:
FS = n / %mcomcz / O_.E + rTEOE: / OE.. + rm\ié / O::u Amv

is sli i it still is readily amenable to simple cal-
Although Eq. 8 is slightly more complicated, it st d : .
nEmmonHw. These relationships are very important, because A...row provide %.o anmpm.s
engineer with a simple direct means of checking the new design formats against their

traditional design experience.

RBD EXAMPLE

The development of a rigorous and robust Ewd u..v?.omnr ma.ﬁ geotechnical Mmmn-
neering design, which also is simple to use, is no ESE task. Since the mBE._ Os,
an extensive research study of this type has been in progress at Comell University
under the sponsorship of the Electric Power Wom.omaor Institute m.bn_ has mooﬁoa on
the needs of the electric utility industry. Extensive cmowmaocba information on m:_o
characterization, property evaluation, in-situ test mo_AmFﬁﬁumu etc. rm.a to be aoﬂo -
oped as a prelude to the RBD Boanoﬂom.ur This work is summarized Mmawzo ow.no
(Spry et al. 1988, Orchant et al. 1988, Filippas et al. .Gmmu Nﬁ?mﬁ% et .H.. # vﬁ
Building on these and numerous studies by o&ﬁ.mu ultimate and serviceabi :M imi
state RBD equations were developed for drilled mrmhm and mwmowa foun am.ﬁoum
subjected to a variety of loading modes under both &B.b.oa mb@ Ea.s.:ﬁa oom :%mm
(Phoon et al. 1995). The results of an extensive 8:.»9:2 o.mrvamﬁ.od study for M
mate limit state design of drilled shafts under undrained uplift loading are presente
in Tables 3 and 4 and are to be used with Egs. 5b FWmUv. and 5¢ AEUV. All ongom
limit states, foundation types, loading modes, and drainage ooaaﬂ.ﬂosm waaﬁmmw
have similar types of results, with simple LRFD and MRFD equations and single

TABLE 3. Undrained Ultimate Uplift Resistance Factors For Drilled Shafts
Designed Using Fsg =¥, Qun (Phoon et al. 1995, p. 6-7)

Clay COV of s, (%) W,
Medium 10 - 30 0.44
5, =25 - 50 KN/m?) 30-50 0.43
(mean 50-70 0.42
Stiff 10-30 0.43
=50 - 100 KN/m?) 30-50 0.41
(mean & 50 -70 0.39
Very Stiff 10-30 0.40
=100 - 200 KN/m’) 30-50 0.37
(mean & 50 - 70 0.34

Note: Target reliability index = 32
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TABLE 4. Undrained Uplift Resistance Factors For Drilled Shafts Designed Using
Fso =¥, Qqun T ¥ Qun T ¥ W (Phoon et al. 1995, p. 6-7)

Clay COVofs, (%) ¥, ¥, v,
Medium 10- 30 0.44 0.28 0.50

(mean s, = 25 - 50 kN/m?) 30 - 50 0.41 0.31 0.52
50 - 70 0.38 0.33 0.53

Stiff 10 - 30 0.40 0.35 0.56

(mean s, = 50 - 100 KN/m?) 30- 50 0.36 0.37 0.59
50 - 70 032 0.40 0.62

Very Stiff 10-30 035 0.42 0.66

(mean s, = 100 - 200 kN/m?) 30 - 50 0.31 0.48 0.68
50-70 0.26 0.51 0.72

Note: Target reliability index = 3.2

corresponding tables of resistance factors. In these equations, the load factor is taken
as unity to maintain statistical compatibility with the ASCE loading guide (Task
Committee on Structural Loadings 1991), while the nominal load is defined as the
50-year return period load (Fsq), which is typical for electrical transmission line
structures. Note that the resistance factors depend on the clay consistency and the
coefficient of variation (COV) of the undrained shear strength (s,). The COV is an
alternative measure of uncertainty that is defined as the ratio of the standard devia-
tion to the mean. The clay consistency is classified broadly as medium, stiff, and
very stiff, with ooﬂom%on&nm mean s, values of 25 to 50 WZ\BN 50 to 100 wZ\BNv
and 100 to 200 kN/m , respectively. Foundations are designed using these new RBD
formats in the same way as in the traditional approach, with the exception that the
rigorously-determined resistance factors shown in Tables 3 and 4 are used in place of
an empirically-estimated factor of safety.

Target Reliability Index

Before applying these resistance factors directly in design, it is important to exa-
mine the target reliability index for which these resistance factors are calibrated. At
the present time, there are no simple or straightforward procedures available to pro-
duce the “correct” or “true” target reliability index. However, important data that
can be used to guide the selection of the target reliability index are the reliability
indices implicit in existing designs (Ellingwood et al. 1980). An example of such data
for ultimate limit state design of drilled shafts in undrained uplift is shown in Fig. 3,
in which a typical range of COV of s, mean s, normalized by atmospheric pressure
_Qb. and global factor of safety are examined for a specific geometry. The reliability
indices implicit in these existing global factor of safety designs lie in the approxi-
%hﬁo range of 2.6 to 3.7. A target reliability index of 3.2 is representative of this
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FIG. 3. Reliability Levels Implicit in Existing Ultimate Limit State Design of
Drilled Shafts in Undrained Uplift

range. Similar ultimate limit state reliability studies for o&m.n parametric variations
and loading modes under both drained and undrained oo.nnrnwnm also mnmum_% sup-
port the use of this target value (Phoon et al. 1995). While _”E.m approach is partially
empirical, it possesses a major advantage of keeping the new design methodology com-
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patible with the existing experience base.

Other important data to consider include the failure rates estimated from actual
case histories. However, these failure rates can not be used directly for assessing the
target reliability level because the theoretical probability of failure obtained from relia-
bility theory usually is one order of magnitude smaller than the actual failure rate (eg.,
CIRIA 1977, Livingstone 1989). This result is not surprising, because the safety of a
design is not affected by uncertainties underlying design calculations alone. It also can
be compromised severely by factors such as poor construction and human errors. An
example of empirical rates of failure for civil engineering facilities and the related costs
of failure is given in Fig. 4. For foundations, the empirical rate of failure lies between
0.1 and 1%. This failure rate implies a theoretical probability of failure in the range of
0.01 to 0.1%. Therefore, In terms of the reliability index, the currently accepted risk
level is between 3.1 and 3.7. A target reliability index of 3.2 also is consistent with this
range.

The above discussion highlights some of the important considerations that are
involved in the determination of the target reliability index. It is apparent that the
target reliability index can not be adjusted casually without extensive prior calibration
with existing practice. Different target reliability indices can be used for design, but
specific guidelines always should be given on the conditions for which each target val-
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ue applies. An example of a specific area in which a different target reliability index
should be used is for serviceability limit state design (Phoon et al. 1995).

In the absence of specific guidelines, it might be possible for engineers to adjust
the target reliability index to reflect some design conditions that already have been
accounted for in the calibration of the load and resistance factors. For example, an
engineer might be tempted to use a different target reliability index for drained and
undrained analysis, because the uncertainty in the in-situ horizontal stress coefficient
might be judged to be higher than that in the undrained shear strength. Such intuitive
adjustment of the safety level based on judgment alone is normal in the traditional
factor of safety design approach and for some rather simplified geotechnical RBD
approaches that have been suggested (e.g., Task Committee on Structural Loadings
1991). However, in a rigorous RBD approach; the difference between drained and
undrained analyses already has been accounted for rationally in the resistance factors,
and further adjustment of the target level would amount to “double-counting”. Errors
of this type are to be expected in the absence of proper guidance because the typical
RBD code user is not familiar with the details underlying the reliability calibration
process. A proper appreciation of the target reliability index selection process particu-
larly is important, because the target reliability index often has been mistaken (incor-
rectly) as the RBD equivalent of the empirical factor of safety.

Definition of Nominal Component

Aside from careful selection of the target reliability index, it also is important to
define and understand precisely the nominal components shown in Eq. 5 . The level of
safety in a design clearly is governed by the product of the load and resistance factors
and their respective nominal components. Two foundations can have widely diffe-
rent safety levels, even though the same set of resistance factors is applied, because
one design might be based on average soil parameters while another could have
accrued additional safety by using highly conservative soil parameters. This impor-
tant aspect is not sufficiently well-emphasized in the RBD literature (CIRIA 1977,
Been & Jefferies 1993).

The definitions of nominal soil strengths in the simplified RBD formats ideally
should be consistent with those used in traditional foundation design practice. How-
ever, the existing procedures for selecting nominal soil strengths are not well-defined,
and they certainly are not followed uniformly by all engineers. Some engineers use the
mean value, while others use the most conservative of the measured soil strength (e.g.,
Whitman 1984). Many other guidelines and rules-of-thumb exist in the literature. For
example, Terzaghi and Peck (1948) recommended that the measured strength within a
significant depth from each boring should be averaged, and then the smallest average
should be used for design.

An alternative definition for the nominal value is based on the concept of an exclu-
sion limit. The definition of a 5% exclusion limit is given in Fig. 5. However, the use
of a small exclusion limit probably is not appropriate for foundation design because of
several reasons. First, the amount of data required for the reliable determination of a 5
to 10% exclusion limit typically is much larger than the number of measurements taken
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FIG. 5. Definition of 5 Percent Exclusion Limit

for w.ao_.&bo project (Been & Jefferies 1993). Second, the exclusion limit requires pro-
_umg;% computations that are not currently performed in most foundation design. The
main purpose of using a simplified RBD approach is to relieve practicing engineers
from unfamiliar probability calculations so that they can focus on the real geotechnical
m.mnmna of the problem. Use of the exclusion limit introduces unnecessary complica-
tions and partially undermines the objective of a simplified RBD approach. Third, the
exclusion limit concept is less intuitive than that for the mean value. u

It is safe to say that most foundation engineers would feel more comfortable using
@.Hm mean value, because they have a physical feel for that concept from their past expe-
riences om working with actual measured soil strength parameters. Regardless of the
nwoﬂoou. it is important to emphasize that the definition of nominal values can not be left
to .Em Jjudgment of each individual engineer, as is the case in traditional practice, if a
uniform reliability level is to be maintained. In our opinion, all nominal soil anBn-
ters should be defined at the mean because of simplicity and compatibility with most
existing foundation design practice.

The other important nominal component is the load, which geotechnical engineers
w_ondm.:w do not investigate in detail. Loading agendas can be rather complicated, so it
is necessary at least to appreciate what these values mean. In many codes these ,amwm
_oma.m are specified using the concept of a return period. As an example, the >m0mm
loading guide for electrical transmission line structures (Task Committee on Structural
Loading 1991) establishes the design loads for wind and other weather-related events at
a z.wE:._ period of 50 years. The annual probability of exceeding the 50-year return
period load is 1 in 50 or 2%. Other criteria are used by other organizations and for
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different types of structures and loads. The resistance factors used in RBD generally
are related to the loading model and the definition of the nominal load as well.

Calibrations
Egs. 5b and 5S¢ and the corresponding Tables 3 and 4 look simple and just as easy

to use as traditional design practice, which is the intent of any new or alternative design
approach. However, there the similarities end. With RBD, rigorous calibrations of the
design equations and all the input terms are performed to achieve a target reliability
index. Specified within this approach are the nominal loads and resistances, target re-
liability index, design equation, and resistance factors, all calibrated together rigorously
over a range of parameters using the First-Order Reliability Method (FORM). For the
cases shown in Tables 3 and 4, the calibration parameter ranges were as follows: wind
speed = 30 to 50 m/s, shaft diameter =1 to 3 m, shaft depth/diameter =3 to 10, mean s,
=25 to 200 KN/m®, and COV of mean s, = 10 to 70%. For each combination of para-
meters, unique resistance factors apply. However, it is impractical to list all of these
factors, because to do so would require literally dozens of tables. Instead, the results
were scrutinized carefully, and it was found that the resistance factors could be grouped
or “averaged” quite effectively over three ranges of s, and three ranges of COV of s, as
given in Tables 3 and 4.

The reliability indices for foundations obtained in this manner can not achieve
the target reliability index exactly because the same resistance factor is applied to a
range of undrained shear strengths. However, with the three groupings selected, it
was possible to reduce the average deviation from the target reliability index to a
minimum, as shown in Table 5 and Fig. 6. A comparison of the average deviations

TABLE 5. Average Deviation From Target Ultimate Resistance Reliability Index
For Drilled Shafts In Undrained Uplift (Phoon et al. 1995, p. 6-8)

Clay COV of s, (%) Average Reliability Deviation
LRFD* MRFD’
Medium 10-30 0.031 0.023
(mean s, = 25 - 50 KN/m?) 30-50 0.042 0.034
50 - 70 0.053 0.042
Stiff 10-30 0.047 0.037
(mean s, = 50 - 100 KN/m?) 30-50 0.068 0.054
50 -70 0.087 0.063
Very Stiff 10-30 0.072 0.051
(mean s, = 100 - 200 kN/m?) 30-50 0.102 0.074
50 - 70 0.125 0.082

Note: Target reliability index = 3.2
a - designed using F55 = ¥, Q,
b - designed using F5q = ¥ Qqun + ¥euQua + ¥ W
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FIG. 6. Performance of Ultimate Limit State RBD Format for Drilled Shafts in
Undrained Uplift

v.aoacooa by the LRFD and MRFD formats also indicates that the MRFD format pro-
vides better reliability control. This observation is applicable to the other loading
cases as well.

With these calibrations apparently so all-encompassing, one can ask the question
whether engineering judgment is being usurped. The answer is an unequivocal “no”
Instead, RBD focuses our efforts and judgment on the important issues. First :.
forces us to agree on the load model, target reliability index, and design op:mmon“ to
use (at least for the time being). Second, it focuses our energies on evaluating the
mean E.mﬁoam._ properties and the variability (COV) in these properties for a given
design situation. Specific guidance on these issues is beyond the scope of this paper,
but detailed recent discussions by the authors are given elsewhere (Kulhawy Gmwu
Nroou et al. 1995, Phoon & Kulthawy 1996, Kulhawy & Trautmann 1996). _m<m._sm.w
tion ow the mean and COV for a particular boundary condition (shear, plane strain,
oﬁo.nm_ouu .Qo.v requires a careful assessment of all site, geologic, exploration, mbm
mnm.gm variables. And finally, given that the design engineer knows explicitly uirﬁ
is included in RBD, the design engineer then can enhance or modify the calculation
results to include the intangible and/or unforeseen issues noted previously.

SUMMARY

..FamBo.ﬁ has, mum Eog,c._w always will, play a critical role in geotechnical engi-
neering design, omﬁoo_.m.:v. during the evolution from traditional deterministic design
to new concepts of reliability-based design (RBD). In traditional geotechnical foun-
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dation design, the risk of adverse performance has been controlled by an empirical
factor of safety at the design stage. However, this traditional design approach does
not ensure a consistent level of safety, because the empirical factor of safety is not
well-defined, and its relationship to its underlying uncertainties is ambiguous. To
address these problems in a more realistic fashion, an essential first step is to adopt
limit state design, which is intimately related to RBD. On. one hand, the philosophy of
limit states represents a logical and systematic approach to the process of engineering
design. Conversely, the formalization of one aspect of this whole process, which is the
application of reliability theory to ensure that the occurrence of limit states is suffi-
ciently improbable, constitutes the main thrust of RBD. From this perspective, limit
state design represents a more fundamental approach. Undue emphasis on RBD at the
expense of the other design aspects clearly must be avoided.

In this paper, a general overview of reliability theory and a simplified RBD design
approach have been presented. The load and resistance factor design (LRFD) and mul-
tiple resistance factor design (MRFD) formats were shown to be suitable for reliability
calibration because they provide the design engineer with a simple direct means of
checking the new design formats against their traditional design experience. Generally,
the MRFD format is to be preferred. The proper use of these simplified RBD formats
was discussed with reference to the ultimate limit state design of drilled shafts under
undrained uplift loading. The two important aspects of this new design approach that
can not be left entirely to the routine judgment of the design engineer are: (a) the selec-
tion of the target reliability index and (b) the definition of the nominal quantities in the
design equations.

The applications of these new concepts were explored in some detail, and it was
stressed that judgment still has a very important role in the design process. However,
the judgment issues shift largely from assessing empirical factors to defining material
characteristics and uncertainties explicitly and to judging intangibles and unknowns
implicitly. This process puts design within a more rigorous and consistent framework.
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UNCERTAINTIES IN CHARACTERISING SOIL PROPERTIES

Suzanne Lacasse and Farrokh Nadim', MASCE

Abstract

~ The paper presents a review of the uncertainties in characterising soil
.Eovoaom, including spatial variability and measurement methods. It stresses the
importance of characterising these uncertainties for design. The usefulness of deter-
mining and, where possible reducing, the uncertainties is illustrated with examples
from actual case studies. To characterise the uncertainties in a soil property, the
engineer needs to combine, in addition to the actual data, knowledge about the
mE&Q of the data, knowledge on the geology, and most importantly engineering
Judgement. When sufficient data are available, site description Strategy, with the
identification of correlation structure and stochastic interpolation to estimate a soil
property is recommended. The geotechnical parameters for analysis are then more
clearly defined. The added knowledge obtained from systematic uncertainty
assessments should lead to safer and more economical designs. Accounting for
uncertainties in soil properties and the calculation model is a necessary complement
to more conventional deterministic analyses. A documentation that all possible
aspects have been considered and dealt with is essential today, as quality assurance
requirements grow. One challenge is to balance technology with complexity, given
the budget and the consequences of the project. Accounting for uncertainties in an
analysis and their effects on the Tesponse contributes to an improved understanding
of the complexity of the problem to model.

Introduction

In recent years, new and creative solutions have been developed for
geotechnical design, and calculation methods have been improved. Yet the
characterisation and reduction of uncertainties still is an area where few are working,
o&mm though as early as 1982 Einstein and Baecher stated the following words of
wisdom:

! Norwegian Geotechnical Institute, P.O. Box 3930 Ulleval Hageby, N-0806 Oslo, Norway
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«In thinking about sources of uncertainty in engineering geology,
one is left with the fact that uncertainty is inevitable.
One attempts to reduce it as much as possible, but it must ultimately be faced.
It is a well recognised part of life for the engineer.
The question is not whether to deal with uncertainty, but how?»

The characterisation of uncertainties has the potential of benefiting to a great
extent geotechnical solutions by making them explicit and documented, less
uncertain, and the basis for a growing data base of well documented case studies.

This overview of characterisation of uncertainties in soil properties is divided
into five main sections, with examples from actual geotechnical applications from
NGI’s files. The sources and types of uncertainty are first reviewed, then the
statistical treatment of geotechnical data and their spatial variability and the
uncertainties due to the measurement of soil properties are discussed. One cannot do
a detailed review of sources of uncertainties without also looking into model
uncertainty and its consequence for calculations. The importance of characterising
uncertainties in the soil properties for design is also focused on.

As some of the terminology of statistical analysis may be new, Appendix I
defines some of the terms used in this paper. References are listed in Appendix IL

Sources and types of uncertainty

Uncertainty modelling of the variables entering an analysis, whether
probabilistic or any other type of analysis, requires collection of data, evaluation of
the data set(s), selection of a “model” to represent the data, estimation of the
uncertainty(ies) in this model and its significant characteristics, and a verification of
the assumptions made. The evaluation of the data set(s) needs recognition of the
type of uncertainties, whether the variables are dependent or independent, whether
the observations are independent and whether the uncertainties noted are the result
of a combination of uncertainties.

Uncertainties associated with a geotechnical problem can be divided intotwo_—__

groups: aleatory (inherent or natural) uncertainty and epistemic (due to lack of
knowledge) uncertainty. Human error, which is not covered herein, would fall into a
third category. Within a geological layer, the soil properties can be affected by both
aleatory and epistemic uncertainties:

e Aleatory uncertainty represents the natural randomness of a property. The
variation in the ocean wave height or wind force and the spatial variation
in a soil property are aleatory uncertainties. Aleatory uncertainty cannot be
reduced or eliminated.

e Epistemic uncertainty represents a range of values that can be reduced by
collecting more information, improving the measurement method(s) or
improving the calculation method(s). Epistemic uncertainty can be re-
duced, perhaps eliminated. The epistemic uncertainty can be either statisti-
cal, measurement-related and/or model-related. Statistical uncertainty is
due to limited information such as limited number of observations.

SOIL PROPERTIES 51

Measurement uncertainty is due to for example imperfections of an
instrument or of a method to register a quantity. Model uncertainty is due
to idealisations made in the physical formulation of the problem.

Statistical uncertainty is present because the parameters are estimated
from a limited set of data, and is affected by the type of estimation technique used.
Measurement uncertainty is described in terms of accuracy and is affected by bias
(systematic error) and by precision (random error). It can be evaluated from data
provided by the manufacturer, laboratory tests and/or scaled tests. Model uncertainty
is defined as the ratio of the actual quantity to the quantity predicted by a model. A
mean value different from 1.0 expresses a bias in the model, while the standard
deviation expresses the variability in the predictions by the model.

Uncertain soil properties and model uncertainty are best defined as random
variables described by a mean and a standard deviation (or coefficient of variation)
and a probability distribution function. Figure 1a compares a soil property described
deterministically and a soil property described with its uncertainty. In practice, none
of us ever determines a deterministic (punctual) value for a soil property. Armed
with engineering judgement, we select an appropriate characteristic value, on the
basis of the available data, the expected range of values for this property, the type of
problem to be analysed and our experience. Mentally we establish a possible range
of values, and select either a most probable value or a somewhat conservative value.
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Figure 1. Deterministic and statistical description of soil property

Figure 1b shows typical probability distribution functions used in
geotechnical problems. The normal and lognormal are the most common; the
lognormal is often used to characterise variables that do not take negative values. A
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uniform distribution may also be adequate for an equally likely range of values.
These distributions are simple and require little work except the use of standard
statistical tables.

Reliability analyses (e.g. Lacasse and Nadim, 1994; Nadim et al, 1994) show
that uncertainties on different soil properties affect differently the reliability of geo-
technical analyses. It is therefore important that the uncertainties in analysis
parameters be adequately quantified and their effect carefully evaluated, if a reliable
safety margin or safety factor is to be established. Examples are given later in the

paper.

Statistical treatment of geotechnical data

An important part of a reliability analysis is the statistical treatment of the
data used to evaluate soil parameters. The statistical estimates give a mean value and
an estimate of the uncertainty in the data. The statistical estimates should be
combined with engineering judgement to select the parameters for design, and
should consider both the quality of data and the geologic evidence. Statistics apply
within 'homogeneous' layers, and it is important to identify the main soil or geologic
layers before performing statistical calculations. Statistics can also be used to
identify layer boundaries.

Statistical methods belong to either traditional statistics or geostatistical
approaches. Table 1 summarises different types of statistical approaches that can be
applied. The list is not exhaustive, but presents techniques that have been found to
have successful geotechnical applications. If a soil parameter is obtained from a
complex calculation with many random parameters, e.g. the cyclic shear strength of
a clay under random loading, one should consider using simulation methods, for
example Monte-Carlo simulation with Latin Hypercube sampling.

Table 1 Statistical tools and their application to geotechnical analysis

Method Application Recommendation

Short-cut estimates -For cases where little data are available [-Use if few data
(Baecher, 1985; Snede- |- Useful for "symmetrical” data -Use to check variance
cor and Cochran, 1964) [-Gives bound for standard deviation

Mean, variance, histo- |-Best method -Use whenever possible
grams, probability den- |-Distribution function from probability

sity (Ang and Tang, 75) | plots and/or goodness-of-fit tests

Geostatistics (stochastic |-To do statistical site description -Use whenever enough
interpolation) (Mathe- |[-Applies to all soil characteristics data are available

ron, 1963; Nadim,1988) |-Need many data points

-Software adapted to geotechnical data
-Enhanced data presentation

To estimate the variance with only a limited number of data, one can use
short-cut estimates, as suggested by Krumbein and Greyhill (1965) or Snedecor and
Cochran (1964). The standard deviation is obtained by multiplying the range of the
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available values by weighting factors shown in Table 2. The range is defined as the
difference between the largest and smallest values in the data population. For
example, for five data points, the standard deviation would be the range multiplied
by 0.43. This approach is a good estimator for symmetric data populations.

Table 2. Short-cut estimates for limited data set (Snedecor and Cochran, 1964)

# points Weighting # points |Weighting
factor factor
1 - 11 0.315
2 0.886 12 0.307
3 0.591 13 0.300
4 0.486 14 0.294
5 0.430 15 0.288
6 0.395 16 0.283
7 0.370 17 0.279
8 0.351 18 0.275
9 0.337 19 0.271
10 0.325 20 0.268

Figure 2 presents the results of in situ and laboratory tests on a Jow plasticity
lightly overconsolidated clay. The data are restricted to one 5 meter layer with
approximately constant undrained shear strength in this layer. At first, the results of
three field vane tests from one boring were available. The data had a range of 56 kPa
with a mean of 48 kPa. Three piezocone profiles were then run and the shear
strength values were taken at the depths of the field vane tests. The undrained shear
strengths were obtained with a cone factor of 14, based on a calibration with field
vane and direct simple shear test results (Aas et al, 1986). Direct simple shear tests,
consolidated to the preconsolidation stress and unloaded to the in Situ stresses,
yielded the s,-values in Fig. 2. For a low plasticity clay, the field vane and direct
simple strength generally compare well, and the data set can be made into a
consistent population for statistical analysis. Figure 2 also gives the standard devia-
tion from traditional statistics and with the short-cut estimates. With a large number
of data points, the standard deviations are quite comparable. The figure also shows
the distribution of the measurements made. Even with few data in the population, the
distribution is close to normal or lognormal.

It is often the relation between two parameters which is of relevance for a
calculation, for example correlation between corrected cone penetration resistance
and undrained shear strength from triaxial compression tests via a cone factor, or
variation of undrained shear strength with depth. Ang and Tang (1975) described in
detail the mechanics of linear regression analysis. The goodness-of-fit is given by
how close the correlation coefficient is to unity.

The standard deviation is of great importance for the evaluation of the
uncertainties and their consequences. Figure 3 illustrates the standard deviation for a
normally distributed variable: 68% of the data fall within one standard deviation
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about the mean, and nearly 100% of the data fall within 3 standard deviations. A
coefficient of variation (standard deviation divided by mean value) of 0.30 therefore
implies that the variable can take values 90-100% lower or higher than the mean
value. This range is very large, and it is important to consider whether the standard
deviation/ coefficient of variation arrived at is representative of the actual range of
values over which the soil property is expected to vary.

Measurements Undrained shear strength s, (kPa) Mean, p
Standard deviation,
100
FV o| 1 = 48KkPa
(3 data points) 0+ . c = 28kPa
0 hd : . ' O'shorteut = 33kPa
2 10
FV + CPTU £ ®® n = 49 kPa
(11 data points) 5 F 501 P . o = 17.8kPa
.m = 0 ** Cshorcut = 17.6 kPa
5
S5
FV+CPTU+DSS @ o] 1 = 48KkPa
PO 3¢
(20 data points) 50 4 00000000000 c = 14.7kPa
.1 L Cuoren = 15.2kPa
FV  Field vane test CPTU Piezocone penetration test DSS Direct simple shear test

Number of measurements

1-10 11-20 21-30 31-40 41-50 51-60 61-70 71-80

Undrained shear strength (kPa)

Figure 2. Comparison of shortcut method with actual mean and standard deviation
Norwegian lightly overconsolidated clay of low plasticity
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Results of cone penetration test are well suited for statistical analysis because
penetration tests generate a lot of data. Filtering and smoothing techniques have been
used (Vivatrat, 1978; Harder and von Bloh, 1988) to give unbiased average
representations. Mortensen et al (1991) also used smoothing techniques to obtain a
frequency histogram for cone resistance and for the cone factor correlating cone
resistance and vane shear strength in clay tills. The quality of the correlation should
be corrected by setting "quality criteria”, for example by rejecting anomalous data
points or data that do not fit in a specified criteria.

0.6 Mean
| One standard deviation:
0.4 68.3 % of data
0.2
z 0 g
llX
§ 06
g .
2 04 Two standard deviations:
= 95.4 % of data
[7]
$ 0.2
o
2>
= 0 I
B 3 2 a4 0o 1 2 3
[<]
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0.4
Three standard deviations:
0.2 = 100% of data
0 L —

-3 2 A 0 1 2 3
Standard deviation

Figure 3. Uncertainty in soil property and range of values for normal variable

Spatial variabilit

Autocorrelation

For any extensive volume of natural soil layer, the characteristics fluctuate
spatially. There is a greater tendency for the properties to be similar in value at
closely neighbouring points than at widely spaced points. Soil properties are
expected to show dependence both laterally and with depth.

The variation of a soil property in space is illustrated in Fig. 4a as a function
of a trend, T(x), and residuals, &(x) (Vanmarcke, 1977, 1984; DeGroot and Baecher,
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1993). The residuals over a large volume of soil are believed to have zero mean. The
trend function is obtained by regression analysis; the residuals are correlated, unless
the data are very widely spaced. If a soil property is assumed to be controlled by a
random process, the spatial variation can be modelled as the sum of a trend and a
residual Y(x) = T(x) + &(x), where Y(x) is the measurement at location X, T(x) the
trend and €.(x) the residual (deviation about trend). )

A strong spatial correlation structure appears as a waviness about the trend.
The larger the width, length or depth over which a parameter is averaged, the more
the fluctoations tend to cancel each other in the process of "spatial averaging”. This
correlation structure can be important both for improving estimates at unsampled
locations and for assessing a soil parameter. The degree of spatial correlation can be
expressed through an autocovariance function, C(r), where r is the vector of
separation distance between two points. The normalised form of the autocovariance
function {C(r)/C(0)} is known as the autocorrelation function, where C(0) is the
autocovariance function at a distance r of 0 (i.e. the variance of the data).

The three autocovariance functions most often used to model soil properties
are shown in Fig. 4b. In the exponential models, the distance at which the
autocovariance function [C(r)] decays to a value of 1/e (where e is the base of the
natural logarithm) is called the autocorrelation distance, r,. This length is a measure
of the extent of the spatial correlation. Figure 4c illustrates how the autocovariance
distance and the variance influence the fluctuation of a soil property (DeGroot and
Baecher, 1993).

As mentioned earlier, the uncertainties associated with soil characteristics are
generally attributed to two primary sources: (1) inherent (natural soil) variability, and
(2) sampling and testing errors (identified as "noise"). The soil variability component
and noise could be separated with the use of an autocorrelation function. Nadim
(1988) and Keaveny et al (1989) derived autocorrelations functions in the vertical
and horizontal directions for various sets of in situ and laboratory data.

Figure 5 gives an example of the autocorrelation structure of cone penetration
data at a depth of 9 m in a dense sand. The scale of fluctuation is the distance within
which a soil property shows strong correlation and is related to the autocorrelation
distance, 1o, (Vanmarcke, 1984). In Fig. 5, the autocorrelation function had the form

C@) = 0.99 o.a.ﬁ.mvm. where r and 37.5 are in meters. When extrapolating the curve
back to a distance r of zero, the closeness of the factor 0.99 to unity indicates that
there was little measurement noise in the recorded data.

Properly accounting for the variability in soil properties when predicting
geotechnical performance may reduce substantially the uncertainties in soil parame-
ters and therefore the uncertainties associated with a design. Unfortunately, one is
never able to gather enough subsurface data to get an exact picture of the variation of
a soil property for an engineering structure. One must therefore interpolate the soil
properties within a large volume.

Traditional methods of interpolation used in geotechnical engineering give
little regard to the uncertainties associated with soil properties and that soil proper-
ties exhibit a spatial correlation structure. A stochastic interpolation technique well-

SOIL PROPERTIES 57
Exponential
a) b) . s
L oK g’e"’o
Y (X ﬁ =
3 o L
> a T09 i
L er(X) 5
r
1 1 1 1 L
0 X : Squared exponential
Qm 2 mi ﬂovm
s [
C)
Y (X) o
g | waviave ° r
© TX)
Q
c
2
S
£ y [~ =
I O
Lowr, High 1,

Figure 4. Spatial variability of soil property
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Figure 5. Autocorrelation structure of 17 cone penetration test data in dense sand
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suited for this is the «kriging» approach (Matheron, 1963). It mnooE.:m. for ﬁ.so
uncertainties associated with the soil properties and minimises So.ﬁim.uoo in the in-
terpolated data. To do the kriging interpolation, one needs to first H.aonz@ the mwm:&
structure of the soil characteristics or the autocorrelation function. An analysis
method is described in Nadim (1988).

Example of geostatistical analysis .
Geostatistical analysis is illustrated with an example. In the neighbourhood

of a shallow foundation, several cone penetration tests were run. Figure 6 presents
the locations of some of the available soundings and cone penetration test results
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Figure 6. Soil investigation, geostatistics example
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The soil profile consists of a top sand (7-10 m) over a relatively weaker clay,
partly laminated, with varying shear strength. In this case, the location of the weaker
clay layer, and the undrained shear strength for the weaker material were the main
variables that conditioned the feasibility of the foundation. Using minimum values
would result in large added costs.

Figure 7 presents the contours of cone penetration resistance at each meter
between 7 and 12 m. At a depth of 9 m, the mean determined by kriging is
significantly higher (4.6 MPa) than what had originally been assumed in design at
that depth (about 2 MPa) based on the cone penetration profiles similar to those in
Fig. 6. The 3-D plot also shows that there does not seem to be a continuous layer
with weaker shear strength directly beneath the structure. At 9 m, the best fit
autocorrelation function had the exponential form C(r) = 1.0 ¢ @.e, where r and 9.6
are in meters. The fact that the curve extrapolates back to unity at distance zero
indicates no noise in the measurements.

Christian et al. (1994) also presented recent examples of spatial correlation
analysis estimating the level of random noise in the soil property data.

The three-dimensional graphical representation in Fig. 7, obtained with fairly
simple computer programs such as developed by Nadim (1988) and a graphics
package, provides improved insight into the possible variation in the cone resistance
and the most likely value beneath the foundation.

In this particular case study, the geostatistical analysis enabled the designers
to adjust the assumed position of the clay layer below the depth that had originally
been assumed and to use slightly higher cone penetration resistance values, and
therefore higher shear strength in design.

Several workers studied the spatial autocorrelation structure of cone
resistances. A brief review suggests the autocorrelation distances in Table 3.

Table 3. Autocorrelation distance for cone penetration resistance

Soil Direction Autocorr’on  Reference

distance (m)
Offshore soils Horizontal 30 Hgeg and Tang(1976); Tang(1979)
Offshore sand Horizontal 14-38 Keaveny et al (1989)
Silty clay Horizontal 5-12 Lacasse and Lamballerie (1995)
Clean sand Vertical 3 Alonzo and Krizek (1975)
Mexico clay Vertical 1 Alonzo and Krizek (1975)
Clay Vertical 1 Vanmarcke (1977)
Sensitive clay Vertical 2 Chiasson et al (1995)

I

Silty clay Vertical

Lacasse and Lamballerie (1995)

Spatial averaging to reduce uncertainty

The effect of the spatial variability on the computed performance (probability
of failure, reliability index, margin of safety) is reduced because the variability is
averaged over a volume, and only the averaged contribution to the uncertainty is of
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interest. Figure 8 illustrates how one obtains the reduction factor to account for
spatial averaging as a function of the fluctuation distance.
The fluctuation distance is the distance over which a soil property shows

—— Vean=5.4MPa relatively strong correlation from point to point. The fluctuation distance is between

" 1.4 and 2.0 times the autocorrelation distance for the exponential, squared expo-
nential and spherical autocorrelation functions (Vanmarcke, 1977; 1984).

’ The reduction factor is obtained from the square root of the autocovariance

function. The reduction in variance can be a factor of as much as 0.4 to 0.8, when

et the property has spatial structure. Vanmarcke (1984) suggested that the variance

f, Mean=7.7V, reduction for most autocorrelations functions used in geotechnical engineering could

B be approximated by a unique curve, which results in a simple relation between

reduction factor and distance over which the soil parameter is averaged.

H Squared exponential
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4 Figure 8. Reduction of variance with spatial averaging
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Uncertainties due to measurement of soil properties

100 Figure 2 has already given an example of the uncertainties due to different
5 075 measurements of a soil property. The first rule, when determining the uncertainties
B 0.50 related to a soil property and using statistical methods, is to ensure that consistent
2 data populations are used. Major uncertainties have been introduced in the past
5 025 [ — because of inconsistent data sets. The inconsistency can originate from different
.m M.MM [ - @ soils, different stress conditions, different test methods, stress history, different
£ o codes of practice, testing errors or imprecision that are not reported, different

g 050 interpretations of the data, sampling disturbance, ...etc.
M -0.75 A review was made on test results in NGI’s files and data available from the
1005 6 9 12 15 18 21 24 27 20 literature. Suspicious data were eliminated. The uncertainties, in terms of coefficient
Distance (m) of variation (COV), shown in Table 4 were obtained. The probability distribution

) function arrived at are also shown.
Figure 7. Results of geostatistical analysis at different depths
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Table 4. Coefficient of variation of different soil properties

Soil Soil type Prob.distr. Mean (el0)Y
property function
Cone resistance Sand LN * *
Clay N/LN -
Undrained shear strength, Clay (triax) LN 5-20%
S Clay (index LN * 10-35%
su) N 10 - 30%
Clayey silt
Ratio s, /G’ vo Clay N/LN * 5-15%
Plastic limit Clay N 0.13-0.23 3-20%
Liquid limit Clay N 0.30-0.80 3-20%
Submerged unit weight All soils N 511 (kN/m) | 0-10%
Friction angle Sand N * 2-5%
Void ratio, porosity, All soils N * 7-30%
initial void ratio
Overconsolidation ratio Clay N/LN * 10 -35%
N/LN Normal and lognormal distribution
* Values are site- and soil type-dependent
s Undrained shear strength is anisotropic and depends on the type of stresses

imposed. The coefficient of variation for good quality tests (consolidated triaxial
compression/ extension, direct simple shear, true triaxial, plane strain) is expected
to be 5-20%. For extension tests, because of generally fewer data available and at
times more difficult testing conditions, the coefficient of variation may be higher.

Figure 9 presents an example of the undrained shear strength profile. A stan-
dard deviation of 15% about the mean includes most of the data, except for two low
values below 100 m due to sampling disturbance at large depth. The results are for
unconsolidated-undrained laboratory tests, which do not correct for any effects of
sampling disturbance. Most geotechnicians have less difficulty determining the mean
and range of the normalised undrained shear strength ratio s,/0’y, of clays than the
mean and range of the undrained shear strength sy, especially when this property
varies between 50 and 200 kPa. In the analysis of the uncertainty in Fig. 9, the
estimates were done on the basis of the undrained shear strength ratio s./0"vo of the
clay instead of the property s,. The shear strength data set was also dependent on
depth. Soil parameters and their uncertainty, when evaluated, should therefore be
expressed in terms of the variables that are easiest to quantify.

The correlation structure of the undrained shear strength of a clay using
different data populations is presented in Fig. 10. The undrained shear strength
normalised with the in situ effective vertical stress is considered for this lightly
overconsolidated clay. On the left side of the figure, results from tests consolidated
to the in situ effective stresses and to stresses past the preconsolidation stress are
mixed. On the right side, only the p’s-consolidated tests are included. It was not
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possible to obtain a reasonable autocorrelation function in the case of the «mixed»
data, whereas a correlation structure is obtained for the p’- data set.

Undrained shear strength, s, (kPa)
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Figure 9. Uncertainty in undrained shear strength ratio with depth (UU tests)

Figure 11 illustrates the importance of lumping together only consistent data
populations. The diagrams present results of field vane test at over forty sites on
clays with varying plasticities The data are plotted in terms of normalised undrained
shear strength ratio as a function of the plasticity index. The diagram on the left
shows all the data (Aas et al. 1986). It is practically impossible to establish a
relationship except that the strength ratio appears to increase with plasticity. If the
data are then qualified in terms of the overconsolidation ratio of the clay tested,
trends can easily be established. [These data also form the basis for the correction of
the field vane strengths as a function of plasticity index proposed by Bjerram (1972)
and followed up by Aas (Aas et al, 1986)].
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Figure 10. Correlation structure with inconsistent and consistent data set
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Figure 11. Selection of comparable databases
Model uncertainty

Including model uncertainty is not only necessary, but is absolutely more
rational than ignoring it. One of the main reasons to place focus on model uncertainty
is that it is generally large and it can be reduced.

Uncertainty that can arise from the choice of a calculation model is illustrated
in Fig. 12. Current axial capacity calculation methods used for offshore piles have been
derived predominantly from load tests on small piles. Penetration depth, pile length,
pile diameter and ultimate load for the largest piles in the reference database are much
smaller for the test piles than for those currently used. The uncertainty due to the
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calculation model is therefore large because the reference database of pile load tests
applies to different pile and load conditions than used in design. The linear
extrapolation implied when using the calculation models has by no means been
verified. The uncertainty due to this extrapolation needs to be included in the
estimation of the possibility of a failure.
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Axial pile capacity (MN)
Figure 12. Extrapolation implied by calculation model for pile capacity

Model uncertainty is defined with a mean and a coefficient of variation, and
usually a normal or log-normal distribution. Model uncertainty is best included in one
of three ways: (1) factor on each random variable in the analysis, (2) factor on friction
{each layer) and end bearing components and (3) global factor on the equation
describing failure.

Model uncertainty can be evaluated from comparisons between model tests
and deterministic calculations, pooling of expert opinions, case studies of prototypes or
other model tests, results from the literature, and naturally engineering judgement. To
estimate model uncertainty, the relevant mechanisms should first be identified. For
example, pooling of 30 international experts on pile design gave the consensus that the
currently most used pile design method [API RP2A method (AP, 1993)] is conser-
vative in medium dense to very dense sand (Lacasse and Goulois, 1989). In dense
sands, uncertainties (coefficients of variation of 25% or more) were associated with
most of the empirical design factors entering the calculation formulas.

On the other hand, when calculation models have been checked with repeated
model tests under different modes of failure and give bias as those shown in Table 5,
the model uncertainty is quite small.

Several factors affect model uncertainty. These are listed in Table 6.
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Table 5.  Comparisons of calculated and measured bearing capacities*

Structure Type of loading Bias
calculated/measured failure loads
Shallow Static failure, test 1 0.98-1.01
foundation Cyclic failure, test 2 0.99-1.15
Cyclic failure, test 3 1.16-1.17
Cyclic failure, test 4 1.06-1.23
Tension leg Static failure, test 1 1.00
platform Cyclic failure, test 2 1.06
Cyclic failure, test 3 1.06
Cyclic failure, test 4 1.02

* (From Dyvik et al, 1989; Andersen et al, 1989; Andersen et al, 1992b; Dyvik et al, 1993;
Andersen et al, 1993; also summarised in Lacasse and Nadim, 1994)

P

Table 6. Factors affecting model c:wmnanQ

Property/calculations Factors of influence
Undrained shear strength e sampling disturbance
(clay) e test method and scale of laboratory/in situ tests
e spatial variability, anisotropy
¢ rate of loading
Friction angle (sand) » reconstitution of test specimen
¢ density, test method and scale of laboratory test
Pile capacity o skin friction assumption
» limiting values for skin friction and end bearing
e subdivision in soil layers
o pile installation, residual stresses and plug condition
» reconsolidation, rate of loading, cyclic loading, scour
s stiffness of pile, pile length, single pile vs pile group
e extrapolation from reference database to prototype
Shallow foundations » position of critical slip surface

¢ modelling of static and cyclic load history

» strain-softening and/or progressive failure

» testing procedures in reference tests

o scale effect, rate of shear and stress conditions

o redistribution of stresses and anisotropy

s plane strain versus 3-D model, stiffness of structure
e model of soil profile and drainage assumptions
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Importance of characterising uncertainties for use in design

Figure 13a illustrates the difference between safety factor (SF) and probabi-
lity of failure (Pf). Safety factor is the ratio of resistance to load, safety margin is the
difference between resistance and load. For the two cases of load and resistance in
the figure, the safety factor is the same, but the probability of failure is very
different. The probability of failure is given by the size of the intersecting area
between the resistance and the load. It represents the likelihood of a failure for a
combination of the load and resistance parameters, each of the parameters being
defined as random variables.

Three geotechnical examples illustrate the importance of characterising un-
certainties in geotechnical analysis. The experience offshore, is that the loads and the
model uncertainty, to a large extent are at least as important, or even more important,
contributors to the overall uncertainty, and therefore, the probability of failure.

There are also other good examples to be found in the literature. Christian et
al. (1994) presented a case where accounting for the uncertainties in the soil
properties and the model uncertainty in the analysis of a slope stability provided a
more meaningful measure of the safety margin than the deterministic factor of
safety. The uncertainty in the soil properties represented a major contributor to the
resulting safety.
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X 8 [ ) .
f(x) A - FS - W Probal Q_ High uncertainty
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° = — ,
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Factor of safety, FS
»X Note: Density functions not to scale

Load Resistance

(a) Safety factor vs probability of failure (b) Reliability of a pile foundation
(FS = factor of safety, ¢ = standard deviation)

Figure 13. Safety factor and probability of failure
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Example 1. Reliability of pile foundation

Figure 13b presents the results of the reliability analysis of Eo .Bo% ._omm_oa
pile in a jacket installed in 1976 and reanalysed in 1989 after a new soil investigation
and new calculations of the environmental and gravity loads had been completed.
The newer deterministic analysis gave a low safety factor (FS). The added Emo.n-
mation reduced the factor of safety, but at the same time reduced the uncertainty in
both soil and load parameters. N .

The pile with a safety factor of 1.40 (in 1989) is nominally safer than the pile
with a safety factor is 1.79 (in 1976). The 1989 analyses show that the pile, m:.rocmc
with a lower safety factor, had higher safety margin than perceived at the cﬂo of
design. The lower uncertainty in the parameters in 1989 led to a reduction in the
probability of failure P by a factor of 2. .

Factor of safety is not a sufficient indicator of safety margin because the
uncertainties in the analysis parameters affect probability of failure. The uncertain-
ties are not explicit in the deterministic calculation of safety factor.

Example 2. Stability of gravity foundations. .

Reliability analyses were run for a shallow foundation offshore on a F.HEWHB
soft plastic clay site. The slip surfaces in Fig. 14 were analysed. Spatial variability,
which reduced the uncertainty in the averaged soil strength along the failure surface,
was included. The coefficient of variation of the extreme environmental loads was
taken as 15%; horizontal load and moment were taken as perfectly correlated.

The reliability analyses indicated that the slip surface with highest Eo@mAcEQ
of failure was different from the critical slip surface obtained from deterministic
analyses. Higher probability of failure corresponds to lower reliability index. Relia-
bility index is the distance (in a 3-D multi-function representation) coz.,\nou the most
probable response and the response for the random variables causing failure.

I E]
5~ 12- - D=2380,",
Slip surface v, ( for y, = 1.0) I

1 3.00
2.85

Y. = material coefficient, v, = load coefficient

Fig. 14. Results of probabilistic analysis of bearing capacity of shallow foundation
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This discrepancy has been often observed for different soil profiles. It
illustrates the important effect of the uncertainty in the analysis parameters on factor
of safety. It is often due to the different uncertainties associated with the passive and
active strengths to use in the analysis. In the analyses of gravity structures on soft
and stiff clays, model uncertainty was often one of the most significant uncertain
variables. Changing the probability distribution of the soil parameters from normal
to lognormal had only a modest effect on the computed probability of failure.

Example 3. Analysis of shallow foundation with two approaches

Probabilistic stability analyses were done using the «mobilised friction angle»
approach (an effective stress approach) and the «available shear strength» approach
(based on the undrained shear strength of the soil). The two approaches define factor
of safety as follows: either as the ratio between the undrained shear strength and the
shear stress mobilised for equilibrium, or as the ratio between the tangent of the
characteristic friction angle and the tangent of the friction angle being mobilised at
equilibrium. Both analysis methods are allowed in the Norwegian code of practice.

Shallow foundations on two soil types were considered: a contractive soil
(loose sand, normally consolidated clay) and a dilative soil (dense sand, heavily
overconsolidated clay). The «rue» safety margin for the foundations should be
independent of the method of analysis.

Table 6 presents the results of the calculations. Depending on soil type, the
computed nominal probability of failure differed appreciably for the two approaches.
The probabilistic and deterministic results showed significant differences, especially
for the dilative soil, as the uncertainties in the soil properties interacted differently in
each approach. For the «mobilised friction angle» approach, uncertainties in friction
angle ¢’, cohesion, pore pressure parameter and submerged unit weight were
considered. For the «available shear strength» approach, uncertainties in undrained
shear strength and submerged unit weight were included. To «calibrate» the two
analysis methods, a model uncertainty factor would have to be included.

Table 6. Results of stability analyses with two approaches (Nadim et al., 1994)

2
3 2.84 B = reliability index
4 2.87

> 7 7

Soil type Analysis method Factor of safety | Probability of failure
Contractive | Mobilised friction angle 1.9 1.7x107
Available shear strength 14 25x10°
Dilative Mobilised friction angle 14 67x10°
Available shear strength 1.5 2.3x10°
Recommendation

It is important to document in our analysis what is accounted for and what is
neglected, for example with a checklist, and to assess in such cases the risk and
probability of non-performance involved. In the present days of increasing require-
ments from quality assurance and certification, a documentation that all possible
aspects have been considered and dealt with in some manner is essential.
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One important challenge for the engineer is combining the uncertainty com-
ponents and doing a reliability analysis on which he can base his decisions. A
reasonable approach could be to (1) determine the traditionally required reliability,
(2) introduce new information, (3) calibrate the existing codes of practice, and (4)
change the traditionally required reliability for the effect of new information and
other unknowns that should be included in the analysis.

Figure 15 compares schematically the capacity obtained from a traditional
design approach and a refined design approach. In both cases, the physical capacity
is the same. The traditional design approach gives a calculated and design capacity,
and a traditional safety margin (e.g. using the safety factor prescribed in codes). The
refined design approach also gives a calculated and design capacity, a refined safety
margin and calibrated safety factor, and an indication of the ‘unnecessary’ safety
margin implied by the traditional approach. The aim, as we improve our design
methods and reduce the uncertainties in soil properties, is to have the ranges a, b and
c in Fig. 15 as narrow as possible. It then would be feasible to document why the
factor of safety should be changed, because of increased information or increased
accuracy of the calculation. An essential condition is the consistent definition of the
characteristic values of the analysis parameters.

* Capacity

AT - MR-
Traditional cls Refined' safety margin
safety margin~ | (0

y Refined' calculated capacity
Calculated capacity y Calibrated FS
FS I Refined' design capacity
Design capacity A4 R e b
'Unnecessary' safety margin
Traditional Refined'

design approach design approach

Figure 15. Reduction of uncertainty and «unnecessary» safety margin
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It is necessary in a design to find the balance between appropriate technology
and adequate complexity, given the budget and the consequences of the project.
Approximating methods should be used, but not without understanding the com-
plexity of the problem to model. In this respect, accounting for uncertainties and
their effects on the response contributes to this understanding.

Conclusions

Basic statistics represent a useful means to establish the mean and variance of
a soil property. In geotechnical problems that involve large soil volumes, the
"spatially averaged" properties govern foundation analysis, as local fluctuations
average over a large soil volume. Neglecting uncertainties does not mean that they
do not exist. To characterise the uncertainties in soil properties, the engineer needs to
combine, in addition to the actual data, knowledge on the quality of the data, know-
ledge about the geology and layering, especially engineering judgement; because in
geotechnics, there will never be enough data.

Statistics and reliability analysis are a complement to more conventional de-
terministic analyses. The authors perceive as necessary to account for the uncer-
tainties in the soil properties and the calculation model. The added knowledge on the
soil properties and their uncertainties by doing a systematic uncertainty assessment
should lead to safer and more economical designs.

The challenge faced by the engineer is a decision on how to account for the
uncertainties in his design and taking the responsibility for the effects of these
uncertainties on the soundness of the design.

When a sufficient quantity of data are available, site description strategy,
with the identification of the correlation structure within a layer and stochastic
interpolation to estimate a soil property is recommended. The geotechnical parame-
ters for analysis are then more clearly defined, and at times the statistical uncertain-
ties can be reduced. Geostatistics provide additional information to guide the inter-
pretation of soil profiles and the variability in the soil properties. The analysis will
also provide an estimate of the noise in the measurements and help discern actual in
situ trends from anomalies.

Difficulties arise in the practical assessment of geotechnical uncertainties.
There are often not enough data to evaluate the autocorrelation distance statistically.
Model uncertainty, generally very important, is difficult to establish, although this is
gradually improving as more well documented relevant case studies become
available. The engineer still needs to rely heavily on engineering judgement. Using
engineering judgement is not necessarily a problem. However it is essential to
indicate where engineering judgement is used. Engineering judgement is one of the
main contributions of the qualified geotechnical engineer. If uncertainty analysis
and reliability concepts promote the need for analysing and documenting systema-
tically the uncertainties and the need to treat each of them explicitly and consistently,
the authors believe that this part of engineering science will have made an important
contribution to practice.
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Appendix I - Terms from statistical analysis

Autocorrelation distance

Autocorrelation function

Coefficient of variation
Correlation

Fluctuation distance

Histogram

Linear regression

Mean

Median

Population

Probability distribution

Probability of failure

Random process

Random variable

Distance expressing the rate of decay of the autocorre-
lation function. The autocorrelation distance depends
on the autocorrelation function used (exponential, tri-
angular, spherical, etc). .

Function describing the correlation of the residuals
about a trend

Ratio of standard deviation to mean value
Mutual dependency between two or more variables

Distance over which a soil property shows relatively
strong correlation from point to point.

Graphical representation of a range of measured or ob-
served values and of how frequently these values occur
(also called frequency diagram)

Linear relation between two random variables ex-
pressed in terms of mean and variance of one random
variable as a function of the other variable

Measure of the most likely value of a random variable
(also called average)

Value of a variable at which values above and below it
are equally probable

Set of data points considered

Law for describing the probability associated with each
of the values of a random variable

Probability that failure will occur under a combination
of random load and resistance parameters

Process associated with the numerical outcome of
random variable(s)

Variable which exhibits scatter or dispersion and
which value cannot be predicted with certainty; for

Reliability index

Residual

Safety margin

Scale of fluctuation

Standard deviation

Trend

Variance
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each outcome of a random variable is associated a
numerical value

Measure of distance between most probable response
and the load and resistance parameter combinations
causing failure; for a linear function and a Gaussian va-
riable, the reliability index is the inverse of the normal
distribution function

Algebraic measure of distance between the value of a
data point and the value of the trend at the same
location

Difference between physical resistance and maximum
load effect (safety margin = resistance - load)

Distance within which a soil property shows correla-
tion between two values of a random variable

Measure of dispersion or variability of a random
variable and of the closeness of the values; the standard
deviation is the square root of the variance

Direction or tendency of a pair of variables (often the
slope of a function)

Measure of dispersion or variability of a random
variable, and of the closeness of the values; dispersion
is taken with respect to the mean value .
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