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Series Preface 
Mechanical engineering, and engineering discipline born of the needs of the indus- 
trial revolution, is once again asked to do its substantial share in the call for indus- 
trial renewal. The general call is urgent as we face profound issues of productivity 
and competitiveness that require engineering solutions, among others. The Me- 
chanical Engineering Series is a series featuring graduate texts and research mono- 
graphs intended to address the need for information in contemporary areas of me- 
chanical engineering. 

The series is conceived as a comprehensive one that covers a broad range of 
concentrations important to mechanical engineering graduate education and re- 
search. We are fortunate to have a distinguished roster of consulting editors, each 
an expert in one of the areas of concentration. The names of the consulting editors 
are listed on page vi of this volume. The areas of concentration are applied me- 
chanics, biomechanics, computational mechanics, dynamic systems and control, 
energetics, mechanics of materials, processing, thermal science, and tribology. 





As a research advisor to graduate students working on automotive 
projects, I have frequently felt the need for a textbook that summarizes 
common vehicle control systems and the dynamic models used in the 
development of these control systems. While a few different textbooks on 
ground vehicle dynamics are already available in the market, they do not 
satisfy all the needs of a control systems engineer. A controls engineer 
needs models that are both simple enough to use for control system design 
but at the same time rich enough to capture all the essential features of the 
dynamics. This book attempts to present such models and actual automotive 
control systems from literature developed using these models. 

The control system topics covered in the book include cruise control, 
adaptive cruise control, anti-lock brake systems, automated lane keeping, 
automated highway systems, yaw stability control, engine control, passive, 
active and semi-active suspensions, tire models and tire-road friction 
estimation. A special effort has been made to explain the several different 
tire models commonly used in literature and to interpret them physically. 

As the worldwide use of automobiles increases rapidly, it has become 
ever more important to develop vehicles that optimize the use of highway 
and fuel resources, provide safe and comfortable transportation and at the 
same time have minimal impact on the environment. To meet these diverse 
and often conflicting requirements, automobiles are increasingly relying on 
electromechanical systems that employ sensors, actuators and feedback 
control. It is hoped that this textbook will serve as a useful resource to 
researchers who work on the development of such control systems, both in 



the automotive industry and at universities. The book can also serve as a 
textbook for a graduate level course on Vehicle Dynamics and Control. 

An up-to-date errata for typographic and other errors found in the book 
after it has been published will be maintained at the following web-site: 

http://www.menet.umn.edu/-raiamani/vdc.html 
I will be grateful for reports of such errors from readers. 

Rajesh Rajamani 
Minneapolis, Minnesota 

May 2005 
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Chapter 1 

INTRODUCTION 

The use of automobiles is increasing worldwide. In 1970, 30 million 
vehicles were produced and 246 million vehicles were registered worldwide. 
By 2005, 65 million vehicles are expected to be produced and more than 800 
million vehicles could be registered (Powers and Nicastri, 2000). 

The increasing worldwide use of automobiles has motivated the need to 
develop vehicles that optimize the use of highway and fuel resources, 
provide safe and comfortable transportation and at the same time have 
minimal impact on the environment. It is a great challenge to develop 
vehicles that can satisfy these diverse and often conflicting requirements. To 
meet this challenge, automobiles are increasingly relying on 
electromechanical sub-systems that employ sensors, actuators and feedback 
control. Advances in solid state electronics, sensors, computer technology 
and control systems during the last two decades have also played an enabling 
role in promoting this trend. 

This chapter provides an overview of some of the major 
electromechanical feedback control systems under development in the 
automotive industry and in research laboratories. The following sections in 
the chapter describe developments related to each of the following five 
topics: 

a) driver assistance systems 
b) active stability control systems 
c) ride quality improvement 
d) traffic congestion solutions and 
e) fuel economy and vehicle emissions 
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DRIVER ASSISTANCE SYSTEMS 

On average, one person dies every minute somewhere in the world due to 
a car crash (Powers and Nicastri, 2000). In addition to the emotional toll of 
car crashes, their actual costs in damages equaled 3% of the world GDP and 
totaled nearly one trillion dollars in 2000. Data from the National Highway 
Safety Transportation Safety Association (NHTSA) show that 6.335 million 
accidents (with 37,081 fatalities) occurred on US highways in 1998 
(NHTSA, 1999). Data also indicates that, while a variety of factors 
contribute to accidents, human error accounts for over 90% of all accidents 
(United States DOT Report, 1992). 

A variety of driver assistance systems are being developed by automotive 
manufacturers to automate mundane driving operations, reduce driver 
burden and thus reduce highway accidents. Examples of such driver 
assistance systems under development include 

a) collision avoidance systems which automatically detect slower 
moving preceding vehicles and provide warning and brake assist to 
the driver 

b) adaptive cruise control (ACC) systems which are enhanced cruise 
control systems and enable preceding vehicles to be followed 
automatically at a safe distance 

c) lane departure warning systems 
d) lane keeping systems which automate steering on straight roads 
e) vision enhancement/ night vision systems 
f) driver condition monitoring systems which detect and provide 

warning for driver drowsiness, as well as for obstacles and 
pedestrians 

g) safety event recorders and automatic collision and severity 
notification systems 

These technologies will help reduce driver burden and make drivers less 
likely to be involved in accidents. This can also help reduce the resultant 
traffic congestion that accidents tend to cause. 

Collision avoidance and adaptive cruise control systems are discussed in 
great depth in Chapters 5 and 6 of this book. Lane keeping systems are 
discussed in great detail in Chapter 3. 

ACTIVE STABILITY CONTROL SYSTEMS 

Vehicle stability control systems that prevent vehicles from spinning, 
drifting out and rolling over have been developed and recently 
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commercialized by several automotive manufacturers. Stability control 
systems that prevent vehicles from skidding and spinning out are often 
referred to as yaw stability control systems and are the topic of detailed 
description in Chapter 8 of this book. Stability control systems that prevent 
roll over are referred to as active roll stability control systems. An integrated 
stability control system can incorporate both yaw stability and roll over 
stability control. 

Vehicle slip f\ Track on low road 

' Track on high p road \ \ \ 

Figure 1-1. The functioning of a yaw stability control system 

Figure 1-1 schematically shows the function of a yaw stability control 
system. In this figure, the lower curve shows the trajectory that the vehicle 
would follow in response to a steering input from the driver if the road were 
dry and had a high tire-road friction coefficient. In this case the high 
friction coefficient is able to provide the lateral force required by the vehicle 
to negotiate the curved road. If the coefficient of friction were small or if 
the vehicle speed were too high, then the vehicle would be unable to follow 
the nominal motion required by the driver - it would instead travel on a 
trajectory of larger radius (smaller curvature), as shown in the upper curve of 
Figure 1-1. The function of the yaw control system is to restore the yaw 
velocity of the vehicle as much as possible to the nominal motion expected 
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by the driver. If the friction coefficient is very small, it might not be 
possible to entirely achieve the nominal yaw rate motion that would be 
achieved by the driver on a high friction coefficient road surface. In this 
case, the yaw control system would partially succeed by making the 
vehicle's yaw rate closer to the expected nominal yaw rate, as shown by the 
middle curve in Figure I - 1. 

Examples of yaw stability control systems that have been 
commercialized on production vehicles include the BMW DSC3 (Leffler, et. 
al., 1998) and the Mercedes ESP, which were introduced in 1995, the 
Cadillac Stabilitrak system (Jost, 1996) introduced in 1996 and the 
Chevrolet C5 Corvette Active Handling system in 1997 (Hoffman, et. al., 
1 998). 

While most of the commercialized systems are differential-braking 
based systems, there is considerable ongoing research on two other types of 
yaw stability control systems: steer-by-wire and active torque distribution 
control. All three types of yaw stability control systems are discussed in 
detail in Chapter 8 of this book. 

A yaw stability control system contributes to rollover stability just by 
helping keep the vehicle on its intended path and thus preventing the need 
for erratic driver steering actions. There is also considerable work being 
done directly on the development of active rollover prevention systems, 
especially for sport utility vehicles (SUVs) and trucks. Some systems such 
as Freightliner's Roll Stability Advisor and Volvo's Roll Stability Control 
systems utilize sensors on the vehicle to detect if a rollover is imminent and 
a corrective action is required. If corrective action is required, differential 
braking is used both to slow the vehicle down and to induce an understeer 
that contributes to reduction in the roll angle rate of the vehicle. Other types 
of rollover prevention technologies include Active Stabilizer Bar systems 
developed by Delphi and BMW (Strassberger and Guldner, 2004). In this 
case the forces from a stabilizer bar in the suspension are adjusted to help 
reduce roll while cornering. 

RIDE QUALITY 

The notion of using active actuators in the suspension of a vehicle to 
provide significantly improved ride quality, better handling and improved 
traction has been pursued in various forms for a long time by research 
engineers (Hrovat, 1997, Strassberger and Guldner, 2004). Fully active 
suspension systems have been implemented on Formula One racing cars, for 
example, the suspension system developed by Lotus Engineering (Wright 
and Williams, 1984). For the more regular passenger car market, semi- 
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active suspensions are now available on some production vehicles in the 
market. Delphi's semi-active MagneRide system first debuted in 2002 on 
the Cadillac Seville STS and is now available as an option on all Corvette 
models. The MagneRide system utilizes a magnetorheological fluid based 
shock absorber whose damping and stiffness properties can be varied rapidly 
in real-time. A semi-active feedback control system varies the shock 
absorber properties to provide enhanced ride quality and reduce the 
handling1 ride quality trade-off. 

Most semi-active and active suspension systems in the market have been 
designed to provide improved handling by reducing roll during cornering. 
Active stabilizer bar systems have been developed, for example, by BMW 
and Delphi and are designed to reduce roll during cornering without any 
deterioration in the ride quality experienced during normal travel 
(Strassberger and Guldner, 2004). 

The RoadMaster system is a different type of active suspension system 
designed to specifically balance heavy static loads 
(www.activesuspension.com). It is available as an after-market option for 
trucks, vans and SUVs. It consists of two variable rated coil springs that fit 
onto the rear leaf springs and balance static forces, thus enabling vehicles to 
carry maximum loads without bottoming through. 

The design of passive, active and semi-active suspensions is discussed in 
great depth in Chapters 6,7 and 8 of this book. 

TECHNOLOGIES FOR ADDRESSING TRAFFIC 
CONGESTION 

Traffic congestion is growing in urban areas of every size and is expected 
to double in the next ten years. Over 5 billion hours are spent annually 
waiting on freeways (Texas Transportation Institute, 1999). Building 
adequate highways and streets to stop congestion from growing further is 
prohibitively expensive. A review of 68 urban areas conducted in 1999 by 
the Texas Transportation Institute concluded that 1800 new lane miles of 
freeway and 2500 new lane miles of streets would have to be added to keep 
congestion from growing between 1998 and 1999 ! This level of 
construction appears unlikely to happen for the foreseeable future. Data 
shows that the traffic volume capacity added every year by construction lags 
the annual increase in traffic volume demanded, thus making traffic 
congestion increasingly worse. The promotion of public transit systems has 
been difficult and ineffective. Constructing a public transit system of 
sufficient density so as to provide point to point access for all people 
remains very difficult in the USA. Personal transportation vehicles will 
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therefore continue to be the transportation mode of choice even when traffic 
jams seem to compromise the apparent freedom of motion of automobiles. 

While the traffic congestion issue is not being directly addressed by 
automotive manufacturers, there is significant vehicle-related research being 
conducted in various universities with the objective of alleviating highway 
congestion. Examples include the development of automated highway 
systems, the development of "traffic friendly" adaptive cruise control 
systems and the development of tilt controlled narrow commuter vehicles. 
These are discussed in the following sub-sections. 

1.4.1 Automated highway systems 

A significant amount of research has been conducted at California PATH 
on the development of automated highway systems. In an automated 
highway system (AHS), vehicles are fully automated and travel together in 
tightly packed platoons (Hedrick, Tomizuka and Varaiya, 1994, Varaiya, 
1993, Rajamani, Tan, et. al., 2000). A traffic capacity that is up to three 
times the capacity on today's manually driven highways can be obtained. 
Vehicles have to be specially instrumented before they can travel on an 
AHS. However, once instrumented, such vehicles can travel both on regular 
roads as well as on an AHS. A driver with an instrumented vehicle can take 
a local road from home, reach an automated highway that bypasses 
congested downtown highway traffic, travel on the automated highway, 
travel on a subsequent regular highway and reach the final destination, all 
without leaving hislher vehicle. Thus an AHS provides point to point 
personal transportation suitable for the low density population in the United 
States. 

The design of vehicle control systems for AHS is an interesting and 
challenging problem. Longitudinal control of vehicles for travel in platoons 
on an AHS is discussed in great detail in Chapter 7 of this book. Lateral 
control of vehicles for automated steering control on an AHS is discussed in 
Chapter 3. 

1.4.2 "Traffic-friendly" adaptive cruise control 

As discussed in section 1.1, adaptive cruise control (ACC) systems have 
been developed by automotive manufacturers and are an extension of the 
standard cruise control system. ACC systems use radar to automatically 
detect preceding vehicles traveling in the same lane on the highway. In the 
case of a slower moving preceding vehicle, an ACC system automatically 
switches from speed control to spacing control and follows the preceding 
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vehicle at a safe distance using automated throttle control. Figure 1-2 
shows a schematic of an adaptive cruise control system. 

without preceding vehicle malntaln constant speed 

wlth precedlng vehicle malntain safe distance 

radar 

Figure 1-2. Adaptive cruise control 

ACC systems are already available on production vehicles and can 
operate on today's highways. They are being developed by automotive 
manufacturers as a driver assistance tool that improves driver convenience 
and also contributes to safety. However, as the penetration of ACC vehicles 
as a percentage of total vehicles on the road increases, ACC vehicles can 
also significantly influence the traffic flow on a highway. 

The influence of adaptive cruise control systems on highway traffic is 
being studied by several research groups with the objective of designing 
ACC systems to promote smoother and higher traffic flow (Liang and Peng, 
1999, Swaroop, 1999, Swaroop 1998, Rajamani, 2003). Important issues 
being addressed in the research include 

a) the influence of inter-vehicle spacing policies and control 
algorithms on traffic flow stability 

b) the development of ACC algorithms to maximize traffic flow 
capacity while ensuring safe operation 

c) the advantages of using roadside infrastructure and communication 
systems to help improve ACC operation. 

The design of ACC systems is the focus of detailed discussion in Chapter 
6 of this book. 

1.4.3 Narrow tilt-controlled commuter vehicles 

A different type of research activity being pursued is the development of 
special types of vehicles to promote better highway traffic. A research 
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project at the University of Minnesota focuses on the development of a 
prototype commuter vehicle that is significantly narrower than a regular 
passenger sedan and requires the use of only a half-width lane on the 
highway (Gohl, et. al., 2002, Rajamani, et. al., 2003). Adoption of such 
narrow vehicles for commuter travel could lead to significantly improved 
highway utilization. 

A major challenge is to ensure that the vehicle is as easy to drive and as 
safe as a regular passenger sedan, in spite of being narrow. This leads to 
some key requirements: 

The vehicle should be relatively tall in spite of being narrow. This leads 
to better visibility for the driver. Otherwise, in a short narrow vehicle where 
the vehicle height is less than the track width, the driver would ride at the 
height of the wheels of the many sport utility vehicles around himlher. 

Since tall vehicles tend to tilt and overturn, the development of 
technology to assist the driver in balancing the vehicle and improving its 
ease of use is important. 

An additional critical requirement for small vehicles is that they need 
significant innovations in design so as to provide improved crash- 
worthiness, in addition to providing weather proof interiors. 

A prototype commuter vehicle has been developed at the University of 
Minnesota with an automatic tilt control system which ensures that the 
vehicle has tilt stability in spite of its narrow track. The control system on 
the vehicle is designed to automatically estimate the radius of the path in 
which the driver intends the vehicle to travel and then tilt the vehicle 
appropriately to ensure stable tilt dynamics. Stability is maintained both 
while traveling straight as well as while negotiating a curve or while 
changing lanes. Technology is also being developed for a skid prevention 
system based on measurements of wheel slip and slip angle from new 
sensors embedded in the tires of the narrow vehicle. 

The control design task for tilt control on a narrow vehicle is challenging 
because no single type of system can be satisfactorily used over the entire 
range of operating speeds. While steer-by-wire systems can be used at high 
speeds and direct tilt actuators can be used at medium speeds, a tilt brake 
system has to be used at very low speeds. Details on the tilt control system 
for the commuter vehicle developed at the University of Minnesota can be 
found in Kidane, et. al., 2005, Rajamani, et. al., 2003 and Gohl, et. al., 2004. 

Intelligent Transportation Systems (ITS) 
The term Intelligent Transportation Systems (ITS) is often encountered in 

literature on vehicle control systems. This term is used to describe a 
collection of concepts, devices, and services that combine control, sensing 
and communication technologies to improve the safety, mobility, efficiency, 
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and environmental impact of vehiclethighway systems. The importance of 
ITS lies in its potential to produce a paradigm shift (a new way of thinking) 
in transportation technology away from individual vehicles and reliance on 
building more roadways toward development of vehicles, roadways and 
other infrastructure which are able to cooperate effectively and efficiently in 
an intelligent manner. 

EMISSIONS AND FUEL ECONOMY 

US, European and Japanese Emission Standards continue to require 
significant reductions in automotive emissions, as shown in Figure 1-3 
(Powers and Nicastri, 2000). The 2005 level for hydrocarbon (HC) 
emissions is less than 2% of the 1970 allowance. By 2005, carbon 
monoxide (CO) will only be 10% of the 1970 level, while the permitted level 
for oxides of nitrogen (NOx) will be down to 7% of the 1970 level (Powers 
and Nicastri, 2000). Trucks have also experienced ever-tightening emissions 
requirements, with emphasis placed on emissions of particulate matter 
(soot). Fuel economy goes hand in hand with emission reductions, and the 
pressure to steadily improve fuel economy also continues. 

To meet the ever-tightening emissions standards, auto manufacturers and 
researchers are developing a number of advanced electromechanical 
feedback control systems. Closed-loop control of fuel injection, exhaust gas 
recirculation (EGR), internal EGR, camless electronically controlled engine 
valves and development of advanced emissions sensors are being pursued to 
address SI engine emissions (Ashhab, et. al., 2000, Das and Mathur, 1993, 
Stefanopoulou and Kolmanovsky, 1999). Variable geometry turbocharged 
diesel engines, electronically controlled turbo power assist systems and 
closed-loop control of exhaust gas recirculation play a key role in 
technologies being developed to address diesel engine emissions (Guzzella 
and Amstutz, 1998, Kolmanovsky, et. al., 1999Stefanopoulou, et. al., 2000). 
Dynamic modeling and use of advanced control algorithms play a key role in 
the development of these emission control systems. 

Emissions standards in California also require a certain percentage of 
vehicles sold by each automotive manufacturer to be zero emission vehicles 
(ZEVs) and ultra low emission vehicles (ULEVs) 
(http://www.arb.ca.gov/homepage.htm). This has pushed the development 
of electric vehicles (EV) and hybrid electric vehicles (HEV). Since battery 
technologies limit the potential of pure EVs, HEVs have the edge for 
satisfying the customer, by providing a vehicle that can perform within the 
ZEV constraints, while providing the range and performance of a 
conventional vehicle (Powers and Nicastri, 2000). 
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EMISSION EVOLUTION 1990 - 2000+ 

uropean Standards 

ULEV 

Figure 1-3. European, Japanese and US emission requirements1 

1.5.1 Hybrid electric vehicles 

A hybrid electric vehicle (HEV) includes both a conventional internal 
combustion engine (ICE) and an electric motor in an effort to combine the 
advantages of both systems. It aims to obtain significantly extended range 
compared to an electric vehicle, while mitigating the effect of emissions and 
improving fuel economy compared to a conventional ICE powertrain. 

The powertrain in a HEV can be a parallel or a series hybrid powertrain. 
In a typical parallel hybrid, the gas engine and the electric motor both 
connect to the transmission independently. As a result, in a parallel hybrid, 
both the electric motor and the gas engine can provide propulsion power. By 
contrast, in a series hybrid, the gasoline engine turns a generator, and the 
generator can either charge the batteries or power an electric motor that 
drives the transmission. Thus, the gasoline engine never directly powers the 
vehicle. 

In both series and parallel HEVs , there is a combination of diverse 
components with an array of energy and power levels, as well as dissimiar 
dynamic properties. This results in a difficult hybrid system control problem 

Reprinted from Control Engineering Practice, Vol. 8, Powers and Nicastri, "Automotive 
Vehicle Control Challenges in the 21'' Century," pp. 605-618, Copyright (2000), with 
permission from Elsevier. 
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(Bowles, et. al., 2000, Saeks, et. al., 2002, Paganelli, et. al., 2001, Schouten, 
et. al., 2002). 

Several hybrid cars are now available in the United States, including the 
Honda Civic Hybrid, the Honda Insight and the Toyota Prius. Both the 
Honda Insight and the Toyota Prius have parallel hybrid powertrains, 
although in the case of the Prius the electric motor is used with a unique 
power split device that adds some of the benefits of a series hybrid. 

1.5.2 Fuel cell vehicles 

There is significant research being conducted around the globe for the 
development of fuel cell vehicles. Basically a fuel cell vehicle (FCV) has a 
fuel cell stack fueled by hydrogen which serves as the major source of 
electric power for the vehicle. Electric power is produced by a 
electrochemical reaction between hydrogen and oxygen, with water vapor 
being the only emission from the reaction. 

The simplest configuration in a FCV involves supplying hydrogen 
directly from a hydrogen tank in which hydrogen is stored as a compressed 
gas or a cryogenic liquid. To avoid the difficulties of hydrogen storage and 
infrastructure, a fuel processor using methanol or gasoline as a fuel can be 
incorporated to produce a hydrogen-rich gas stream on board. To 
compensate for the slow start-up and transient responses of the fuel 
processor, and to take advantage of regenerative power at braking, a battery 
may be used at additional cost, weight and complexity. Several prototype 
fuel cell powered cars and buses are available in North America, Japan And 
Europe with and without fuel processors. 

An FCV with fuel processor on board still requires several major 
technical advances for practical vehicle applications. Component and 
subsystem level technologies for FCV development have been demonstrated. 
The next important step for vehicle realization is integrating these into a 
constrained vehicle environment and developing coordinated control 
systems for the overall powertrain system (Pukrushpan, et. al., 2002). 
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LATERAL VEHICLE DYNAMICS 

The first section in this chapter provides a review of several types of 
lateral control systems that are currently under development by automotive 
manufacturers and researchers. The subsequent sections in the chapter study 
kinematic and dynamic models for lateral vehicle motion. Control system 
design for lateral vehicle applications is studied later in Chapter 3. 

LATERAL SYSTEMS UNDER COMMERCIAL 
DEVELOPMENT 

Lane departures are the number one cause of fatal accidents in the United 
States, and account for more than 39% of crash-related fatalities. Reports by 
the National Highway Transportation Safety Administration (NHTSA) state 
that as many as 1,575,000 accidents annually are caused by distracted 
drivers - a large percentage of which can be attributed to unintended lane 
departures. Lane departures are also identified by NHTSA as a major cause 
of rollover incidents involving sport utility vehicles (SUVs) and light trucks 
(http://www.nhtsa.gov). 

Three types of lateral systems have been developed in the automotive 
industry that address lane departure accidents: lane departure warning 
systems (LDWS), lane keeping systems (LKS) and yaw stability control 
systems. A significant amount of research is also being conducted by 
university researchers on these types of systems. 
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2.1.1 Lane departure warning 

A lane departure warning (LDW) system is a system that monitors the 
vehicle's position with respect to the lane and provides warning if the 
vehicle is about to leave the lane. An example of a commercial LDW 
system under development is the AutoVue LDW system by Iteris, Inc. 
shown in Figure 2- 1. 

Figure 2-1. LDW system based on lane markings2 

The AutoVue device is a small, integrated unit consisting of a camera, 
onboard computer and software that attaches to the windshield, dashboard or 
overhead. The system is programmed to recognize the difference between 
the road and lane markings. The unit's camera tracks visible lane markings 
and feeds the information into the unit's computer, which combines this data 
with the vehicle's speed. Using image recognition software and proprietary 
algorithms, the computer can predict when a vehicle begins to drift towards 
an unintended lane change. When this occurs, the unit automatically emits 
the commonly known rumble strip sound, alerting the driver to make a 
correction. 

Figure courtesy of Iteris, Inc. 



2. LATERAL VEHICLE DYNAMICS 

AutoVue is publicized as working effectively both during day and night, 
and in most weather conditions where the lane markings are visible. By 
simply using the turn signal, a driver indicates to the system that a planned 
lane departure is intended and the alarm does not sound. 

Lane departure warning systems made by Iteris are now in use on trucks 
manufactured by Mercedes and Freightliner. Iteris' chief competitor, 
Assistware, has also had success in the heavy truck market: their SafeTrac 
system is now available as a factory option on Kenworth trucks and via 
direct sales to commercial fleets (http:Nwww.assistware.com). 

2.1.2 Lane keeping systems 

A lane-keeping system automatically controls the steering to keep the 
vehicle in its lane and also follow the lane as it curves around. Over the last 
ten years, several research groups at universities have developed and 
demonstrated lane keeping systems. Researchers at California PATH 
demonstrated a lane keeping system based on the use of cylindrical magnets 
embedded at regular intervals in the center of the highway lane. The 
magnetic field from the embedded permanent magnets was used for lateral 
position measurement of the vehicle (Guldner, et. al., 1996). Research 
groups at Berkeley (Taylor, et, al., 1999) and at Carnegie Mellon (Thorpe, 
et. al., 1998) have developed lateral position measurement systems using 
vision cameras and demonstrated lateral control systems using vision based 
measurement. Researchers at the University of Minnesota have developed 
lane departure warning and lane keeping systems based on the use of 
differential GPS for lateral position measurements (Donath, et. al., 1997). 

Systems are also under development by several automotive 
manufacturers, including Nissan. A lane-keeping system called LKS, which 
has recently been introduced in Japan on Nissan's Cima model, offers 
automatic steering in parallel with the driver (htt~://ivsource.net). Seeking 
to strike a balance between system complexity and driver responsibility, the 
system is targeted at 'monotonous driving' situations. The system operates 
only on 'straight-ish' roads (a minimum radius will eventually be specified) 
and above a minimum defined speed. Nissan's premise is that drivers feel 
tired after long hours of continuous expressway driving as a result of having 
to constantly steer their vehicles slightly to keep them in their lane. The LKS 
attempts to reduce such fatigue by improving stability on the straight 
highway road. But the driver must remain engaged in actively steering the 
vehicle -- if helshe does not, the LKS gradually reduces its degree of 
assistance. The practical result is that you can't "tune out" and expect the car 
to drive for you. Nissan's argument is that this approach achieves the 
difficult balance between providing driver assistance while maintaining 
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driver responsibility. The low level of steering force added by the control 
isn't enough to interfere with the driver's maneuvers. 

The system uses a single CCD camera to recognize the lane demarkation, 
a steering actuator to steer the front wheels, and an electronic control unit. 
The camera estimates the road geometry and the host vehicle's position in 
the lane. Based on this information, along with vehicle velocity and steering 
wheel angle, the control unit calculates the steering torque needed to keep 
within the lane. 

Nissan is also developing a LDW system called its Lane Departure 
Avoidance (LDA) system (http://ivsource.net). The LDA system aims to 
reduce road departure crashes by delaying a driver's deviation from the lane 
in addition to providing warning through audio signals and steering wheel 
vibrations. Nissan's LDA creates a lateral "buffer" for the driver, and kicks 
into action to automatically steer if the vehicle starts to depart the lane. But, 
unlike a true co-pilot, the system won't continue to handle the steering job -- 
with haptic feedback in the steering wheel, the driver is alerted to the system 
activation and is expected to re-assert safe control by himself or herself. The 
automatic steering assist is steadily reduced over a period of several seconds. 
So, a road departure crash is still possible, but is expected be less likely 
unless the driver is seriously incapacitated. 

LDA is accomplished using the same basic components of LKS: a 
camera, a steering actuator, an electronic control unit, and a buzzer or other 
warning devicer. 

2.1.3 Yaw stability control systems 

Vehicle stability control systems that prevent vehicles from spinning and 
drifting out have been developed and recently commercialized by several 
automotive manufacturers. Such stability control systems are also often 
referred to as yaw control systems or electronic stability control systems. 

Figure 2-2 schematically shows the function of a yaw control system. In 
this figure, the lower curve shows the trajectory that the vehicle would 
follow in response to a steering input from the driver if the road were dry 
and had a high tire-road friction coefficient. In this case the high friction 
coefficient is able to provide the lateral force required by the vehicle to 
negotiate the curved road. If the coefficient of friction were small or if the 
vehicle speed were too high, then the vehicle would be unable to follow the 
nominal motion required by the driver - it would instead travel on a 
trajectory of larger radius (smaller curvature), as shown in the upper curve of 
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Figure 2-2. The function of the yaw control system is to restore the yaw 
velocity of the vehicle as much as possible to the nominal motion expected 
by the driver. If the friction coefficient is very small, it might not be 
possible to entirely achieve the nominal yaw rate motion that would be 
achieved by the driver on a high friction coefficient road surface. In this 
case, the yaw control system would partially succeed by making the 
vehicle's yaw rate closer to the expected nominal yaw rate, as shown by the 
middle curve in Figure 2-2. 

stabil 

Vehicle slip f\ Track on low road 

/ Track on high p road \ \ \ 

Figure 2-2. The functioning of a yaw control system 

Many companies have investigated and developed yaw control systems 
during the last ten years through simulations and on prototype experimental 
vehicles. Some of these yaw control systems have also been commercialized 
on production vehicles. Examples include the BMW DSC3 (Leffler, et. al., 
1998) and the Mercedes ESP, which were introduced in 1995, the Cadillac 
Stabilitrak system (Jost, 1996) introduced in 1996 and the Chevrolet C5 
Corvette Active Handling system in 1997 (Hoffman, et.al., 1998). 

Three types of stability control systems have been proposed and 
developed for yaw control: 
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Differential Braking systems which utilize the ABS brake system on the 
vehicle to apply differential braking between the right and left wheels to 
control yaw moment. 

Steer-by-Wire systems which modify the driver's steering angle input 
and add a correction steering angle to the wheels 

Active Torque Distribution systems which utilize active differentials 
and all wheel drive technology to independently control the drive torque 
distributed to each wheel and thus provide active control of both traction and 
yaw moment. 

By large, the differential braking systems have received the most 
attention from researchers and have been implemented on several production 
vehicles. Steer-by-wire systems have received attention from academic 
researchers (Ackermann, 1994, Ackermann, 1997). Active torque 
distribution systems have received attention in the recent past and are likely 
to become available on production cars in the future. 

Differential braking systems are the major focus of coverage in this book. 
They are discussed in section 8.2. Steer-by-wire systems are discussed in 
section 8.3 and active torque distribution systems are discussed in section 
8.4. 

2.2 KINEMATIC MODEL OF LATERAL VEHICLE 
MOTION 

Under certain assumptions described below, a kinematic model for the 
lateral motion of a vehicle can be developed. Such a model provides a 
mathematical description of the vehicle motion without considering the 
forces that affect the motion. The equations of motion are based purely on 
geometric relationships governing the system. 

Consider a bicycle model of the vehicle as shown in Figure 2-3 (Wang 
and Qi, 2001). In the bicycle model, the two left and right front wheels are 
represented by one single wheel at point A. Similarly the rear wheels are 
represented by one central rear wheel at point B. The steering angles for the 
front and rear wheels are represented by Jf and 4 respectively. The 

model is derived assuming both front and rear wheels can be steered. For 
front-wheel-only steering, the rear steering angle 6,. can be set to zero. The 
center of gravity (c.g.) of the vehicle is at point C. The distances of points A 
and B from the c.g. of the vehicle are l and C, respectively. The 

wheelbase of the vehicle is L = C + C , 
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Figure 2-3. Kinematics of lateral vehicle motion 

The vehicle is assumed to have planar motion. Three coordinates are 
required to describe the motion of the vehicle: X , Y and y . (X ,  Y) are 

inertial coordinates of the location of the c.g. of the vehicle while y 
describes the orientation of the vehicle. The velocity at the c.g. of the 
vehicle is denoted by V and makes an angle ,8 with the longitudinal axis of 

the vehicle. The angle ,8 is called the slip angle of the vehicle. 

Assumptions 
The major assumption used in the development of the kinematic model is 

that the velocity vectors at points A and B are in the direction of the 
orientation of the front and rear wheels respectively. In other words, the 
velocity vector at the front wheel makes an angle 6f with the longitudinal 
axis of the vehicle. Likewise, the velocity vector at the rear wheel makes an 
angle 6, with the longitudinal axis of the vehicle. This is equivalent to 
assuming that the "slip angles" at both wheels are zero. This is a reasonable 
assumption for low speed motion of the vehicle (for example, for speeds less 
than 5 mls). At low speeds, the lateral force generated by the tires is small. 
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In order to drive on any circular road of radius R , the total lateral force 
from both tires is 

which varies quadratically with the speed V and is small at low speeds. 
When the lateral forces are small, as explained later in section 2.4, it is 
indeed very reasonable to assume that the velocity vector at each wheel is in 
the direction of the wheel. 

The point 0 is the instantaneous rolling center for the vehicle. The point 
0 is defined by the intersection of lines A 0  and BO which are drawn 
perpendicular to the orientation of the two rolling wheels. 

The radius of the vehicle's path R is defined by the length of the line 
OC which connects the center of gravity C to the instantaneous rolling center 
0 .  The velocity at the c.g. is perpendicular to the line OC. The direction of 
the velocity at the c.g. with respect to the longitudinal axis of the vehicle is 
called the slip angle of the vehicle P . 

The angle y is called the heading angle of the vehicle. The course angle 
for the vehicle is Y = y + P . 

Apply the sine rule to triangle OCA. 

Apply the sine rule to triangle OCB. 

From Eq. (2.1) 

From Eq. (2.2) 
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Multiply both sides of Eq. (2.3) by f a&-,, ' we get 

Multiply both sides of Eq. (2.4) by Z r 
c0s(Jr ) . We get 

Adding Eqs. (2.5) and (2.6) 

If we assume that the radius of the vehicle path changes slowly due to 
low vehicle speed, then the rate of change of orientation of the vehicle (i.e. 
p) must be equal to the angular velocity of the vehicle. Since the angular 

v 
velocity of the vehicle is - , it follows that 

R 

. v y=- 
R 

Using Eq. (2.8), Eq. (2.7) can be re-written as 
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The overall equations of motion are therefore given by 

x = v cos(fy+ p) 

In this model there are three inputs: S f  , 8,. and V . The velocity V is 
an external variable and can be assumed to be a time varying function or can 
be obtained from a longitudinal vehicle model. 

The slip angle ,8 can be obtained by multiplying Eq. (2.5) by L r  and 
subtracting it from Eq. (2.6) multiplied by & : 

I f  tanJr + t r  tanLjf 
,O = tan-' 

i f  + C r  

Remark 

Here it is appropriate to include a note on the "bicycle" model 
assumption. Both the left and right front wheels were represented by one 
front wheel in the bicycle model. It should be noted that the left and right 
steering angles in general will be approximately equal, but not exactly so. 
This is because the radius of the path each of these wheels travels is 
different. Consider a front wheel steered vehicle as shown in Figure 2-4. 
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Figure 2-4. Ackerman turning geometry 

Let L ,  be the track width of the vehicle and 6, and Si be the outer and 

inner steering angles respectively. Let the wheelbase L  = L + l , be small 

compared to the radius R  . If the slip angle P is small, then Eq. (2.12) can 
be approximated by 

f @ l S  -=-=-  
V R L  

Since the radius at the inner and outer wheels are different, we have 
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(2.16) 

The average front wheel steering angle is approximately given by 

The difference between 6, and Si is 

Thus the difference in the steering angles of the two front wheels is 
proportional to the square of the average steering angle. Such a differential 
steer can be obtained from a trapezoidal tie rod arrangement, as shown in 
Figure 2-5. As can be seen from the figure, for both left and right turns, the 
inner wheel always turns a larger steering angle. 

Trapezoidal 
geometry 

Left turn 

Right turn 

Figure 2-5. Differential steer from a trapezoidal tie-rod arrangement 
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Table 2.1 Summary of kinematic model equations 

SUMMARY OF KINEMATIC MODEL EQUATIONS 

2.3 BICYCLE MODEL OF LATERAL VEHICLE 
DYNAMICS 

At higher vehicle speeds, the assumption that the velocity at each wheel 
is in the direction of the wheel can no longer be made. In this case, instead 
of a kinematic model, a dynamic model for lateral vehicle motion must be 
developed. 

A "bicycle" model of the vehicle with two degrees of freedom is 
considered, as shown in Figure 2-6. The two degrees of freedom are 
represented by the vehicle lateral position y and the vehicle yaw angle y . 
The vehicle lateral position is measured along the lateral axis of the vehicle 
to the point 0 which is the center of rotation of the vehicle. The vehicle yaw 
angle y is measured with respect to the global X axis. The longitudinal 

velocity of the vehicle at the c.g. is denoted by V, . 



28 Chapter 2 

Figure 2-6. Lateral vehicle dynamics 

The influence of road bank angle will be considered later. Ignoring road 
bank angle for now and applying Newton's second law for motion along the 
y axis (Guldner, et. al., 1996), 

where a y  = ($1 is the inertial acceleration of the vehicle at the 

inertial 

c.g. in the direction of the y axis and Fyf and Fyr are the lateral tire 

forces of the front and rear wheels respectively. Two terms contribute to 
a y  : the acceleration j j  which is due to motion along the y axis and the 

centripetal acceleration V,P . Hence 
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Substituting from Eq. (2.20) into Eq. (2.19), the equation for the lateral 
translational motion of the vehicle is obtained as 

Moment balance about the z axis yields the equation for the yaw 
dynamics as 

where I f  and L r  are the distances of the front tire and the rear tire 
respectively from the c.g. of the vehicle. 

The next step is to model the lateral tire forces Fyf and Fyr that act on 

the vehicle. Experimental results show that the lateral tire force of a tire is 
proportional to the "slip-angle" for small slip-angles. The slip angle of a tire 
is defined as the angle between the orientation of the tire and the orientation 
of the velocity vector of the wheel (see Figure 2-7). In Figure 2-7, the slip 
angle of the front wheel is 

where OVf is the angle that the velocity vector makes with the longitudinal 
axis of the vehicle and 6 is the front wheel steering angle. The rear slip 
angle is similarly given by 

A physical explanation of why the lateral tire force is proportional to slip 
angle can be found in Chapter 13 (in section 13.4). 
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longitudinal axis of the 
vehicle 

Figure 2-7. Tire slip-angle 

The lateral tire force for the front wheels of the vehicle can therefore be 
written as 

where the proportionality constant C@ is called the cornering stiffness of 

each front tire, 6 is the front wheel steering angle and BVf is the front tire 

velocity angle. The factor 2 accounts for the fact that there are two front 
wheels. 

Similarly the lateral tire for the rear wheels can be written as 

Fyr = 2 ~ m  (- BVr ) (2.26) 

where C ,  is the cornering stiffness of each rear tire and Bvr is the rear tire 

velocity angle. 

The following relations can be used to calculate 8vf and Bv : 
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Using small angle approximations and using the notation V y  = y , 

Substituting from Eqs. (2.23), (2.24), (2.29) and (2.30) into Eqs. (2.21) 
and (2.22), the state space model can be written as 
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Consideration of road bank angle 
If the influence of road bank angles is included, then Eq. (2.21) can be 

rewritten as 

where Fbank = mgsin(@) and @ is the road bank angle with sign 

convention as shown in Figure 2-8. 
The yaw dynamics of the vehicle are not affected by road bank angle. 

Hence Eq. (2.22) remains the same even in the presence of a bank angle. 

7 
CW 

s 4 -  . 
b A " B 

cross-section 9 

Figure 2-8. Sign convention for bank angle 

Comment on lateral tire forces at larger slip angles 
The assumption that the lateral tire force is proportional to slip angle will 

not hold at large slip angles. In such cases, the lateral tire force will depend 
on slip angle, the normal tire load F,, the tire-road friction coefficient p 
and also the magnitude of longitudinal tire force that is being simultaneously 
generated. For a more complete lateral tire model that includes the 
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influence of all these variables, see chapter 13 of this book. At large slip 
angles, the tire model will no longer be linear. 

2.4 MOTION OF A PARTICLE RELATIVE TO A 
ROTATING FRAME 

This section describes the relation between acceleration in body fixed 
coordinates and acceleration in inertial coordinates for a general rotating 
rigid body. This formulation can be used to obtain inertial acceleration 
values of a vehicle with yaw rate, roll and pitch rotational motion. In this 
section, the formulation is used to obtain inertial acceleration along the 
lateral axis of a vehicle which has rotational yaw motion. 

Consider a rotating body, as shown in Figure 2-9, described in two 
coordinate systems : a coordinate system fixed in inertial space (XYZ) and a 
coordinate system fixed to the body (xyz). At the time instant under 
consideration, assume that both coordinate systems have the same 

orientation. Let the angular speed of the body be a .  

Figure 2-9. Inertial and body-fixed coordinate systems 

Consider a particle P with inertial coordinates [X Y z]T and body- 
T fixed coordinates [x y z ]  located on the body. Let 7 be the vector 

from the origin of the inertial coordinate system to the point P. The 
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acceleration of this particle in inertial coordinates can be related to its 
acceleration in body-fixed coordinates as follows (Merriam and Kraige, 
1987): 

All the vectors on the right-hand side of the above equation are expressed 

in body-fixed coordinates. 

Apply Eq. (2.33) to the case of the lateral vehicle system shown in Figure 
2- 10. 

? 2 *  
Let 1 ,  J,  k be unit vectors in the direction of the x, y, z axes. We have 

* 7 = -Rj 

From Eq. (2.33) 

2 Hence a y  = y  R + j ; = V x p + j ; .  

Hence the inertial acceleration along the y axis is 
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Figure 2-10. The lateral system in terms of rotating coordinates 

2.5 DYNAMIC MODEL IN TERMS OF ERROR WITH 
RESPECT TO ROAD 

When the objective is to develop a steering control system for automatic 
lane keeping, it is useful to utilize a dynamic model in which the state 
variables are in terms of position and orientation error with respect to the 
road. 

Hence the lateral model developed in section 2.3 will be re-defined in 
terms of the following error variables: 

e l ,  the distance of the c.g. of the vehicle from the center line of the lane 
e 2 ,  the orientation error of the vehicle with respect to the road. 
Consider a vehicle traveling with constant longitudinal velocity V,on a 

road of constant radius R . Again, assume that the radius R is large so that 
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the same small angle assumptions as in the previous section can be made. 
Define the rate of change of the desired orientation of the vehicle as 

The desired acceleration of the vehicle can then be written as 

Define el and e2 as follows (Guldner, et. al., 1996): 

and 

e2 = W -  v d e s  

Define 

Eq. (2.42) is consistent with Eq. (2.40) if the velocity Vx is constant. If 
the velocity were not constant, one would integrate Eq. (2.40) and obtain 

This would yield a model that is nonlinear and time varying and would 
not be useful for control system design. Hence the approach taken is to 
assume the longitudinal velocity is constant and obtain a LTI model. If the 
velocity varies, the LTI model is replaced with an LPV model in which 
longitudinal velocity is a time varying parameter (see section 3.4 in the next 
chapter). 

Substituting from Eqs. (2.41) and (2.42) into (2.21) and (2.22), we find 
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and 

The state space model in tracking error variables is therefore given by 
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The tracking objective of the steering control problem can therefore be 
expressed as a problem of stabilizing the dynamics given by Eq. (2.45). 
Note that the lateral dynamics model shown above is a function of the 
longitudinal vehicle speed V, which has been assumed to be constant. 

If the influence of road bank angle is included, then Eq. (2.45) gets 
rewritten as 
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Table 2.2 Summary of dynamic model equations in terms of error with respect to road 

SUMMARY OF DYNAMIC MODEL EQUATIONS 
" - - m P - -  

Symbol Nomenclature Equation 

x State space vector r = [el il e2 i21T --- 

Matrices A ,  B 1 ,  B2 and B3 are defined 

in equation (2.46) 

.2- ~ - . ; - r m - ~ ~ l i r r  -ev"m,-- . , 
el 

Lateral position 
error with respect to 
..,.r.A 

e2 
Yaw angle error 
with respect to road = (W - ~ d e s  ) 

Front wheel steering 
angle 

4 Bank angle with 
sign convention as 
defined by Fig. 2.9 

2.6 DYNAMIC MODEL IN TERMS OF YAW RATE 
AND SLIP ANGLE 

In Figure 2-1 1, vehicle sideslip angle ,8 is defined as the angle between 
the longitudinal axis of the vehicle and the orientation of vehicle velocity 
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vector, and r = !b is the yaw rate of the vehicle body. The lateral dynamics 
of the vehicle is controlled by the front wheel steering angle 8. 

Figure 2-11. Single track model for vehicle lateral dynamics 

The body side slip angle can be related to el and e2 as follows. Under 
small angle assumptions 

Using the body side slip angle p and the yaw rate of vehicle body 
r = as state variables, the vehicle lateral dynamics can then be described 
by the following differential equations (Ackerman, 1997): 

where m is vehicle mass, V, is vehicle longitudinal velocity, Fyf , FYr are 

front and rear tire forces, respectively, Fbank is the force due to road bank 
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angle, I, is yaw moment of inertia, and l f ,  !, are distances from CG 

(center of gravity) to front and rear tires, respectively. 

For small tire slip angles, the lateral tire forces can be approximated as a 
linear function of tire slip angle. The front and rear tire forces and tire slip 
angles are defined as follows: 

where C@ and C, are the cornering stiffness of the front and rear tires 

respectively. Substituting (2.50) and (2.51) into (2.48) and (2.49) yields the 

following description for the vehicle lateral dynamics: 

d p  e r g sin 4 = - r + ' . - ( 6 - p - + ) + ~ ( - p + ~ ) + -  dt mvx 

mvx vx 

2.7 FROM BODY FIXED TO GLOBAL 
COORDINATES 

The dynamic model described in sections 2.5 is based on body fixed 
coordinates. It is suitable for control system design, since a lane keeping 
controller must utilize body fixed measurements of position error with 
respect to road. To obtain a global picture of the trajectory traversed by the 
vehicle, however, the time history of the body-fixed coordinates must be 
converted into trajectories in inertial space. 



42 Chapter 2 

Figure 2-12. From body fixed to global coordinates 

As shown in Figure 2-12, the lateral distance between the c.g. of the 
vehicle and the road centerline is el . The position of the vehicle in global 
coordinates is therefore given by 

where ( X d e s ,  Ydes) are the global coordinates of the point on the road 

centerline which lies on a line along the lateral axis of the vehicle. 
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t t 

Using Xdes = SV cos(ydes)dt , Ydes = SV sin(ydes)dt and replacing 
0 0 

t,u by y = e2 + ydes in equations (2.54) and (2.55), the global coordinates 

of the vehicle are obtained as 

2.8 ROAD MODEL 

1 
The curvature of a road is the inverse of the road radius i.e. -. 

R 
Continuity of curvature is an important criterion that a road should satisfy in 
order to ensure that the lateral control system can track it. Clothoid spirals 
are curves that are used to transition smoothly from one curvature value to 
another (for example, in going from a straight road to a circular road). 

A clothoid is defined to be a spiral whose curvature is a linear function of 
its arc length and is mathematically defined in terms of Fresnel integrals 
(Kiencke and Nielsen, 2000). The parametric equation of a clothoid is 

where the scaling factor a is positive, the parameter t is non-negative, and 
the Fresnel integrals are represented as 
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(2.59) 

The clothoid in Eq. (2.58) (in its standard form) is in the first quadrant 

and starts at t = 0 and converges to ( )  - - as t .  Figure 2-13 

shows a clothoid spiral using a = 6000. 
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0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 

Figure 2-13. Clothoid spiral using a scaling value a= 6000 

The integrals of the Fresnel integrals are 
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The following geometric formulae for clothoids shown in Table 2.3 are 
often useful for designing clothoids to transition from a straight line to a 
circle or from one circle to a circle of different radius (Sasipalli, et. al., 
1 997). 

Table 2.3 Geometric Formulae of Clothoids 

c 

Geometric Element Parametric Expression 

~ ~ ~ ~ - ~ ~ - ~ -  
1 angle of tangent 

2 curvature ?r 
-t 
a 

3 arc length 

4 center of circle of 
curvature 

Calculation of the cartesian coordinates from Eqs. (2.59) and (2.60) has 
to be done numerically i.e. the above integrals cannot be evaluated 
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analytically. Figure 2-14 shows a clothoid spiral used to transition from a 
straight line segment to a circular arc. 

Figure 2-14. Clothoid spiral joining a straight line and a circle. 

2.9 CHAPTER SUMMARY 

This chapter discussed a variety of models that describe lateral vehicle 
motion. These models can be used to design steering control systems for 
lateral lane keeping. These models can also be extended for use in yaw 
stability control, rollover control and other vehicle control applications. 

The major lateral models discussed in the chapter were 
1.  Kinematic vehicle model 
2. Dynamic vehicle model in terms of inertial lateral position and 

yaw angle 
3. Dynamic vehicle model in terms of road-error variables 
4. Dynamic vehicle model in terms of yaw rate and vehicle slip 

angle 
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The kinematic model provides equations of motion purely in terms of 
geometric relationships governing the system. It is a useful model for very 
low speed applications, for example vehicle control for automated parking. 

The dynamic models discussed in this chapter are useful for lane keeping 
applications and can also be extended for use in yaw stability control and 
rollover prevention applications. The extension and use of these models for 
yaw stability control is discussed in Chapter 8. 

The transformation of coordinates from body-fixed to global axes was 
also presented. In addition road models were discussed and the use of 
clothoid spirals to transition smoothly from one road curvature to another 
was described. 

NOMENCLATURE 

lateral tire force 

lateral tire force on front tires 

lateral tire force on rear tires 

longitudinal velocity at c.g. of vehicle 

total velocity at c.g. of vehicle 

lateral velocity at c.g. of vehicle 

lateral velocity at c.g. of vehicle (same as y ) 

total mass of vehicle 

yaw moment of inertia of vehicle 

longitudinal distance from c.g. to front tires 

longitudinal distance from c.g. to rear tires 

total wheel base ( ! + ! ,  ) 

yaw angle of vehicle in global axes 

yaw rate of vehicle 

yaw rate of vehicle (same as ji/ ) 

global axes 

steering wheel angle 
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front wheel steering angle 

rear wheel steering angle 

steering angle of outer wheels 

steering angle of inner wheels 

track width 

slip angle at front tires 

slip angle at rear tires 

cornering stiffness of tire 

normal force on tire 

tire-road friction coefficient 

desired yaw rate from road 

slip angle at vehicle c.g. (center of gravity) 

velocity angle (angle of velocity vector with longitudinal axis) 

road bank angle 

turn radius of vehicle or radius of road 

lateral position error with respect to road 

yaw angle error with respect to road 

Fresnel integral 

Fresnel integral 
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Chapter 3 

STEERING CONTROL FOR AUTOMATED LANE 
KEEPING 

Kinematic and dynamic models for lateral vehicle dynamics were 
discussed in the previous chapter. This chapter discusses lateral control 
systems used to control a vehicle to stay in the center of its lane. 

The chapter is organized as follows. Control design by state feedback is 
discussed first in section 3.1. Steady state errors and the steady state 
steering angle required to negotiate a curved road are analyzed in sections 
3.2 and 3.3. The subsequent sections of the chapter concentrate on control 
design by output feedback (sections 3.5, 3.6, 3.7, 3.8, 3.9 and 3.10). 

STATE FEEDBACK 

As seen in the previous chapter, under the small slip angle and bicycle 
model assumptions, the state space model for the lateral dynamics of the 
vehicle is given by 

with x = {el il e2 i2IT, where el is the lateral position error of the 

c.g., e2 is the yaw angle difference between the vehicle and the road, 6 is 

the front wheel steering angle input, pdes is the desired yaw rate 
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determined by road curvature and vehicle speed and the matrices A ,  B1 and 

B2 have been presented earlier in Chapter 2 (section 2.5, equation (2.45)). 

The following values of vehicle parameters will be used for all the 
simulations in this chapter. 

These values are representative of parameters for a passenger sedan. 
The open-loop matrix A has two eigenvalues at the origin and is 

unstable. The system has to be stabilized by feedback. 

Calculations show that the pair (A, B I )  is controllable. Hence, using 
the state feedback law 

the eigenvalues of the closed-loop matrix (A - B K )  can be placed at any 
desired locations. The closed-loop system using this state feedback 
controller is 

The following Matlab command can be used to place the eigenvalues of 
the closed-loop system. 

K = place(A,Bl,P) 
This command yields a feedback matrix K such that the eigenvalues of 

the matrix A - B1 K are at the desired locations specified in the vector P . 

Eigenvalues placed at [- 5 - 3 j - 5 + 3 j - 7 - 101 lead to the 
following simulation results shown in Figures 3-1, 3-2 and 3-3. 
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In these simulations a longitudinal speed of 30 m/s is used. The road is 
initially straight and then becomes circular with a radius of 1000 meters 
starting at a time of 1 second. The corresponding desired yaw rate can be 

calculated from Pdes = - Vx = 0.03 radls = 1.72 degls . The desired yaw 
R 

rate is shown in Figure 3-1 and is a step input from 0 to 1.72 deglsec at 1 
second. The time histories of the lateral error el and yaw angle error e2 are 
shown in Figure 3-2 and Figure 3-3 respectively. 

Due to the presence of the B2Pdes term in equation (3.3), the tracking 

errors need not all converge to zero, even though the matrix ( A  - B I K )  is 
stable. The steady state values of el and e2 are non-zero because the input 

due to road curvature Pdes is non-zero. A physical interpretation of these 

steady state errors is provided in sections 3.2 and 3.3. 

Figure 3-1. Desired yaw rate for simulations 
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time (sec) 

Figure 3-2. Lateral position error using state feedback 
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Figure 3-3. Yaw angle error using state feedback 
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3.2 STEADY STATE ERROR FROM DYNAMIC 
EQUATIONS 

As before, the state space model for the closed-loop lateral system under 
state feedback is given by 

x = (A  - B, K ) x  + B2pdes 

Due to the presence of the B2pdes term, the tracking errors will not all 

converge to zero when the vehicle is traveling on a curve, even though the 
matrix (A  - BI K )  is asymptotically stable. 

In this section, we will investigate whether the use of a feedforward term 
in addition to state feedback can ensure zero steady state errors on a curve. 
Assume that the steering controller is obtained by state feedback plus a 
feedforward term that attempts to compensate for the road curvature : 

Then, the closed-loop system is given by 

Taking Laplace transforms, assuming zero initial conditions, we find 

where L(Q)  and L ( v d e S )  are Laplace transforms of af f  and pdes 
respectively. 

If the vehicle travels at constant speed Vx on a road with constant radius 

of curvature R , then 

vx pdes = constant = - 
R 
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vx and its Laplace transform is -. Similarly, if the feedforward term is 
Rs 

constant, then its Laplace transform is - . 
S 

Using the Final Value Theorem, the steady state tracking error is given 
by 

xss = lim x(t)  = lirn sX( s )  = - ( A  - B , K ) - ~  
t+- s+o 

Evaluation of equation (3.8) using the Symbolic Toolbox in Matlab 
yields the steady state errors 

xss 

From equation (3.9), we see that the lateral position error el can be 

made zero by appropriate choice of Jfl . However, cannot influence 

the steady state yaw error, as seen from equation (3.9). The yaw angle error 
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has a steady state term that cannot be corrected, no matter how the 
feedforward steering angle is chosen. The steady state yaw-angle error is 

The steady state lateral position error can be made zero if the 
feedforward steering angle is chosen as 

which upon close] r inspection is seen to be 

where Kv - 1  rm j f m  
- 5 q j - j Z J - m  is called the understeer 

vx2 f gradient and a, = - . If we denote mr = m- as the portion of the 
R L 

vehicle mass carried on the rear axle and m = m y  as the portion of the 
L 

- mf mr vehicle mass carried on the front axle, then Kv - - - - . 
2Colf 2c, 

Hence 
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The steady state steering angle for zero lateral position error is given by 

Jss = J f f  - Kxss or 

Table 3-1. Summary of state feedback controller with feedforward 

SUMMARY OF STATE FEEDBACK CONTROLLER 
WITH FEEDFORWARD 

- 1 

6fl Feedforward L 
component of 'ff = - + KV ay - k3e2-ss 

R 
-- 

steering angle 
-1 W T - 7 - T -  

a, Slip angle at 
rear tires mr vx2 ar =-- 

2C, R 
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In conclusion, the lateral position error el can be made zero at steady state 

by appropriate choice of the feedforward input 6 f l .  However, the steady 

f mvx2 
state yaw angle will be equal to e2-, = -- :+-IT- 
and cannot be changed by the feedforward steering input. 

3.3 UNDERSTANDING STEADY STATE 
CORNERING 

3.3.1 Steering angle for steady state cornering 

This section uses geometric analysis to provide an answer to the question 
"What is the steady state steering angle required to negotiate a curve of 
radius R ?" (Gillespie, 1992, Wong, 2001). As expected, the geometric 
analysis provides the same answer as the feedforward system analysis of the 
previous section. However, a better physical understanding of the lateral tire 
force requirements is obtained from the geometric analysis. 

As discussed in the previous chapter, the slip angle at each wheel is the 
angle between the orientation of the wheel and the orientation of its velocity 
vector. Let the slip angle at the front wheel be denoted by af and that at 

the rear wheel be denoted by a,., as shown in Figure 3-4. The 
instantaneous turn center 0 of the vehicle is the point at which the two lines 
perpendicular to the velocities of the two wheels meet. 

Let L = l + l , be the wheelbase i.e. the distance between the centers 

of the front and rear wheels. Then, from the above figure, the angle 
subtended at the center of rotation is 6 - af + a, . Under the assumption 

that the road radius is much larger than the wheelbase of the vehicle 
( R  >> L )  (SO that chord length is approximately equal to arc length), we 
have 
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Figure 3-4. Steering angle for high speed cornering 

Hence the steady state steering angle is given by 

v 

The steady state slip angles af and a, are related to the road radius as 

follows. Steady state force and moment equilibrium equations for the 
vehicle yield 
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From the moment equilibrium (3.18) we have 

Using the relationship between front and rear tire forces of equation 
(3.19) in the force equilibrium equation (3.17), we have 

f where m, = m- is the portion of the vehicle mass carried on the rear 
L 

axle. In words, the lateral force developed at the rear axle is m, times the 
lateral acceleration. The same procedure can be used to find the front tire 
force : 

e 
where mf = m' is the portion of the vehicle mass carried on the front 

L 
axle. 

Assume that the slip angles are small so that the lateral tire force at each 
wheel is proportional to its slip angle. Denoting the cornering stiffness of 
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each front tire by C@ and that of each rear tire by C, , and assuming that 

there are two front and two rear tires, the slip angles are 

The steady state steering angle is therefore given by 

vx2 where the parameter Kv is called the understeer gradient and a, = -. 
R 

Equation (3.23) is the formula that relates vehicle velocity and road 
curvature to the steering angle required for negotiating the circular road. 
This is the same as equation (3.14) obtained previously. 

Depending on the relative values of the front and rear cornering stiffness 
and mass distribution values, three possibilities exist for the value of Kv : 

1. Neutral steer 

In this case the understeer gradient Kv is zero due to equal slip angles 

at the rear and front tires. 
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In the case of neutral steer, on a constant radius turn, no change in the 
steering angle is required as speed is varied. The steering angle depends 
only on the curve radius and the wheelbase. 

2. Understeer 

In this case the understeer gradient Kv > 0 due to a larger slip angle at 
the front tires compared to the rear tires. 

In the case of understeer, on a constant radius turn, the steering angle 
will have to increase with speed in proportion to KV times the lateral 
acceleration. 

3. Oversteer 

In this case the understeer gradient Kv < 0 due to a smaller slip angle 
at the front tires compared to the rear tires. 

In the case of oversteer, on a constant radius turn, the steer angle will 
have to decrease as the speed is increased. 

The steering angle as a function of vehicle longitudinal speed is shown in 
Figure 3-5 for the three cases of neutral steer, understeer and oversteer. 
Note that in the case of oversteer, the steering angle decreases with speed 
and could eventually reach zero at a speed called critical speed. 



understeer 

Chapter 3 

neutral steer 

critiial speed 

Figure 3-5. Steering angle variation with speed 

3.3.2 Can the yaw-angle error be zero ? 

If the parameters of the vehicle and the vehicle speed were such that 

then the steady state yaw error of equation (3.10) would also be zero. This 
happens at one particular speed VXat which equation (3.24) is satisfied and 

this speed is independent of the radius of the path. 

The physical interpretation of equation (3.24) is as follows. The right 
hand side of the equation, as we have seen during the geometric analysis, is 
the slip angle at the rear tire. The left hand side of the equation is the angle 
y subtended by the rear portion of the vehicle at the center of the circular 
path, as shown in Figure 3-6 below. 
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Figure 3-6. Steady state yaw angle error 

Since the vehicle has a finite length, both its lateral position error and its 
yaw-angle error cannot always be made simultaneously zero. If the steady- 
state lateral position error is zero, then the steady state yaw-angle error can 
be zero only if the slip angle at the rear is the same as the angle y subtended 
by the vehicle at the center of the circular path. This happens at one 
particular speed V,at which equation (3.24) is satisfied and this speed is 

independent of the radius of the path. 

Is non-zero yaw angle error a concern ? 

The above geometric analysis shows that no matter which control law is 
used, the yaw angle error e2 will have a steady state value. This is because 
the slip angles at the rear and front wheels are completely determined, once 
the radius of the road and the vehicle speed V, are fixed. Hence the slip 

angle of the vehicle ,8 is automatically determined. The slip angle of the 
vehicle is 
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Since the steady state value of el is zero, it follows that the steady state 
value of the vehicle slip angle is 

The steady state error in e2 is not a cause of concern. We don't 

necessarily need e2 to converge to zero - all we need is that the heading 

angle v + P converge to the desired angle ydes . Since the steady state 

error in e2 is equal to P , from equation (3.27), it is guaranteed that v + P 
will converge to ydes . 

CONSIDERATION OF VARYING 
LONGITUDINAL VELOCITY 

In general the longitudinal vehicle speed can vary in which case the 
system matrices A(Vx) and BI(Vx) are time varying (or parameter 

varying). A constant state feedback matrix K can be used to obtain 
stability for varying velocity by exploiting the convex nature of the lateral 
dynamic system. The approach is to choose K such that 
A(V,) - B1(Vx)K is simultaneously quadratically stabilized at the two 
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extreme values of Vx . The following Theorem summarizes the design result 

that can be used for full state feedback control system design. 

Theorem 3.1: 
Let the closed-loop matrix be defined as 

Let 

be defined as the values of 4 L ( V x )  at the extremes of the varying 

parameter V, . 

If a constant state feedback matrix K is chosen such that 

T Amin P + PAmin < 0 

and 

for some P > 0 ,  then the closed-loop system is stable for velocity varying in 
the range V,,, 5 V, 5 V,,, . 

Proof : 
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First, note that the closed-loop matrix can be rewritten as a convex 
combination of Amin and A,, : 

&L(V,) = A(V,)- B,(V,)K = LA,,,, +(I-a)&,, with 0 5 a ( V x )  5 1  
(3.31) 

where a(Vx) is a parameter whose value depends on the operating speed 

v x  . 

Using the Lyapunov function candidate V = x T p x ,  we find that its 
derivative is 

T = axT (A,,,' P + PA,,, )x  + (1 - a ) x  ( A , ~  P + PA, )x 

< o  

Hence the proof. 

OUTPUT FEEDBACK 

The lateral position of the vehicle with respect to the road is usually 
measured at a location ahead of the vehicle, as shown in Figure 3-7. Sensor 
systems used for measurement of lateral position include differential GPS 
(Donath, et. al., 1997), vision cameras (Taylor, et. al., 1999, Thorpe, et. al., 
1998) and magnetometers that measure the magnetic field from permanent 
magnets embedded in the roadway (Guldner, et. al., 1996). 
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Figure 3-7. Look ahead lateral position measurement with respect to road 

If we assume that the yaw angle error e2 is small so that chord lengths 
can be approximated by arc lengths, then the measurement equation that 
relates the output to the states is as follows: 

where d, is the longitudinal distance of the point ahead of the vehicle c.g. at 

which the sensor measurement is made. 
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3.6 UNITY FEEDBACK LOOP SYSTEM 

Consider the following block diagram for the output feedback system 
shown in Figure 3-8. Here P(s) is the plant transfer function between the 
steering angle input for the vehicle and the lateral position measurement 
output described in section 3.5. C(s) represents the transfer function for the 
controller (to be determined later). The road-determined desired yaw rate 
pdes affects the system dynamics through a transfer function denoted in 

Figure 3-8 as G(s). The signal n(t) is the sensor noise that affects the 
system. 

Figure 3-8. Unity feedback loop system 

Figure 3-9 and Figure 3-10 shows the zeros and poles of P(s) for 

values of d ,  = 2.0 meters and d ,  = 7.0 meters respectively. P(s) has two 

poles at the origin, a pair of complex conjugate poles and a pair of complex 
conjugate zeros. Note that the zeros in Figure 3-10 are much better damped 
than the zeros in Figure 3-9. As d ,  is increased, the damping increases for 

the complex conjugate pair of zeros. Figure 3-1 1 shows the magnitude and 
phase Bode plots for the plant transfer function P(s) with d,  = 2 meters. A 

longitudinal velocity of 2 5 d s  has been used in the model. 
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* poles o zeros 

0 

Figure 3-9. Zeros and poles of the open loop system for d, = 2 meters 

Figure 3-10. Zeros and poles of the open loop system for d, = 7 meters 
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LOOP ANALYSIS WITH A PROPORTIONAL 
CONTROLLER 

frequency (rad/s) 

Figure 3-11. Bode plots for open-loop plant P(s) 

An operating speed of 25 m/s and a sensor measurement location of 
d, = 2 meters is assumed in this section for the lateral vehicle system. The 

open-loop transfer function P(s) has two poles at the origin, an additional 
pair of complex conjugate poles and a pair of complex conjugate zeros. If 
the feedback loop were closed with a proportional controller, then 
C(s) = K where K is the gain of the controller. The transfer function 

PC(s) is of the type 
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The contour T, that s traverses in the complex plane for purposes of 

plotting the Nyquist plot must not pass through any poles or zeros of the 
open loop transfer function PC(s). Hence it must not pass through the 

origin. Hence the following contour Ts as shown below in Figure 3-12 was 

used for the Nyquist plot. A semi-circle of radius & is used to make a 
detour, so as to avoid going through the origin. By letting & + 0 ,  the 
contour l?, will enclose the entire open right half plane. 

radius E + 0 

radius 

Figure 3-12. The l?, contour used for the Nyquist plot 
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Portions of the rS contour have been marked as sections 1 ,2 ,3 ,4  and 5. 

Section 3 consists of a semi-circle of radius R with R + so as to cover 
the entire right half plane. The contour rpC must be drawn for all values of 

s that s takes from the rs contour. Section 3 of rs gets mapped to the 

origin in the rpC plane. It is important to draw the rPC contour for 

sections 1, 2, 4 and 5 of rs (see Figure 3-13) and determine how many 

times this contour encircles the -1 point. The rPC contour for sections 1 

and 2 is shown in the Nyquist plot in Figure 3-14. 

*"* sections 1 &5 ooo sections 2&4 

Figure 3-13. Sections 1,2,4 and 5 of the r, contour used for the Nyquist plot 
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'** section 1 ooo section 2 
20 I I I I I 

Figure 3-14. Nyquist plot ( rpC contour) obtained using sections 1 and 2 of the r, contour 

Figure 3-15. Nyquist plot obtained using sections 1,2,4 and 5 of the r, contour 
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The rpC contour corresponding to the entire T, contour (sections 1, 2, 

4 and 5) is shown in Figure 3-15. The solid line in this figure corresponds to 
sections 1 and 2 of r, while the dashed line corresponds to sections 4 and 5 

r, . 

To determine how many times the above rPC contour encircles the -1 

point, it is necessary to zoom into the region near the -1 point, as is being 
done in Figure 3-16 and Figure 3-17. In Figure 3-16, a proportional gain of 
K = 1 is used. In this case, the rpC contour encircles the -1 point twice: 

once clockwise and once counterclockwise. The clockwise encirclement can 
be easily seen in the big picture Nyquist plot of Figure 3-15. In the zoomed 
section of Figure 3-16, a counter clockwise encirclement can be seen. In the 
zoomed section of Figure 3-17, where the proportional gain is much smaller 
( K  = 0.01), there is no counterclockwise encircelement of the -1 point. 
Thus in the case of the larger proportional gain, the total number of 
encircelements is N = 1 - 1 = 0 while in the case of the smaller proportional 
gain, the total number of encircelements is N = 1 

-14 -12 -10 -8 -6 -4 -2 0 

Figure 3-16. Zooming into the Nyquist plot: Gain = 1 
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Figure 3-17. Zooming into the Nyquist plot: Gain = 0.01 

Proportional controller 

Real Axis 

Figure 3-18. Root Locus with proportional controller 
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Thus the closed-loop system will be stable with proportional control if 
adequately large gain is used, but is unstable for small gain. 

Figure 3-1 8 shows the root locus plot for varying feedback gain with the 
proportional controller. Again it can be seen that for small proportional 
gain, there is a pair of complex conjugate poles that are unstable. As the 
proportional gain is increased, these poles become stable. 

It is important to note that with adequately large proportional gain, 
although the closed loop system gets stabilized, it still has poor phase 
margin. This can be seen from the Nyquist plots as well as the Bode plot 
showing the gain and phase margins in Figure 3-19. In Figure 3-19, with a 
proportional gain of 1, a phase margin of 18 degrees is obtained. It can be 
deduced from the plot that this is close to the best phase margin that can be 
obtained for this system. With a smaller gain of 0.1, the closed-loop system 
is unstable. With a higher proportional gain of 10, the system only has a 
phase margin of 8 degrees. Phase uncertainty can therefore easily change 
the number of encirclements of the -1 point for this system. 

Frequency (radlsec) 

Figure 3-19. Gain margin and phase margin with a unity gain proportional controller 



3. Steering Control for Automated Lane Keeping 

3.8 LOOP ANALYSIS WITH A LEAD 
COMPENSATOR 

It is clear that robust gain and phase margin can be obtained if phase is 
added in the low frequency range (gain crossover range) for the system with 
unity feedback. Hence a lead compensator is suggested. The following 
transfer function can be used for the controller (compensator) 

Values for Tn and Td can be chosen so as to design the closed-loop 

system to have any desired value of phase margin. Values of Tn = 0.5 and 

Td = 0.1 and K = 0.01 are used here as an illustration. In the plots shown 

in the next few pages, the above arbitrary values of Tn and Td are used just 
to show that this compensator will increase the phase margin of the system. 

Figure 3-20 shows the Bode plot for PC(s)  using the above lead 
compensator. Figure 3-23 shows the gain and phase margins of this system 
with a compensator gain K = 1.  Figure 3-24 shows the gain and phase 
margins of this system with a compensator gain K = 0.1. It is clear that 
with the lead compensator phase has been added at the low frequencies to 
improve phase margin. 

Figures 3-21 and 3-22 show the Nyquist plot for PC(s)  . Figure 3-21 

shows the Nyquist plot corresponding to sections 1 and 2 of I?, while Figure 

3-22 shows the Nyquist plot corresponding to sections 1, 2, 4 and 5 of r,. 
It is clear that the Nyquist curve does not encircle the -1 point and the 
closed-loop system is stable for all values of the compensator gain K . 

Figure 3-25 shows the root locus plot for the system with lead 
compensator. Again, it is clear that the closed-loop system is stable for all 
values of the compensator gain K . 



Chapter 3 

Figure 3-20. Bode plot for P C ( S )  using a lead compensator ( K = 0.01) 

"" section 1 ooo section 2 

Figure 3-21. Nyquist plot corresponding to sections 1 and 2 of r, (with lead compensator) 
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solid: sections 1&2 dashed: sections 4&5 
2.5 I 

Figure 3-22. Nyquist plot corresponding to sections l , 2 , 4  and 5 of r, (with lead 
compensator) 

Gm = 28.448 dB (ai 174.72 radkec), Pm = 25.378 deg (at 31.716 radlwc) 
. .  -,-- . . . .  , 

Figure 3-23. Bode plot showing gain and phase margins (with lead compensator, K = 1) 
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Om = 48.448 dB (at 174.72 radlsec), Pm = 41.492 deg (at 5.9588 radlsec) 
inu . . . ,  

Frequency (radlsec) 

Figure 3-24. Bode plot showing gain and phase margins (with lead compensator, K = 0.1 ) 

Lead comensator 

-40 
-12 -10 -8 -6 -4 -2 0 2 

Real Axis 

Figure 3-25. Root locus with lead compensator 



3. Steering Control for Automated Lane Keeping 

SIMULATION OF PERFORMANCE WITH LEAD 
COMPENSATOR 

To simulate the closed-loop system incorporating the lead compensator, 
the following state space extension can be used. The steering input is related 
to the sensor measurement by the following transfer function relation: 

Hence, in the time domain, 

Now 

and 

Since CBI = 0 ,  CB2 = 0 ,  we have 

To find a state space model for the complete system including the lead 
compensator, define a fifth state 

Then, combining equation (3.37) and the previous linear time invariant 
model for the lateral system, the following extended state space 
representation can be used to represent the closed-loop dynamics: 
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3.10 ANALYSIS OF CLOSED-LOOP PERFORMANCE 

3.10.1 Performance variation with vehicle speed 

Bode plots of the transfer function of the open loop system from steering 
angle to yaw rate are shown in Figure 3-26 for various speeds. Speeds of 10, 
20 and 30 rn/s are shown, with the solid line representing 10 m/s, the dashed 
line respresenting 20 m/s and the solid line marked by '+'s representing 30 
m/s. The plots show that the transfer function has less damping at higher 
speeds. 

c 
0 

-100 I I I I 

0 2 4 6 8 10 
frequency (Hz) 

Figure 3-26. Transfer function from steering angle to yaw rate at various speeds 
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frequency (Hz) 

Figure 3-27. Closed-loop transfer function p/  pdes at different speeds (magnitude) 

Using the same lead compensator discussed in section 3.7, Bode plots of 

ri/ the closed-loop transfer function - are shown in Figure 3-27 and Figure 
W d  

3-28. It can be seen that the closed-loop system also is better damped at 
lower speeds and has less damping at higher speeds. A value of d, = 2.0 m 

was used for the sensor location. 
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--10mIs ... 20mIs ++30m/s  

1 o - ~  10-I 1 oO 1 o1 1 02 
frequency (Hz) 

Figure 3-28. Closed-loop transfer function p/ pdes at different speeds (phase) 

3.10.2 Performance variation with sensor location 

Another important variable that influences closed-loop performance and 
robustness is the sensor location variable d, . As seen in Figure 3-29 and 

Figure 3-30, as the variable d, is increased, the system is better damped. 
This is also observed in the time response plots shown in Figure 3-31, where 
the higher values of d, gives a better damped step response. A velocity of 

30 m/s was used in the simulations. 
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frequency (Hz) 

Figure 3-29. Closed-loop transfer function li// qdes at different values of d ,  
(magnitude) 

--d = 2  ... ds=10  + + d s = 2 0  

frequency (Hz) 

Figure 3-30. Closed-loop transfer function li// pdes at different values of d ,  (phase) 
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10 12 
time (sec) 

Figure 3-31. Step response of the transfer function 1C// pdes at different values of d, 

3.11 COMPENSATOR DESIGN WITH LOOK-AHEAD 
SENSOR MEASUREMENT 

In the previous section, it was seen that larger values of d, provided 

better damping in the closed-loop transfer functions. Large values of d, 
correspond to "look-ahead measurement in which the lateral position error 
with respect to road is measured at a distance significantly ahead of the 
vehicle. Look ahead measurement is typical when a vision system is used 
for lateral position measurement. If magnetometers or differential GPS is 
used for position measurement, then look ahead sensing can be obtained by 
combining the on-vehicle lateral position measurement with vehicle yaw 
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angle measurement so as to extrapolate the lateral position error to a look- 
ahead point. In other words, the look ahead distance d ,  is artificially 

increased by measuring both el and e2 and then calculating 

y = el + d,e2 , instead of directly measuring el + d,e2 . 

Y The open-loop transfer function P(s )  = -(s) is shown below in the 
S 

Bode plot in Figure 3-32 for a longitudinal speed of 25 m/s, using d ,  = 15 
meters. From the Bode plot, it can be seen that this look-ahead system has 
much better phase characteristics than the original system discussed in 
section 7 which used d ,  = 2 meters. 

Bode Diagram 
Gin = 28.835 dB (at 168.24 radlsec), Rn = 12.094 deg (at 31.759 radlsec) 

Frequency (radfsec) 

Figure 3-32. Gain & phase margins using proportional feedback with unit gain and a high 
value of d ,  
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Adequate phase margin can be obtained for this system simply by 
reducing the gain at intermediate frequencies appropriately so that crossover 
occurs at a lower frequency with adequate phase. A lag compensator would 
be able to adequately perform this task. 

3.12 CHAPTER SUMMARY 

This chapter discussed steering control system design for lateral lane 
keeping applications. 

First, the use of full information in the form of state feedback was 
presented. The lateral system is controllable and can be stabilized by state 
feedback. On a straight road, with the use of a state feedback controller, all 
position and yaw errors were shown to converge to zero. On a circular road, 
however, these errors do not converge to zero with state feedback. The use 
of a feedforward term in the control system enables the position error to 
converge to zero. However, the yaw angle error will always have a steady 
state value, resulting in a steady state vehicle slip angle. Equations for the 
feedforward term and for the steady state slip angle were presented. 

Next, control system design using output feedback was discussed. The 
output measurement was assumed to be lateral position measurement with 
respect to road center at a look-ahead point. Such a measurement is 
available from vision cameras and can also be obtained from other types of 
lateral position measurement systems. Nyquist plots were used to design a 
control system. It was shown that a proportional controller could stabilize 
the system if adequately large gains could be used. However, it would still 
suffer from poor phase margin. The use of a lead compensator together with 
proportional feedback ensures both adequate phase and gain margins and 
good performance. Another important result presented in the chapter was 
that by increasing the look-ahead distance at which lateral position 
measurement is made, a simple lag compensator would be adequate at 
providing good performance and robustness. 

NOMENCLATURE 

el lateral position error with respect to road 

e2 yaw angle error with respect to road 

A ,  B,, B2 matrices used in linear state space model for lateral 

dynamics 
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steering wheel angle 

turn radius of vehicle or radius of road 

feedback gain matrix for state feedback controller 

feedforward steering angle 

steady state steering angle 

steady state yaw angle error 

understeer gradient 

steady state tracking errors on a curve 

lateral tire force 

lateral tire force on front tires 

lateral tire force on rear tires 

longitudinal velocity at c.g. of vehicle 

lateral velocity at c.g. of vehicle 

total mass of vehicle 

yaw moment of inertia of vehicle 

longitudinal distance from c.g, to front tires 

longitudinal distance from c.g. to rear tires 

total wheel base ( &  + t r  ) 

yaw angle of vehicle in global axes 

yaw rate of vehicle 

global axes 

slip angle at front tires 

slip angle at rear tires 

cornering stiffness of tire 

normal force on tire 

tire-road friction coefficient 

desired yaw rate from road 
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slip angle at vehicle c.g. (center of gravity) 

velocity angle (angle of velocity vector with longitudinal 

axis) 

velocity angle at front wheels 

evi+ velocity angle at rear wheels 

@ road bank angle 

Y angle subtended by vehicle at center of circular vehicle path 

'mi" minimum longitudinal velocity 

vmax maximum longitudinal velocity 

P matrix used in Lyapunov function candidate 

4 look-ahead distance for lateral position measurement 

P(s)  , C ( s )  plant and controller in unity feedback loop 

rs ,PC contours used for Nyquist plot 
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Chapter 4 

LONGITUDINAL VEHICLE DYNAMICS 

The control of longitudinal vehicle motion has been pursued at many 
different levels by researchers and automotive manufacturers. Common 
systems involving longitudinal control available on today's passenger cars 
include cruise control, anti-lock brake systems and traction control systems. 
Other advanced longitudinal control systems that have been the topic of 
intense research include radar-based collision avoidance systems, adaptive 
cruise control systems, individual wheel torque control with active 
differentials and longitudinal control systems for the operation of vehicles in 
platoons on automated highway systems. 

This chapter presents dynamic models for the longitudinal motion of the 
vehicle. The two major elements of the longitudinal vehicle model are the 
vehicle dynamics and the powertrain dynamics. The vehicle dynamics are 
influenced by longitudinal tire forces, aerodynamic drag forces, rolling 
resistance forces and gravitational forces. Models for these forces are 
discussed in section 4.1. The longitudinal powertrain system of the vehicle 
consists of the internal combustion engine, the torque converter, the 
transmission and the wheels. Models for these components are discussed in 
section 4.2. 

4.1 LONGITUDINAL VEHICLE DYNAMICS 

Consider a vehicle moving on an inclined road as shown in Figure 4-1. 
The external longitudinal forces acting on the vehicle include aerodynamic 
drag forces, gravitational forces, longitudinal tire forces and rolling 
resistance forces. These forces are described in detail in the sub-sections 
that follow. 
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Figure 4-1. Longitudinal forces acting on a vehicle moving on an inclined road 

A force balance along the vehicle longitudinal axis yields 

where 

Fxf is the longitudinal tire force at the front tires 

Fx, is the longitudinal tire force at the rear tires 

Fa,, is the equivalent longitudinal aerodynamic drag force 

Rd is the force due to rolling resistance at the front tires 

Rxr is the force due to rolling resistance at the rear tires 

m is the mass of the vehicle 

g is the acceleration due to gravity 

6 is the angle of inclination of the road on which the vehicle is 

traveling 

The angle 6 is defined to be positive clockwise when the longitudinal 
direction of motion x is towards the left (as in Figure 4-1). It is defined to 
be positive counter clockwise when the longitudinal direction of motion x is 
towards the right. 



4. Longitudinal Vehicle Dynamics 

4.1.1 Aerodynamic drag force 

The equivalent aerodynamic drag force on a vehicle can be represented 
as 

where p is the mass density of air, Cd is the aerodynamic drag coefficient, 

AF is the frontal area of the vehicle, which is the projected area of the 

vehicle in the direction of travel, V, = x is the longitudinal vehicle velocity, 

Vwind is the wind velocity (positive for a headwind and negative for a 

tailwind). 

Atmospheric conditions affect air density p and hence can significantly 
affect aerodynamic drag. The commonly used standard set of conditions to 
which all aerodynamic test data are referred to are a temperature of 15 
0 C and a barometric pressure of 101.32 kPa (Wong, 2001). The 

3 corresponding mass density of air p may be taken as 1.225 kg 1 m . 

The frontal area AF is in the range of 79-84 % of the area calculated 
from the vehicle width and height for passenger cars (Wang, 2001). 
According to Wang, 2001, the following relationship between vehicle mass 
and frontal area can be used for passenger cars with mass in the range of 
800-2000 kg: 

The aerodynamic drag coefficient Cd can be roughly determined from a 

coast-down test (White and Korst, 1972). In a coast down test, the throttle 
angle is kept at zero and the vehicle is allowed to slow under the effects of 
aerodynamic drag and rolling resistance. Since there is neither braking nor 
throttle angle inputs, the longitudinal tire force under these conditions is 



98 Chapter 4 

small and can be assumed to be zero. The road is assumed to be level with 
0 = 0 and the wind velocity V,,, is assumed to be zero. 

Under these conditions, the longitudinal dynamics equation can be re- 
written as 

Integrating equation (4.3, assuming an initial longitudinal velocity of 
V,, one obtains (White and Korst, 1972) 

Let the total time for the vehicle to coast-down to a stop be t = T . 
Then, non-dimensionalizing using the parameter 

yields 
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In equation (4.8), Vx and t can be measured and the initial velocity V, 
is known. Equation (4.8) represents a one-parameter family, in P ,  of 

v x  curves in which non-dimensional velocity - can be plotted against non- 
V" 

t 
dimensional time -. From such a plot, the value of P for a particular 

T 
vehicle can be obtained. 

Once p has been obtained from equation (4.8), then the following 
algebraic expressions can be used to calculate the rolling resistance and drag 
coefficient (White and Korst, 1972): 

Vom tan-' (p) 
R, = 

pr 

These algebraic expressions are obtained by substitution of the final and 
initial values of time and velocity in equation (4.6) (White and Korst, 1972). 

4.1.2 Longitudinal tire force 

The longitudinal tire forces Fxf and Fxr are friction forces from the 

ground that act on the tires. 

Experimental results have established that the longitudinal tire force 
generated by each tire depends on 
a) the slip ratio (defined below), 
b) the normal load on the tire and 
c) the friction coefficient of the tire-road interface. 

The vertical force on a tire is called the tire normal load. The normal 
load on a tire 
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a) comes from a portion of the weight of the vehicle 
b) is influenced by fore-aft location of the c.g., vehicle longitudinal 

acceleration, aerodynamic drag forces and grade of the road. 
Section 4.1.5 describes calculation of the tire normal loads. 

Slip Ratio 

The difference between the actual longitudinal velocity at the axle of the 
wheel Vx and the equivalent rotational velocity rflw,,, of the tire is called 

longitudinal slip. In other words, longitudinal slip is equal to rflw,,, - Vx. 
Longitudinal slip ratio is defined as 

An explanation of 

during braking (4.1 1) 

during acceleration (4.12) 

why longitudinal tire force depends on the slip ratio is 
provided in section 4.1.3. A more complete understanding of the influence 
of all three variables - slip ratio, normal force and tire-road friction 
coefficient - on tire force can be obtained by reading Chapter 13 of this 
book. 

If the fiction coefficient of the tire-road interface is assumed to be 1 and 
the normal force is assumed to be a constant, the typical variation of 
longitudinal tire force as a function of the slip ratio is shown in Figure 4-2. 

As can be seen from the figure, in the case where longitudinal slip ratio is 
small (typically less than 0.1 on dry surface), as it is during normal driving, 
the longitudinal tire force is found to be proportional to the slip ratio. The 
tire force in this small-slip region can then be modeled as 
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where C, and C,, are called the longitudinal tire stiffness parameters of 

the front and rear tires respectively. 

-2000 

(braking) 

-4000 I I I 
I I I I I 

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 
slip ratio 

Figure 4-2. Longitudinal tire force as a function of slip ratio 

If the longitudinal slip ratio is not small or if the road is slippery, then a 
nonlinear tire model needs to be used to calculate the longitudinal tire force. 
The Pacejka "Magic Formula" model or the Dugoff tire model can be used 
to model tire forces in this case (Pacejka and Bakker, 1993, Pacejka, 1996 
and Dugoff, et. al., 1969). These models are discussed in detail in Chapter 
13 of this book. 

4.1.3 Why does longitudinal tire force depend on slip ? 

A rough explanation of why the longitudinal tire force depends on slip 
ratio can be seen from Figure 4-3. 



Chapter 4 

The lower portion of Figure 4-3 shows a schematic representation of 
deformation of the tread elements of the tire. The tread elements are 
modeled as a series of independent springs that undergo longitudinal 
deformation and resist with a constant longitudinal stiffness. Such a model 
of the tire is called a "brush" model or an "elastic foundation" model 
(Pacej ka, 1991, Dixon, 1991 ). 

Let the longitudinal velocity of the wheel be Vxand its rotational 

velocity be u,. Then the net velocity at the treads, as shown in Figure 4-3 

The tire on a vehicle deforms due to the normal load on it and makes 
contact with the road over a non-zero footprint area called the contact patch 
(see Figure 13-1 of this book). 

First, consider the case where the wheel is a driving wheel, for example, 
the front wheels in a front-wheel drive vehicle. In this case, since the wheel 
is a driving wheel, reffa,  > V, . Hence the net velocity of the treads is in a 

direction opposite to that of the longitudinal velocity of the vehicle. Assume 
that the slip Y , ~ U ,  - V, is small. Then there is a region of the contact patch 

where the tread elements do not slide with respect to the ground (called the 
"static region" in Figure 4-3). As the tire rotates and a tread element enters 
the contact patch, its tip which is in contact with the ground must have zero 
velocity. This is because there is no sliding in the static region of the contact 
patch. The top of the tread element moves with a velocity of Ru, -Vx . 
Hence the tread element will bend forward as shown in Figure 4-3 and the 
bending will be in the direction of the longitudinal direction of motion of the 
vehicle. The maximum bending deflection of the tread is proportional to the 
slip velocity reflu, - V, and to the time duration for which the tread element 

remains in the contact patch. The time duration in the contact patch is 
inversely proportional to the rotational velocity r&UW. Hence the maximum 

deflection of the tread element is proportional to the ratio of slip to absolute 

velocity i.e. proportional to the slip ratio < f f  u w  - v x  

ref Uw 



4. Longitudinal Vehicle Dynamics 103 

Direction of longitudinal motion 

bristles in brush model for tire \ 

-- . .. -- . .. - : end of contact 
patch patch 

- 7 . -  -7. 

f static region : sliding region 

Figure 4-3. Longitudinal force in a driving wheel 

Thus the net longitudinal force on the tires from the ground is in the 
forward direction in the case of a driving wheel and is proportional to the 
slip ratio of the wheel. 

In the case where the tire is on a driven wheel, the longitudinal velocity 
is greater than the rotational velocity (V, > <fl~,,,). In this case the net 

velocity at the treads is in the forward direction and hence the bristles on the 
tire will bend backwards. Hence the tire force on the driven wheel is in a 
direction opposite to that of the vehicle's longitudinal velocity. Again, for 
small slip ratio, the tire force will be proportional to slip ratio. 
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4.1.4 Rolling resistance 

As the tire rotates, both the tire and the road are subject to deformation in 
the contact patch. The road is of course much stiffer and so its deformation 
can be neglected. But the tire is elastic and new material from the tire 
continuously enter the contact patch as the tire rotates. Due to the normal 
load, this material is deflected vertically as it goes through the contact patch 
and then springs back to its original shape after it leaves the contact patch. 
Due to the internal damping of the tire material, the energy spent in 
deforming the tire material is not completely recovered when the material 
returns to its original shape. This loss of energy can be represented by a 
force on the tires called the rolling resistance that acts to oppose the motion 
of the vehicle. 

The loss of energy in tire deformation also results in a non-symmetric 
distribution of the normal tire load over the contact patch. When the tires 
are static (not rotating), then the distribution of the normal load F, in the 
contact patch is symmetric with respect to the center of the contact patch. 
However, when the tires are rotating, the normal load distribution is non- 
symmetric, as shown in Figure 4-4. 

Imagine the tire being represented by a series of independent springs 
which resist vertical deformation, as shown in Figure 4-4. As each spring 
element enters the contact patch, it undergoes vertical deformation. The 
vertical deformation of the spring reaches its maximum at the center of the 
contact patch and goes back to zero at the end of the contact patch. If these 
springs were purely elastic and had no viscous dissipation, then the normal 
load on the contact patch would be symmetric. But, due to viscous 
dissipation, the force required to compress the springs in the first half of the 
contact patch is not fully recovered in the second half of the contact patch. 
Hence the normal load is not symmetric but is larger in the forward half of 
the contact patch. This asymmetric normal load distribution is shown in 
Figure 4-4. 

Hence, when the tires are rotating, the resultant normal load F, moves 
forward by a distance A x ,  as shown in Figure 4-5. 
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tire 

Figure 4-4. Asymmetric normal load distribution on the contact patch 

Typically, the rolling resistance is modeled as being roughly proportional 
to the normal force on each set of tires i.e. 

where f is the rolling resistance coefficient. To see why this 
approximation is made for the rolling resistance force, consider the action of 
the normal load and rolling resistance forces shown in Figure 4-5. 

The moment F,(hx) due to the offset normal load is balanced by the 

moment due to the rolling resistance force Rxrs,, , where r,,, is the 

statically loaded radius of the tire. Hence 
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(4.16) 

The variableh is not easily measured and therefore R, is simply 

modeled as being proportional to Fz with a proportionality constant f . 

Not rotating Rotating 

Figure 4-5. Description of rolling resistance 

The value of the rolling resistance coefficient f varies in the range 0.01 
to 0.04. A value of 0.015 is typical for passenger cars with radial tires 
(Wong, 2001). 

4.1.5 Calculation of normal tire forces 

In addition to the total weight of the vehicle, the normal load on the tires 
is influenced by 
a) fore-aft location of the c.g. 
b) longitudinal acceleration of the vehicle 
c) aerodynamic drag forces on the vehicle 
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d) grade (inclination) of the road 

Figure 4-6. Calculation of normal tire loads 

The normal force distribution on the tires can be determined by assuming 
that the net pitch torque on the vehicle is zero. In other words, the pitch 
angle of the vehicle is assumed to have reached a steady state value. Define 
the following variables 

h the height of the c.g. of the vehicle 

h,,, the height of the location at which the equivalent aerodynamic 

force acts 

9 the longitudinal distance of the front axle from the c.g. of the 

vehicle 

1 ,  the longitudinal distance of the rear axle from the c.g. of the 

vehicle 

re~~p the effective radius of the tires 

Taking moments about the contact point of the rear tire in Figure 4-6 

Fd (% + " ) + Faero ha,, + mxh + mgh sin(@ - mg! , cos(8) = 0 
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Solving for Fd yields 

- Faerohaero - mih - mgh sin(8) + mg! , cos(8) 
F$ = 

Q + J r  

Chapter 4 

Taking moments about the contact point of the front tire 

F,, (! f + ! , ) - Fa,, ha,, - mxh - mgh sin(8) - mg! cos(8) = 0 

Solving for F,, yields 

Fa,, ha,, + mih + mgh sin(8) + mg! cos(0) 
Fzr = 

Q + + " r  

Hence, as the vehicle accelerates, the normal load on the front tires 
decreases whereas the normal load on the rear tires increases. 

4.1.6 Calculation of effective tire radius 

The effective tire radius refl is the value of the radius which relates the 

rotational angular velocity of the wheel ww to the linear longitudinal 

velocity of the wheel Ve8 as it moves through the contact patch of the tire 

with the ground. 

If the rotational speed of the wheel is ww , the linear equivalent of the 

rotational speed of the tire is Ve8 = re8ww (Kiencke and Nielsen, 2000). 
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Figure 4-7. Calculation of effective tire radius 

As shown in Figure 4-7, let 2a be the longitudinal length of the contact 
patch and q3 be the angle made by the radial line joining the center of the 
wheel to the end of the contact patch. Let t be the duration of time taken by 
an element of the tire to move through half the contact patch. Then 
(Kiencke and Nielsen, 2000) 

At the same time, the rotational speed of the wheel is 

Hence 
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The static tire radius is the difference between the undeformed radius of 

the tire rw and the static vertical deflection of the tire: 

where k, is the vertical tire stiffness. 

From the geometric relationships seen in Figure 4-7 

rs,, = rw cos($) 

a = rw sin($) 

Hence the effective tire radius is given by 

Note that since and that since 
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4.2 DRIVELINE DYNAMICS 

In the previous section, we saw that the longitudinal motion equation for 
the vehicle is of the type 

mx = Fd + Fxr - Rd - Rxr - Fa,, - mg sin(@ (4.27) 

where Fd and F,, are the longitudinal tire forces. The longitudinal tire 

forces on the driving wheels are the primary forces that help the vehicle 
move forward. These forces depend on the difference between the rotational 
wheel velocity refluwand the vehicle longitudinal velocity x . The wheel 

rotational velocity U, is highly influenced by the driveline dynamics of the 

vehicle. The major components of a driveline are shown in Figure 4-8 
below. The flow of power and the direction of loads on the components is 
shown in Figure 4-9. 

h 
Wheel 

I 
r 

Figure 4-8. Components of a front-wheel drive vehicle powertrain 
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Torque 

Converte 

- 
Wheels 

Power - 
Load 4--- 

Figure 4-9. Power flow and loads in vehicle drivetrain 

4.2.1 Torque converter 

The torque converter is a type of fluid coupling that connects the engine 
to the transmission. If the engine is turning slowly, such as when the car is 
idling at a stoplight, the amount of torque passed through the torque 
converter is very small, so keeping the car still requires only a light pressure 
on the brake pedal. 

In addition to allowing the car come to a complete stop without stalling 
the engine, the torque converter gives the car more torque when it 
accelerates out of a stop. Modern torque converters can multiply the torque 
of the engine by two to three times. This effect only happens when the 
engine is turning much faster than the transmission. At higher speeds, the 
transmission catches up to the engine, eventually moving at almost the same 
speed. Ideally, though, the transmission should move at exactly the same 
speed as the engine, because the difference in speed wastes power. To 
counter this effect, many cars have a torque converter with a lockup clutch. 
When the two halves of the torque converter get up to speed, this clutch 
locks them together, eliminating the slippage and improving efficiency. 

The torque converter is typically unlocked as soon as the driver removes 
his/ her foot from the accelerator pedal and steps on the brakes. This allows 
the engine to keep running even if the driver brakes to slow the wheels 
down. 

The major components of the torque converter are a pump, a turbine and 
the transmission fluid. The fins that make up the pump of the torque 
converter are attached to the flywheel of the engine. The pump therefore 
turns at the same speed as the engine. The turbine is connected to the 
transmission and causes the transmission to spin at the same speed as the 
turbine, this basically moves the car. The coupling between the turbine and 
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the pump is through the transmission fluid. Torque is transmitted from the 
pump to the turbine of the torque converter. 

Torque converter modeling (both physically based and input-output data 
based) has been studied by various researchers (see, for example, Kotwicki, 
1982, Tugcu, et. al., 1986, Runde, 1986). The static model of Kotwicki 
(1982) is desirable for control because of its simplicity. It has a reasonable 
agreement with experimental data for a fairly wide range of operating 
conditions. This model is a quadratic regression fit of the data from a simple 
experiment, which involves measuring only the input and output speeds and 
torques of the torque converter. For the torque converter in Kotwicki 
(1982), the model expressions are as outlined below. 

Let Tp and T, be pump and turbine torques and wp (= we ) and wt be 

pump and turbine speeds. For converter mode (i.e, w, 1 wp < 0.9 ), the 

pump and turbine torques are given by 

For fluid coupling mode (i.e, wt 1 wp 2 0.9 ), the pump and turbine 

torques are given by 

The above equations assume SI units. 

The input-output schematic of the torque converter model is shown 
below in Figure 4-10. 
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Figure 4-10. Schematic of torque converter model 

When the torque converter is locked, as in the third or higher gears, the 
pump torque is equal to the turbine torque. The pump torque can be 
calculated in this case by calculating the load on the engine from the wheels 
and the transmission. This calculation is shown in section 5.5.1. 

4.2.2 Transmission dynamics 

Let R be the gear ratio of the transmission. The value of R depends on 
the operating gear and includes the final gear reduction in the differential. In 
general, R < 1 and increases as the gear shifts upwards. 

The schematic of the transmission model is shown in Figure 4-1 1. The 
turbine torque T, is the input torque to the transmission. Let the torque 

transmitted to the wheels be Twheels. At steady state operation under the 

first, second or higher gears of the transmission, the torque transmitted to the 
wheels is 

The relation between the transmission and wheel speeds is 
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(Inclualng final i - drive reduction ) !- 
(01 m I? 

Figure 4-1 1. Schematic of transmission model 

The steady state gear ratio R depends on the operating gear. The 
operating gear is determined by a gear shift schedule that depends on both 
the transmission shaft speed and the throttle opening (with fully open throttle 
angle being counted as 90 degrees). Figure 4-12 shows example up shift and 
down shift schedules for a 5-speed automatic transmission. Note that the up- 
shift for each gear change occurs at higher speeds as the throttle angle input 
from the driver is higher (i.e. the driver is demanding higher torque). 

upshift 
6000 I I I I I I I I 

I I I I I I I I 

I 
. -. . - - . . - .- -- - - 

01 I I I I I I I 

10 20 30 40 50 60 70 80 90 
throttle (degrees) 

down-shift 

Figure 4-12. Example up shift and down shift schedules for an automatic transmission 
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Equations describing the dynamics during a gear change are complex and 
can be found in Cho and Hedrick, 1989. An alternative is to replace 
equations (4.31) and (4.32) by the following 1" order equations during a 
gear change: 

Equations (4.33) is initialized with Twheel = 0 at the instant that the gear 

change is initiated. R is the gear ratio at the new gear into which the 
1 

transmission shifts. w, is initialized at - ww where Rold is the old 
Rold 

gear ratio. 

The gear change is assumed to be complete when Twheel and Wt 

1 w w  
converge to -T, and - within a threshold value. Once the gear change 

R R 
is complete, equations (4.31) and (4.32) can be used again to represent the 
transmission. 

4.2.3 Engine dynamics 

The engine rotational speed dynamics can be described by the equation 

rehe =Ti -Tf  -Ta -Tp (4.35) 
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where q is the engine combustion torque, Tf  are the torque frictional 

losses, T, is the accessory torque and Tp  is the pump torque and represents 

the load on the engine from the torque converter. 

Using the notation 

to represent the net engine torque after losses, we have 

The net engine torque Te depends on the dynamics in the intake and 
exhaust manifold of the engine and on the accelerator input from the driver. 
Engine models are discussed in Chapter 9 for both SI and diesel engines and 
describe how Te can be calculated. Tp  is pump torque and is obtained 

from equations (4.28) and (4.30) of the torque converter. 

The input-output schematic of the engine inertia model is shown in 
Figure 4- 13. 

TP 
T e  Engine , - inertia dynamics - 

me 

Figure 4-13. Schematic of engine inertia model 
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4.2.4 Wheel Dynamics 

Chapter 4 

For the driving wheels (for example, the front wheels in a front-wheel 
driven car), the dynamic equation for the wheel rotational dynamics is 

where wwf , Twheel and reff have been defined earlier and Fnf is the 

longitudinal tire force from the front wheels. 

For the non-driven wheels 

where Fxr is the longitudinal tire force from the rear wheels. 

1 wheel - C 

Figure 4-14. Schematic of wheel dynamics 

The total longitudinal tire force is given by 

Each of the two tire force terms Fg and Fxr is a function of the slip 

ratio at the front and rear wheels respectively (see section 4.1.2). For 
calculation of the slip ratio at the front wheels, wwf should be used, while 

for the calculation of the slip ratio at the rear wheels w,, should be used. 
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Table 4-1. Summary of longitudinal vehicle dynamic equations 

Primary Vehicle Dynamic Equation 

1 Front F$ = C@O$ where 
longitudinal 
tire force 

Og = Owf - j( during braking x 

Oxf = re8 u w f  - 
during acceleration 

ref~@wf 

2 Rear Fx, = C o r ~ x r  where 
longitudinal 
tire force re' @wr - x 

OX, = during braking x 

r e f  @wr - x 
O x r  = during acceleration 

O w r  
A -  , - -  ,.-,. .,*> -. " . -  - 

3 kolling Rg + R x r  = f ( F d ' + ~ , )  
resistance 

where the front normal tire force is 

and the rear normal tire force is 

Fa,, ha,, + m2h + mgh sin(6) + mg! cos(6) 
Fzr  = 

l f  + J r  

4 Aerodynamic 1 
drag force Fm = - P C , A , ( ~ + V ~ ~ , ) ~  2 
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CHAPTER SUMMARY 

This chapter presented dynamic equations for the longitudinal motion of 
the vehicle. The two major elements of the longitudinal dynamic model 
were the vehicle dynamics and the driveline dynamics. 

The vehicle dynamic equations were strongly influenced by longitudinal 
tire forces, aerodynamic drag forces, rolling resistance forces and 
gravitational forces. These forces were discussed in detail and mathematical 
models for each of these forces were described. 

The longitudinal driveline system of the vehicle consisted of the internal 
combustion engine, the torque converter, the transmission and the wheels. 
Dynamic models for these components were discussed. 

NOMENCLATURE 

longitudinal tire force at the front tires 

longitudinal tire force at the rear tires 

equivalent longitudinal aerodynamic drag force 

force due to rolling resistance at the front tires 

force due to rolling resistance at the rear tires 

mass of the vehicle 

acceleration due to gravity 

angle of inclination of the road on which the vehicle is 

traveling 

angular velocity of wheel 

effective radius of rotating tire 

static radius of tire 

radius of undeformed tire 

normal load on tire 

longitudinal distance from center of contact patch at which 

equivalent normal load acts 
half-length of contact patch 
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subtended half-angle of contact patch 

longitudinal vehicle velocity 

wind velocity 

effective linear velocity of rotating tire (=reff w,) 

mass density of air 

aerodynamic drag coefficient 

frontal area of the vehicle 

parameter related to aerodynamic drag coefficient calculation 

slip ratio 

height of c.g. of vehicle 

height at which equivalent aerodynamic drag force acts 

the longitudinal distance of the front axle from the c.g. of the 

vehicle 

the longitudinal distance of the rear axle from the c.g. of the 

vehicle 

rotational engine speed 

angular speed of turbine on torque converter 

pump torque 

turbine torque 

torque transmitted to the wheels 

angular speed of wheel 

time constant in gear change dynamics 

gear ratio 

engine inertia 

net engine torque after losses 

angular speed of front and rear wheels respectively 
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INTRODUCTION TO LONGITUDINAL 
CONTROL 

INTRODUCTION 

The term "longitudinal controller" is typically used in referring to any 
control system that controls the longitudinal motion of the vehicle, for 
example, its longitudinal velocity, acceleration or its longitudinal distance 
from another preceding vehicle in the same lane on the highway. The 
throttle and brakes are the actuators used to implement longitudinal control. 

A very familiar example of longitudinal control is the standard cruise 
control system available on most vehicles today. With a standard cruise 
control system, the driver sets a constant desired speed at which helshe 
would like the vehicle to travel. The cruise control system then 
automatically controls the throttle to maintain the desired speed. It is the 
driver's responsibility to ensure that the vehicle can indeed safely travel at 
that speed on the highway. If there happens to appear a preceding vehicle on 
the highway that is traveling at a slower speed or is too close to the ego 
vehicle, the driver must take action and if necessary apply brakes. 
Application of the brakes automatically disengages the cruise control system 
and returns control of the throttle to the driver. 

The following examples describe other types of advanced longitudinal 
control systems. 
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5.1.1 Adaptive cruise control 

An adaptive cruise control (ACC) system is an extension of the standard 
cruise control system. An ACC equipped vehicle has a radar or other 
sensor that measures the distance to other preceding vehicles (downstream 
vehicles) on the highway. In the absence of preceding vehicles, the ACC 
vehicle travels at a user-set speed, much like a standard cruise controlled 
vehicle. However, if a preceding vehicle is detected on the highway by the 
vehicle's radar, the ACC system determines whether or not the vehicle can 
continue to travel safely at the desired speed. If the preceding vehicle is too 
close or traveling too slowly, then the ACC system switches from speed 
control to spacing control (see Figure 5-1). In spacing control, the ACC 
vehicle controls the throttle and/ or brakes so as to maintain a desired 
spacing from the preceding vehicle. 

without preceding vehicle maintain constant speed 

with preceding vehicle 

radar 

Figure 5-1. Adaptive cruise control 

maintain sah distance 

An ACC systems is "autonomous" - it only uses on-board sensors such as 
radar to accomplish the task of maintaining the desired spacing. It does not 
depend on wireless communication or on cooperation from other vehicles on 
the highway. ACC systems were first introduced in Japan (Watanabe, et. al., 
1997) and Europe and are now available in the North American market 
(Fancher, et. al., 1997, Reichart, et. al., 1996 and Woll, 1997). The 2003 
Mercedes S-class and E-class passenger sedans come with the option of a 
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radar based Distronic adaptive cruise control system. The 2003 Lexus 
LS340 comes with an optional laser based adaptive cruise control system. 

The design of ACC systems is discussed in detail in Chapter 7. 

5.1.2 Collision avoidance 

Instead of an ACC system, some vehicles come equipped with a 
"collision avoidance" (CA) system. A collision avoidance system also 
operates like a standard cruise control system in the absence of preceding 
vehicles and maintains a constant desired speed. If a preceding vehicle 
appears and the CA system determines that the desired speed can no longer 
be safely maintained, then the CA system reduces the throttle andlor applies 
brakes so as to slow the vehicle down. In addition, a warning is provided to 
the driver indicating the presence of other vehicles which necessitate that he 
or she should take over longitudinal control. 

5.1.3 Automated highway systems 

A completely different paradigm of longitudinal control is the control of 
vehicles to travel together in a tightly spaced platoon in automated highway 
systems (AHS). Automated highway systems have been the subject of 
intense research and development by several research groups, most notably 
by the California PATH program at the University of California, Berkeley. 
In an AHS, the objective is to dramatically improve the traffic flow capacity 
on a highway by enabling vehicles to travel together in tightly spaced 
platoons. The system requires that only adequately instrumented fully 
automated vehicles be allowed on this special highway. Manually driven 
vehicles cannot be allowed to operate on such a highway. Figure 5-2 below 
shows a photograph of eight fully automated cars traveling together in a 
tightly spaced platoon during a demonstration conducted by California 
PATH in August 1997. More details on this experimental demonstration are 
described in section 7.9. Automated highway systems are the focus of 
detailed discussion in chapter 7. 
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Figure 5-2. Platoon of Buicks used in the NAHSC Demonstration 

5.2 BENEFITS OF LONGITUDINAL AUTOMATION 

The development of the longitudinal vehicle control systems described in 
the previous section has been fueled by a number of motivations, including 
the desire to enhance driver comfort and convenience, the desire to improve 
highway safety and the desire to develop solutions to alleviate the traffic 
congestion on highways. 

An ACC system provides enhanced driver comfort and convenience by 
allowing extended operation of the cruise control option even in the presence 
of other traffic. ACC systems and other automated systems in general are 
also expected to contribute towards increased safety on the highways. This 
is because statistics of highway accidents show that over 90% of accidents 
are caused by human error (United States DOT Report, 1992). Only a very 
small percentage of accidents are the result of vehicle equipment failure or 
even due to environmental conditions (like, for example, slippery roads). 
Since automated systems reduce driver burden and provide driver assistance, 
it is expected that the use of well-designed automated systems will certainly 
lead to reduced accidents. 
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+Very large 
-Large 

+ M e d i u m  
-Small 

1982 1984 1985 191 IS90 1932 1994 1996 1998 2010 

Year 

Figure 5-3. Growth in peak period travel time, 1982 to 2000 
(Source: Texas Transportation Institute Report, 2001) 

1982 1984 1986 1988 1990 1992 1991 19% 1938 2m0 
Year 

Figure 5-4. Growth in annual delay per peak road traveler, 1982 to 2000 
(Source: Texas Transportation Institute Report, 2001) 
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The development of automated highway systems has been the direct 
result of the motivation to address traffic congestion on highways. 
Congestion has been increasing steadily in the country's major metropolitan 
areas to an extent where two-thirds of all highway travel today is congested 
travel. Using both the Travel Time Index (Figure 5-3) and annual delay per 
peak traveler (Figure 5-4), congestion appears to be increasing in cities of all 
sizes (Texas Transportation Institute Report, 2001). It appears unlikely that 
the congestion problem will be solved in the foreseeable future by highway 
expansion. The increase in traffic every year outpaces the increase in 
capacity due to additional highway construction (Texas Transportation 
Institute Report, 2001). Thus highway congestion is only expected to 
worsen every year. The development of AHS is an attempt to use 
technology to address the traffic congestion issue. An AHS in which 
vehicles travel in closely packed platoons can provide a highway capacity 
that is three times the capacity of a typical highway (Varaiya, 1993). 

Having introduced the types of longitudinal control systems under 
development by various automotive researchers, we next move on to 
studying the technical details of designing longitudinal control systems. 

5.3 CRUISE CONTROL 

In a standard cruise control system, the speed of the vehicle is controlled 
to a desired value using the throttle control input. The longitudinal control 
system architecture for the cruise control vehicle will be designed to be 
hierarchical, with an upper level controller and a lower level controller as 
shown in Figure 5-5. 
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speed set point 

1 desired acceleration 

1 throttle input 

Figure 5-5. Structure o f  cruise control system 

The upper level controller determines the desired acceleration for the 
vehicle. The lower level controller determines the throttle input required to 
track the desired acceleration. Vehicle dynamic models, engine maps and 
nonlinear control synthesis techniques (Choi and Devlin, 1995a and 1995b, 
Hedrick et al, 1991, Hedrick, et. al., 1993) are used by the lower controller in 
calculating the real-time throttle input required to track the desired 
acceleration. 

In performance specifications for the design of the upper controller, it is 
necessary to specify that the steady state tracking error of the controller 
should be zero. In other words, the speed of the vehicle should converge to 
the desired speed set by the driver. Other desirable performance 
specifications might include zero overshoot and adequately fast rise time. 

As far as the upper level controller is concerned, the plant model used for 
control design is 
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where x is the longitudinal position of the vehicle measured from an inertial 
reference. This means that the upper controller uses desired acceleration as 
the control input. The actual acceleration of the vehicle is assumed to track 
the desired acceleration with a time constant z . 

As far as the lower level controller is concerned, the driveline dynamics 
discussed in chapter 4 and the engine dynamics discussed in chapter 9 
constitute the actual longitudinal vehicle model that must be utilized in 
control design. The lower level controller must ensure that the vehicle 
acceleration tracks the desired acceleration determined by the upper 
controller. 

Due to the finite bandwidth associated with the lower controller, the 
vehicle is expected to track its desired acceleration imperfectly. Thus there 
is a first order lag in the lower level controller performance and hence the 
use of the model equation (5.1) for the upper controller which incorporates a 
lag in tracking desired acceleration. 

This chapter assumes a lag of z = 0.5 for analysis and simulation. 

UPPER LEVEL CONTROLLER FOR CRUISE 
CONTROL 

A typical algorithm used for the upper controller is PI control using error 
in speed as the feedback signal: 

where Vref is the desired vehicle speed set by the user. 

Define the following reference position 

Here xdes( t )  is the position of an imagined reference vehicle that is 

traveling at the reference or desired speed. Then the upper controller can be 
rewritten as 
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~ d e s  = - k p  - ~ d e s  )- k~ ( X  - Xdes ) 

This is equivalent to inter-vehicle spacing control with x - xd,, being 

the spacing from a fictitious vehicle traveling at the desired reference speed. 

The unity feedback loop denoting this closed-loop system is shown 
below in Figure 5-6. 

Figure 5-6. Unity feedback loop for upper controller for cruise control 

As discussed previously, the plant model for the upper controller is the 
transfer function between desired acceleration and actual vehicle speed and 
is given by 

P ( s )  = 
1 

s ( a  + 1) 

The PI controller is 

ki C ( S )  = k p  + - 
S 

Hence the closed-loop transfer function is 
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A root locus of the feedback system is shown in Figure 5-7 for varying 
k  

k ,  with the ratio fixed at 4. A value of z = 0.5 was assumed for the 
ki 

system lag. Values of k ,  varying from 0 to 0.75 were used. It can be seen 

from Figure 5-7 that the closed system is stable for all non-zero k ,  . There 

is one closed-loop real pole and a pair of complex conjugate poles. For a 
value of k ,  = 0.75, the complex poles have a damping ratio of 0.87. If the 

value of k ,  is increased further beyond 0.75, the damping ratio of the 

complex poles decreases and the system becomes less damped. 

Root Locus 
0.5 1 I 

Real Axis 

Figure 5-7. Closed-loop transfer function with PI controller 

The Bode magnitude plot of the closed-loop transfer function is shown 
in Figure 5-8 for a value of k p  = 0.75. As seen in the figure, the resulting 

bandwidth of the closed-loop system is 0.2 Hz. 
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Figure 5-8. Closed-loop transfer function with PI controller 
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5.5 LOWER LEVEL CONTROLLER FOR CRUISE 
CONTROL 

I: 
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In the lower controller, the throttle input is calculated so as to track the 
desired acceleration determined by the upper controller. A simplified model 
of longitudinal vehicle dynamics can be used in the design of the lower level 
controller. This simplified model is typically based on the assumptions that 
the torque converter in the vehicle is locked and that there is zero-slip 
between the tires and the road (Hedrick, et. a]., 1991). These are very 
reasonable assumptions during cruise control because 

a) The cruise control system is typically engaged in gears 3 and 
higher where the torque converter is indeed locked. 

b) The tire slip is small since the longitudinal maneuvers involved in 
cruise control are very gentle. 

1 o - ~  1 o - ~  10.' 1 oO 
frequency (Hz) 

1 o - ~  16' lo-' 1 oO 
frequency (Hz) 

Using the above assumptions, the engine torque required to track the 
desired acceleration command is first calculated. This calculation is 
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described in section 5.5.1. Once the required engine torque has been 
obtained, engine maps and nonlinear control techniques are used to calculate 
the throttle input that will provide this required torque. 

5.5.1 Engine Torque Calculation for Desired Acceleration 

A model of the driveline dynamics was discussed in section 4.2 of this 
book and should be reviewed by the reader. Consider the case where the 
torque converter is locked (T, = T p ) ,  the transmission is in steady state (it 

is not undergoing a gear shift) and the longitudinal tire slip is negligible. In 
this case, the wheel speed ww is proportional to the engine speed we and 

related through the gear ratio R as follows 

uw = R u e  

and the transmission shaft speed is equal to the engine speed 

The longitudinal vehicle velocity is approximated by x = reff ww where 

reff is the effective tire radius and hence the longitudinal acceleration is 

The longitudinal vehicle equation is 

mx = F, - R, - Faem 

where F, is the total longitudinal tire force from all tires, R, is the rolling 

resistance force and Faem is the aerodynamic drag force. Using equation 

(5.1 I), this can be rewritten as 
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mRreff ci>, = F, - R, - Fa,, 

Hence 

F, = mRreff he + R, + Fa,, 

Substituting from equation (5.13) into the equation for the wheel 
rotational dynamics (4.38) 

Hence, the torque at the wheels required to produce the desired acceleration 

is 

Substituting from equation (5.15) into the equation for the transmission 

dynamics 

2 2 1, 4 = T - RTwheel = T - I ,  R 0, - mR reff 'he - Rreff Faero - Rreff R, 

Since w, = we and T, = T p ,  we have 

Hence the pump torque load on the engine is 

Substituting from equation (5.16) into the engine rotational dynamics 

equation (4.35) 
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2 2 = Tne, - ( I ,  + I w R  + m R  ref f2)he  - Rreff Fa,, - Rreff Rx 

Hence 

Since Fa,, is a quadratic function of vehicle velocity and can also be 

expressed in terms of a quadratic in w e ,  equation (5.16) represents a single 

first order 0.d.e. that describes the vehicle dynamics in the case where the 
torque converter is locked and the slip is assumed to be negligible. 

Substituting for Fmr0 as Faero = ca (re# R ~ , ) Z ,  the dynamics relating 

engine speed we to the pseudo-input "net combustion torque" Tnet can be 

modeled by the single first-order ode 

where J e  = I ,  + I ,  + (mreff + 1 , ) ~ ~  is the effective inertia reflected on 

the engine side. 

From equation (5.19), it is clear that if the net combustion torque is 
chosen as 



5. Introduction to Longitudinal Control 

then the acceleration of the car is equal to the desired acceleration defined by 
the upper level controller i.e. i = ides. 

5.5.2 Engine Control 

Once the required combustion torque is obtained from (5.20), the control 
law to calculate the throttle angle to provide this torque can be obtained by 
using engine dynamic models and applying nonlinear control synthesis 
techniques. Engine dynamic models for both SI and diesel engines and 
nonlinear control design to provide a desired engine torque are discussed in 
Chapter 9 of this book. 

ANTI-LOCK BRAKE SYSTEMS 

5.6.1 Motivation 

Anti-lock brake systems (ABS) were originally developed to prevent 
wheels from locking up during hard braking. Modern ABS systems not only 
try to prevent wheels from locking but also try to maximize the braking 
forces generated by the tires by preventing the longitudinal slip ratio from 
exceeding an optimum value. 

First, note that locking of the wheels reduces the braking forces 
generated by the tires and results in the vehicle taking a longer time to come 
to a stop. Further, locking of the front wheels prevents the driver from being 
able to steer the vehicle while it is coming to a stop. 

To understand the influence of longitudinal slip ratio on braking forces, 
consider the tire force characteristics shown in Figure 5-9. As seen in 
Figure 5-9, the magnitude of the tire longitudinal force typically increases 
linearly with slip ratio for small slip ratios. It reaches a maximum (peak) 
value typically at a slip ratio value between 0.1 and 0.15. At slip ratios 
beyond this value, the magnitude of tire force decreases and levels out to a 
constant value. 
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If the driver presses hard on the brakes, the wheels will slow down 
considerably faster than the vehicle slows down, resulting in a big slip ratio 
value. However, as described above, slip ratios higher than an optimum 
value actually result in reduced braking forces. The vehicle would take 
longer to come to a stop if the slip ratio exceeded the optimum value. The 
ABS solution then is to prevent excessive brake torque from being applied 
on the wheels, so that the slip ratio doesn't exceed the optimum value. This 
would also prevent or delay the wheels from locking up and increase 
steerability of the vehicle during braking. 

-4000 I 
I I I I 1 I 

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 
slip ratio 

Figure 5-9. Tire longitudinal force as a function of longitudinal slip ratio 

The following simulation plots demonstrate the negative consequences of 
very hard braking. Figures 5-10 and 5-1 1 show vehicle speed and slip ratio 
respectively during hard braking. As seen in Figure 5-1 1, the wheels lock 
during braking and result in a slip value of -1 within 1 second of the 
initiation of braking. As seen in Figure 5-10, while the wheels come to a 
stop in 1 second, the vehicle itself does not come to a stop and only reduces 
in speed from 30 rnls to 13 m/s in 12 seconds. 
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Figures 5-12 and 5-13 show slip ratio and vehicle speed during reduced 
braking designed to just prevent the wheels from locking up. As seen in 
Figure 5-12, the slip ratio is maintained at 0.09 which is close to the 
optimum value of 0.1. The wheels don't lock, as seen in Figure 5-13, thus 
allowing the vehicle to be steered. Further, the speed of the vehicle is 
reduced from 30 m/s to 2 m/s in 12 seconds. Thus a significantly greater 
reduction in vehicle speed is obtained by limiting the amount of braking 
torque applied to the wheels. 

solid: wheel dotted:whicle 

0 
0 2 4 6 8 10 12 

time (sec) 

Figure 5-10. Vehicle speed during hard braking (No ABS) 
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Figure 5-11. Slip Ratio during hard braking (No ABS) 

Figure 5-12. Slip Ratio with reduced braking (ABS) 
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Figure 5-13. Vehicle speed with reduced braking (ABS) 

5.6.2 ABS Functions 

The basic objective of the ABS is to either hold or release the braking 
pressure on the wheels if there is a danger of the wheels locking. At the 
same time, the ABS needs to re-permit application of the brakes again once 
the danger of locking has been averted. The ABS system could also hold or 
release the braking pressure in order to keep the slip ratio at the wheel from 
exceeding an optimum value. 

Depending on the number of wheels the ABS controls, ABS can be four 
channel four sensor, three channel three sensor or one channel one sensor. 
Each channel controlled by the ABS has a valve. Depending on the position 
of the valve, brake pressure on the wheel is held, released or controlled by 
the driver: 

When the valve is open, pressure from the master cylinder is passed right 
through to the brake. This allows the brake to be controlled by the driver, 
allowing the amount of brake pressure desired by the driver to be applied to 
the brake. 
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When the valve is closed or blocked, that brake is isolated from the 
master cylinder. This holds the brake pressure and prevents it from 
increasing even if the driver pushes the brake pedal harder. 

When the valve is in the release position, the pressure from the brake is 
released. In this position, not only is the brake isolated from any further 
braking actions of the driver, but the amount of braking pressure on the 
wheel is actively reduced. 

A major practical problem in ABS systems is that wheel slip cannot be 
measured with inexpensive sensors on a passenger vehicle. Often the only 
measurements available to the ABS system are measurements of the 
individual wheel speeds at the four wheels. Algorithms that utilize these 
wheel speed measurements to predict if the wheels will lock and to predict if 
the danger of locking has been averted have to be used. 

The process of determining whether or not the wheel is going to lock is 
called prediction. Prediction point slip is defined as the wheel slip at the 
instant the control unit predicts for the first time in a brake cycle that the 
wheel is going to lock. 

The process of determining whether or not the danger of locking has 
been averted is called reselection. Reselection point slip is defined as the 
wheel slip at the instant it is predicted for the first time in a brake cycle that 
the danger of locking is averted. 

5.6.3 Deceleration Threshold Based Algorithms 

One of the most common ABS algorithms is the deceleration threshold 
based algorithm (Bosch Automotive Handbook, 2000). The wheel 
deceleration signal is used to predict if the wheel is about to lock. Here 
wheel deceleration is defined as angular deceleration multiplied by effective 
tire radius. 

A common version of the deceleration threshold algorithm is summarized 
in Figures 5-14, 5-1 5, 5-16 and 5-17 (Kiencke and Nielsen, 2000 and Bosch 
Automotive Handbook, 2000). 

Let vR be the wheel deceleration defined as 
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where refl is the effective tire radius and w, is the angular wheel speed. 

Let a l ,  a 2 ,  a j  and a4 be acceleration threshold values, all defined to be 

positive with a2 > a, and a4 > ag . 

Pass through I 
Hold brake pressure 

Release brake pressure 

( acceleration 

deceleration 

Figure 5-14. Deceleration in the first cycle 

When the driver presses on the brake pedal, if the deceleration is less 
than al (i.e. if irR > -al) ,  then the driver's braking action is directly passed 

through to the brakes. When the deceleration exceeds al for the first time 

(i.e G R  < -al) ,  the driver's braking action is no longer directly passed 
through to the brakes. Instead the braking pressure is held constant at the 
pressure value achieved when the deceleration first exceeded a l .  If the 

wheel deceleration continues to increase further and exceeds the value a2 
(i.e. irR < -a2 ), then the braking pressure at the wheel is decreased. This 
will prevent the wheel from decelerating any further and could eventually 
result in the wheel gaining speed or accelerating. If the wheel deceleration 
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reduces to the value a2 (i.e. \iR > -a2 ), then the pressure drop is stopped. 

If the wheel deceleration drops below the value al (i.e. \iR > -al ), then the 
driver's braking action is once again directly passed through to the brakes. 
If the wheel actually starts accelerating, and the acceleration exceeds the 
relatively high threshold a 4 ,  then the braking pressure is actually increased 
beyond that dictated by the driver's actions, so as to prevent the wheel from 
over acceleration. In this case, when the wheel's acceleration drops to the 
value below a3 (i.e. itR < a 3 ) ,  the driver's braking action are again passed 

through to the brakes. When the wheel deceleration goes below al 
( \iR < -al ) again the second cycle starts. Running through such cycles, the 
wheels are prevented from locking and the wheel rotational speed is kept in 
an area where wheel slip is close to that of the maximum friction coefficient. 
Note that a4 is a relatively high deceleration level. (much larger than a3). 

During the second braking cycle, the braking pressure is reduced right 
away when the deceleration first exceeds al (i.e, the phase of holding brake 

pressure constant between al and a2 is no longer done during the second 
braking cycle). In the first cycle, the short pressure holding phase is used for 
the filtering of disturbances. 

Figure 5- 14 and Figure 5- 15 summarize the deceleration threshold based 
algorithm during wheel deceleration. Figure 5-16 and Figure 5-17 
summarize the algorithm during wheel acceleration. 
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Figure 5-15. Deceleration in the second and subsequent cycles 

acceleration 

Increase brake pressure 

Pass through 1 _ 
deceleration 

Figure 5-16. Increasing acceleration 

acceleration 

Pass through 

Release brake pressure 

-a I 

deceleration 
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Figure 5-1 7. Decreasing acceleration 

acceleration 

In a modified version of this algorithm, during the first cycle, if the 
deceleration exceeds a1 and the wheel speed falls below a slip-switching 
threshold (determined based on the initial speed when braking first started), 
then the braking pressure is reduced. Thus the deceleration threshold a2 is 
not used in this modified algorithm. From the second braking cycle 
onwards, pressure is reduced right away when the deceleration first exceeds 
al (Bosch Automotive Handbook, 2000). 

a4 

fl3 

5.6.4 Other Logic Based ABS Control Systems 

Increase brake pressure 

Hold brake pressure 

Pass through 

deceleration 

A number of factors influence the working of the ABS system. These 
include 

The value of the tire-road friction coefficient, since it influences the 
range within which the wheel slip ratio should be maintained. 

The rate of application of the brake torque (brake dynamics). During the 
first cycle, this depends on how the driver of the vehicle presses the brake 
pedal. In the subsequent cycles, it depends on the pressure build 
characteristics of the modulator. 

Initial longitudinal velocity of the vehicle is also important, since it 
determines how quickly the vehicle can come to a stop. 
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The brake effort distribution from front to rear is also important 
The performance of the ABS system for variations in the above 

parameters is an important consideration in ABS system design. Many logic 
based ABS control systems have been developed and reported in literature to 
address performance in the presence of the above variations. 

The work by Guntur and Ouwerkerk, 1972 contains a good discussion of 
logic based ABS system design. It compares different logic controllers by 
evaluating their performance in simulations based on a mathematical vehicle 
model. In the simulations the authors vary three important parameters: rate 
of application of the brake, tire-road friction coefficients (i.e. different road 
conditions) and initial velocity of the vehicle. Different logic controllers are 
compared on the basis that, for variations in these parameters, the control 
unit should 
1. Not fail to indicate locking of the wheel 
2. Not make false predictions about locking of the wheel 
3. Maintain the wheel slip within the desired range 

Four different algorithms are evaluated in terms of their prediction of 
wheel lock. Based on their simulations results, the authors conclude that a 
compound condition consisting of two algorithms Ap and Bp results in the 

best performance (Guntur and Ouwerkerk, 1972). Method Ap sets a 

maximum threshold deceleration on the wheel speed, while method B p  sets 

another maximum threshold on the ratio of the deceleration of the wheel 
speed to the angular wheel speed. In the proposed compound condition, 
provision is made for an adaptive feature that changes the threshold values 
for initial velocities exceeding 35 d s .  For initial velocities lower than 35 
d s ,  a static threshold algorithm is found to be adequate. In considering the 
suitability of methods for the prediction point, the authors allow locking of 
the rear wheels as long as it does not cause instability of the vehicle. 

Eight different algorithms are evaluated in the same paper in terms of 
their identification of the reselection point (Guntur and Ouwerkerk, 1972). 
The authors found that a compound condition consisting of methods A, ,  D, 
and F, gives a good estimation of the reselection point. Method A, is a 
fixed time delay condition which ensures the reapplication of the brake after a 
certain fixed time lapse after each time the brake is released. Method D, is a 
variable condition on the desired angular velocity. The angular velocity of 
the wheel at the point of initial braking in the first cycle, or the corresponding 
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signal at the point of reapplication in a subsequent cycle, is stored and the 
desired angular velocity is assumed to be proportional to this value. This 
method is used to ensure that the driver of the vehicle can conveniently 
influence the performance of the anti-skid system by interrupting a given 
braking maneuver. Method F,. reapplies the brakes whenever a threshold on 
the ratio of the deceleration of the wheel speed to the angular wheel speed is 
exceeded. It is added to improve the braking effectiveness at low vehicle 
speed, and also render the anti-skid system inoperative at very low speed. 
The compound reselection condition devised by the authors does not 
incorporate an adaptive feature like the one used for the prediction point 
condition. 

Recent Research Publications on ABS 

The development of ABS algorithms continues be an active area of 
research. Many research papers have concentrated on the development of 
algorithms that can ensure that a desired wheel slip ratio is tracked at the 
wheels. Detailed dynamic models of the wheel, tire, vehicle and the 
hydraulic system are used and the resulting system model is nonlinear. 
Nonlinear control system techniques are often used to ensure tracking of a 
desired wheel slip ratio. The measurable states of the system are the 
hydraulic pressure and the wheel speed. The fact that the vehicle absolute 
velocity cannot be measured means that the slip ratio itself cannot be 
measured. It must be estimated from a observer and this constitutes a very 
challenging problem. Accounting for changes in road surface conditions in 
the dynamic tire model (e.g. low friction coefficient on a slippery road) is an 
additional difficulty. Interesting research papers in this area include Unsal 
and Kachroo (1999) and Drakunov, et. al. (1995). 

CHAPTER SUMMARY 

This chapter provided an introduction to several longitudinal control 
systems, including standard cruise control, adaptive cruise control, collision 
avoidance, longitudinal control for operation of vehicles in platoons and anti 
lock brake systems. Control system design for standard cruise control and 
anti lock brake systems were discussed in detail. Chapter 6 will next provide 
a detailed discussion of adaptive cruise control while Chapter 7 will discuss 
longitudinal control for operation of vehicles in platoons. 
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NOMENCLATURE 

longitudinal position of the vehicle from an inertial 

reference 

longitudinal velocity of the vehicle 

imaginary longitudinal position of a vehicle traveling with 

the reference speed 

desired vehicle speed set by the driver 

gains used in PI controller for cruise control 

time constant for lag in tracking desired acceleration 

net combustion torque of the engine 

brake torque 

torque to the drive wheels 

pump torque 

engine angular speed 

wheel angular speed 

turbine angular speed 

aerodynamic drag coefficient 

gear ratio 

effective tire radius 

rolling resistance of the tires 

total longitudinal tire force 

aerodynamic drag force 

engine moment of inertia 

transmission shaft moment of inertia 

wheel moment of inertia 

engine moment of inertia 

effective inertia reflected on the engine side 
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m vehicle mass 

VR equivalent linear velocity of rotating wheel 

al , a2,  a3,  a4 acceleration thresholds used in ABS algorithm 
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ADAPTIVE CRUISE CONTROL 

INTRODUCTION 

An adaptive cruise control (ACC) system is an extension of the standard 
cruise control system. An ACC equipped vehicle has a radar or other 
sensor that measures the distance to other preceding vehicles (downstream 
vehicles) on the highway. In the absence of preceding vehicles, the ACC 
vehicle travels at a user-set speed, much like a vehicle with a standard cruise 
control system (see Figure 6-1). However, if a preceding vehicle is detected 
on the highway by the vehicle's radar, the ACC system determines whether 
or not the vehicle can continue to travel safely at the desired speed. If the 
preceding vehicle is too close or traveling too slowly, then the ACC system 
switches from speed control to spacing control. In spacing control, the ACC 
vehicle controls both the throttle and brakes so as to maintain a desired 
spacing from the preceding vehicle. 

An ACC system is "autonomous" - it does not depend on wireless 
communication or on cooperation from other vehicles on the highway. It 
only uses on-board sensors such as radar to accomplish the task of 
maintaining the desired spacing from the preceding vehicle. The first- 
generation ACC systems were first introduced in Japan (Watanabe, et. al., 
1997) and Europe and are now available in the North American market 
(Fancher, et. al., 1997, Reichart, et. al., 1996 and Woll, 1997). The 2003 
Mercedes S-class and E-class passenger sedans come with the option of a 
radar based Distronic adaptive cruise control system. The 2003 Lexus 
LS340 comes with an optional laser based adaptive cruise control system. 
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without preceding vehicle 

with preceding vehicle 

maintain constant speed 

maintain safe distance 

radar 

Figure 6-1. Adaptive cruise control 

An ACC system provides enhanced driver comfort and convenience by 
allowing extended operation of the cruise control option even in the presence 
of other traffic. ACC systems can also possibly contribute towards increased 
safety on the highways. This is because statistics of highway accidents show 
that over 90% of accidents are caused by human error (US Department of 
Transportation, 1992). Only a very small percentage of accidents are the 
result of equipment failure or even due to environmental conditions (like 
slippery roads). Since an ACC system potentially reduces driver burden and 
partially replaces driver operation with automated operation, it is expected 
that the adoption of ACC systems will potentially lead to reduced accidents. 

From the discussion above, it is clear that the ACC system will have two 
modes of steady state operation: 

1) speed control 
2) vehicle following (i.e. spacing control) 

Vehicle following is the topic of discussion in sections 6.2, 6.3, 6.4, 6.5 
and 6.6 in this chapter. Speed control has been discussed earlier in section 
5.3 of Chapter 5. 

The ACC system must also decide which type of steady state operation is 
to be used i.e. whether the vehicle should use speed control or vehicle 
following, based on real-time radar measurements of distance and relative 
velocity from any preceding vehicle. In addition, the controller must 
perform a number of transitional maneuvers, including 
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1. ensuring smooth transition from speed control to vehicle following and 
vice-versa 

2. determining transition trajectories to ensure the vehicle reaches its 
desired steady state spacing or speed each time a new preceding vehicle 
is encountered, the current preceding vehicle makes an exit or a lane 
change, etc. 
These transitional maneuvers and transitional control algorithms are 

discussed in section 6.7 of this chapter. 

6.2 VEHICLE FOLLOWING SPECIFICATIONS 

Vehicle following is one of the two modes of steady state operation of 
the ACC system. In the vehicle following mode of operation, the ACC 
vehicle maintains a desired spacing from the preceding vehicle. The two 
important specifications that the vehicle following control system must 
satisfy are individual vehicle stability and string stability. 

a) Individual vehicle stability 
The vehicle following control law is said to provide individual vehicle 

stability if the spacing error of the ACC vehicle converges to zero when the 
preceding vehicle is operating at constant speed. If the preceding vehicle is 
accelerating or decelerating, then the spacing error is expected to be non- 
zero. Spacing error in this definition refers to the difference between the 
actual spacing from the preceding vehicle and the desired inter-vehicle 
spacing. 

Consider a string of vehicles on the highway using a longitudinal control 
system for vehicle following, as shown in Figure 6-2. Let xi be the location 

of the i th vehicle measured from an inertial reference, as shown in Figure 6- 
2. The spacing error for the i th vehicle (the ACC vehicle under 
consideration) is then defined as Ji = xi - xi-, + Ldes . Here Ldes is the 

desired spacing and includes the preceding vehicle length ti-, . The desired 

spacing Ldes could be chosen as a function of variables such as the vehicle 

speed xi. The ACC control law is said to provide individual vehicle 

stability if the following condition is satisfied 
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Figure 6-2. String of adaptive cruise control vehicles 

b) String stability 
If the vehicle following control law ensures individual vehicle stability, 

the spacing error should converge to zero when the preceding vehicle moves 
at constant speed. However, the spacing error is expected to be non-zero 
during acceleration or deceleration of the preceding vehicle. It is important 
then to describe how the spacing error would propagate from vehicle to 
vehicle in a string of ACC vehicles that use the same spacing policy and 
control law. The string stability of a string of ACC vehicles refers to a 
property in which spacing errors are guaranteed not to amplify as they 
propagate towards the tail of the string (Swaroop, 1995, Swaroop and 
Hedrick, 1996). For example, string stability ensures that any errors in 
spacing between the 2nd and 3rd cars does not amplify into an extremely 
large spacing error between cars 7 and 8 further up in the string of vehicles. 

A rigorous definition for string stability will be provided in section 6.4. 

6.3 CONTROL ARCHITECTURE 

The longitudinal control system architecture for an ACC vehicle is 
typically designed to be hierarchical, with an upper level controller and a 
lower level controller as shown in Figure 6-3. The upper level controller 
determines the desired acceleration for each vehicle. The lower level 
controller determines the throttle and/or brake commands required to track 
the desired acceleration. Vehicle dynamic models, engine maps and 
nonlinear control synthesis techniques (Choi and Devlin, 1995a and 1995b, 
Hedrick et al, 1991, Hedrick, et. al., 1993) are used by the lower controller in 
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calculating the real-time brake and throttle inputs required to track the 
desired acceleration. 

i 

UPF 
Contr 

actuator inputs 

Figure 6-3. Structure of longitudinal control system 

The objective of the upper controller is to determine desired acceleration 
such that two performance specifications are met. As discussed in section 
6.2, the first specification is the individual stability of the vehicle so that it 
can asymptotically achieve and maintain a desired spacing with respect to 
the preceding vehicle on the highway. The second specification is to ensure 
that when many ACC vehicles on the highway operate under automatic 
control using the same vehicle following control law, the "string stability" of 
a string of vehicles can be guaranteed (Swaroop, 1995, Swaroop and 
Hedrick, 1996). 

As far as the upper level controller is concerned, the plant model used for 
control design is 

where the subscript i denotes the i th car in the string. The acceleration of 
the car is thus assumed to be the control input. However, due to the finite 
bandwidth associated with the lower level controller, each car is actually 
expected to track its desired acceleration imperfectly. The objective of the 
upper level controller design is therefore stated as that of meeting 
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performance specifications 1 and 2 robustly in the presence of a first-order 
lag in the lower level controller performance: 

Equation (6.2) is thus assumed to be the nominal plant model while the 
performance specifications have to be met even if the actual plant model 
were given by equation (6.3). 

This chapter assumes a lag of 7 = 0.5 sec for analysis and simulation. 
The maximum acceleration and deceleration possible are assumed to be 
0.25g and -0.5g respectively. 

STRING STABILITY 

As described briefly earlier, the string stability of a string of ACC 
vehicles refers to a property in which spacing errors are guaranteed not to 
amplify as they propagate towards the tail of the string. In this section, 
mathematical conditions that ensure (and define) string stability will be 
provided 

Let Si and Si-l be the spacing errors of consecutive ACC vehicles in a 

string. Let ~ ( s )  be the transfer function relating the spacing errors of 
consecutive vehicles 

The system is string stable if the following two conditions are satisfied: 

a) The transfer function H ( s )  should satisfy 
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b) The impulse response function h(t)  corresponding to ~ ( s )  should 
not change sign ( Swaroop, 1995), i.e. 

The reasons for these two requirements to be satisfied can be understood 
by reading sections 7.5 and 7.6 In Chapter 7. Roughly speaking, equation 
(6.5) ensures that 11 4 112 I 11 112 which means that the energy in the 

spacing error signal decreases as the spacing error propagates towards the 
tail of the string. Equation (6.6) ensures that the steady state spacing errors 
of the vehicles in the string have the same sign. This is important because a 
positive spacing error implies that a vehicle is closer than desired while a 
negative spacing error implies that it is further apart than desired. If the 
steady state value of 4 is positive while the steady state value of is 

negative, then this might be dangerous even though in terms of magnitude 
4 might be smaller than i$-l. The condition that the impulse response be 

positive ensures that steady state values of 4 and have the same sign. 

When conditions (6.5) and (6.6) are both satisfied, then, 

11 4 (I, I 11 11, , as discussed in section 7.5. 

More details on string stability can be found in sections 7.5 and 7.6 in 
Chapter 7. 

AUTONOMOUS CONTROL WITH CONSTANT 
SPACING 

As discussed in section 6.1, an autonomous controller (like the ACC 
system) only utilizes on board sensors like radar and does not depend on 
inter-vehicle communication or any other form of cooperation from other 
vehicles on the highway. This implies that the only variables available as 
feedback measurements for the upper controller are inter-vehicle spacing, 
relative velocity and the ACC vehicle's own velocity. This section 
demonstrates that such an autonomous controller cannot use a constant 
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spacing policy i.e. the constant spacing policy is unsuitable for autonomous 
control applications. 

Define the measured inter-vehicle spacing as 

where is the length of the preceding vehicle. Under the constant 

spacing policy, the spacing error of the i th vehicle is then defined as 

where Ldes is the desired constant value of inter-vehicle spacing and 

includes the preceding vehicle length. 

If we assume that the acceleration of the vehicle can be instantaneously 
controlled, then a linear control system of the type 

yields 

which leads to the following closed-loop error dynamics 

8, + k, 6 i+ k p 6  i= k p  6 i-l+ k,  6 i-l 

The transfer function 
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describes the propagation of spacing errors along the vehicle string. The 
Bode magnitude plot in Figure 6-4 is shown for k p  = 1, k ,  = 0.3. The 
maximum magnitude of this transfer function is greater than 1 so that the 
autonomous control law of equation (6.9) is not string stable. 

frequency (Hz) 

Figure 6-4. Magnitude of G(s) from equation (6.1 1) 

All positive values of k p  and k,  guarantee that the spacing error of the 

i th vehicle converges to zero when the spacing error of the i - 1 th vehicle 
is zero. Thus individual vehicle stability is ensured. However, there are no 
positive values of k p  and k ,  and for which the magnitude of the transfer 

function G ( s )  can be guaranteed to be less than unity. To see why this is 

the case, rewrite G ( s )  as 
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For the magnitude of Gl ( j w )  to be less than 1, one needs the damping 

ratio 4 2 0.707 or - kv 2 0.707 i.e. 
2 6  

For the magnitude of G2 ( j w )  to not exceed 1 at frequencies up to the 

G- k ,  resonant frequency k , one needs the frequency - to be bigger than 
kv 

6. Hence. one needs 

It is not possible to find gains that satisfy both equations (6.14) and 
(6.15). Hence the magnitude of G(s) will always exceed I. 

The constant spacing policy is therefore not suitable for use on 
autonomous systems such as the ACC system (Swaroop, 1995). 

6.6 AUTONOMOUS CONTROL WITH THE 
CONSTANT TIME-GAP POLICY 

Since the constant spacing policy is unsuitable for autonomous control, a 
better spacing policy that can ensure both individual vehicle stability and 
string stability must be used. The constant time-gap (CTG) spacing policy is 
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such a spacing policy. In the CTG spacing policy, the desired inter-vehicle 
spacing is not constant but varies linearly with velocity: 

The constant parameter h is referred to as the time-gap. The spacing 
error varies with the velocity and is defined as 

where E~ = xi - xi-l + as defined earlier in equation (6.7). 

The following controller based on the CTG spacing policy was 
developed by Ioannou and Chien (1993). The control law is autonomous 
and can be represented as 

With this control law, it can be shown that the spacing errors of 
successive vehicle Si and 6i-l are independent of each other. Differentiate 

equation (6.17) to obtain 

Substituting for xi from equation (6.18) into equation (6.19) and 

assuming xi = xi des, the error dynamics for Ji are obtained as - 
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Thus Ji is independent of 6i-l and is expected to converge to zero as 

long as 2 > 0.  Note, however, that this result is only true if any desired 
acceleration can be instantaneously obtained by the vehicle i.e. if the time 
constant z associated with the lower level controller performance is 
assumed zero. 

6.6.1 String stability of the CTG spacing policy 

In the presence of the lower controller and actuator dynamics, the desired 
acceleration is not obtained instantaneously but instead satisfies the 
dynamics approximated by equation (6.3): 

Substituting for xi - des from equation (6. IS), we obtain 

Also, differentiating Si twice from equation (6.17), we obtain 

Substituting for xi from equation (6.21), we find that the relation 

between E~ and 4 is given by 
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The difference between errors of successive vehicles can be written as 

Using equation (6.23) to substitute in equation (6.24) for Ei in terms of 

Si and  for^^-^ in terms of 8i-l, a dynamic relation between Ji and 8i-1 
can be obtained. In the transfer function domain, this relation is 

The string stability of this system can be analyzed by looking at the 
above transfer function and checking if its magnitude is always less than 1. 
Substituting s = jw and evaluating the magnitude of the above transfer 
function, it can be shown (see Appendix 6.A) that the magnitude is always 
less than or equal to unity at all frequencies only if 

Further if equation (6.26) is satisfied, then it is guaranteed that one can 

find a value ofA such that 11 ~ ( s )  II,I 1 .  Thus the condition (6.26) is both 
necessary and sufficient. The above result was obtained by Swaroop (1995). 
In effect, this means that string stability can be maintained only if the time- 
gap is larger than the variable 22 . 
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Figure 6-5 below shows the impulse response of the transfer function in 
equation (6.23) for values of /Z =0.4, z = 0.5 and h  = 1.8 seconds. It can be 
seen that the impulse response of the system is non-negative for these values 

of the transfer function parameters. Thus, both H(s )  I 1  and h(t)  > 0 I I A  II_ 
can be ensured by this choice of controller parameters. 

hpulse Response 

.. 
o 1 2 3 4 5 6 7 a 9 

time (sec) 

Figure 6-5. Impulse response of the constant time-gap autonomous controller 

The specification H(s )  I 1  can always be met by choosing h  to be I I A  I/_ 
sufficiently big so that equation (6.26) is satisfied. However, there are no 
results available that provide a direct design procedure for ensuring that the 
impulse response h(t)  is non-negative. The results in Swaroop (2003) 
provide indirect design tips for the same. Two necessary conditions that 

must be satisfied by the transfer function ~ ( s )  in order for the impulse 
response to be non-negative are 
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1) The dominant poles of the system should not be a complex conjugate 

pair. 

2) There should not be any zeros of the system that are completely to the 

right of all poles of the closed-loop system. 

6.6.2 Typical delay values 

This section discusses what would be a typical value to expect for the 
constant z which is the time constant of the lag in tracking any desired 
acceleration command. From equation (6.26), it is clear that the value of z 
limits the time gap h . A smaller time gap would lead to higher density of 
traffic and thus increased traffic capacity on the highway. However, from 
equation (6.26), the time gap cannot be made smaller than 2 2 ,  since the 
system would then no longer be string stable. 

The lag in the performance of the lower controller comes from several 
sources, accumulating brake or engine actuation lags and sensor signal 
processing lags. 

(brake pressure (psi) vs time (sec) ) 
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Figure 6-7. Pure time delay and lag in a constant flow brake actuator developed at PATH 

Figure 6-6 shows the measured performance of a brake actuator designed 
by a modification of the ABS system. When required to track a step input of 
300 psi brake pressure, the actuator has a pure time delay of 70 milliseconds 
in addition to a first order time constant of 80 milliseconds. Figure 6-7 
shows the measured performance of a constant-flow valve brake actuator 
designed at PATH. This actuator has a pure time delay of 70 milliseconds 
and a first order time constant of 70 milliseconds (Rajamani and Shladover, 
2001). 

If we include 
1) the pure time delay in the engine response (60 milliseconds at 2000 

rpm), 
2) the bandwidth of the lower level multiple-sliding-surface controller that 

tracks acceleration 
3) the bandwidth of low pass filters used for other sensors such as engine 

manifold pressure sensor, wheel speed sensor, etc 
4) the bandwidth of the throttle actuator 
5) the lag due to discrete sampling at 50 Hz (20 ms sampling) 
6) the 200 ms lag due to the radar filter 
7) when braking, the brake actuator lag instead of engine time delay. 
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it is clear that the overall time constant of the lower level controller could be 
as much as 500 milliseconds. 

Thus, from equation (6.26), in order to ensure string stability, the 
smallest time-gap that can be used by the upper level controller is 1 second. 
This is equivalent to a steady-state spacing of 30 meters between vehicles at 
a speed of 30 m/s. The theoretical maximum traffic flow rate that can be 
achieved is therefore less than 3100 vehicles1 hour, assuming that the 
vehicles are 5 meters long. 

An alternative nonlinear autonomous controller with a variable time gap 
has been proposed by Yanakiev and Kanellakopoulos (1995). Results in 
Yanakiev and Kanellakopoulos (1995) indicate improvements in 
performance and response compared to the standard constant-time-gap 
autonomous controller. While nonlinear controllers have the potential to 
overcome the minimum time-gap constraint of the standard linear controller, 
they are considerably more difficult to analyze. This is because linear 
systems tools such as frequency response and Bode plots can no longer be 
used in the analysis. The variable-time-gap algorithm in Yanakiev and 
Kanellakopoulos (1995) has not been analyzed for its robustness to the 
presence of the lower controller dynamics. 

TRANSITIONAL TRAJECTORIES 

All of the control laws presented in sections 6.2 - 6.6 were designed for 
steady state vehicle following. An ACC vehicle must not only execute 
steady-state vehicle following but also other maneuvers like speed control 
and transitional maneuvers like "vehicle join" for closing in on a slower 
moving preceding vehicle. 

6.7.1 The need for a transitional controller 

An ACC vehicle operates under speed control when there is no preceding 
target vehicle detected in its lane. While under speed control, the ACC 
vehicle might suddenly encounter a new vehicle in its lane. The new vehicle 
might be encountered because it cuts in from another lane or because it 
might be a slower moving vehicle in the same lane. In each case the ACC 
vehicle must decide whether to continue to operate under the speed control 
mode or transition to the vehicle following mode. If a transition to vehicle 
following is required, a transitional trajectory that will bring the ACC 
vehicle to its steady state following distance needs to be designed. 
Similarly, an ACC vehicle under the vehicle following mode might lose its 
target vehicle due to the target vehicle being faster or the target vehicle 
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making a lane change. In such a case, the ACC vehicle must decide whether 
to switch to speed control or to initiate a transitional maneuver to follow a 
different target vehicle further downstream. 

The regular constant time-gap (CTG) control law from section 6.6 cannot 
directly be used to follow a newly encountered vehicle. A transitional 
trajectory needs to be designed before the CTG control law can be used. 
The need for a transitional trajectory can be understood from the following 
example: 

Example: 

Consider the scenario shown in Figure 6-8 where the ACC vehicle 
which was operating under speed control encounters a stalled vehicle in its 
lane. Assume that the initial speed of the ACC vehicle is 30 rn/s and that the 
CTG control law parameters are = 1 ,  h = 1 sec and L = 5 meters. 

newly encountered stalled vehicle ACC vehicle 

Figure 6-8. ACC vehicle encounters stalled vehicle 

The final steady state desired spacing of the vehicle is L = 5 meters. 
The initial desired spacing of the vehicle is L+ hii = 5+30 = 35 meters. 

The initial spacing error is 
6i = xi - xi-, + L + hxi = -100 + 5 + 30 = -65 and the initial relative 

velocity is &i = xi - xi-, = 30. 



6. Adaptive Cruise Control 

If the ACC vehicle were to directly use the CTG control law 
1 

- --(&i + 24 ), then the initial desired acceleration command would Xdes - h 

turn out to be ides = -l(30 - 65)  = 35 r n l  s2 ! 

Thus the initial desired acceleration would be a huge positive value ! 
This is because the vehicle has a huge spacing error in which it calculates 
that it is too far behind the target vehicle, even though the target vehicle is 
moving much more slowly (is stalled). 

Since the initial distance is only 100 meters, there is a danger of the 
ACC vehicle crashing into the stalled vehicle. The distance required for the 
ACC vehicle to brake to a stop starting from a speed of 30 rnls and assuming 

a maximum braking deceleration of 5 rn 1 s2 is 

302 x =- 2(5) = 90 meters. 

Thus starting from an initial distance of 100 meters, the vehicle has 
barely enough distance to avoid a collision if it started braking right away. 
If the vehicle initially accelerated using the CTG control law, it would not 
have enough distance to stop and would eventually collide with the stalled 
vehicle! 

End of example 

The regular steady state vehicle following control law (without use of a 
transitional trajectory) does not take into account the following 
considerations 

a) Preventing a collision is the highest priority i.e. it is not allowable 
to have the ACC vehicle speed up when it encounters a new target 
vehicle only to collide with the vehicle later. 

b) The brake and engine actuators on a vehicle have limited 
maximum allowable values'and saturate 

c) A newly encountered preceding vehicle need not always be a 
target vehicle for vehicle following. 

A transitional controller is therefore required that takes the above 
considerations into account. 
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6.7.2 Transitional controller design through R - R 
diagrams 

When a new target vehicle is encountered by the ACC vehicle, a range- 
range rate diagram can be used (Fancher and Bareket, 1994) to decide 
whether 

a) The vehicle should use speed control. 
b) The vehicle should use spacing control (with a defined transition 

trajectory in which desired spacing varies slowly with time) 
c) The vehicle should brake as hard as possible in order to avoid a 

crash. 

The range - range rate ( R  - R )  diagram is developed as follows. 
Define range R and range rate R as shown in Figure 6-9 where 

and xp  , X, Vp and V are inertial positions and velocities of the preceding 

vehicle and ACC vehicle respectively. 

Figure 6-9. Definition of range and range rate 
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A typical R - R diagram, as developed by Fancher and Bareket (1994), 
is shown in Figure 6-10 below. 

Switching line for starting headway 
control 

Desired spacing RH 
(for a given velocity, V,) 

- ' / 
Crash 

Figure 6-10. Range vs. range-rate diagram 

Depending on the measured real-time values of R and R and the 
R - R diagram in Figure 6-10, the ACC system determines the mode of 
longitudinal control in which the ACC vehicle should operate. For instance, 
in region I, the vehicle continues to operate under speed control. In region 
2, the vehicle operates under spacing control. In region 3, the vehicle 
decelerates at the maximum allowable deceleration so as to try and avoid a 
crash. 

The R - R diagram has the following properties (Fancher and Bareket, 
1994): 

1) Possible directions of motion 
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Figure 6-11. Possible directions of motion 

When R is negative, R can only decrease. When R is positive, R 
can only increase. Hence in the right half of the R - R diagram, R can 
only increase. In the left half of the R - R diagram, R can only decrease. 
This is illustrated in Figure 6-1 1. 

Figure 6-12. Switching line for spacing control 

2) Switching line for starting spacing control 

The switching line from speed to spacing control is given by 
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where T is the slope of the switching line. When a slower vehicle is 
encountered at a distance larger than the desired final distance Rfinal ,  the 

switching line shown in Figure 6-12 can be used to determine when and 
whether the vehicle should switch to spacing control. If the distance R is 
greater than that given by the line, speed control should be used. 

The overall strategy (shown by trajectory ABC) is to first reduce gap at 
constant R , and then follow the desired spacing given by the switching line 

Note R is negative and hence R is always bigger than Rfhal during 

this trajectory. 

Note that a number of alternate trajectories are also possible from point 
A to C. For example, a straight line path from A to C could also be used. 
One of the advantages of the trajectory in Figure 6-12 is that the vehicle 
doesn't start braking right away, as soon as a new vehicle is encountered. 
Instead the ACC vehicle continues at its initial speed and starts braking only 
after the switching line is reached. Abrupt maneuvers as soon as a new 
vehicle is encountered are avoided. 

The control law during spacing control on this transitional trajectory is 
as follows. Depending on the value of R ,  determine R from equation 
(6.29). Then use R as the desired inter-vehicle spacing in the PD control 
law 

Zde, = - k , ( x -  R ) -  kd (i- R )  

3) Trajectory during constant deceleration 
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Figure 6-13. Parabolic trajectory during constant deceleration 

The trajectory of the ACC vehicle during constant deceleration is a 
parabola on the R -  R diagram. In Figure 6-13, note that the larger 
deceleration leads to the lower parabola. This can be understood from the 
fact that for each value of R , R is smaller for the lower parabola. 

Figure 6-14. Constant deceleration followed by acceleration 

As the vehicle decelerates R will increase (become less negative 
initially). Eventually R will become zero as the ACC vehicle slows down 
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to the target vehicle speed. Then R will start becoming positive, as shown 
in Figure 6-14. When R > 0 ,  the distance between the vehicles will start 
increasing. Let Ram, be the minimum value of R achieved in the parabolic 
trajectory of constant deceleration. Then the equation of the parabolic 
trajectory is 

where D is the deceleration value of the vehicle. The same switching line 
discussed in Figure 6-12 can be used to eventually accelerate the vehicle and 
come to the final desired spacing Rfinal . This is shown in Figure 6-14. 

4) What slope should the switching line have ? 

The switching line should be such that travel along the line is 
comfortable and does not constitute high deceleration. The deceleration 
during coasting (zero throttle and zero braking) can be used to determine the 

slope of the switching line. Let D = 0.4rnl s2 be the deceleration during 
coasting. Construct a parabola with deceleration D that passes through 
Rfinal as shown in Figure 6-15. Then the trajectory of the parabola is 

The value of this parabola at the maximum measurable range A of the 
sensor e.g. 300 feet is calculated. The line passing through A and Rfinal 

can be used to determine the slope. Alternately, the maximum allowable R 
can be used in equation (6.32) to determine the point A of the switching 
line. 
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Figure 6-15. Trajectory during coasting 

String stability in transitional maneuvers 
Do we have to worry about string stability during these transitional 

maneuvers ? No. This is because only the lead car in any string of vehicles 
will execute these transitional maneuvers. The other cars in the string do not 
execute a transitional trajectory. They only follow the lead vehicle using a 
steady state controller like the constant time-gap controller. Hence string 
stability is maintained in the string of vehicles. 

LOWER LEVEL CONTROLLER 

In the lower level controller, the throttle and brake actuator inputs are 

determined so as to track the desired acceleration determined by the upper 

controller. The following simplified model of vehicle dynamics is used in 

the development of the lower level controller. This simplified model is 

based on the assumptions that the torque converter in the vehicle is locked 

and that there is zero-slip between the tires and the road, as described in 

chapter 5. These assumptions relate the vehicle speed xi directly to the 

engine speed we : 
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where R is the gear ratio and ref is the effective tire radius. 

Under these assumptions, as described in section 5.5.1 of Chapter 5, the 
dynamics relating engine speed me to the pseudo-inputs "net combustion 

torque" Tnet and brake torque Tbr can be modeled by 

where Je = I ,  + (rnreff + 1 , ) ~ ~  is the effective inertia reflected on the 

engine side, R is the gear ratio and ref the tire radius. 

Note that R is used in this chapter to denote the transmission gear ratio 
(not to be confused with R which is used in the R - R diagrams). 

If the net combustion torque is chosen as 

then, from equation (6.34), the acceleration of the ACC vehicle is equal to 
the desired acceleration defined by the upper level controller : xi = xides. 

Once the required combustion torque is obtained from (6.35), the control 
law to calculate the throttle angle to provide this torque can be obtained by 
using engine dynamic models and applying nonlinear control synthesis 
techniques. Engine dynamic models for both SI and diesel engines and 
control design to provide a desired torque are discussed in Chapter 9 of this 
book. 
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CHAPTER SUMMARY 

The longitudinal controller in an ACC system has two modes of steady 
state operation: 

1) speed control 
2) spacing control 
Steady state spacing control is called vehicle following. In the vehicle 

following mode, the longitudinal controller must ensure that the following 
two properties are satisfied: 

1) Individual vehicle stability, in which spacing error converges to 
zero if the preceding vehicle travels at constant velocity 

2) String stability, in which spacing error does not amplify as it 
propagates towards the tail of a string of vehicles. 

An ACC system is "autonomous" - it does not depend on wireless 
communication or on cooperation from other vehicles on the highway. It 
only uses on-board sensors to accomplish its control system tasks. In the 
case of an autonomous controller, a constant inter-vehicle spacing policy 
cannot be used. This is because an autonomous controller can ensure 
individual vehicle stability but cannot ensure string stability in the case of 
the constant spacing policy. Instead the constant time-gap spacing policy in 
which the desired spacing is proportional to speed should be used. With the 
constant time-gap spacing policy, both string stability and individual vehicle 
stability can be ensured in an autonomous manner. 

In addition to executing steady-state vehicle following, the longitudinal 
controller must also decide which type of steady state operation is to be used 
i.e. whether the vehicle should use speed control or vehicle following, based 
on real-time radar measurements of range and range rate. In addition, the 
controller must perform a number of transitional maneuvers, including 
transitioning from spacing control to speed control when the preceding 
vehicle makes a lane change, executing a "vehicle join" for closing in on a 
slower moving preceding vehicle, etc. These transitional maneuvers can be 
executed based on controllers designed using R - R diagrams. R - R 
diagrams were discussed in section 6.7 of the chapter. 

NOMENCLATURE 

longitudinal position of ACC vehicle or of the i th 

vehicle in a string 
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longitudinal velocity of the i th vehicle 

measured inter-vehicle spacing with ti-l being the 

length of the preceding vehicle 

4 = xi - + Ldes spacing error of the i th vehicle 

h value of time gap used in constant time gap 

controller 

range 

range rate 

velocity of preceding vehicle 

constants used in the R - R diagrams 

net combustion torque of the engine 

brake torque 

engine angular speed 

aerodynamic drag coefficient 

gear ratio 

effective tire radius 

rolling resistance of the tires 

effective inertia reflected on the engine side 

vehicle mass 
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APPENDIX 6.A 

This Appendix contains a proof of the result stated in section 6.6.1, 
namely that the magnitude of the transfer function 

A 6i - - s + A 
H ( s )  = - 

6 i-l h z s 3  +hs2  + ( l + A h ) s + A  

is always less than or equal to 1 at all frequencies if and only if h 2 2 2 .  
This Appendix is adapted from the original proof presented by Swaroop 
(1995). 

Background Result: 

Consider the following quadratic inequality in w2 : 

We present the conditions on a,b,c under which the above inequality 

holds for all values of w2.  

Hence 

a w 4 + b w 2 + c > 0  
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if either 

1) a,b,c>O 

Calculations: 
Consider the transfer function 

Substituting s = j ~ .  

w2 +a2 I H ( j w )  1 2 =  
( A -  h ~ ~ ) ~  + w 2 ( l + A h - z h W 2 ) 2  

Chapter 6 
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a 

Comparing with the background result in equations (6.38) and (6.39) 

1) If b>O 

Hence 

This is possible for small a if and only if h > 22 

2) If b < 0 and b2 -4ac < 0 

After simplifying 

Since il must be positive, this implies h > 22 

Replacing the strict inequality in equation (6.37) with a simple 
inequality, it follows that h 2 2 2 .  From (1) and (2), h 2 22 is a necessary 
condition. It also follows that if h 2 22 is satisfied, then one can find a 
/2 > 0 such that I H (  jw) I l l .  Thus h 2 22 is both a necessary and 
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sufficient condition for ensuring that the transfer function ~ ( s )  has a 
magnitude less than or equal to 1 at all frequencies. 
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LONGITUDINAL CONTROL FOR VEHICLE 
PLATOONS 

AUTOMATED HIGHWAY SYSTEMS 

Automated highway systems are the subject of intense research and 
development by several research groups, most notably by the California 
PATH program at the University of California, Berkeley. In an automated 
highway system (AHS), the objective is to dramatically improve the traffic 
flow capacity on a highway by enabling vehicles to travel together in tightly 
spaced platoons. The system requires that only adequately instrumented 
fully automated vehicles be allowed on this special highway. Manually 
driven vehicles cannot be allowed to operate on such a highway. Figure 5-2 
in chapter 5 shows a photograph of eight fully automated cars traveling 
together in a tightly spaced platoon during a demonstration conducted by 
California PATH in August 1997. More details on this experimental 
demonstration are described in section 7.9 of this chapter. 

While the primary motivation for the development of AHS is to obtain 
significant improvements in highway traffic flow capacity, an AHS will also 
provide significant safety benefits. This is because over 90% of accidents on 
today's highways are caused by human error (US Department of 
Transportation, 1992). Since automated systems reduce driver burden and 
replace driver operation with automated operation, it is expected that an 
AHS will provide significantly improved safety compared to driving on 
today's highways. 

An important feature to be noted is that an AHS is a dual mode form of 
transportation. A vehicle instrumented to travel on AHS can also travel on 
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regular highways (driven manually). Thus an AHS vehicle is a personal 
vehicle that provides point to point service from any origin to any 
destination. The driver can drive on regular highways from home until he or 
she arrives at an AHS, travel under automated control on AHS, take an exit, 
and then travel again under manual control on a regular highway or local 
road to get to the final destination point. Thus, unlike a railway or other 
public transit system, an AHS provides point to point travel by leveraging 
the existing infrastructure of regular highways and roads. 

VEHICLE CONTROL ON AUTOMATED 
HIGHWAY SYSTEMS 

A popular control architecture proposed for an automated highway 
system (Varaiya, 1993) is hierarchical and has the 4 layers shown in Figure 
7- 1. The 4 layers are 
a) The network layer 
b) The link layer 
c) The coordination layer 
d) The regulation layer 

The network layer controls entering traffic over the entire network and 
assigns a route to each vehicle as it enters the system. 

The link layer is a roadside layer for a section of a highway. It 
broadcasts target values for speed and platoon size for that road section. 
These target values are based on information about the aggregate traffic state 
(density, speed, flow). The link layer estimates proportion of vehicles 
destined for various exits and advises vehicles where to change lanes in 
order to reach exits. It receives information about incidents or congestion 
downstream and accordingly reassigns vehicle paths. 

The coordination layer resides on each vehicle. It determines which 
maneuver to initiate at any time so as to conform to the assigned path; it also 
coordinates that maneuver with neighboring vehicles so that the maneuver 
can be executed safely. It commands the regulation layer to execute the 
feedback law that executes the maneuver. 

The regulation layer executes maneuvers. These maneuvers include 
a) Steady state maneuvers of lane keeping and either speed control or 

vehicle following. 
b) Transient maneuvers of lane change, highway exit, highway entry, 

longitudinal split from a platoon and join a platoon. 
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Figure 7-1. Control Architecture 

The longitudinal control task discussed in this chapter is the 
responsibility of the regulation layer. So also is the lateral control task, 
discussed in chapter 3. 

7.3 LONGITUDINAL CONTROL ARCHITECTURE 

In the regulation layer, the longitudinal control system is responsible for 
executing steady state and transient longitudinal maneuvers. This 
longitudinal control system will also be designed to be hierarchical, with an 
upper level controller and a lower level controller as shown in Figure 7-2. 
The upper level controller determines the desired longitudinal acceleration 
for each vehicle. The lower level controller determines the throttle andlor 
brake commands required to track the desired acceleration. Vehicle 
dynamic models, engine maps and nonlinear control synthesis techniques 
(Choi and Devlin, 1995a and 1995b, Hedrick et al, 1991, Hedrick, et. al., 
1993) are used by the lower controller in calculating the real-time brake and 
throttle inputs required to track the desired acceleration. 
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Figure 7-2. Structure of longitudinal control system 

As far as the upper level controller is concerned, the plant model used for 
control design is 

where the subscript i denotes the i th car in the platoon. The acceleration of 
the car is thus assumed to be the control input. However, due to the finite 
bandwidth associated with the lower level controller, each car is actually 
expected to track its desired acceleration imperfectly. The specification on 
the upper level controller is therefore stated as that of meeting its 
performance objectives robustly in the presence of a first-order lag in the 
lower level controller performance : 

1 .. - 1 
Xi =- n + 1 X i  - des - - n + 1 u i 
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Equation (7.1) is thus assumed to be the nominal plant model while the 
performance specifications have to be met even if the actual plant model 
were given by equation (7.2). 

This chapter assumes a lag of .r: = 0.5 sec for analysis and simulation. 
The maximum acceleration and deceleration possible are assumed to be 
0.25g and -0Sg respectively. 

The longitudinal control system in the regulation layer executes two 
types of maneuvers 
a) Steady state maneuvers of either speed control or vehicle following. 
b) Transient maneuvers of splitting from a platoon and joining a platoon. 

Vehicle following is the topic of discussion in sections 7.4, 7.5, 7.6, 7.7, 
7.8 in this chapter. Speed control has been discussed earlier in section 5.3 of 
Chapter 5. 

A good discussion of longitudinal transitional control algorithms for 
automated highway systems can be found in Li, et. al. (1997), Connoly and 
Hedrick (1 999) and Rajamani, et. a1.(2000). 

VEHICLE FOLLOWING SPECIFICATIONS 

In the vehicle-following mode of operation, the automated vehicle 
maintains a desired spacing from the preceding vehicle in the platoon. The 
two important specifications that the vehicle following control system must 
satisfy are individual vehicle stability and string stability. 

a) Individual vehicle stability 

Consider a platoon of vehicles using a longitudinal control system for 
vehicle following, as shown in Figure 7-3. Let xi be the location of the i th 
vehicle measured from an inertial reference, as shown in Figure 7-2. The 
spacing error for the i th vehicle (the vehicle under consideration) is then 
defined as ri = xi - xi-, + Li . Mere Li is the desired spacing and includes 

the preceding vehicle length 4?i-l. In a control system for platoon operation, 

the desired spacing Li is a constant (independent of the vehicle speed xi ). 
The control law is said to provide individual vehicle stability if the following 
condition is satisfied 



192 Chapter 7 

In other words, the spacing error of the vehicle should converge to zero if 
the preceding vehicle is operating at constant velocity. If the preceding 
vehicle is accelerating or decelerating, then the spacing error is expected to 
be non-zero. 

Figure 7-3. String of vehicles in a platoon 

b) String stability 
Since the spacing error is expected to be non-zero during acceleration1 

deceleration of the preceding vehicle, it is important to describe how the 
spacing error would propagate from vehicle to vehicle in a string of vehicles 
in the platoon that use the same spacing policy and control law. The string 
stability of a string of vehicles refers to a property in which spacing errors 
are guaranteed not to amplify as they propagate towards the tail of the string 
(Swaroop, 1995, Swaroop and Hedrick, 1996). For example, string stability 
ensures that any errors in spacing between the 2nd and 3'd cars does not 
amplify into an extremely large spacing error between cars 7 and 8 further 
up in the string of vehicles. 

A rigorous definition for string stability will be provided in section 7.6, 
after reviewing the mathematical background on norms of signals and 
systems in section 7.5. 
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7.5 BACKGROUND ON NORMS OF SIGNALS AND 
SYSTEMS 

7.5.1 Norms of signals 

We consider signals mapping [O,=) to R . They are assumed to be 
piecewise continuous. The following signal norms can be defined (Doyle, 
et. al., 1992): 

1. w -Norm: The -norm of a signal is the least upper bound of its 
absolute value. 

2. l-Norm: The l-norm of a signal x ( t )  is the integral of its absolute value. 

3. ZNorm: The 2-norm of x ( t )  is 

4. p -Norm: The p -norm of x ( t )  is 
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7.5.2 System norms 

Chapter 7 

Consider a linear time invariant system with an input-output model 
which is represented in the time domain as a convolution equation: 

Let G ( s )  be the Laplace transform of g( t )  . Then in the s  -domain 

Y ( s )  = G ( s ) X ( s )  

where 

g( t )  = L-~{G(s)} is the impulse response of the system. 

Define the ..-norm of the transfer function G ( s )  as follows: 

Define the 1-norm of the impulse response as follows: 
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The --norm of G ( s )  and the l-norm of g ( t )  can be used to relate the 
size of the output of the system to the size of the input (Doyle, Francis and 
Tannenbaum, 1992). Specifically, 

Il Y lloo ll g Ill = SUP - 
x E L ,  ll xlloo 

7.5.3 Use of induced norms to study signal amplification 

In the study of string stability, a desirable characteristic for attenuation of 
propagating spacing errors is often specified as 

11 Y lloo 5 11 X loo (7.14) 

where y = E~ is the spacing error of the i th vehicle and x = E ~ - ~  is the 

spacing error of the i - 1 th vehicle. 

Let ~ ( s )  be the transfer function relating the spacing errors of 
consecutive cars in the platoon. 

The following condition 



196 

ensures 
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i.e. it ensures that the energy in the signal y(t) is less than the energy in the 

signal x( t ) .  However, the desirable characteristic we would like to ensure 

is the stronger condition 1 1  y 1 1 ,  I 1 1  x 1 1 ,  

The norms 1 1  y 1 1 ,  and 1 1  x 1 1 ,  are related through the 1-norm of the 

impulse response h(t) 

The condition 11 y 1 1 ,  I 1 1  x 1 1 ,  requires that 

It is much easier to design the control system to ensure that equation 
(7.16) is satisfied rather than to design the system to ensure that equation 
(7.19) is satisfied. The following Lemma shows that the condition 1 1  h I l l  I1 
can be replaced by the two conditions 

I I H ( s ) I I ~  5 1 and h(t) > 0 

Lemma 1 (Swaroop, 1995): 

If h(t)  > 0 ,  then all the input output induced norms are equal 
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Proof: 

Let Y p  be the p th induced norm i.e. 

I I  Y l l  p yp  = sup - 
x L p  I I  x l l P  

Then, from linear systems theory (see Appendix 7.A) 

I&o) I 5 I I  &j@ll- 5 Y ,  41 h 111 

If h(t) > 0 then I H (0) I = I I  h I l l  , as shown below. 

QED. 

1 ( 0 )  = 

The following relation between 11 h I l l  and 11 H l l m  should also be 
considered (Boyd and Doyle, 1987): 

Lemma 2 (Boyd and Doyle, 1987): 

not change sign (Swaroop, 1995). 

W 

jh(t)dt 
0 

Consider a transfer matrix that is rational, proper and stable. For such a 
system 

00 00 

5 jl h(t) 1 dt = 11 h(t) 1 dt if and only if h(t) does 
0 0 

where n is the Mcmillan degree of the system. 
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This relation implies that if 11 H  11, is designed to be less than 1, then 

11 h  Ill is also guaranteed to be correspondingly bounded. 

Table 7-1. Summary of Signal Amplification Result 
-r- - - T T - - - P ? m - w - ' l ' l ~ ~ - -  

Y(s> Then H ( s )  = - 
x ( s )  

If H ( s )  is designed such that 11 H ( s )  Il,ll, then 11 y 11, 5 11 x ]I2 

If H ( s )  is designed such that 11 H ( s )  11,s 1 and h(t)  > 0 ,  then 

Il Y lloo 5 11 x 11oo 

7.6 DESIGN APPROACH FOR ENSURING STRING 
STABILITY 

The following condition will be used to determine if the system is string 
stable : 

where ~ ( s )  is the transfer function relating the spacing errors of 
consecutive vehicles 

A E i  H (s) = - 
E i-1 
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In addition to (7.24), a condition that the impulse response function h(t) 

corresponding to ~ ( s )  does not change sign will be considered desirable ( 
Swaroop, D., 1995). This can be understood, first of all, from the results in 
section 7.5 where it was demonstrated that the impulse response had to be 
positive to ensure that the two system norms11 H 11, and 1 1  h I l l  were equal. 
An additional reason for the requirement that the impulse response be 
positive is as follows: 

Satisfying the condition 

only ensures that the maximum absolute value of the maximum spacing 
error decreases upstream. In the case of (sinusoidal) oscillations in error, 
this is adequate. However, in the case of steady state or ramp type errors, 
this is inadequate. In equation (7.26), no specifications are made on the sign 
of the spacing error. A positive spacing error implies that the vehicle is 
closer than desired while a negative spacing error implies that it is further 
apart than desired. If the steady state value of E~ is positive while the steady 

state value of E ~ - ~  is negative, then this might be dangerous even though in 

terms of magnitude E~ might be smaller than E ~ - ~  . The condition that the 

impulse response be positive ensures that steady state values of Ei and ~ ~ - 1  

have the same sign. Consider 

Thus the impulse response being positive ensures that the steady state 
values of E~ and E ~ - ~  have the same sign. 

Results on designing a compensator to ensure that the impulse response 
of a continuous time LTI system is non negative can be found in Swaroop, 
2003. Such a synthesis is possible if and only if the open loop system has no 
real non minimum phase zeros (Swaroop, 2003). 
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CONSTANT SPACING WITH AUTONOMOUS 
CONTROL 

An autonomous controller (like the adaptive cruise control system 
described in chapter 6) only utilizes on board sensors and does not depend 
on inter-vehicle communication or any other form of cooperation from other 
vehicles on the highway. An on-board forward looking doppler based 
FMCW radar can measure distance, relative velocity and azimuth angle to 
other vehicles in its field of view. In this section, we show that an 
autonomous controller cannot ensure string stability when the constant 
spacing policy is used. Hence an automated highway system requires inter- 
vehicle communication, if the constant spacing policy is to be used. 

In the constant spacing policy, the desired spacing between successive 
vehicles is defined by 

- 
Xi  - des - Xi- l  -Li 

where Li is a constant and includes the length of the preceding 

vehicle. The spacing error of the i th vehicle is defined as 

If we assume that the acceleration of the vehicle can be instantaneously 
controlled, then a linear control system of the type 

yields 

.. .. .. 
E~ = xi - xi-1 = -kpgi  - kVt2i + k p ~ i - l  + kvt2ii-l 

which leads to the following closed-loop error dynamics 

+ kVcji + kPgi  = kpgiMl + kvi;.-] 
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1 o - ~  16' 1 oO 10' 
frequency (Hz) 

Figure 7-4. Magnitude of G(s) from Eqn. (5) 

The transfer function 

describes the propagation of spacing errors in the platoon of vehicles. The 
Bode magnitude plot in Figure 7-4 is shown for k p  = 1, k ,  = 0.3. The 

maximum magnitude of this transfer function is greater than I so that the 
autonomous control law of eqn. (7.30) is not string stable. 

All positive values of k p  and k ,  guarantee that the spacing error of 

the i th vehicle converges to zero when the spacing error of the i-1 th 
vehicle is zero. However, there are no positive values of k p  and k,  for 
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which the magnitude of the transfer function G(s)  can be guaranteed to be 

less than unity. To see why this is the case, rewrite G(s)  as 

For the magnitude of GI ( j w )  to be less than 1, one needs the damping 

ratio 4 2 0.707 or - 2h 2 0.707 i.e. 

For the magnitude of G2 ( j w )  to not exceed 1 at frequencies up to the 

P resonant frequency A, one needs the frequency - to be bigger than 
kv 

& . Hence. one needs - k p  2 k or 
kv 

It is not possible to find gains that satisfy both equations (7.35) and 
(7.36). Hence the magnitude of G(s)  will always exceed I .  

Thus, in the case of the constant spacing policy, string stability cannot be 
ensured by autonomous control. This has two implications 
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1) For platoon operation, since we need small inter-vehicle spacing and so 
must use the constant spacing policy, autonomous control is not 
possible. 

2) When autonomous control is required (due to wireless communication 
not being feasible as in the case of ACC vehicles discussed in Chapter 
6), the constant spacing policy cannot be used. Instead, a variable 
spacing policy like the constant time-gap policy must be used. 

7.8 CONSTANT SPACING WITH WIRELESS 
COMMUNICATION 

Instead of an autonomous controller, an alternate control system can be 
developed to ensure string stability with the constant spacing policy. The 
sliding surface method of controller design (Slotine and Li, 1991) is used. 
Define the following sliding surface 

where V,  and Vp refer to the longitudinal velocity of the i th vehicle and 

lead vehicle respectively. 

Setting 

S. I =-ASi with ~ = w , ( { + J { ~ - l )  

we find that the desired acceleration of the car is given by 

The control gains to be tuned are Cl, 5 and w , . The gain Cl takes 

on values 0 < C1 < 1 and can be viewed as a weighting of the lead vehicle's 

speed and acceleration. The gain 4: can be viewed as the damping ratio and 
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can be set to 1 for critical damping. The gain wn is the bandwidth of the 
controller. 

Equation (7.38) ensures that the sliding surface converges to zero. If all 
the cars in the platoon use this control law, then the cars in the platoon will 
be able to track the preceding car with a constant spacing i.e. the spacing 
error will converge to zero in the absence of lead vehicle acceleration. 
Mathematically, if Si + 0,  then E~ + 0.  

To see why this is true, note that 

The sliding surface law ensures that the left hand side of the above 
equation is zero. 

If i = 2 ,  then &i = & - V! and E ~ - ~  = 0 . Hence it is obvious that 

E2 + 0 .  

It can be shown that if Si-, , Si + 0 and giMl + 0 ,  then E~ + 0.  
Using the principle of induction, it follows that the spacing error converges 
to zero for all vehicles. 

Further the system is string stable, i.e. the spacing errors never amplify 
down the platoon even when the lead car has non-zero acceleration. To see 
why this is the case, consider the equation 

Taking Laplace transforms of (7.40) 
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The conditions 4 2 1 and CI < 1 ensure that the magnitude of the 
transfer function in equation (7.41) is less than 1 and that the system is string 
stable. 

Results on the robustness of the above controller, especially to lags 
induced by the performance of the lower level controller, can also be found 
in Swaroop, 1995. 

Need for wireless communication 
From the longitudinal control law of equation (7.39), it is clear that a 

wireless radio communication system is required between the cars to obtain 
access to all of the required signals. Each car thus obtains communicated 
speed and acceleration information from two other cars in the platoon - the 
lead car and the preceding car. 

Setting CI = 0 for a two car platoon, we obtain the following classical 
second-order system : 
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EXPERIMENTAL RESULTS 

The National Automated Highway Systems Consortium (NAHSC) 
conducted a public demonstration in August 1997 of eight fully automated 
cars traveling together with small inter-vehicle spacing as a platoon. The 
demonstration was held in San Diego using a 7.6 mile segment of Interstate- 
15 HOV (car-pool) lanes. This section of the two-lane highway had been 
equipped with magnets installed in the centers of both lanes. The magnets 
served as reference markers that were used by the automated steering control 
system to keep each car centered in its lane. Over a thousand visitors were 
given passenger rides in the platoon vehicles which operated continuously 
for several hours a day for three weeks. The maneuvers demonstrated in San 
Diego included starting the automated vehicles from complete rest, 
accelerating to cruising speed, automated steering for lane keeping, allowing 
any vehicle to exit from the platoon with an automated lane change, 
allowing new vehicles to join the platoon and bringing the platoon to a 
complete stop at the end of the highway (Rajamani, et. al., 2000). 

The sliding surface based control law using inter-vehicle communication 
described above was used in the NAHSC demonstration. The performance 
of the control algorithm is shown in Figure 7-5 (Rajamani, et. al., 2000). 
The spacing accuracy of cars 6, 7 and 8 in the eight-car platoon is shown. 
During the entire 7.6 mile run, the spacing error between these tail vehicles 
of the platoon remains within + 0.2 meters. This includes the spacing 
performance while the lead car accelerates, cruises, and decelerates to a 
complete stop and other cars in the platoon accelerate and decelerate while 
splitting and joining. The scenario also includes uphill and downhill grades 
of up to 3%, during which the maximum spacing errors occur. The 
acceleration profile of the car 8 corresponding to this test data is shown in 
Figure 7-6. The long-period peaks and valleys of Figure 7-6 correspond to 
changes of grade on the test track and to intentional acceleration and 
deceleration maneuvers built into the test and demonstration scenario. The 
spacing performance and ride quality that can be achieved by a fully 
cooperative platoon system are. superior to that achieved by the most highly 
skilled human drivers who have driven the test vehicles. 
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Figure 7-5. Spacing performance of cars 6,7 and 8 of an eight-car platoon 

time (sec) 

Figure 7-6. Acceleration profile for tail car of 8-car platoon 
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7.10 LOWER LEVEL CONTROLLER 

In the 
determined 
controller. 

lower controller, the throttle and brake actuator inputs are 
so as to track the desired acceleration determined by the upper 
The following simplified model of vehicle dynamics is used in 

the development of the lower level controller. This simplified model is 
based on the assumptions that the torque converter in the vehicle is locked 
and that there is zero-slip between the tires and the road, as described in 
chapter 5. These assumptions relate the vehicle speed directly to the engine 
speed 

Under these assumptions, as described in Chapter 5, section 5.5.1, the 
dynamics relating engine speed me to the pseudo-inputs "net combustion 

torque" Tne, and brake torque Tbr can be modeled by 

where Je = I, + (nueff + I @ ) R ~  is the effective inertia reflected on the 

engine side, R is the gear ratio and reff the tire radius. 

If the net combustion torque is chosen as 

then, from equation (7.43), the acceleration of the car is equal to the desired 
acceleration defined by the upper level controller : xi = xides . 

Once the required combustion torque is obtained from (7.44), the control 
law to calculate the throttle angle to provide this torque can be obtained by 
using engine dynamic models and applying nonlinear control synthesis 
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techniques. Engine dynamic models for both SI and diesel engines and 
control design to provide a desired torque are discussed in Chapter 9. 

If the desired net torque defined by (7.44) is negative, the brake actuator 
is used to provide the desired torque. An algorithm for smooth switching 
between the throttle and brake actuators is presented in Choi and Devlin, 
1995, and can be used by the longitudinal control system. 

7.11 ADAPTIVE CONTROL FOR UNKNOWN 
VEHICLE PARAMETERS 

In the design of the lower controller (7.44) in the previous section, it was 
assumed that the vehicle mass, aerodynamic drag coefficient and the rolling 
resistance values were exactly known. This section presents a direct 
adaptive controller which adapts on all three parameters and utilizes 
estimated values of these parameters in the control law. This adaptive 
controller has been implemented experimentally and its performance 
documented (S waroop, 1995). 

7.11.1 Redefined notation 

Recall the definition of the sliding surface used to design the upper level 
controller 

To simplify notation, let ql = wn 1 and 
5+,,/51_11-~1 q3 =- 

q4 = (5 + .\/5 2- 1 )wn c ~ .  Then 

The upper level control law is then (Swaroop, 1995) 
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- 1  
X i  - des - - [ i i - 1 + q 3 i l + - q 1 & i - q 4 ( f i - ~ L ) - ~ i ]  (7.46) 

1 + q 3  

From the previous section, under the assumption of locked torque 
converter and negligible longitudinal slip at the tires, the engine dynamic 
equation under throttle control can be roughly written as 

Since xi = Rreff we,  this equation can be rewritten as 

2 where M i  = Je Rreff , f i  = R2reff R, and q = R ref 2c, are unknown 

parameters and ui = Rreff T,,, is the control torque. 

In order to obtain a desired acceleration ides, the control input ui can 

be chosen as 

This equation is essentially the same as equation (7.44) of the previous 
section. The only difference between equations (7.44) and (7.49) is the 
notation. 
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7.11.2 Adaptive controller 

The objective is to find an adaptive version of the control law of 
equation (7.49) when the parameters ci , f i  and M i  are unknown. The 
adaptive controller described in this section was developed in Swaroop 
(1995). Let 

where 4, i?i and M i  are estimated values of the unknown parameters f, , - A - ,. 
ci and M i .  Let f , = f , - f i ,  M i = M i - M i  and Fi=ci -c i  be the 

errors in the estimates of the parameters. 

Then, as shown in Swaroop (1995), instead of the closed loop dynamics 
Si = - a i ,  the sliding surface dynamics are instead given by 

Define a Lyapunov function candidate 

Its time derivative is 
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(7.54) 

Choose the parameter adaptation laws as (Swaroop, 1995) 

h 1 M .  =-M. =-S jI- 
1 1 i des 

Yl 

With the above adaptation laws 

- - 
Hence vi is negative semi-definite, ensuring that Si, Mi, fi and Fi - - 

are bounded i.e. Si, M i ,  fi ,Zi E L,. 

Note here that the notation L, is used to refer the space of all functions 

that have a finite well defined --norm. Likewise, 4 is used to refer the 
space of all functions that have a finite well defined 2 -norm. 

Use of Barbalat's Lemma to show asvmptotic convergence of Si 
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A corollary to Barbalat's Lemma states that a function f ( t )  + 0 as 

df t  + = if f E I2 n L, and -E L, (Narendra and Annaswamy, 1989). 
dt 

This Lemma can be used to show that Si + 0 as t + . 

From (7.58), it follows that 

T 

Ssi2dt = Vi (0) - Vi ( T )  
0 

Taking the limit as T + - in equation (7.59), it follows that Si E L2. 

It remains to show that si E L, . 

From equation (7.48) 

2 2 A 
A 

M . 5  = -c.x. +;.x. + M  j;. 
1 1  1 I 1 I i des - f i  + f i  

or 

From the above equation it follows that xi and xi are bounded if xi-l, 

xl and xe are bounded. Using the principle of induction, since xi and xi 
are bounded for i = 1 ,  it can be shown that xi and xi are bounded for all i . 

From equation (7.48) it then follows that xides is bounded. 

Since xi and xi - des are bounded, it follows from equation (7.51) that 

S i €  L,. 
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Hence, by Barbalat's Lemma, it follows that Si + 0 as t + - 
Chapter 7 

7.12 CHAPTER SUMMARY 

It is desirable that the vehicle following control system in a platoon 
should be designed to satisfy the following two performance specifications: 
1) Individual vehicle stability, in which spacing errors of all vehicles 

converge to zero if the lead vehicle of the platoon travels at constant 
velocity 

2) String stability, in which spacing error does not amplify as it propagates 
towards the tail of the string of vehicles. 

The mathematical conditions that ensure string stable design were 

Ei analyzed. Let H ( s )  = - be the transfer function relating the spacing 
Ei-1 

error of consecutive vehicles. The string stability condition 
11 E~ 11.. I 11 E ~ - ~  11- can be ensured by designing the longitudinal controller 
such that the following two conditions are met: 

where h(t)  is the imulse response or the Laplace inverse of H ( s )  . 

Spacing policies and control algorithms for both autonomous control as 
well as cooperative control utilizing inter-vehicle communication were 
discussed in this chapter. In the case of a constant spacing policy, an 
autonomous controller cannot ensure string stability, although it can ensure 
individual vehicle stability. 

String stability can be ensured with a constant spacing policy if inter- 
vehicle communication is used. A well known communication architecture 
is one in which the lead vehicle communicates its velocity and acceleration 
to all the vehicles in the string. String stability is ensured by using 
communication from the lead and preceding vehicles by each vehicle in the 
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platoon. A major experimental demonstration of vehicles operating in 
platoons using such a communication system was the NAHSC 
demonstration conducted in August 1997. Experimental results from the 
NAHSC demonstration were presented. 

Finally, an adaptive controller was presented which compensates for 
unknown values of vehicle mass, aerodynamic drag coefficient and rolling 
resistance by using on line adaptation of these parameters. 

NOMENCLATURE 

longitudinal position of the i th vehicle 

longitudinal velocity of the i th vehicle 

longitudinal spacing error of the i th vehicle, with 

Li being the desired spacing 

desired inter-vehicle spacing for the i th vehicle 

(includes preceding vehicle length) 

longitudinal velocity of the lead vehicle of the 

platoon 

longitudinal acceleration of the lead vehicle of the 

platoon 

desired acceleration of the i th vehicle 

control gain used in upper longitudinal controller 

(relative weight for lead car signal feedback 
compared to preceding car signal feedback). 

control gain used in upper longitudinal controller 

(bandwidth) 

transfer function relating spacing errors of 

consecutive vehicles 

impulse response function corresponding to H ( s )  

sliding surface used in upper controller design 
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APPENDIX 7.A 

Background results useful for the analysis in sections 7.5 and 7.6 are 
presented in this Appendix. For more details, the reader is referred to 
Desoer and Vidyasagar (1975). 

7.A.1. Holder's Inequality 

Let f, g : R -+ R . Let p, q be non negative extended real numbers 

I f  f E Lp and g E Lq,  then 

When p = 2 ,  q = 2 ,  the Holders' inequality becomes the Schwartz 
Inequality. 
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7.A.2. Minkowski's Inequality 

7.A.3. Theorem 

t 

Let y(t) = J g  ( t  - r ) x ( ~ ) d r  
0 

If x(t)  E Lp and g(t)  E 4 ,  then 

II Y ll, 5 ll g l l l l l X l l p  

Interpretation: 

For p = 2 ,  

This means that the ..-norm of the system is always less than the 1- 
norm, or 
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ELECTRONIC STABILITY CONTROL 

INTRODUCTION 

8.11 The functioning of a stability control system 

Vehicle stability control systems that prevent vehicles from spinning and 
drifting out have been developed and recently commercialized by several 
automotive manufacturers. Such stability control systems are also often 
referred to as yaw stability control systems or electronic stability control 
systems. 

Figure 8-1 schematically shows the function of a yaw stability control 
system. In this figure, the lower curve shows the trajectory that the vehicle 
would follow in response to a steering input from the driver if the road were 
dry and had a high tire-road friction coefficient. In this case the high 
friction coefficient is able to provide the lateral force required by the vehicle 
to negotiate the curved road. If the coefficient of friction were small or if 
the vehicle speed were too high, then the vehicle would not follow the 
nominal motion expected by the driver - it would instead travel on a 
trajectory of larger radius (smaller curvature), as shown in the upper curve of 
Figure 8-1. The function of the yaw control system is to restore the yaw 
velocity of the vehicle as much as possible to the nominal motion expected 
by the driver. If the friction coefficient is very small, it might not be 
possible to entirely achieve the nominal yaw rate motion that would be 
achieved by the driver on a high friction coefficient road surface. In this 
case, the yaw control system might only partially succeed by making the 
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vehicle's yaw rate closer to the expected nominal yaw rate, as shown by the 
middle curve in Figure 8-1. 

\ Track on Vehicle slip f low p 

...... 

road 

Figure 8-1. The functioning of a yaw control system 

The motivation for the development of yaw control systems comes from 
the fact that the behavior of the vehicle at the limits of adhesion is quite 
different from its nominal behavior. At the limits of adhesion, the slip angle 
is high and the sensitivity of yaw moment to changes in steering angle 
becomes highly reduced. At large slip angles, changing the steering angle 
produces very little change in the yaw rate of the vehicle. This is very 
different from the yaw rate behavior at low frequencies. On dry roads, 
vehicle maneuverability is lost at vehicle slip angles greater than ten degrees, 
while on packed snow, vehicle maneuverability is lost at slip angles as low 
as 4 degrees (Van Zanten, et. al., 1996). 

Due to the above change of vehicle behavior, drivers find it difficult to 
drive at the limits of physical adhesion between the tires and the road 
(Forster, 1991, Van Zanten, et. al., 1996). First, the driver is often not able 
to recognize the friction coefficient change and has no idea of the vehicle's 
stability margin. Further, if the limit of adhesion is reached and the vehicle 
skids, the driver is caught by surprise and very often reacts in a wrong way 
and usually steers too much. Third, due to other traffic on the road, it is 
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important to minimize the need for the driver to act thoughtfully. The yaw 
control system addresses these issues by reducing the deviation of the 
vehicle behavior from its normal behavior on dry roads and by preventing 
the vehicle slip angle from becoming large. 

8.1.2 Systems developed by automotive manufacturers 

Many companies have investigated and developed yaw control systems 
during the last ten years through simulations and on prototype experimental 
vehicles. Some of these yaw control systems have also been commercialized 
on production vehicles. Examples include the BMW DSC3 (Leffler, et. al., 
1998) and the Mercedes ESP, which were introduced in 1995, the Cadillac 
Stabilitrak system (Jost, 1996) introduced in 1996 and the Chevrolet C5 
Corvette Active Handling system in 1997 (Hoffman, et. al., 1998). 

Automotive manufacturers have used a variety of different names for 
yaw stability control systems. These names include VSA (vehicle stability 
assist), VDC (vehicle dynamics control), VSC (vehicle stability control), 
ESP (electronic stability program), ESC (electronic stability control) and 
DYC (direct yaw control). 

8.1.3 Types of stability control systems 

Three types of stability control systems have been proposed and 
developed for yaw control: 
1) Differential Braking systems which utilize the ABS brake system on 

the vehicle to apply differential braking between the right and left 
wheels to control yaw moment. 

2) Steer-by-Wire systems which modify the driver's steering angle input 
and add a correction steering angle to the wheels 

3) Active Torque Distribution systems which utilize active differentials 
and all wheel drive technology to independently control the drive torque 
distributed to each wheel and thus provide active control of both traction 
and yaw moment. 

By large, the differential braking systems have received the most 
attention from researchers and have been implemented on several production 
vehicles. Steer-by-wire systems have received attention from academic 
researchers (Ackermann, 1994, Ackermann, 1997). Active torque 
distribution systems have received attention in the recent past and are likely 
to become available on production cars in the future. 

Differential braking systems are the major focus of coverage in this book. 
They are discussed in section 8.2. Steer-by-wire systems are discussed in 
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section 8.3 and active torque distribution systems are discussed in section 
8.4. 

DIFFERENTIAL BRAKING SYSTEMS 

Differential braking systems typically utilize solenoid based hydraulic 
modulators to change the brake pressures at the four wheels. Creating 
differential braking by increasing the brake pressure at the left wheels 
compared to the right wheels, a counter-clockwise yaw moment is generated. 
Likewise, increasing the brake pressure at the right wheels compared to the 
left wheels creates a clockwise yaw moment. The sensor set used by a 
differential braking system typically consists of four wheel speeds, a yaw 
rate sensor, a steering angle sensor, a lateral accelerometer and brake 
pressure sensors. 

8.2.1 Vehicle model 

The vehicle model used to study a differential braking based yaw 
stability control system will typically have seven degrees of freedom. The 
lateral and longitudinal velocities of the vehicle ( x  and y respectively) and 
the yaw rate ld/ constitute three degrees of freedom related to the vehicle 

body. The wheel velocities of the four wheels ( w f f ,  w fr ,  wrf and wrr ) 
constitute the other four degrees of freedom. Note that the first subscript in 
the symbols for the wheel velocities is used to denote front or rear wheel and 
the second subscript is used to denote left or right wheel. Figure 8-2 shows 
the seven degrees of freedom of the vehicle model. 
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Figure 8-2. Degrees of freedom for vehicle model for differential braking based system 

Vehicle Body Equations 

Let the front wheel steering angle be denoted by 6 .  Let the longitudinal 
tire forces at the front left, front right, rear left and rear right tires be given 
by Fxft, Fgr , Fxrt and FXrr respectively. Let the lateral forces at the 

front left, front right, rear left and rear right tires be denoted by Fyft , Fyfr ,  

Fyre and Fyrr respectively. 

Then the equations of motion of the vehicle body are 
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Here the lengths I f  , l r  and e W  refer to the longitudinal distance from 

the c.g. to the front wheels, longitudinal distance from the c.g. to the rear 
wheels and the lateral distance between left and right wheels (track width) 
respectively. 

Slip Angle and Slip Ratio 

Define the slip angles at the front and rear tires as follows 

Define the longitudinal slip ratios at each of the 4 wheels using the 
following equations 

re# cow - x 
ox = during braking x 

r e f f w w  - X ox = during acceleration 
r e f  O w  

Let the slip ratios at the front left, front right, rear left and rear right be 
denoted by o f e ,  o f r ,  ore and orr respectively. 
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Combined Lateral-Longitudinal Tire Model Equations 

The Dugoff tire model discussed in section 13.10 of this book can be 
utilized for calculation of tire forces. Let the cornering stiffness of each tire 
be given by C, and the longitudinal tire stiffness by C,. Then the 

longitudinal tire force of each tire is given by (Dugoff, et. al., 1969) 

and the lateral tire force is given by 

where /Z is given by 

A =  Pz (1 + 0) 

~{(c,o)z + (c, tan(a))2 !I2 

and 

Fz is the vertical force on the tire while p is the tire-road friction 
coefficient. 



228 Chapter 8 

Using equations (8.8), (8.9), (8. lo), (8.1 1) and (8.12), the longitudinal 
tire forces Fnfe,  Fxfr, Fxre and Fxrr and the lateral tire forces Fyf! , 

Fyfr , Fyre and Fyrr can be calculated. Note that the slip angle and slip 

ratio of each corresponding wheel must be used in the calculation of the 
lateral and longitudinal tire forces for that wheel. 

Wheel dynamics 

The rotational dynamics of the 4 wheels are given by the following 
torque balance equations: 

Here Tdf!, Tdfr, Tdre and Tdrr refer to the drive torque transmitted to 

the front left, front right, rear left and rear right wheels respectively and 
Tbf!, Tbfr, Tbre and Tbrr refer to the brake torque on the front left, front 

right, rear left and rear right wheels respectively. 

In general, the brake torque at each wheel is a function of the brake 
pressure at that wheel, the brake area of the wheel A,, the brake friction 

coefficient pb and the brake radius Rb . For instance, the brake torque at 

the front left wheel Tbfl is related to the brake pressure at the front left 

wheel Pf, through the equation 
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Similar equations can be written for the brake pressures Pbfr , Pbre and 

Pbrr at the front right, rear left and rear right wheels respectively. 

8.2.2 Control architecture 

Twheel speeds 
4 

lateral acceleration 
yaw rate 
steering angle 

C 

Objective: Yaw stability control 

Controller 

Controller I Lower I 
+ 

Brake pressure inputs Pbfe ' 'bfrr. 'br! 'brr 

Figure 8-3. Structure of electronic stability control system 

The control architecture for the yaw stability control system is 
hierarchical and is shown in Figure 8-3. The upper controller has the 
objective of ensuring yaw stability control and assumes that it can command 
any desired value of yaw torque. It uses measurements from wheel speed 
sensors, a yaw rate sensor, a lateral accelerometer and a steering angle 
sensor. Using these measurements and a control law to be discussed in the 
following sub-sections, it computes the desired value of yaw torque. The 
lower controller ensures that the desired value of yaw torque commanded by 
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the upper controller is indeed obtained from the differential braking system. 
The lower controller utilizes the wheel rotational dynamics and controls the 
braking pressure at each of the 4 wheels to provide the desired yaw torque 
for the vehicle. The inherent assumption is that the rotational wheel 
dynamics are faster than the vehicle dynamics. 

8.2.3 Desired yaw rate 

In Chapter 3 (section 3.3), we saw that the steady state steering angle for 
negotiating a circular road of radius R is given by 

where Kv is the understeer gradient and is given by 

where C, and C, are the cornering stiffness for each front and rear tire 

respectively. 

Hence, the steady state relation between steering angle and the radius of 
the vehicle's trajectory is 

and the radius can be expressed in terms of steering angle as 
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Here L = L + L , is used to denote the wheelbase of the vehicle. 

The desired yaw rate for the vehicle can therefore be obtained from 
steering angle, vehicle speed and vehicle parameters as follows 

Note that in the above equation, C,, and C, stand for the cornering 

stiffness of each front and rear tire and it is assumed that there are two tires 
in the front and two tires in the rear. If the cornering stiffness of the front 
and rear tires are equal, then C,, = C,, = C, . 

8.2.4 Desired side-slip angle 

In Chapter 3, we found that the steady state yaw angle error during 
cornering is 

and the steady state slip angle of the vehicle is 
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The above expression for steady state slip angle is in terms of velocity 
and road radius. This expression can be rewritten so that the steady state slip 
angle is expressed in terms of the steady state steering angle. 

The steady -state steering angle, from equation (8.19) is 

Hence, the curvature of the road can be expressed as 

Combining equations (8.23) and (8.20), the steady state slip angle is 

which after simplification turns out to be 
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Note: The above expression assumed that the cornering stiffness of each 
front tire is C@ and of each rear tire is C, . 

Equation (8.24) describes the desired slip angle as a function of the 
driver's steering angle input, the vehicle's longitudinal velocity and vehicle 
parameters. 

8.2.5 Upper bounded values of target yaw rate and slip 
angle 

The desired yaw rate and the desired slip angle described in sections 
8.2.3 and 8.2.4 cannot always be obtained. It is not safe, for example, to try 
and obtain the above desired yaw rate if the friction coefficient of the road is 
unable to provide tire forces to support a high yaw rate. Hence the desired 
yaw rate must be bounded by a function of the tire-road friction coefficient. 

The lateral acceleration at the center of gravity (c.g.) of the vehicle is 
given by 

Since y = x tan@), the lateral acceleration can be related to the yaw 
rate and the vehicle slip angle by the equation 

The lateral acceleration must be bounded by the tire-road friction 
coefficient p as follows 

The first term in the calculation of the lateral acceleration in equation 
(8.26) dominates. If the slip angle of the vehicle and its derivative are both 
assumed to be small, the second and third terms contribute only a small 
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fraction of the total lateral acceleration. Hence, combining equations (8.26) 
and (8.27), the following upper bound can be used for the yaw rate 

The factor 0.85 allows the second and third terms of equation (8.26) to 
contribute 15% to the total lateral acceleration. 

The target yaw rate of the vehicle is therefore taken to be the nominal 
desired yaw rate defined by equation (8.21) as long as it does not exceed the 
upper bound defined by equation (8.28): 

@target = p d e s  if ( q d e s  1 ' pupper-bound 

The desired slip angle, for a given steering angle and vehicle speed, can 
be obtained from equation (8.24). The target slip angle must again be upper 
bounded so as to ensure that the slip angle does not become too large. At 
high slip angles, the tires lose their linear behavior and approach the limit of 
adhesion. Hence, it is important to limit the slip angle. 

The following empirical relation on an upper bound for the slip angle is 
suggested 

This relation yields an upper bound of 10 degrees at a friction coefficient 
of ,U = 0.9 and an upper bound of 4 degrees at a friction coefficient of ,U = 

0.35. This roughly corresponds to the desirable limits on slip angle on dry 
road and on packed snow respectively. 

The target slip angle of the vehicle is therefore taken to be the nominal 
desired slip angle defined by equation (8.24) as long as it does not exceed 
the upper bound defined by equation (8.3 1): 

P t  arg et = Pdes  if IPdes 1 ' Pupper - bound 
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Pupperbound ~ g ~ ( P d , s  ) if IPdes 1 > Pupper -bound 

Several researchers in literature have simply assumed the desired slip 
angle to be zero and assumed that the upper bound on the yaw rate is given 

- pg . However. the equations in (8.28) - (8.33) yield a pupper-bound -- x 
better approximation to the driver-desired target values for both yaw rate and 
slip angle. 

8.2.6 Upper controller design 

The objective of the upper controller is to determine the desired yaw 
torque for the vehicle so as to track the target yaw rate and target slip angle 
discussed in section 8.2.5. 

The sliding mode control design methodology has been used by several 
researchers to achieve the objectives of tracking yaw rate and slip angle 
(Drakunov, et. al., 2000, Uematsu and Gerdes, 2002, Yi, et. al., 2003 and 
Yoshioka, et. al., 1998). A good introduction to the general theory of sliding 
surface control can be found in the text by Slotine and Li (1991). 

The sliding surface is chosen so as to achieve either yaw rate tracking or 
slip angle tracking or a combination of both. Examples of sliding surfaces 
that have been used by researchers include the following three 

By ensuring that the vehicle response converges to the surface s = 0 ,  
one ensures that the desired yaw rate andlor slip angle are obtained. A good 
comparison of the performance obtained with the 3 types of sliding surfaces 
described above can be found in Uematsu and Gerdes (2002). 
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This book suggests that the following sliding surface be used for control 
design: 

This surface is defined as a weighted combination of yaw rate and slip 
angle errors and takes the target values for yaw rate and slip angle discussed 
in sections 8.2.3 - 8.2.5 into consideration. 

Differentiating equation (8.37) 

The equation for Ili can be obtained by rewriting equation (8.3) as 

e 
Ignore the terms e (FXft + Fxfr )sin(& and x ( ~ y f l  - FYfr )Sin(8) in 

2 
equation (8.39), assuming that the steering angle is small. Next, assume that 
the ratio of front-to-back distribution of brake torques is fixed. Set 

where p is determined by the front-to-back brake proportioning. The front- 
to-back brake proportioning is determined by a pressure proportioning valve 
in the hydraulic system. Many pressure proportioning valves provide equal 
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pressure to both front and rear brakes up to a certain pressure level, and then 
subsequently reduce the rate of pressure increase to the rear brakes (see 
Gillespie, 1992). 

M @  is the yaw torque from differential braking and constitutes the 

control input for the upper controller. 

Then 

Substituting for 1,2 in equation (8.38) 

Setting 5. = -qs yields the control law 



Chapter 8 

The control law described in equation (8.46) above requires feedback of 
slip angle, slip angle derivative, and front and rear lateral tire forces. These 
variables cannot be directly measured but must be estimated and used for 
feedback. Estimation methods in literature use a combination of algorithms 
based on integration of inertial sensors and dynamic model based observers 
(Tseng, et. al., 1999, Van Zanten, et. al., 1996, Fukada, 1999 and Ghoeneim, 
2000). The use of GPS for estimation of slip ratio and slip angle has also 
been investigated (Daily and Bevly, 2004, Bevly, et. al., 2001). 

8.2.7 Lower controller design 

The lower controller determines the brake pressure at each wheel, so as 
to provide a net yaw torque that tracks the desired value for yaw torque 
determined by the upper controller. 

e 
By definition, M 6  = 2 ( F d r  - Fxft) .  Hence, the extra differential 

2 
longitudinal tire force needed to produce the desired yaw torque can be 
obtained as 

Consider the dynamics of the front left and front right wheels 
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The drive torque variables Tdfe and Tdfr are determined by the driver 

throttle input or by a combination of the driver throttle input and a traction 
control system. The brake pressures Pbft and Pw are determined from the 

braking input of the driver and the additional brake required to provide the 
differential braking torque for vehicle yaw control. 

By inspection of equations (8.48) and (8.49), it can be seen that the 
desired differential longitudinal tire force AFxf at the front tires can be 

obtained by choosing the brake pressures at the front left and right tires as 
follows: 

where Po is the measured brake pressure at the wheel at the time that 

differential braking is first initiated and the constant a has to be chosen such 
that 0 I a I 1 and Pbft and Pbfr are both positive. The brake pressure at 

each wheel should be zero or positive. Hence, in the case where the driver is 
not braking, AFxf is positive, and Po = 0 ,  then a has to be chosen to be 

zero. On the other hand, if the driver is braking and Po is adequately large, 

then a could be chosen to be 0.5. This would mean that the differential 
braking torque is obtained by increasing the brake pressure at one wheel and 
decreasing the brake pressure at the other wheel compared to the driver 
applied values. Thus a must be chosen in real-time based on the measured 
value of Po. 
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8.3 STEER-BY-WIRE SYSTEMS 

8.3.1 Introduction 

In the use of a steer-by-wire system for yaw stability control, the front 
wheel steering angle is determined as a sum of two components. One 
component is determined directly by the driver from hislher steering wheel 
angle input. The other component is decided by the steer-by-wire controller, 
as shown in Figure 8-4. In other words, the steer-by-wire controller 
modifies the driver's steering command so as to ensure "skid prevention" or 
"skid control". This must be done in such a way that it does not interfere 
with the vehicle's response in following the path desired by the driver. 

Significant work on the design of steer-by-wire systems for vehicle 
stability control has been documented by Ackermann and co-workers 
(Ackermann, 1997, Ackermann, 1994). The following sub-sections 
summarize the steer-by-wire control system for front-wheel steered vehicles 
designed by Ackermann (1997). 

Vehicle - 
Dynamics 

I - - -  --I I 

lateral acceleration 
yaw rate 

Figure 8-4. Structure of steer-by-wire stability control system 
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8.3.2 Choice of output for decoupling 

As described in Ackermann (1997), the driver's primary task is "path 
following". In path following the driver keeps the car - considered as a 
single point mass m - on her desired path, as shown in Figure 8-5. She does 
this by applying a desired lateral acceleration ayp  to the mass m in order to 
re-orient the velocity vector of the vehicle so that it remains tangential to her 
desired path. 

point mass 

Figure 8-5. The path following task of the driver 

The driver has a secondary task of "disturbance attenuation." This task 
results from the fact that the vehicle is not really a point mass but has a 
second degree of freedom which is the yaw motion of the vehicle. Let the 
yaw moment of inertia of the vehicle be I,. The yaw rate of the car is 

excited not only by the driver desired lateral acceleration a y p  but also by a 

disturbance torque M f l .  The yaw rate excited by the lateral acceleration 

a y p  is expected by the driver and she is used to this yaw rate. However, 

disturbances such as a flat tire and asymmetric friction coefficients at the left 
and right wheels induce a disturbance torque M f l  which excite a yaw 
motion that the driver does not expect. 

Usually, the driver has to compensate for the disturbance torque by using 
the steering wheel. This is a difficult task for the driver due to the fact that 
she is not used to counteracting for such disturbances and also due to the fact 
that she does not have a measure of the disturbances that cause the 
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unexpected yaw and therefore her reaction is likely to be delayed. It often 
takes time for the driver to recognize the situation and the need for her 
special intervention. 

In Ackermann (1997), the steer-by-wire electronic stability control 
(ESC) system is designed to perform this task of disturbance attenuation so 
that the driver can concentrate on her primary task of path following. For 
this it is necessary to decouple the secondary disturbance attenuation 
dynamics such that they do not influence the primary path following 
dynamics. The automatic control system for the yaw rate p should not 
interfere with the path following task of the driver. In control system terms, 
this means the yaw rate q2 should be unobservable from the lateral 

acceleration a y p  . The yaw rate dynamics will continue to depend on the 

lateral acceleration a y p  . Only then can the driver control the car to follow a 

path, since the vehicle must have a yaw rate to follow a path. However, the 
yaw rate is commanded only indirectly by the driver via ayp  . Nominally 

the driver is concerned directly only with a y p  . But any yaw rate induced 

by the disturbance attenuation automatic steering control system should be 
such that it does not affect the lateral acceleration a y p  . This decoupling has 

to be done in a robust manner. In particular, it must be robust with respect to 
vehicle velocity and road surface conditions. 

From the above discussion, the motivation for removing the influence of 
yaw rate on lateral acceleration is clear. The next question to be answered is 
"At which point of the vehicle should the lateral acceleration be used as the 
output ?" The lateral acceleration at any point P on the vehicle is given by 

where ay-cg is the lateral acceleration at the c.g. of the vehicle and ! is 

the longitudinal distance of the point P ahead of the c.g. of the vehicle. 

Since a y  -cg - - F ~ f  + F ~ r  , we have 
m 
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Choose the output position as 

This choice of the lateral acceleration output position ensures that the 
acceleration is independent of the rear lateral tire force Fyr . Thus the 

uncertainities associated with some of the tire forces on decoupling are 
removed and more robust decoupling can be achieved. 

Substituting from equation (8.55) into equation (8.54) 
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8.3.3 Controller Design 

The total steering angle is given by 

= adriver + Jsbw 

Chapter 8 

where Jdriver is the steering angle input of the driver and Jsbw is the 
steering angle input of the disturbance attenuation control system. 

First, note that the lateral force at the front tire depends on the slip angle 
at the front wheels. Hence 

Hence the yaw rate p? does not influence a y p  if and only if p? does not 

influence af  . Hence the controller should be designed such that the front 

tire slip angle does not depend on the yaw rate. 

Let the vehicle velocity angle at the front tires be Ovf . This is the angle 

between the longitudinal axis of the vehicle and the velocity vector at the 
front wheels. Then 

There is no easy way to measure Ovf . Otherwise the control law could 

be chosen as Jsbw = Ovf . That would ensure that the slip angle did not 

depend on the yaw rate. It would depend only on the driver commanded 
front wheel steering angle and would not depend on any other state 
variables. 
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The state equation for ed is (Ackermann, 1994) 

where 

where ax is longitudinal acceleration and could be measured by an 
accelerometer. 

Differentiating equation (8.59) 

Substituting from equation (8.60) into equation (8.62), it is clear that if 
the control law is chosen as 

Jsbw = -p  + g ( p )  + (Jdriver ) 

then the slip angle dynamics at the front tires would be 

Here F(Jdriver ) is chosen as a function of the driver input only and can 
be interpreted as the desired yaw rate corresponding to the driver's steering 
angle input Jdriver . Thus the error in yaw rate F(Jdriver ) - $9 is used as a 
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feedback term in the calculation of the steer-by-wire correction Jsbw in 
equation (8.63). 

The assumption of a small velocity angle at the front tire leads to 

Thus the front wheel slip angle dynamics depend only on the external 
driver commanded steering input Jdriver and do not depend on the yaw rate 

ld/ . AS we have seen, this also implies that the lateral acceleration a y p  does 

not depend on the yaw rate ld/ . 

One question that remains to be addressed is stability of the overall 
system. Decoupling does not automatically ensure stability. However, 

using the Lyapunov function V = af and the fact that 

it can be shown that the af sub-system is stable when briver = 0. It also 

turns out that the decoupled yaw sub-system is stable (Ackermann, 1994). 

Further practical implementation issues and simplifications of the 
controller are discussed in Ackermann (1997). Experimental results are 
presented in Ackermann (1994) and Ackermann (1997). 
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INDEPENDENT ALL WHEEL DRIVE TORQUE 
DISTRIBUTION 

8.4.1 Traditional four wheel drive systems 

If the differential braking based yaw stability control system is used 
during vehicle acceleration, it reduces the acceleration of the vehicle and 
therefore may not provide the longitudinal response the driver needs. A 
solution to this problem that is being actively investigated and developed in 
the automotive industry is the use of independent drive torque control with 
all wheel drive technology to enhance both traction and handling (Sawase 
and Sano, 1999, Osborn and Shim, 2004). 

The terms "four wheel drive" and "all wheel drive" will be quickly 
summarized here for the reader's benefit. In a 4-wheel drive system the 
drive torque is transmitted to all four wheels (as opposed, for example, to a 
front wheel drive vehicle where the torque is transmitted only to the two 
front wheels). 

The advantage of a 4-wheel drive (4WD) system is that longitudinal tire 
traction forces are generated at all 4 wheels to help the forward motion of the 
vehicle. This is very helpful in situations where loss of traction is a problem, 
for example in snow, off-road terrain and in climbing slippery hills. Four- 
wheel drive systems provide no advantage, however, in stopping on a 
slippery surface. This is determined entirely by the brakes and not by the 
type of drive system. 

The major components that enable 4-wheel drive operation are the 
differentials at the front and rear axles and the transfer case. The differential 
at the front (or the rear) allows the left and right wheels to spin at different 
speeds. This is necessary during a turn where the outer wheel moves on a 
circle of larger radius and must turn faster. The transfer case routes torque 
from the transmission to both the front and rear axles. Depending on the 
design, the transfer case may provide equal amounts of torque to the front 
and rear axles, or it may proportion torque to the front and rear axles. The 
transfer case routes torque to the front and rear using a differential called the 
center differential. 

In a 4-wheel drive system, when 4-wheel drive is engaged, the front and 
rear drive shafts are locked together so that the two axles must spin at the 
same speed. Four-wheel drive systems can be full-time or part-time 
systems. In a part-time 4-wheel drive system, the driver can select 4-wheel 
or 2-wheel drive operation using a lever or a switch. The driver can "shift 
on the fly" (switch between 2WD and 4WD while driving). This allows the 
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use of 2 wheel drive on regular dry roads and 4-wheel drive on slippery 
surfaces where more traction is needed. 

A full-time 4WD system, on the other hand, lets the vehicle operate in 
2WD (either front or rear) until the system judges that 4WD is needed. It 
then automatically routes power to all four wheels, varying the ratio between 
front and rear axles as necessary. Usually the detection of the fact that one 
of the wheels of the vehicle is slipping is used to activate a system. 
However, some of the more recent and sophisticated systems use software 
that switches the system to 4WD during specific driving conditions, even 
before a wheel begins to slip. A full-time 4-wheel drive system is also 
called an all-wheel drive (AWD) system. 

8.4.2 Torque transfer between left and right wheels using 
a differential 

As described above in section 8.4.1, a traditional differential allows the 
left and right wheels of a drive axle to spin at different speeds. This is 
necessary in order to allow the vehicle to turn. A traditional differential is 
also called an "open" differential. 

An open differential splits the torque evenly between each of the two 
wheels to which it is connected. If one of those two wheels comes off the 
ground, or is on a very slippery surface, very little torque is required to drive 
that wheel. Because the torque is split evenly, this means that the other 
wheel also receives very little torque. So even if the other wheel has plenty 
of traction, no torque is transferred to it. This is a major disadvantage of an 
open differential. 

An improvement on the open differential is a locking differential. In a 
locking differential, the driver can operate a switch to lock the left and right 
wheels together. This ensures that both wheels together receive the total 
torque. If one of the two wheels is on a slippery surface, the other wheel 
could still receive adequate torque and provide the longitudinal traction 
force. Thus a locking differential provides better traction on slippery 
surfaces and can be used when required by the driver. 

Yet another type of differential is the limited slip differential (LSD). In a 
limited slip differential, a clutch progressively locks the left and right wheels 
together but initially allows some slip between them. This allows the inner 
and outer wheels to spin at different speeds during a turn but automatically 
locks the two wheels together when the speed difference is big so as to 
provide traction help on slippery surfaces. 

From the above discussion on differentials it is clear that the ratio of 
torque transmitted to the left and right wheels is determined by the type of 
differential. In an open differential, the torque transmitted to both wheels is 



8. Electronic stability control 249 

always equal. In a locked differential, the speed of both wheels is equal and 
both wheels receive the total torque together as one integrated system. In a 
limited slip differential (LSD), more torque can be transferred to the slower 
wheel. This increase in torque to the slower wheel is equal to the torque 
required to overpower the clutch used in the LSD. 

8.4.3 Active Control of Torque Transfer To All Wheels 

The ultimate all-wheel drive system is one in which torque transfer to 
each of the 4 wheels can be independently controlled. Twin clutch torque 
biasing differentials have recently been developed in the automotive industry 
in which torque can be transferred to the inner or outer wheels in a variety of 
different ratios as required by an active control system (Sawase and Sano, 
1999). The torque transfer between front and rear wheels can be similarly 
controlled actively using the center differential in the transfer case. By 
independently controlling the drive torque transferred to each of the 4 
wheels, both traction and yaw stability control can be achieved. Yaw 
stability control can thus be achieved during the acceleration of a vehicle 
without requiring differential activation of the brakes which would have 
resulted in a net decrease in acceleration. 

/Differential Braking 1 
Causes vehicle to slow down 

and may not provide 
driver desired longitudinal 

response if used during 

/ Controlled 
Limited Slip 
Differential 

Capable of increasing torque 
to inside wheel but not 

outside wheel as it 
only transfers torque 
from faster running 

\ wheel to slower one / 

capatxe or transrerrlng torque 
to either wheel without a 
reduction in net vehicle 

\ acceleration 1 

Figure 8-6. Types of yaw stability control systems and their characteristics during vehicle 
acceleration 
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Figure 8-6 shows three different types of yaw stability control systems 
that can be used during vehicle acceleration and their respective 
characteristics. 

A twin-clutch limited slip differential described in Sawase and Sano 
(1999) allows any ratio of drive torques between the left and right wheels. 
The following equations can be used to model the torque transferred to each 
wheel with such a twin-clutch active differential: 

When the right clutch is engaged with a clutch torque Tclutch, the drive 
torque transmitted to the left wheel is 

while the drive torque transmitted to the right wheel is 

where q is a ratio determined by the gearing system in the twin-clutch 

differential and Td is the total torque transmitted to the axle under 
consideration. 

Similarly, when the left clutch is engaged with a clutch torque Tclutch, 
the drive torque transmitted to the left wheel is 

while the drive torque transmitted to the right wheel is 

Thus, by controlling the clutch torque, the ratio of drive torque 
transmitted to the left and right wheels can be controlled. 
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The best configuration for independently controlling the torque to each 
wheel would be a system consisting of a twin-clutch torque transfer 
differential each at both front and rear wheels and an all wheel drive transfer 
case equipped with a central differential. However, weight and price 
considerations could make this configuration an unattractive option. An 
alternative is to use a central differential and just one twin-clutch torque 
transfer differential. Analysis in Swase and Sano (1999) shows that a torque 
transfer differential at the rear wheels, in addition to a central differential, is 
an attractive option. 

Results in Sawase and Sano (1999) show performance when a stability 
control system that utilizes both differential braking and torque transfer is 
used. The upper control system to be used for such a stability control system 
would be similar to the one discussed in section 8.2.6. The upper controller 
would determine the desired yaw moment for the vehicle. The difference 
would be in the lower controller. In the lower controller, the active drive 
torque transfer would be utilized during vehicle acceleration and differential 
braking would be utilized during vehicle deceleration. 

8.5 CHAPTER SUMMARY 

This chapter reviewed three types of yaw stability control systems: 
differential braking based systems, steer-by-wire systems and independent 
drive torque control systems. 

A major portion of the chapter focused on differential braking based 
systems. A hierarchical control architecture in which an upper controller 
determines desired yaw torque and a lower controller provides the desired 
yaw torque was presented. The driver's steering angle input together with a 
measure of tire-road friction conditions was used to determine a target yaw 
rate and a target slip angle for the vehicle. A sliding surface based control 
system was designed to ensure tracking of the target yaw rate and slip angle. 

A design of a steer-by-wire system for yaw stability control was 
presented based on the work of Ackerman (1997). The front wheel steering 
angle was determined as a sum of the driver's input and an additional steer- 
by-wire control signal. The steer-by-wire control signal was designed so as 
to make the yaw rate of the vehicle unobservable from the lateral 
acceleration of the vehicle. This ensured that the driver could concentrate 
on the task of path following while the steer-by-wire controller compensated 
for disturbances that affected the yaw rate of the vehicle. 

Finally, the design of an independent drive torque control system was 
discussed. A twin-clutch torque transfer differential together with a transfer 
case can be used to control the proportion of drive torque provided to the 4 
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wheels. This can be used as a control mechanism for yaw stability control. 
Compared to a differential braking based system, the use of a drive torque 
control system would ensure that the vehicle does not decelerate during yaw 
stability control. 

NOMENCLATURE 

lateral tire force 

longitudinal tire force 

lateral tire force on front left tire 

lateral tire force on front right tire 

lateral tire force on rear left tire 

lateral tire force on rear right tire 

longitudinal tire force on front left tire 

longitudinal tire force on front right tire 

longitudinal tire force on rear left tire 

longitudinal tire force on rear right tire 

longitudinal velocity at c.g. of vehicle 

lateral velocity at c.g. of vehicle 

steering wheel angle 

steady state value of steering angle on a circular road 

total mass of vehicle 

yaw moment of inertia of vehicle 

distance between left and right wheels (track length) 

longitudinal distance from c.g. to front tires 

longitudinal distance from c.g. to rear tires 

total wheel base ( l + t r  ) 
yaw rate of vehicle 
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slip angle at front tires 

slip angle at rear tires 

slip ratio 

slip ratio at front left wheel 

slip ratio at front right wheel 

slip ratio at rear left wheel 

slip ratio at rear right wheel 

angular speed of a wheel 

angular speed of front left wheel 

angular speed of front right wheel 

angular speed of rear left wheel 

angular speed of rear right wheel 

effective tire radius 

cornering stiffness of tire 

longitudinal stiffness of tire 

normal force on tire 

tire-road friction coefficient 

rotational moment of inertia of each wheel 

brake torque on front left wheel 

brake torque on front right wheel 

brake torque on rear left wheel 

brake torque on rear right wheel 

brake pressure on front left wheel 

brake pressure on front right wheel 

brake pressure on rear left wheel 
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vupper  - bound 

P 
P d e s  

P t  a g e t  

Pupper - bound 

brake pressure on rear right wheel 

measured brake pressure at a wheel 

desired yaw rate of driver 

target yaw rate for yaw control system 

upper bound on desired yaw rate 

slip angle of vehicle 

desired slip angle of vehicle 

target slip angle for yaw control system 

upper bound on desired slip angle 

driver steering angle input in steer-by-wire system 

steer by wire steering angle correction 

lateral acceleration at decoupling point P 

longitudinal acceleration 

lateral acceleration at c.g. of vehicle 

longitudinal distance of point P from vehicle c.g. 

drive torque on front left wheel 

drive torque on front right wheel 

drive torque on rear left wheel 

drive torque on rear right wheel 

drive torque on any axle 

clutch torque in an active differential 

yaw torque due to differential braking 

extra differential longitudinal tire force required to provide 

desired yaw torque 

constant used in sliding surface control system design 
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constant used in definition of sliding surface for differential 

braking based controller 

front-to-back brake proportioning ratio 

variable used in Dugoff tire model 

function used in Dugoff tire model 

brake area of the wheel 

the brake friction coefficient 

brake radius 

constant determined by gear ratios in active differential 
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MEAN VALUE MODELING OF SI AND DIESEL 
ENGINES 

The engine models presented in this chapter are useful in the 
development of control systems for cruise control, adaptive cruise control 
and other longitudinal vehicle control applications. 

The type of engine models we will study in this chapter are called mean 
value models (Cho and Hedrick, 1989, Hendricks and Vesterholm, 1992, 
Hendricks and Sorenson, 1990). A mean value model is a mathematical 
engine model which is intermediate between large cyclic simulation models 
and simplistic transfer function models. It predicts the mean values of major 
external engine variables like crank shaft speed and manifold pressure 
dynamically in time. The time scale for this mean value description is much 
longer than that required for a single engine cycle but sufficiently shorter 
than that required for describing longitudinal vehicle motion. Hence such 
models can be well utilized for longitudinal vehicle control applications. 

The outline of this chapter is as follows. Sections 9.1 and 9.2 focus on 
mean value models for spark ignition (SI) engines. Section 9.1 describes a 
parametric mean value model while section 9.2 presents a mean value model 
based on the use of engine maps. Section 9.3 provides an introduction to 
turbocharged diesel engines. Section 9.4 describes a mean value model for 
diesel engines equipped with a variable geometry turbocharger and a exhaust 
gas recirculation valve. Section 9.5 presents an engine control system for SI 
engines designed to provide real-time commanded vehicle acceleration. 
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9.1 SI ENGINE MODEL USING PARAMETRIC 
EQUATIONS 

The major elements of the SI (gasoline) engine considered in a mean 
value model of the engine rotational dynamics are 

1) the air flow model for the intake manifold and 
2) the rotational dynamics of the crankshaft. 
The intake manifold of the engine is the volume between the throttle 

plate and the intake valves of the cylinder (see Figure 9-1). The throttle 
controls the air flow into the intake manifold. The rate of outflow from the 
intake manifold into the engine cylinders depends to a large degree on the 
operating engine speed and the pressure in the intake manifold. 

manifold to exhaust 
manifold 

Figure 9-1. Line Diagram of Internal Combustion Engine 

Air from the intake manifold flows into the engine cylinders during the 
intake stroke of the piston. Drops of gasoline are mixed into the air. Then 
the piston moves back up to compress the air-fuel mixture during the 
compression stroke. At the top of the compression stroke, the spark plug 
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releases a spark to ignite gasoline and cause combustion. Combustion in the 
engine cylinders releases energy which is responsible for the torque 
generated at the crankshaft of the engine. As we shall see later, the net 
torque generated by the engine is primarily a function of the operating 
engine speed, the rate of air flow from the intake manifold into the cylinders, 
the fueling rate and the losses in the engine cylinders. The expansion caused 
by combustion drives the piston down for the expansion or power stroke. 
Finally, the piston goes up again for the exhaust stroke and the outlet valve 
opens to allow the used air to leave the piston. 

Engine rotational dynamics 

The crankshaft rotational dynamics can be represented by 

where qnd is the indicated combustion torque, is the external load 

torque on the crankshaft, Tf represents the pumping and friction losses in 

the engine and I, is the rotational moment of inertia of the engine. 

The load on the engine Toad is typically provided by a torque converter 
which couples the engine to the transmission. Torque converter models have 
been discussed in Chapter 4 of this book. The transmission in turn is 
coupled to the driving wheels of the vehicle through the differential. The 
load torque on the engine qoad can be calculated as described in section 4.2 

and section 5.5.1 of this book. 

The calculation of indicated torque q,, and friction torque Tf is 

discussed in the following sub-sections (sections 9.1.2 and 9.1.3) that follow. 
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9.1.2 Indicated combustion torque 
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The indicated torque, qnd, is generated by combustion and can be 
represented by (Hendricks and Sorenson, 1990): 

where H ,  is the fuel energy constant, vi is the thermal efficiency multiplier 

and accounts for the cooling and the exhaust system losses, and 

m represents the fuel mass flow rate into the cylinders. The fuel mass flow 

rate mf is typically determined by a fuel injection control system which 

attempts to maintain a stoichiometric air to fuel ratio in the cylinders. If it is 
assumed that a stoichiometric air fuel ratio is successfully maintained in the 

cylinders, then the fuel mass flow rate m,f. is related to the outflow from the 

intake manifold into the cylinders of the engine as follows (Ganguli and 
Rajamani, 2004): 

where ma, is air mass flow rate out of the intake manifold and into the 

cylinder, L, is the stoichiometric airlfuel mass ratio for gasoline (fuel) and 

A is the aidfuel equivalence ratio. Here, A = 1 and L, = 14.67 . 

In reality, the indicated and friction torques vary as the engine rotates 
through the thermodynamic cycle. In a mean value engine model however, 
the dynamics of rotation are averaged over time. 
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9.1.3 Friction and pumping losses 

The term Tf in the rotational engine dynamic equation (9.1) represents 

the hydrodynamic and pumping friction losses represented in terms of a loss 
torque. 

Hydrodynamic or fluid-film friction is the principal component of 
mechanical friction losses in an engine. A reasonable choice of polynomial 
expression for these friction losses in terms of engine speed we radts is 

(Heywood, 1988): 

In this expression, the constant term a2 represents boundary friction, 

the linear term alwe accounts for hydrodynamic or viscous friction and the 

aowe2 accounts for turbulent dissipation. Turbulent dissipation is found to 

be proportional to we2 and the constant of proportionality depends on the 

geometry of the flow-path. Sections 13.3.1 and 13.3.2 in Heywood (1998) 
describe hydrodynamic friction and turbulent dissipation and provide a 
detailed explanation for the choice of polynomial expression in equation 
(9.4). 

The pumping losses are found to be proportional to the pumping mean 
effective pressure and the operating speed (Hendricks and Sorenson, 1990). 
The pumping mean effective pressure is defined to be the difference between 

exhaust pressure and manifold pressure, p ,  - P,,,~, . Therefore the 

pumping losses can be modeled as: 

since the exhaust pressure is nearly constant and is equal to the atmospheric 
pressure. 
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Total friction and pumping losses in an engine can thus be expressed as 
polynomials in the engine speed and the manifold pressure as follows 
(Hendricks and Sorenson, 1990, Ganguli and Rajamani, 2004): 

where ao, al, az, bo, bl are parameters dependent on the specific engine. 

9.1.4 Manifold pressure equation 

The intake manifold is the volume between the throttle plate and the 
intake valves of the cylinder. The state equation for the intake manifold is 
obtained by applying conservation of mass to the intake manifold volume. 

where mai and muorepresent mass flow rate in and out of the intake 

manifold i.e. through the throttle valve and into the cylinder respectively. 

The pressure in the intake manifold pman can be related to the mass of 

air in the manifold mman using the ideal gas equation: 

where R is the ideal gas constant, T,,, is the intake manifold temperature 

and Vman is the intake manifold volume. 

Taking derivatives of equation (9.8) and substituting from equation 
(9.7), the intake manifold pressure equation is obtained as 



9. Mean Value Modeling of SI and Diesel Engines 

The calculation of mai and ma, is described in the following sub- 

sections. 

9.1.5 Outflow rate ma, from intake manifold 

The mass flow rate out of the intake manifold m,, is the rate at which 

the air-fuel mass is "swept" out of the cylinder by the piston. It is easy to 
see that ma, can be expressed as (Hendricks and Sorenson, 1990) 

me Pman 
mao = qvol ' d  

R Tman 

where q,,, is the volumetric efficiency (which is a complex function of 

many engine parameters and the variables pman and me), V, is the 

Pmm is the density of air displacement volume of the engine cylinders and - 
RTman 

in the intake manifold. The expression in equation (9.10) accounts for the 
fact that in a four-stroke engine, the charge is swept out of the intake 
manifold into the cylinders only every alternate rotation cycle of the 
crankshaft. 

9.1.6 Inflow rate mai into intake manifold 

The mass flow rate through the throttle body into the intake manifold 
can be calculated from the standard orifice equation for compressible fluid 
flow. A detailed analysis can be found in (Cho and Hedrick, 1989 and 
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Hendricks and Sorenson, 1990). A summary of the final equation for mu, is 

presented here from Ganguli and Rajamani (2004). mu, can be represented 

as a product of three variables: 

mUi = MAX . T C ( a ) .  PRI 

where 
1. MAX is a constant dependent on the size of the throttle body and is equal 

to the maximum possible intake airflow rate. 

2. T C ( a )  is the throttle characteristic which is the projected area the flow 
sees as a function of the throttle angle a .  It can be modeled as 
(Hendricks and Sorenson, 1990, Cho and Hedrick, 1989): 

T C ( a )  = 1 - cos (a  + a') 

where a ' i s  the minimum throttle angle seen by the engine. There is a 
minimum leakage area even when the throttle plate is closed against the 
throttle bore and this is represented by a ' .  This leakage area can be 
significant in calculations when operating at small throttle openings. 

3. PRI is the pressure ratio influence function, which describes the 

choked/sonic flow that occurs through the throttle valve. The sonic 

velocity is the velocity of propagation of a sound wave in the gas. This is 

the maximum velocity that a compressible fluid flowing through a pipe 

can rise to. At this velocity the effect of lower downstream pressure can 

no longer be transmitted upstream to increase the flow rate. The flow is 

then said to be choked. The downstream to upstream pressure ratio at 

which the sonic velocity is reached is called the critical pressure ratio 

p, . For air p, = 0.5283. 

In case of SI engines, the intake manifold pressure is always less than the 
atmospheric pressure leading air from the surrounding environment 
(upstream) into the intake manifold (downstream). Considering the throttle 
valve to be an orifice, based on standard theory of flow through orifice, the 
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following relationship can be obtained for PRI (Hendricks and Sorenson, 
1 990) : 

PRI = 

1 Pr 5 PC (sonic) 

(choked) 

and pc is the critical pressure ratio. pc can be assumed where pr = - 
Pamb 

to be approximately 0.5283. 

Substituting the above relations into equation (9.9), we get the manifold 
pressure equation: 

Pman me VdVvol 
Pman - MAX . TC(a ) .  PRI (-) - - - 

4x RTmn .man} vman Pamb 

Example values of parameters for the mean value model discussed in 
section 9.1 can be found on the web site 
http://www.iau.dtu.dk/-eh/index.html and in Cho and Hedrick, 1989. 

9.2 SI ENGINE MODEL USING LOOK-UP MAPS 

An often used alternative to the parametric engine model described in 
sections 9.1.1 - 9.1.6 is one in which engine maps from experimental data 
are used to replace several parametric functions. For example, the functions 
qnd and Tf  in equation (9.1) were defined as functions of various engine 

parameters and the dynamic variables we and pmn (see equations (9.2) 

and (9.6)). In an engine map based model, the function Tne, = qnd - Tf  is 
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obtained experimentally from dynamometer tests in the form of tabular data. 
Similarly the functions ma, (0, , p, ) and mai (a, p,) are obtained from 
dynamometer tests in the form of tabular data. Such tabular data is then 
used directly in the engine model (Cho and Hedrick, 1989). 

9.2.1 Introduction to engine maps 

An example of the engine map T,,, (a,,  pmn) in the form of tabular 

data is shown in Table 9-1. Data is presented for engine speed we varying 

from 52 rads to 586 rads ( 496.6 rpm to 5596 rpm) and manifold pressure 
pman varying from 10 kPa to 100 kPa (the table presented in Table 9-1 only 

contains partial data for p,,, varying up to 42.14 kPa). 

Table 9-1. Partial tabular data representing an engine map Tnet (0, , p,,,) 
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For each pair (we,  p,,, ) , a corresponding value of T,,, (we,  p,, ) is 

available in the table. Such data is obtained by dynamometer testing for 
each pair of values (we,  p,,) . It should be noted that for constructing an 

engine map for a particular engine, such tabular data must be obtained for 
that specific type of engine. 

-1001 I I I I I I I I 
10 20 30 40 50 60 70 80 90 100 

manifold pressure (kPa) 

Figure 9-2. Tnel (we , p,,,) as a function of p,,, for various fixed values of We 
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At manifold pressure 74.29 kPa 
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Figure 9-3. Tnet (me, p,,) as a function of We for p,, = 74.29 kPa 
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Figure 9-4. Tnet (0, , p,,,) as a function of 0, for various fixed values of p,,, 
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Tnet (we, p,, ) is shown graphically as a function of we and pman in 

Figure 9-2, Figure 9-3 and Figure 9-4. In Figure 9-2, Toe, on the y axis is 

shown as a function of p,,, on the x axis for various values of we.  From 

the figure, it can be seen that Tnet increases monotonically with pman . In 

Figure 9-3 Tne, is shown as a function of 0, for one fixed value of pman 

( P m n  equal to 74.29 kPa). It can be seen that Tnet (we, pman ) increases 

with we,  reaches a maximum and then decreases. Figure 9-4 shows 

Tnet (we, pman ) on the y axis as a function of we on the x axis for various 

values of pman ranging from 10 kPa to 100 kPa. 

Figure 9-5. mao (Ole, pman) as a function of pman for various fixed values of We 
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The function 4, = ma, (we, p,) is similarly provided in the form of 

tabular data as a function of p, and we.  The graphical nature of this 

relationship is shown through an example engine map in Figure 9-5. The 
characteristics of the function shown in Figure 9-5 above can be compared 
with that of equation (9.8) reproduced below: 

we Pman 
ma0 = Vvol ~ v d  

RTman 

By comparing equation (9.8) with the characteristic from Figure 9-5, it is 
clear that v~~~ is not a constant but a function of we and p,. Hence, in 

Figure 9-5, for constant we ,  ma, is not linearly proportional to p, but is a 

nonlinear function of pman . 

9.2.2 Second order engine model using engine maps 

Engine-map based engine models can be second order consisting of two 
states (we  and p,,) or first order consisting of only one state we.  The 

second order model is analogous to the parametric model described in 
section 9.1 of this chapter. The only difference is that the functions 

Tne, ( m e  Pma, ) 0 ( e  9 P a  and a ( 7  P a  are now 
experimentally derived as engine maps instead of the parametric equations 
described in section 9.1. 

The two equations of the second order engine model are summarized as 
follows: 

Manifold equation 

V man 

where 



9. Mean Value Modeling of SI and Diesel Engines 

ma, = MAX . TC(a) .  PRI 

TC(a)  and PRI are both obtained from engine maps and 

ma, (we, p,) is obtained directly from an engine map. 

Engine rotational dynamics equation 

Iehe = Tnet - T o a d  (9.1 8) 

where Tne, (we, p,)  is obtained from an engine map and is the net torque 

after losses (Tne, = Tnd - Tf ) . qoad is the load torque as before 
(typically from a torque converter). 

9.2.3 First order engine model using engine maps 

A first order engine model can be used if the intake manifold filling 
dynamics are ignored. This type of model is still valid for some longitudinal 
vehicle control applications, if the bandwidth of the control system to be 
designed is low. 

In the case of the first order model, the engine dynamics consist of just one 
state we. The dynamics of we are given by 

where Toad is the load torque as before (typically from a torque converter) 

andTne, ( a ,  we) is obtained from a map and is the net torque after losses. 

Tne, ( a ,  we) is provided as a steady state function of the throttle angle a 
and the engine speed we. The transient values of Tne, as p, in the intake 
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manifold varies and reaches steady state (for each value of a and w e )  are 
ignored. 

An example of an engine map for the net torque Tnet (a,@,) as a 

function of throttle angle a and engine sped we is shown in Figure 9-6. It 

can be seen that Tnet increases with throttle angle nonlinearly but 

monotonically. For each throttle angle, Tnet initially increases with engine 

speed we ,  reaches a maximum and then decreases. Thus for each a ,  there 

is a engine speed We at which maximum torque is achieved. 

-1 00 1 I I I I I I I I J 
0 10 20 30 40 50 60 70 80 90 

throttle angle (deg) 

Figure 9-6. T,,, (a, 13, ) as a function of a for various values of We 
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9.3 INTRODUCTION TO TURBOCHARGED DIESEL 
ENGINES 

Compared to a gasoline engine, a diesel engine has the inherent 
advantages of lower fuel consumption and lower C 0 2 ,  COand 

hydrocarbon emissions. NO, and particulate matter emissions, however, are 
lower in gasoline engines (Heywood, 1988). 

This section considers a diesel engine equipped with a controlled 
turbocharger and a controlled exhaust gas recirculation (EGR) valve. The 
use of a controlled turbocharger and EGR is done to minimize NO, and 

particulate matter (smoke) emissions from a diesel engine. A turbocharger 
consists of a compressor and a turbine coupled by a common shaft. The 
engine exhaust is used to drive the turbine, which in turn drives the 
compressor. The compressor, in turn, takes air from the ambient and directs 
it into the intake manifold. Because of the increased quantity of air due to 
compression, a larger quantity of fuel than in a non-turbocharged engine can 
be efficiently burned (Watson and Janota, 1982). 

Turbocharging increases air-fuel ratio, air charge density and 
temperature and reduces particulate emissions. However, it increases 
N0,emissions. N0,emissions can be reduced by using exhaust gas 

recirculation (EGR). The EGR system is used to divert a portion of the 
exhaust gas back to the engine intake manifold to dilute the air coming from 
the compressor. The recirculated exhaust gas acts as an inert gas in the 
intake manifold and increases the specific heat capacity of the charge, 
reducing the burn rate and hence decreasing the formation of NO,. A high 
level of EGR, however, lowers the air-to-fuel ratio in the engine and causes 
unacceptable smoke generation (Kolmanovsky, et. al., 1997). 

Traditionally, turbocharging and EGR were used at fixed settings 
(without real-time control). Real-time control of the turbocharger and the 
EGR flow rate can be used to ensure that both smoke and NO, emissions 
are reduced. This can be done without a major sacrifice in fuel economy or 
drivability (response to driver torque demand). Real-time control of the 
turbocharging process can be obtained through a variable geometry 
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turbocharger (VGT) (Kolmanovsky, et. al., 1997). A VGT is equipped with 
a system of pivoted guide vanes that changes the turbine flow area and the 
angle at which the exhaust gas is directed at the turbine motor. This 
controls the power transferred to the compressor and hence the amount of air 
flow into the intake manifold of the engine. 

For a more comprehensive review of diesel engine control, including 
VGT control, see (Kolmanovsky, et. al., 1997) and the references therein. 

MEAN VALUE MODELING OF 
TURBOCHARGED DIESEL ENGINES 

A schematic of the simulation model for turbocharged diesel engines is 
shown in Figure 9-7. The simulation model incorporates mean-value 
dynamics and has six states, viz pl , ml , p 2 ,  m2 , we and PC where p and 

m represent the pressure and mass respectively, PC represents the 

compressor power and we represents the engine crankshaft speed. The 

subscripts 1 and 2 refer to the intake and exhaust manifolds respectively. 
The model equations described below are a slightly modified version of the 
equations described in Kolmanovsky, et. al., 1997 and Jankovic and 
Kolmanovsky, 1998. They are based on laws of mass and energy 
conservation and on the ideal gas law for the intake and exhaust manifolds. 
The control inputs in this model are the mass flow rate through the exhaust 
gas recirculation value Weg,, and that through the turbine, W,. Other 

external inputs include the fueling rate Wf (kglhour), which is determined 

from the driver's accelerator pedal input . 
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Figure 9-7. Components of a Simple Simulation Model 
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9.4.1 Intake manifold dynamics 

ENGINE 
CYLINDERS 

As opposed to the intake manifold dynamics for the SI engine, the 
manifold dynamics here cannot be considered to be isothermal. This is 
because the significant exhaust gas recirculation (EGR) that can happen in a 
diesel engine implies that the temperature inside the intake manifold cannot 
be assumed to be constant but depends on EGR. 

The dynamics in the intake manifold are assumed to be adiabatic, with no 
heat exchange occurring. The mass flow rate balance in the intake manifold 
leads to 

The adiabatic process assumption leads to the equation 

I 
I 

Exhaust manifold dynamics 

e 

The exhaust manifold dynamics are also assumed to be adiabatic, leading 
to the following equations: 

v 

4 I EXHAUST MANIFOLD1 



9.4.3 Turbocharger dynamics 

The turbocharger shaft dynamics are modeled by 
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(9.22) 

where Pt and PC are the turbine power and compressor power respectively. 

The turbine power depends on the control input Wt and is defined by 

The power transfer between the turbine and the compressor is modeled 
by 
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where 7, and T are the turbo efficiency and the turbo-lag time constants 

respectively. 

The air flow into the intake manifold from the compressor is determined 
from the compressor power equation 

where II, = is the compressor isentropic efficiency and T, is the ambient air 

temperature. 

Engine crankshaft dynamics 

The engine dynamics are obtained from a torque balance on the engine 
crankshaft 

where T, is the indicated combustion torque, T f  is the friction and 

pumping losses expressed in terms of a loss torque and Tload is the load 
torque (typically from the torque converter). 

The indicated engine torque is given by 

where qind is the indicated efficiency 
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and @ is the theoretical air ratio which is given by @ = ( F  I A)ac,ua~ 

f s 

The variables in the right hand sides of all of the above equations are 
either constant parameters or external inputs or can be expressed as 
nonlinear functions of the five states and inputs. The parameters are defined 
in the Nomenclature section. The subscript 1 stands for the intake manifold, 
subscript 2 for the exhaust manifold and subscript e for the engine 
cylinders. 

The flow from the intake manifold to the engine cylinders is given by 

with ke being defined as 

The flow into the exhaust manifold from the engine cylinders is 

We2 = Wle + Wf (9.33) 

9.4.5 Control system objectives 

In addition to using the engine crankshaft dynamics of equation (9.28) 
together with the drivetrain dynamics to control the longitudinal speed or 
acceleration of the vehicle, additional control system objectives include: 
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1) To maintain air-fuel ratio at a desired value 
2) To maintain a desired level of burnt gas fraction in the intake manifold 

The model equations presented above can be used to design a control 
system that attempts to meet all of the above objectives (Stefanopoulou, 
et.al., 1998, van Nieuwstadt , et. al., 1998). 

LOWER LEVEL CONTROLLER WITH SI 
ENGINES 

This section discusses lower level controller design for SI engines. In the 
lower controller, the throttle and brake actuator inputs are determined so as 
to track a desired acceleration command from the upper controller (see 
Chapter 5). A simplified model of vehicle dynamics can be used for the 
development of the lower level controller. The simplified model used is 
based on the assumptions that the torque converter in the vehicle is locked 
and that there is zero-slip between the tires and the road (Rajamani, et. al., 
2000). These assumptions relate the vehicle speed directly to the engine 
speed (see Nomenclature for explanation of symbols) 

As seen in Chapter 5 (section 5.5.1), the dynamics relating engine speed 
me to the pseudo-inputs "net combustion torque" Tnet and brake torque Tbr 
can be modeled under these assumptions by 

2 where J, = I, + (mcff + I @ ) R ~  is the effective inertia reflected on the 

engine side, R is the gear ratio and reff the effective tire radius. 

T ( ,  m u  is a nonlinear function of engine speed and mass of air 

in the intake manifold (and can be obtained from steady state engine maps 
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available from the vehicle manufacturer, as ssen in section 9.2.1). The 
dynamics relating ma to the throttle angle a! can be modeled as 

mma, = MAX TC(a)  PRI (mma, ) - 4, 

where MAX is a constant dependent on the size of the throttle body, 
TC(a)  is a nonlinear invertible function of the throttle angle, PRI is the 
pressure influence function that describes the choked flow relationship 
which occurs through the throttle valve and ma, is the mass flow rate into 

the combustion chamber (again available as a nonlinear function of Pm and 

we from the engine manufacturer). The ideal gas law is assumed to hold in 

the intake manifold 

The control design for the lower level controller is based on a 
modification of the standard sliding surface control technique (Hedrick, et. 
al, 1991). If the net combustion torque is chosen as 

then, from equation (9.35), the acceleration of the car is equal to the desired 
acceleration defined by the upper level controller : xi = xides . 

Once the required combustion torque is obtained from equation (9.38), 
the throttle angle required to provide this torque is calculated by the 
following procedure. The pressure of air in the manifold Pma, and 

temperature T,, are measured and m,, is then calculated using the ideal 

gas law (9.37). Next the map T,,, (we,mma,) is inverted using the desired 

value of net torque to obtain the desired value for mass of air in the intake 
manifold mma, des . - 
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A sliding surface controller (Slotine and Li, 1991) is then used to 
calculate the throttle angle a necessary to make m,, track mman - des . 
Define the surface 

$2 = mman - mman - des 

Setting S2 = -q2s2, we obtain 

Since TC(a)  is invertible, the desired throttle angle can be calculated 
from equation (9.40). 

If the desired net torque defined by equation (9.38) is negative, the brake 
actuator is used to provide the desired torque. An algorithm for smooth 
switching between the throttle and brake actuators is designed in Choi and 
Devlin (1995) and can be used by the longitudinal control system. 

CHAPTER SUMMARY 

This chapter discussed dynamic models for SI and diesel engines. The 
type of engine models studied are called mean value models and are 
adequate for developing control systems for longitudinal vehicle motion 
control applications. 

In SI engines, the two major elements considered in the dynamic model 
were the air flow model for the intake manifold and the rotational dynamics 
of the crankshaft. The two states used in the model were the intake manifold 
pressure p,,, and the engine crankshaft speed we . 

For diesel engines, a turbocharged diesel engine equipped with a 
variable geometry turbocharger and an exhaust gas recirculation valve was 
considered. Five states consisting of the mass and pressure in the intake 
manifold (m, and p, ) and exhaust manifold (9 and p,) and the engine 
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crankshaft speed (we ) were used in the dynamic model. A complete set of 
model equations was provided. 

The design of a lower level controller for SI engines was discussed. The 
controller was designed to ensure that a desired longitudinal acceleration for 
the vehicle could be obtained. This controller will be used in Chapters 5, 6 
and 7 for longitudinal vehicle control applications. Nonlinear control 
synthesis techniques were utilized in the control system design. 

NOMENCLATURE 

For SI Engines 
rotational moment of inertia for engine 

rotational engine crankshaft speed 

indicated combustion torque 

friction losses expressed as a torque 

load torque on engine 

fuelling rate 

indicated thermal efficiency 

fuel energy constant 

stoichiometric air fuel mass ratio 

airlfuel equivalence ratio 

air flow rate from intake manifold into engine cylinders 

air flow rate into intake manifold 

pressure of air in intake manifold 

mass of air in the intake manifold 

desired value for mass of air in intake manifold used in 

lower controller 

volume of intake manifold 

temperature of air in intake manifold 
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constant used in ideal gas law for intake manifold 

displacement volume of engine cylinders 

volumetric efficiency 

throttle angle input 

minimum throttle angle 

throttle characteristic representing the projected area of flow 

pressure ratio influence function 

constant that represents the maximum possible intake air 
flow rate 

rolling resistance 

For Diesel Engines 

wll mass of air in intake manifold 

m2 mass of air in exhaust manifold 

PI pressure of air in intake manifold 

P2 pressure of air in exhaust manifold 

1; temperature of air in intake manifold 

T2 temperature of air in exhaust manifold 

v, volume of intake manifold 

v 2  volume of exhaust manifold 

? temperature of ambient air 

W e g r  flow rate for exhaust gas recirculation 

ye flow rate from intake manifold into engine cylinders 

wd flow rate from compressor into intake manifold 

w, flow through the variable geometry turbine 

we, flow rate from engine cylinders into exhaust manifold 

P, compressor power 

8 turbine power 
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% turbo efficiency 

z turbo lag time constant 

Y ratio of specific heats 

Pa pressure of ambient air 
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Chapter 10 

DESIGN AND ANALYSIS OF PASSIVE 
AUTOMOTIVE SUSPENSIONS 

10.1 INTRODUCTION TO AUTOMOTIVE 
SUSPENSIONS 

101.1 Full, half and quarter car suspension models 

An automotive suspension supports the vehicle body on the axles. A 
"full car" model of a suspension with 7 rigid body degrees of freedom is 
shown in Figure 10-1. The vehicle body is represented by the "sprung mass" 
m while the mass due to the axles and tires are represented by the 

c b unsprung" masses mul , mu2, mu3 and mu4. The springs and dampers 
between the sprung and unsprung mass represent the vehicle suspension. 
The vertical stiffness of each of the 4 tires are represented by the springs 

ktl , kt2 ,  kt3 and kt4. 

The seven degrees of freedom of the full car model are the heave z , 
pitch 8 and roll @ of the vehicle body and the vertical motions of each of 

the four unsprung masses. The variables z,, , z,, , z,, and z,, are the road 
profile inputs that excite the system. 
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Figure 10-1. Full car automotive suspension model 

A "half car" model with four degrees of freedom is shown in Figure 10- 
2. In the half car model, the pitch and heave motions of the vehicle body (0  
and z ) and the vertical translation of the front and rear axles ( zul and zU2 ) 
are represented. 

A two-degree-of-freedom "quarter-car" automotive suspension system is 
shown in Figure 10-3. It represents the automotive system at each wheel i.e. 
the motion of the axle and of the vehicle body at any one of the four wheels 
of the vehicle. The suspension itself is shown to consist of a spring k ,  , a 

damper b, and an active force actuator Fa.  The active force Fa can be set 

to zero in a passive suspension. The sprung mass m, represents the quarter- 

car equivalent of the vehicle body mass. The unsprung mass mu represents 

the equivalent mass due to the axle and tire. The vertical stiffness of the tire 
is represented by the spring k ,  . The variables z ,  , zu and zr represent the 
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vertical displacements from static equilibrium of the sprung mass, unsprung 
mass and the road respectively. 

Figure 10-2. Half car automotive suspension model 

10.1.2 Suspension functions 

The automotive suspension on a vehicle typically has the following basic 
tasks (D. Bastow, 1987) : 

1) To isolate a car body from road disturbances in order to provide ~ o o d  
ride quality 
Ride quality in general can be quantified by the vertical acceleration of 
the passenger locations. The presence of a well-designed suspension 
provides isolation by reducing the vibratory forces transmitted from the 
axle to the vehicle body. This in turns reduces vehicle body 
acceleration. In the case of the quarter car suspension, sprung mass 
acceleration z ,  can be used to quantify ride quality. 
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Figure 10-3. Quarter-car active automotive suspension 

To keep good road holding 
The road holding performance of a vehicle can be characterized in terms 
of its cornering, braking and traction abilities. Improved cornering, 
braking and traction are obtained if the variations in normal tire loads 
are minimized. This is because the lateral and longitudinal forces 
generated by a tire depend directly on the normal tire load. Since a tire 
roughly behaves like a spring in response to vertical forces, variations in 
normal tire load can be directly related to vertical tire deflection 
( zu - zr ) . The road holding performance of a suspension can therefore 
be quantified in terms of the tire deflection performance. 

) To provide good handling 
The roll and pitch accelerations of a vehicle during cornering, braking 
and traction are measures of good handling. Half-car and full-car 
models can be used to study the pitch and roll performance of a vehicle. 
A good suspension system should ensure that roll and pitch motion are 
minimized. 

4) To support the vehicle static weight 
This task is performed well if the rattle space requirements in the vehicle 
are kept small. In the case of the quarter car model, it can be quantified 
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in terms of the maximum suspension deflection ( z ,  - zu ) undergone by 
the suspension. 

The outline of the rest of this chapter is as follows. In section 10.2 of the 
chapter, we will review standard results on modal decoupling. In sections 
10.3-10.7, the use of modal decoupling and its approximation for the design 
and analysis of quarter car suspension systems will be studied. Section 10.8 
verifies the results of the decoupled approximation using the accurate 
complete model. Section 10.9 of the chapter will study the decoupling of 
half car models and the extension of the result to full car models. 

10.1.3 Dependent and independent suspensions 

Figure 10-4. Solid-axle leaf-spring rear suspension3 

In the case of dependent suspensions, the vertical motions of one wheel 
of an axle are directly linked to that of the other wheel of that axle. Some 

Figure provided by The Suspension Bible, http:Nwww.chris-longhurst.com/carbibles/ 
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cars are still designed and built with dependent rear suspension systems. 
Figure 10-4 shows a solid-axle leaf-spring dependent rear suspension 
system. The advantages of such a suspension are that it is simple and 
inexpensive. The drive axle is clamped to the leaf springs. The shock 
absorbers are also attached to the clamps. The ends of the leaf springs are 
attached directly to the chassis (vehicle body), as are the shock absorbers. 
Since the axle couples both the rear wheels, the vertical motion of one is 
transferred to the other. 

In the case of dependent suspensions, the axle cannot be represented by 2 
independent unsprung masses. 

In all of the suspension system models considered in section 10.1.1 (full, 
half and quarter-car models), both the front and rear wheels were assumed to 
have independent suspensions. 

Figure 10-5. Double-A arm independent suspension4 

The front wheel's suspension systems are always designed to be 
independent (except for the presence of an antiroll bar). In an independent 

Figure provided by The Suspension Bible, http://www.chris-longhurst.corn/carbibles/ 
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suspension, the vertical motions of the two wheels are not directly linked to 
each other. This was the implicit assumption in the full, half and quarter-car 
models introduced in section 10.1.1. 

Figure 10-5 shows a double-A arm type of independent suspension. The 
wheel spindle is supported by an upper and lower 'A' shaped arm. The A- 
shaped arms constitute a basic lever system that allows the wheel spindle to 
travel vertically up and down, independent of the other wheel. When the 
wheel moves vertically, it will also have a slight side-to-side motion caused 
by the arc which the levers scribe around their pivot point. This side-to-side 
motion is known as scrub. Unless the links are infinitely long the scrub 
motion is always present. The springs and shocks in this figure are in a so- 
called 'coil over oil' arrangement whereby the shock absorbers sit inside the 
springs. This type of suspension is also commonly referred to as a "double 
wishbone" suspension as the A shaped arms resemble a wishbone. In an 
unequal-length A-arm suspension, the upper control arm is often designed to 
be shorter than the lower A-arm. This causes the upper arm to swing 
through a shorter arc than the lower and pulls in the top of the tire as the 
wheel travels upwards. Thus the wheel tips in and gains negative camber. 
During cornering, as the vehicle body rolls against the wheels, the increasing 
negative camber on the outside allows the tire to generate increased 
cornering force. By adjusting the length of the arms and their respective 
angles to the ground, the roll center height and swing arm length of the 
vehicle can be adjusted. 

10.2 MODAL DECOUPLING 

This section contains a brief summary of modal decoupling. Modal 
decoupling will be used later in this chapter to study the influence of 
different suspension parameters on the properties of the automotive 
suspension. 

Consider an undamped finite degree of freedom system represented by 
the matrix equation 

where M and K are the mass and stiffness matrix respectively and F is the 
excitation vector. Let mi, i = 1,2,. . . , n represent the natural frequencies of - 
the system and Qi represent the corresponding mass-normalized mode 
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shapes (Thompson and Dahleh, 2001). Then the natural frequencies mi are 
given by 

and the mode shapes & are given by 

3. is mass normalized, we have 

F T ~ F  = I  

and 

F T ~ F = ~  

The following change of coordinates 

r = F T ~ x  

Since 

results in decoupled equations of motion in the new coordinates (Thompson 

and Dahleh, 2001) 
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Here the matrix A is diagonal, consisting of the squares of the natural 
2 frequencies q as the diagonal elements. 

10.3 PERFORMANCE VARIABLES FOR A QUARTER 
CAR SUSPENSION 

The equations of motion of the two-degree-of-freedom quarter-car 
suspension shown in Figure 10-3 are 

In standard second-order matrix form, the system can be represented as 

where M = ["' 1 ]. K = [ ks - ks ] and the other matrices are 
0 mu - k ,  k ,  + k t  

as defined in equation (10.11). 

The state space model of the quarter-car active automotive suspension 
system can be written as (Yue, et. al., 1988) 

x =  Ax+ BF, +Li, 
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where 
X1 = 2, - Zu 

x2 = is 

X3 = zu - z, 

x4 = iu 

Chapter 10 

is the suspension deflection (rattle space) 

is the absolute velocity of sprung mass 

tire deflection 

absolute velocity of unsprung mass 

1 ll:s 1 and 

- l lmu 

In the case of a passive suspension, the active force Fa is set to zero. 

The following three transfer functions are of interest and their attenuation 
will be used to judge the effectiveness of the suspension system : 
a) Acceleration transfer function 

b) Rattle space transfer function 
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c) Tire deflection transfer function 

Note that pitch and roll transfer functions cannot be studied using the 
quarter car model. 

The following values of parameters are typical for a passenger sedan: 
k,= 16000, b, = 1000, m,= 250, mu= 45, k t=  160000,b, = 0. The tire 

damping b, is assumed to be negligible. We will assume that the active 

force FA is zero. For now, we are only analyzing a passive suspension 
system. 

10.4 NATURAL FREQUENCIES AND MODE SHAPES 
FOR THE QUARTER CAR 

In order to study the effects of specific suspension parameters on the 
suspension performance, we calculate the natural frequencies and mode 
shapes of the suspension system and then transform to a new set of 
coordinates in which the two equations of motion are approximately 
decoupled. 

The two undamped natural frequencies of the quarter-car suspension 
system wl and w2 are determined by solving 

d e t ( - w L ~  + K )  = 0 (10.16) 

where the matrices M  and K  are as defined in equation (10.1 1 ) .  Hence 
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For the particular case where the tire stiffness is much higher than the 
suspension stiffness, we make the approximations 

which then results in the natural frequencies 

and 

For the typical parameters discussed earlier, the approximate natural 
frequencies turn out to be 

The exact natural frequencies solved using Matlab (without making the 
approximations of equation (10.18)) are found to be 1.21 Hz and 9.96 Hz. 

The mode shapes and (b2 corresponding to the two natural 

frequencies can be obtained using 1 q 2 ~  + K k  = 0 and 

1 2~ + K]p2 = 0 .  Let the modal matrix be = [A 41. 
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The mode shapes 4 and @2 can be mass-normalized so that the mass- 

normalized modal matrix F = [q$ &] satisfies 

The mass-normalized modal matrix for the quarter-car suspension system 
is found to be 

From the mode shapes in equation (10.22), one can see that the mode 
corresponding to the first natural frequency predominantly consists of 
sprung mass motion. This mode is therefore called the sprung-mass mode. 
The mode corresponding to the second natural frequency is called the 
unsprung mass-mode. 

We also find 

10.5 APPROXIMATE TRANSFER FUNCTIONS USING 
DECOUPLING 

Let 

r = F T ~ z  

Note that the inverse transformation matrix is 

( F T y ) - '  = B 
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The equations of motion in terms of r are then given by 

Chapter I0 

where h = [@12 02] is diagonal. In this case the damping term 
0 @2 

F T c F  also turns out to be diagonal. This happens because the damping 
matrix C can be expressed in this case as a linear combination of the 
matrices M and K .  

In the case of the automotive suspension system 

and F T ~ l  = [ -2 :O]  

The two new decoupled coordinates can therefore be approximated by 

rl = - 1 5 . 8 ~ ~  if 1 zs 1 2 1 z, I (10.28) 

and 

r2 = -6.72, if 1 z, I 2 1 zs I 

The two approximate decoupled equations turn out to be 
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m,z, +b, i ,  + k s z s  = b s i r  + k s z r  when Iz ,  I>>Iz, 1 (10.30) 

and 

m,z, +b, i ,  +k , z ,  = k,zr whenIz,I>>Iz,1 (10.31) 

The following figures show the decoupled 1 dof approximations to the 
quarter car suspension system: 

Sprung mass mode approximation: 

Valid when ( z ,  I >> I z ,  ( 

Figure 10-6. Sprung mass mode 

Unsprung mass mode ap~roximation : 

Valid when I z,  I >> I z ,  I 
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Figure 10-7. Unsprung Mass Mode 

The following approximate transfer functions can then be obtained: 

From the sprung mass mode 

The equation of motion of the ldof system shown in Figure 10-6 is 

This approximation leads to the transfer function 

From the unsprung mass mode 

The equation of motion of the ldof system shown in Figure 10-7 is 
muzu + k , ( z ,  - z r ) + b s i u  + k s z ,  = O  

This leads to the relations 
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and 

To evaluate the acuracy of the approximate transfer functions of 
equations (10.32) and (10.34), Figures 10-8 and 10-9 show a comparison 
between the actual and approximate transfer functions. It is clear that the 
approximate transfer function (10.32) matches the actual transfer function 
H A  ( s )  well for the frequency range w 1 2w1. Similarly the approximate 

transfer function (10.34) matches the actual transfer function HTD ( s )  well 

for the frequency range o 2 0 . 5 ~ ~  

The suspension deflection transfer function can be approximated by 

and 

Armed with the above knowledge on the decoupled motions of the 
sprung and unsprung mass, one can now study the effects of specific system 
parameters on the performance of the suspension system. 
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frequency (Hz) 

Figure 10-8. Actual and approximate H A  (s) 

Tire deflection 

I - - - original 

I - reduced model 

frequency (Hz) 

Figure 10-9. Actual and approximate HTD (s) 
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10.6 ANALYSIS OF VIBRATIONS IN THE SPRUNG 
MASS MODE 

As discussed in the previous section, the approximate transfer functions 
for vibrations in the sprung mass mode are 

and 

By inspection of the simple second order transfer functions in equations 
(10.37) and (10.38) above, it is clear that changes in the suspension stiffness 
k ,  and in the suspension damping b, will lead to the changes in the transfer 

function H A  ( s )  and H RS ( s )  as shown in Table 10.1. 

From the Table, it can be seen that a softer suspension (lower k, ) leads 

to an improvement in ride quality by reducing the first resonant frequency 
and hence causing the roll-off in the transfer function H A ( s )  to start at a 
lower frequency. However, a softer suspension leads to increased 
suspension deflection at low frequencies, thus increasing rattle space 
requirements. 
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Table 10-1. Influence of Suspension Parameters on Sprung Mass Vibrations 

. - -- -# 4 ~uspens~un 
Change 

Reduced 
suspension 
stiffness k, 

Increased 
suspension 
damping b, 

Decrease 
in the 
value of 
the first 
natural 
frequency 
Wl . 1 

~ e t t e r  
damping at 
the first 
natural 
frequency 
a1 

Impact on 
Ride Quality 

GOOD 
Improved sprung 
mass acceleration 
transfer function at 
high frequencies 

GOOD ' 
Reduces or 
eliminates the first 
resonant peak 
resulting in highly 
improved ride 
quality at the first 
resonant frequency. 

BAD 
Deteriorates ride 
quality at high 
frequencies by 
causing a slower 
roll-off and 
resulting in high 
frequency 
"harshness" 

rmpacr un 
Rattle Space 

BAD 
Increased suspension 
deflection at low 
frequencies 

" F, , 

GOOD 
Reduces or 
eliminates the first 
resonant peak in the 
suspension 
deflection transfer 
function resulting in 
improved suspension 
deflection 
performance at the 
first resonant 
frequency. 

BAD 
This change has no 
detrimental effects 
on the suspension 
deflection transfer 
function 

An increase in suspension damping b, reduces or eliminates the 

resonant peak corresponding to the sprung mass natural frequency. Thus 
the ride quality transfer function H A ( $ )  will be significantly improved at 

the sprung mass frequency. However, due to the impact of b, on the 
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numerator in equation (10.37), the higher damping introduces high 
frequency harshness in H A  ( s )  by causing a slower roll-off . 

The increase in suspension damping will have no detrimental effects on 
the suspension deflection transfer function H R S ( s ) .  It reduces or 

eliminates the resonant peak in HRS ( s )  . 

Consider again the decoupled sprung mass mode model of Figure 10-6. 
If the damping b, were placed between the sprung mass and inertial ground, 

instead of being placed between the sprung mass and the road, the resonant 
peak in the ride quality transfer function would be damped without causing 
the slower roll off at high frequencies. Thus significant ride quality 
improvement at the sprung mass frequency could be obtained without any 
high frequency harshness. Such a damper placed between the sprung mass 
and inertial ground is called a "sky-hook" damper. While the benefits of a 
sky-hook damper are clear, it is obviously not directly realizable in a passive 
suspension system. In the case of an active suspension system, the 
equivalent effect of a sky-hook damper can be obtained by controlling a 
hydraulic actuator placed between the sprung and unsprung masses 
(Redfield and Karnopp, 1989). 

10.7 ANALYSIS OF VIBRATIONS IN THE UNSPRUNG 
MASS MODE 

For the case where 1 z ,  I >> 1 z ,  I (in the unsprung mass mode), the 
quarter car system can be replaced by the 1 dof system shown in Figure 10-7 
earlier. As seen earlier, the tire deflection transfer function in this case can 
be approximated by 
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Influence of tire stiffnes on road holding 

By examining the simple second order transfer function in equation 
(10.39), it is clear that an increase in tire stiffness reduces tire deflection by 
reducing the low frequency asymptotte of HTD(s )  . Table 10.2 summarizes 
the influence of an increase in tire stiffness. 

Table 10-2. Influence of Suspension Parameters on Unsprung Mass Vibrations 

GOOD 
Increased tire Increase in the value of 
stiffness k ,  the second natural Improves tire deflection 

frequency w2. transfer function by 
reducing its low 

Reduction in the low frequency asymptote 

frequency asymptote of 
the tire deflection 
transfer function. 

10.8 VERIFICATION USING THE COMPLETE 
QUARTER CAR MODEL 

10.8.1 Verification of the influence of suspension stiffness 

The effects of decreasing suspension stiffness k ,  are studied in Figures 

10-10, 10-1 1 and 10-12 by reducing k ,  by a factor of 10. The suspension 
damping is correspondingly reduced so that the damping ratio remains 0.25. 
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Sprung mass acceleration 

frequency (Hz) 

Figure 10-10. 1 H A  ( j W )  I with reduced suspension stiffness 

Suspension deflection 

frequency (Hz) 

Figure 10-11. I HRS ( j W )  I with reduced suspension stiffness 
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As seen in Figure 10-10, the softer suspension is seen to provide better 
vibration isolation (reduced sprung mass acceleration). However, as seen in 
Figure 10-11, rattle space requirements are higher. The tire deflection 
performance with the softer suspension is shown in Figure 10-12. Tire 
deflection is significantly reduced at the sprung mass natural frequency. 
However, it appears to have a higher peak at the unsprung mass resonant 
frequency due to the reduced suspension damping, since the tire by itself has 
very little damping. 

frequency (Hz) 

Figure 10-12. 1 HTD ( j ~ )  I with reduced suspension stiffness 

10.8.2 Verification of the influence of suspension damping 

Next, the effects of increasing suspension damping only are studied by 
increasing damping coefficient b, by a factor of 2. The new damping ratio 
becomes 0.5 (originally the damping ratio was 0.25). 

In Figure 10-13, the higher damping is seen to reduce the sprung mass 
resonant peak of the acceleration transfer function but at the cost of high 
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frequency harshness ( slower roll-off in sprung mass acceleration at high 
frequencies). Higher damping reduces both resonant peaks in the suspension 
deflection transfer function, as seen in Figure 10-14, leading to significant 
overall improvement in suspension deflection performance. Similarly, 
higher suspension damping also lead to increased damping ratios for both 
resonant peaks in the tire deflection transfer function, as seen in Figure 10- 
15. 

Sprung mass acceleration 

1 o - ~  I . 1 1 , , , , ,  1 , . . l . . . l l  . , . , , . . .  1 , 1 . 1 1 . 1 .  

1 o - ~  lo-' 1 o0 1 0' 1 02 1 o3 
frequency (Hz) 

Figure 10-13. 1 H A  ( j ~ )  I with reduced suspension stiffness 
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Suspension deflection 
.I . . . . . .  1 . . . . .  ' - 1  . . . . . .  '1 

frequency (Hz) 

Figure 10-14. 1 HRS ( j W) I with increased suspension damping 

Tire deflection 
- . - ,  . . . . . . . .  

original 
higher damping 

1 I 

1 o - ~  10-I 1 oO 1 o1 1 02 
frequency (Hz) 

Figure 10-15. 1 HTD ( j W) I with increased suspension damping 
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10.8.3 Verification of the influence of tire stiffness 

Next the tire stifness is increased by a factor of 10. 
As seen in Figure 10-18, the resulting suspension is seen to provide 

significantly reduced tire deflections and hence better road holding and 
cornering performance. However, as seen in Figure 10-16, this is obtained 
at the cost of increased sprung mass accelerations due to roll-off of the 
sprung mass acceleration transfer function occuring at a higher frequency. 
The suspension deflection performance is similarly worsened at high 
frequencies (Figure 10-17) due to the increase in unsprung mass resonant 
frequency. 

Figure 10-16. 1 H A  (J'w) I with increased tire stiffness 

Sprung mass acceleration 
lo2 r . . . . . . 7 . . . . , 

1 o - ~  - 
. . . . c c . . l  . , . , . ) '  , . , , , , , , '  . . 

1 o - ~  lo-' 1 oO 1 0' 1 02 1 o3 
frequency (Hz) 
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Suspension deflection 

frequency (Hz) 

Figure 10-1 7. 1 HRS ( j 69) I with increased tire stiffness 

frequency (Hz) 

Figure 10-18. ( HTD (jW) I with increased tire stiffness 
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Let us briefly consider the case where the tire stiffness is kept the same, 
but significant tire damping is introduced. The increased tire damping will 
reduce the resonant peak of the sprung mass acceleration transfer function at 
the unsprung mass resonant frequency. The suspension deflection and tire 
deflection transfer functions will also be improved at the unsprung mass 
resonant frequency. While these are all desirable, increasing the tire 
damping is non-trivial. Hence these beneficial effects cannot be physically 
realized. 

10.9 HALF-CAR AND FULL-CAR SUSPENSION 
MODELS 

Consider a two degree of freedom half-car model of an automotive 
suspension system, as shown in Figure 10-19 below. The two degrees of 
freedom are the pitch 8 and the heave (vertical translation) z . 

Figure 10-19. Two-degree of freedom half car model 

The displacements of the car body at the two suspension locations are 
related to z and @ by 



z1 = z + t f q  

and 

z 2  = z-! ,q  

Using Newton's laws, we have 

m z + k l ( z l  - z r l ) + k 2 ( z 2  - z r 2 ) = 0  

and 

I 4 + k 1 ( z l  - z , , ) ! ~  + k 2 ( z 2  - z r 2 ) t r  = O  
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(10.40) 

Substituting for zl and z ,  from equations (10.40) and (10.41), the 
equations of motion turn out to be: 

The standard procedure for decoupling the equations of motion can be 
followed by calculating the natural frequencies and mode shapes. 

First consider the special case where the moment of inertia is given by 

In this special case, the natural frequencies (obtained by using 

d e t ( - w i 2 ~  + K )  = 0  ) turn out to be 
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c q 2  = k1 and mz2 = k2 e, !, 

The mass-normalized mode shapes are 

The decoupled coordinates are found using [:] = F T M [ ~ ]  to be 

Thus, the decoupled coordinates turn out to be the vertical motion of the 
points 1 and 2 i.e, of the front and rear of the suspension respectively. In 
this special case the front and rear suspensions can be designed 
independently ! 

Let us interpret this special case I = m! l ,  . Consider two masses m 

and m, on a link of length L + !, , as shown in Figure 10-20 below. 

If the system shown in Figure 10-20 were to represent the coupled two- 
dof system shown in Figure 10-19, then the two masses mf and m, must 

satisfy 
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Figure 10-20. Decoupled front and rear suspension systems 

Equation (10.49) states that the total sum of the masses must be m 
while equation (10.50) states that the two masses must be located at 
distances of l and l r  respectively from the c.g. 

Solving equations (10.49) and (10.50) for m and mr , we obtain 
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Using the above defintions of m and m, , the moment of inertia can 

be calculated as 

Thus, the special case I  = m& !, corresponds to a system where the 

coupled 2-dof system of Figure 10-19 can be exactly represented by the 
decoupled masses at the front and rear of the system. In this case the front 
and rear suspensions can be designed independently. 

It turns out that for a typical passenger sedan, the relationship 
I  = me,&, is approximately satisfied. Some typical values of parameters 

for a passenger sedan are 

m = 1460 

& = 1.4 meters 

& , = 1.4 meters 

I ,  = 2460 kg m2 

mef&,.  =2862 kgm 2 
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Since the motions at the front and rear are decoupled, independent design 
of the front and rear suspensions is adequate to control both heave and pitch 
motions due to road irregularities. 

Similarly, the roll and heave vibrations of the automotive suspension can 
also be analyzed using a half car model. The corresponding roll-heave 
parameters for a typical passenger sedan are 

L = 0.761 meters 

Transfer function from road inputs to z, 

frequency (Hz) 

Figure 10-21. Transfer function from the two road inputs to 2, 
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Calculations show that mC C ,  = 845.5 kg m2 which is to be compared 

with I, = 660 kg m2.  

The approximation I = mC l , does not seem to be very accurate in this 
case. However, as can be seen in Figure 10-21, the transfer function from 
zr2 to Z ,  has a significantly smaller magnitude that the transfer function 
from zrl to Z ,  . Thus, the vertical motion of points z, and z2 continue to be 
decoupled. The vertical motion of the sprung mass at each wheel is 
significantly influenced by the road input at that wheel.In summary, quarter 
car models are adequate to design suspensions when the influence of road 
irregularities is being considered. However, it must here be noted that, full 
car models are needed when the influence of cornering on vehicle roll and 
the influence of braking and longitudinal acceleration on vehicle pitch are to 
be considered. When only the influence of road irregularities is being 
considered, a quarter car model is adequate. 

10.10 CHAPTER SUMMARY 

In addition to providing vibration isolation for the vehicle body, an 
automotive suspension strongly influences the cornering, traction and 
handling properties as well as the rattle space requirements of the vehicle. 
An improvement in the performance of any one function is often obtained at 
the expense of another. A high order multi-degree-of-freedom model 
involving many suspension parameters is typically required in order to 
analyze the influence of suspension design on all the performance functions. 
This chapter utilized approximate decoupling to obtain simple single degree 
of freedom models from a high order automotive suspension model. Each 
simple model involved a small number of parameters and enabled easy 
analysis of the performance of some suspension functions. Using the 
approximately decoupled models, the following conclusions on suspension 
design were obtained 
a) Decreasing suspension stiffness improves ride quality and road holding. 

However, it increases rattle space requirements. 
b) Increased suspension damping reduces resonant vibrations at the sprung 

mass frequency. However, it also results in increased high frequency 
harshness. 

c) Increased tire stiffness provides better road holding but leads to harsher 
ride at frequencies above the unsprung mass frequency. 



Chapter I0 

d) An analysis of the full car and half car models' response to road 
irregularities indicated that the suspensions can be designed 
independently at each wheel. The quarter car suspension model is 
therefore adequate to study and design automotive suspension systems 
for optimizing response to road irregularities. 

e) To study the influence of cornering on vehicle roll and the influence of 
braking and longitudinal acceleration on vehicle pitch, half car andlor 
full car models must be used. 

NOMENCLATURE 

sprung mass displacement 

unsprung mass displacement 

road profile input 

sprung mass 

unsprung mass 

suspension stiffness 

suspension damping 

tire stiffness 

tire damping 

active suspension actuator force 

roll motion of sprung mass 

pitch motion of sprung mass 

roll moment of inertia of sprung mass 

pitch moment of inertia of sprung mass 

longitudinal distance from vehicle c.g. to front axle 

longitudinal distance from vehicle c.g. to rear axle 

Laplace transform variable 

sprung mass acceleration transfer function 

suspension deflection transfer function 
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tire deflection transfer function 

matrices used in state space model of quarter car suspension 

state space vector 

sprung mass resonant frequency 

unsprung mass resonant frequency 

modal vector corresponding to sprung mass resonant 

frequency 

modal vector corresponding to unsprung mass resonant 

frequency 
decoupled coordinates for suspension system 

mass normalized modal matrix 

matrices used in the mass-stiffness-damping suspension 
model 

H ,  , H 2 ,  H ,  matrices used in the mass-stiffness-damping suspension 

model 
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Chapter 1 1 

ACTIVE AUTOMOTIVE SUSPENSIONS 

The analysis of passive automotive suspensions in the last chapter 
showed that there are significant trade-offs in performance between the ride 
quality, rattle space and tire deflection transfer functions. Improvements in 
any one of the three transfer functions in the case of passive suspensions is 
often obtained at the expense of deterioration in the other two transfer 
functions. In this chapter, we look at the use of active suspensions in which 
electronically controlled actuators placed in the suspension are used to 
provide significantly superior performance. Alternate control laws are 
analyzed and the performance that active suspensions can provide is studied 
and compared with that of passive suspensions. The factors that limit the 
performance of active suspensions are studied. The analysis of "invariant 
points" is used to understand these performance limitations. A simple 
control law called sky-hook damping which needs only a few sensor 
measurements and can provide most of the benefits of full state feedback 
control laws is discussed. Finally, the chapter looks at actual experimental 
implementation issues, including the dynamics of hydraulic actuators used to 
provide the active force. 

11.1 INTRODUCTION 

A two-degree-of-freedom "quarter-car" automotive suspension system is 
shown in Figure 11-1 below. It represents the automotive system at each 
wheel i.e. the motion of the axle and of the vehicle body at any one of the 
four wheels of the vehicle. The suspension itself is shown to consist of a 
spring k ,  , a damper b, and an active force actuator F a .  The sprung mass 



3 26 Chapter 11 

m, represents the quarter-car equivalent of the vehicle body mass. The 

unsprung mass mu represents the equivalent mass due to the axle and tire. 

The vertical stiffness of the tire is represented by the spring k ,  . The 

variables z,,  z ,  and zr represent the vertical displacements from static 

equilibrium of the sprung mass, unsprung mass and the road respectively. 

Figure 11-1. Quarter-car active automotive suspension 

The equations of motion of the two-degree-of-freedom quarter-car 
suspension shown in Figure 1 1-1 are 
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The state space model of the quarter-car active automotive suspension 
system can be written as (Yue, et. Al., 1988) 

x = A x + B F a + L i r  

where 

is suspension deflection (rattle space) 

is the absolute velocity of sprung mass 

is tire deflection 

is the absolute velocity of unsprung mass 

0 

l l m ,  

0 

- limo 

and 

In general, there are two different approaches towards developing an 
active vibration control system for any application - the feedforward 
approach and the feedback approach (Hansen and Snyder, 1997). 
Feedforward control involves feeding a signal related to the disturbance 
input into the controller which then generates a signal to drive a control 
actuator in such a way as to cancel the disturbance. On the other hand, 
feedback control uses signals measured from the system response to a 
disturbance to drive a control actuator so as to attenuate the response. 
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Theoretically, a feedforward control system can provide superior 
performance than feedback control. However, a major limitation with 
feedforward control is that a signal that is well correlated with the 
distrubance input needs to be available to the controller. Since this is often 
impractical, feedback controllers have a much larger range of applications. 
In this chapter, only feedback control strategies will be considered, since 
obtaining a reference signal related to the road disturbance still remains 
impractical. 

11.2 ACTIVE CONTROL : TRADE-OFFS AND 
LIMITATIONS 

11.2.1 Transfer functions of interest 

The following three transfer functions are of interest and their attenuation 
will be used to judge the effectiveness of the suspension system : 
d) Acceleration transfer function 

e) Rattle Space transfer function 

f) Tire deflection transfer function 

11.2.2 Use of the LQR formulation and its Relation to H ,  - 
optimal control 

Consider the following plant 
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x = A x + B 1 d + B 2 u  

where d E R is a disturbance input, assumed to be zero-mean white noise of 

unit intensity, u E R is the control input and the variables in z E Rm 
constitute the ones to be minimized. In the case of the active suspension 
problem, the variables in z consist of the sprung mass acceleration, the 
suspension deflection and the tire deflection. Assume that the pair (A,Cl) 

is detectable, the pair (A, B2) is stabilizable and that D ~ ~ ~ D ~ ~  > 0 

If the control design problem for the above system is posed as that of 
minimizing the variance of the output z , for the input d being white noise, 
then this control design problem is called the H2 optimal control problem 
(Levine, 1 996). 

It turns out that the solution to the H2 optimal control problem is the 
same as the solution to the linear quadratic regulator (LQR) problem 
(Levine, 1996). In the LQR problem, the controller is to be designed so that 
the following performance index is minimized: 

for all initial conditions xo = x(0) .  

The solution to the LQR problem is 
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with the matrix P being given by the positive semi-definite solution to the 
Riccati equation 

The optimal value of the performance index with the above control input 
is 

In this chapter, the LQR solution of equation (1 1.1 1) will be used as the 
solution to the H2 optimal control problem of minimizing the variance of 
the variables z in the presence of the white noise disturbance d . 

11.2.3 LQR formulation for active suspension design 

The original research on which the results presented in sections 11.2 - 
11.7 of this chapter are largely based are credited to the doctoral dissertation 
of Tetsuro Butsuen (Butsuen, 1989). 

Define the following quadratic performance index. 

(11.14) 
where the weighting factors p, , p2,  p3 and p4 can be chosen so as to 

emphasize appropriate variables of interest. 
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The performance index J can be put into the standard matrix form of 
equation (1 1 .lo) as follows (Butsuen, 1989). We have 

Hence 

where 

The performance index is then written as 

and 

Along the lines of the solution discussed in equation (11.11), the 
solution to the optimal control problem that minimizes this performance 



Chapter 11 

index is a state feedback law Fa = -Gx where the feedback gain G is 

determined by solving the following Riccati equation 

-1 T The gain matrix G in equation ( 1  1.17) consists of two parts: R B P 
and R - I N .  Note that R - I N  does not depend on the solution to the Riccati 
equation (1 1.16). It also does not depend on the weights pl , p, , p3 and 

p4 used in the performance index. It turns out that (Butsuen, 1989) 

- 1  T 
a) the first term R B P depends on the choice of the weights p, , p 2 ,  

p3 and p4 used in the performance index 

b) the second term R - I N  exactly cancels out the passive force 

k,xl + b, (x2  - x 4 )  due to the passive spring and damper. 

Hence the total force that acts on the sprung and unsprung masses in the 
case of this control system is independent of the passive elements k, and 

b,. Even if the passive elements were changed in value, the optimal 
feedback gains would not change since the force due to the passive elements 
is canceled out by the R - I N  part of the control law. 

11.2.4 Performance studies of the LQR controller 

The performance of the LQR controller has been studied for different 
values of the weights pl , p,,  p3 and p4 (Butsuen, 1989). The sprung 

mass acceleration can be heavily penalized without penalizing any of the 
other variables in the performance index by choosing the weights on the 
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other variables to be very small: pl =0.4, p2 =O. 16, p3 =0.4 and p4 = 0.16. 
The performance of the corresponding controller can be seen in the 
following figures (Figures 1 1-2, 11 -3 and 1 1-4). One can see that the sprung 
mass acceleration is reduced considerably over a broad frequency range. 
However, its value is unchanged compared to the passive suspension at one 
particular frequency - the unpsrung mass resonant frequency of 10 Hz. No 
matter how heavily the sprung mass acceleration is weighted, its 
performance cannot be improved at that frequency. 

For these weights the suspension deflection and tire deflection transfer 
functions are considerably worse than that of the passive suspension at the 
unsprung resonant frequency. Also, the suspension deflection transfer 
function has a constant asymptote at low frequencies which is considerably 
worse than that of the passive suspension. 

lo-61 . , , . . .  , , , . , , .  , . . , , ,,.. . . , . , ,  , , , . , . J 
1 0-' 1 0-I 1 oO 1 o1 1 0' 1 o3 

frequency (Hz) 

Figure 11-2. Sprung mass acceleration with heavily weighted ride quality 
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Suspension deflection 
1 0' 7 ' " " " ' I  ' " " " ' t  ' ' " "  

open-loop 
closed-loop 

lo0 - 

F - lo-2 - 
c r - 
0 .- 
w 
0 
a, - 
5 - u 

1 o - ~  - 

Figure 11-3. Suspension deflection with heavily weighted ride quality 

Tire deflection 
1 oO [ , . . . . . 

open-loop 
closed-loop 

I 1 1 . , . , ,  ,1  . 1 , , . , , , /  1 1 1  , , , . , I  1 I l l . l . L  

1 0'' lo-' 1 oO 1 o1 1 02 1 o3 
frequency (Hz) 

Figure 11-4. Tire deflection with heavily weighted ride quality 
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The following plots (Figures 1 1-5, 1 1-6 and 1 1-7) show performance 
using a LQR controller in which the sprung mass acceleration (ride quality) 
was more heavily weighted and the other states were less weighted. The 
weights used were p, =400, p2 =l6, p3 =4OO and p4 = 16 (Butsuen, 

1989). 

One can see that the sprung mass acceleration is considerably reduced at 
the sprung mass resonant frequency of 1 Hz. However, no improvement in 
ride quality is obtained at the unsprung mass resonant frequency compared 
to the passive suspension. Further, at high frequencies, the above LQR 
controller results in a roll off at 20 dB/dec instead of 40 dB/dec in the sprung 
mass acceleration transfer function. This high frequency "harshness" can 
potentially be eliminated by introducing a low-pass filter into the controller 
transfer function. The suspension deflection is considerably increased at 
low frequencies compared to the passive suspension. The tire deflection is 
reduced at the sprung mass frequency but unchanged at the unsprung mass 
frequency. 

Sprung mass acceleration 
4 L "11 1 1 1 " " 1  ' ' l L " l t  ' 1 " " ' :  

open-loop 

I ,  closed-loop 
/ ,  

I .  , '. - C 

\ 
\ 

\ - 

frequency (Hz) 

Figure 11-5. Sprung mass acceleration with moderately weighted ride quality 
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Suspension deflection 

frequency (Hz) 

Figure 11-6. Suspension deflection with moderately weighted ride quality 

1 o - ~  10-I I o0 1 o1 1 o2 1 o3 
frequency (Hz) 

Figure 11-7. Tire deflection with moderately weighted ride quality 
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The following plots show performance using a controller designed with 
LQR in which suspension deflection and tire deflection were heavily 
weighted while sprung mass acceleration (ride quality) was less weighted. 
The weights used were pl =10,000, p2 =loo, p3 =100,000 and p4 = 100. 

We see that the mid and high frequency performance of the sprung mass 
acceleration transfer function is considerably worse than that of the passive 
suspension. The high frequency roll off is slower. Some improvement is 
obtained, however, at the sprung mass frequency. The suspension 
deflection transfer function is improved at both the sprung and unsprung 
mass natural frequencies. However, its performance at low frequencies is 
poor. The tire deflection transfer function is improved at both resonant 
frequencies. 

Figure 11-8. Sprung mass acceleration with heavily weighted suspension and tire deflections 

Sprung mass acceleration 
lo2 ! . . . . . . . . I  , 

open-loop 
closed-loop 

a, - 
a, 
0 

2 1 o - ~  

1 o ' ~  

1 o ' ~  

7 

: \ 7 

1: 

I I . . . ..d 

1 oV2 10-1 1 00 10' I o2 1 o3 
frequency (Hz) 
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1 o - ~  10-I 1 oO 1 o1 1 0' 1 o3 
frequency (Hz) 

Figure 11-9. Suspension deflection with heavily weighted suspension and tire deflections 

Tire deflection 
10.' . , , . . , , , I  --->-I , , , , , , , , , , , , , , , , , , , , , . rT 

.- 

open-loop 
closed-loop 

I '  

- 
E - 
C 
0 .- * 
0 
a, - - 
a, 
u 

1 o - ~  10-1 1 00 1 o1 1 o2 1 o3 
frequency (Hz) 

Figure 11-10. Tire deflection with heavily weighted suspension and tire deflections 
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The performance results obtained from the LQR controller can be 
understood from an analysis of the active system asymptotes (section 11.3 of 
this book) and from an analysis of the "invariant points" of the system 
(section 1 1.4). 

11.3 ACTIVE SYSTEM ASYMPTOTES 

Consider the full-state feedback law written in the following form: 

Fa = - g l ( z s  - z,) - g 2 i s  - g3 ( 2 ,  - 2,) - g 4 i u  (11.18) 

By substituting equation (1 1.18) in equations (1 1 . I )  and (1 1.2), taking 
Laplace transforms and solving, the following closed-loop transfer functions 
can be derived in terms of the feedback gains g l ,  g 2 ,  g3 and g4 

(Butsuen, 1989): 

where 

The following asymptotic properties can then be shown (Butsuen, 1989): 
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Sprung mass acceleration transfer function: 

Active : lirn H A  ( s )  = s  , lim H A  ( s )  = 
s+O s+- 

Passive : lim H A  ( s )  = s  , lim H A  ( s )  = 
s+o s+- 

The low frequency asymptote is thus independent of both the passive 
and active suspension parameters. In the case of the active suspension 
system, the high frequency asymptote depends on the tire deflection 
feedback gain g3 and rolls off at 20 dB/decade while in the case of the 
passive suspension, the high frequency asymptote rolls off at 40 dB/decade. 
The use of tire deflection feedback thus results in high frequency 
"harshness" in the ride. 

Suspension deflection transfer function: 

Active: 

lim HRS ( s )  = - g2 + g4 
s+o ks + gl 

g3mu - (kt - g3)ms 1 lim H  RS ( s )  = 
s+- [ mums I s3 

Passive: 

mss lirn H R S ( s )  = --, lim H R S ( s )  = - 
S+O ks s+- 

The high frequency asymptotes for the passive and active suspensions 
have the same roll-off rate but the low frequency roll-off characteristics are 
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entirely different. Equation (1 1.24) shows a general property that full state 
feedback and absolute velocity feedback laws have, that of a constant low 
frequency asymptote whereas the passive system decreases at low 
frequencies. 

Tire deflection transfer function: 

Active : lim HTD ( s )  = - (ms + m, )s 1 , lim HTD(s) = -- (1 1.26) 
s+o kt s-Jm S 

Passive : lim HTD ( s )  = - (ms + m, )s 1 , lim HTD ( s )  = -- (1 1.27) 
s+o kt S+-' S 

It can be seen that both the low and high frequency asymptotes are 
independent of the active suspension force. 

11.4 INVARIANT POINTS AND THEIR INFLUENCE 
ON THE SUSPENSION PROBLEM 

Adding equations (1 1.1) and (1 l.2), one obtains 

Equation(l1.28) is independent of both the passive and active suspension 
forces ! This is the basic invariant equation for this vibration isolation 
problem and many interesting conclusions can be drawn from it (Butsuen, 
1989). The Laplace transform of equation (11.28), assuming zero initial 
conditions, is 

In terms of the acceleration, suspension deflection and tire deflection 
transfer functions defined in equations (1 IS),  (1 1.6) and (1 1.7), the 
following relations can be obtained on setting s = jw 
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Equations (1 1.30), (1 1.3 1) and (1 1.32) point out the fact that once one of 
the three transfer functions is determined, then the other two are determined 
by the constraint equations. This is true, irrespective of what the passive and 
active suspension forces are. This sheds light on why the LQR solution can 
be used to significantly improve any one of the three transfer functions over 
a broad frequency band, but typically at the cost of deterioration in the other 
two transfer functions. 

Equations (1 1.30), (1 1.3 1) and (1 1.32) can also be used to understand 
why the acceleration and suspension deflection transfer functions contain 
"invariant points" i.e. frequencies at which the closed-loop transfer function 
is the same as the open-loop passive transfer function, no matter how the 
active suspension forces are chosen. From equation (1 1.30), we see that the 
acceleration transfer function H A  (s) has an invariant point at 

and 

From equation (1 1.31), it can be seen that the rattle space transfer 
function has an invariant point at 
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and 

From equations (1 1.30) and (1 1.3 l),  it can be seen that the tire deflection 
transfer function does not possess any invariant points, except at w = 0 

( H ,  (0) = 0). 

Since the invariant point q.nv - , occurs at a frequency approximately 

equal to the unsprung mass natural frequency, this explains why the 
acceleration cannot be improved at unsprung mass frequency (The unsprung - 
mass frequency is approximately given by - ). No matter how the value ,I:: 
of the suspension stiffness k ,  is chosen or how the active suspension control 

law is chosen, the acceleration transfer function will not change at the 
unsprung mass frequency. 

11.5 ANALYSIS OF TRADE-OFFS USING INVARIANT 
POINTS 

The constraint equations ( 1  1.28), (1 1.29) and (1 1.30) can be used to shed 
light on why the LQR solution can significantly improve any one of the 
three transfer functions over a broad frequency band, but typically only at 
the cost of deterioration in the other two transfer functions. This is because 
once one of the three transfer functions is determined, then the other two are 
determined by the constraint equations. 

The results presented in this section were initially obtained by Tetsuro 
Butsuen (Butsuen, 1989). 
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115.1 Ride quality1 road holding trade-offs 

Equation (1 1-30) can be re-written as (Butsuen, 1989) 

H J j d  = ol,(@H,(j@) - jr,w 
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Any change &IA ( j w )  to the ride quality transfer function results in a 

change &ITD ( j w )  in the tire deflection transfer function. From equation 

(1 1.37), the relation between &IA ( j u )  and SHTD ( j w )  can be written as 

then (Butsuen, 1989) 



11.  Active Automotive Suspensions 

At low frequencies ( w << qnv - , ), the second term in equation (1 1.43) is 

negligible. Ej'iu - - 
2 = 0 . The first term dominates. 

q(U2 - ~ ~ ~ n v - l  ) - W i n v - ~  

Hence, at low frequencies, tire deflection can be improved while the sprung 
mass acceleration is being improved. Thus both tire deflection and sprung 
mass acceleration can be improved at low frequencies. (e.g. by choosing E 
equal to 0.9). 

At high frequencies &ti@ becomes very big at frequencies close 
u2 - q n v - 1  

to q V  . Acceleration is impossible to improve at U = qnv - , . At 

frequencies u just above qnv-,, acceleration can be improved (for 

example, by penalizing acceleration only in LQR). However, this will 
result in a dramatic deterioration in tire deflection. 

11.5.2 Ride quality1 rattle space trade-offs 

As shown in Butsuen (1989), equation (1 1.32) can be re-written as 

Hence 

where 
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Thus as W + 0 and as w + qnv - , ( w  > qnV-,), &IRs ( j w )  is 
dominated by the second term. Hence improvements in acceleration at low 
frequencies and at frequencies above the unsprung mass resonant frequency 
( w > qnv-l ) can only be obtained with deterioration in rattle space. 

11.6 CONCLUSIONS ON ACHIEVABLE ACTIVE 
SYSTEM PERFORMANCE 

From the results in the previous sections, we see that the following 
performance limitations will exist for state feedback control, irrespective of 
the values of the state feedback gains used : 

1) The acceleration transfer function has an invariant point at the unsprung 

mass frequency q.,,-, = E. The ride quality cannot be improved by 

state feedback at this frequency. High weights on the sprung mass 
acceleration in the performance index result in deterioration of tire and 
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suspension deflection performances at the unsprung mass frequency 
without any corresponding improvement in ride quality. 

2) The use of tire deflection feedback results in the acceleration transfer 
function rolling off at 20 dB/decade unlike the passive system which 
rolls off at 40 dB/decade. This results in high requency harshness in the 
ride. 

3) The active suspension deflection transfer function will have a constant 
low frequency asymptote which results in higher suspension deflection 
values compared to the passive system at very low frequencies. This 
constant low frequency asymptote will exist as long as the feedback 
gains on sprung and unsprung mass velocity are non-zero. 

4) The suspension deflection transfer function has an invariant point at 

about 4 Hz q.,, , = . The suspension deflection cannot be 
(m, + mu> 

improved at this frequency by active control. 

5) Improvements in tire deflection at the unsprung mass natural frequency 
can only be obtained at the expense of increased sprung mass 
acceleration. 

In order to improve ride quality without deterioration in the suspension 
deflection and tire deflection transfer functions, the best one can do is 
1) Achieve significant reduction in sprung mass acceleration at the sprung 

mass frequency. 
2) Simultaneously achieve significant reduction in suspension deflection 

and tire deflection at the sprung mass natural frequency. 
3) Avoid any deterioration in all three transfer functions at the unsprung 

mass natural frequency. 
4) Avoid high frequency harshness by ensuring that the sprung mass 

acceleration rolls off at 40 dB/decade at high frequencies. 
5) If possible, ensure that the suspension deflection transfer function does 

not have a constant low frequency asymptote. 
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11.7 PERFORMANCE OF A SIMPLE VELOCITY 
FEEDBACK CONTROLLER 

Since very little performance improvement can be obtained at the 
unsprung mass resonant frequency (10 Hz), it might be best to concentrate 
on improving performance at the sprung mass resonant frequency (1.2 Hz). 
Almost all of the performance improvement at the sprung mass resonant 
frequency can be obtained by using a simple velocity feedback control law, 
also known as "sky-hook" damping, defined as follows (Karnopp, 1986): 

This control law is simpler, does not require full-state feedback and 
provides almost all the performance improvement that the earlier full state 
feedback LQR control law could provide. Note that the absolute (i.e. 
inertial) sprung mass velocity is being used in the skyhook damping control 
law. 

Sprung mass acceleration 

open-loop 

, \ closed-loop 
10' ; / ', 

a, - 
a, 

ii lo-2 ; 
1 ; 

low4- . . . . , , , . , , . . . . . , . , . . , -  

1 o - ~  10.' 1 oO 1 o1 1 02 I o3 
frequency (Hz) 

Figure 11-11. Sprung mass acceleration with sky-hook damping 
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Suspension deflection 

I . . . . . . .  
? 

10.' 1 oO 10' 1 0' 
frequency (Hz) 

Figure 11-12. Suspension deflection with sky-hook damping 

Tire deflection 
10" . . . ,  ...I . . . . . . . .  ' . . . . . . . .  ' ...... ' . . . . . . .  

- - - open-loop I 

frequency (Hz) 

Figure 11-13. Tire deflection with sky-hook damping 
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The figures (Figures 1 1-1 1, 1 1-12 and 1 1-1 3) show the performance of 
this sky-hook damping control law. A feedback gain of k2 = 4000 was 
used. Note that the slower roll-off at high frequencies in the ride quality 
transfer function is eliminated by the sky-hook damping controller. 

11.8 HYDRAULIC ACTUATORS FOR ACTIVE 
SUSPENSIONS 

In all of the analysis so far, the active suspension control system has 
been designed assuming that the force Fa is the control input. Spool valve 

controlled electro-hydraulic actuators are often used to provide the force F, . 

Several papers in literature have focused on the control of a electro- 
hydraulic actuator to track a desired force specified by an active suspension 
controller of the type discussed in sections 11.2 - 11.7 (Rajamani and 
Hedrick, 1994, Rajamani and Hedrick, 1995, Chantranuwathanl and Peng, 
1999, Liu and Alleyne, 2000, Zhang and Alleyne, 2001). 

The dynamics of a spool valve controlled hydraulic actuator can be 
approximated by (Rajamani and Hedrick, 1994) 

Here F, is the suspension force provided by the actuator while u is the 
spool valve movement from equilibrium and constitutes the control input for 
controlling the hydraulic actuator. The other parameters in the equation are 
as follows - 

4P a) the parameter a is defined a s a  = - where V,  is the total 
V,  

hydraulic cylinder volume and is equal to 2V0 where V, is the 

equilibrium volume of each chamber of the cylinder. 

b) ,8 is the bulk modulus of the hydraulic fluid. 
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c) C, discharge coefficient of the spool valve. 

d) w is the spool valve width. 

e) A, is the piston area. 

Assume that the desired suspension force is denoted by F,,, . This is 
typically a force determined by an LQR controller or by a sky-hook damping 
controller of the type discussed in sections 11.2 - 11.7. The goal then is to 
determine a control law for the spool valve input u that ensures that the 
desired suspension force is tracked. 

The sliding surface control methodology or other nonlinear control 
design methods can be used to ensure tracking of the desired suspension 
force (Rajamani and Hedrick, 1994, Liu and Alleyne, 2000). 

Define the surface 

Differentiate equation (1 1.52) to obtain 

Convergence to the surface s = 0 can be ensured if the closed-loop 
dynamics for the surface are S = -77s. Set S = -7s to get 

Fu P, - w-0) - 
A 2 

&,C,wu ' =-qs+aA,  (i, -iu)+Pa-,, 
P 

Hence, the following control law can be used to ensure convergence to 
the surface s = 0 
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Note that sgn(u) appears in the denominator of equation (1 1 S4). Thus 
u appears both on the left hand side and the right hand side of this equation. 
The value of sgn(u) is determined by the sign of the numerator in equation 
(1 1 S4). Hence the value of the numerator is calculated first. If this value is 
negative, then sgn(u) takes on a value of -1. If the value of the numerator 

is positive then sgn(u) takes on a value of +I .  The denominator of 
equation (1 1.54) is then calculated using the correct value of sgn(u) . 

Considerable literature can be found on the dynamics and control of 
hydraulic actuators for active automotive suspensions. The reader is referred 
to Rajamani and Hedrick (1994), Rajamani and Hedrick (1995), 
Chantranuwathanl and Peng (1999), Liu and Alleyne (2000), Zhang and 
Alleyne (2001) and the references found therein. 

11.9 CHAPTER SUMMARY 

This chapter discussed control system design for active suspension 
systems using quarter car suspension models. The LQR formulation was 
used for control design. The relation between LQR and H ,  -optimal control 
for disturbance rejection was also discussed. 

The three transfer functions of interest for the quarter car system were the 
ride quality, suspension deflection and tire deflection transfer functions. The 
influence of a variety of different weighting factors in the LQR performance 
index on these three transfer functions under closed-loop active control was 
studied. 

The suspension system was shown to have two invariant points - one 
each for the ride quality and the suspension deflection transfer functions. 
The analysis of these invariant points helped understand the limitations of 
achievable performance with any active suspension control system. It was 
found that in order to improve ride quality without deterioration in the 
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suspension deflection and tire deflection transfer functions, the best that 
could be achieved is as follows: 
1) Achieve significant reduction in sprung mass acceleration at the sprung 

mass frequency. 
2) Simultaneously achieve significant reduction in suspension deflection 

and tire deflection at the sprung mass natural frequency. 
3) Avoid any deterioration in all three transfer functions at the unsprung 

mass natural frequency. 
4) Avoid high frequency harshness by ensuring that the sprung mass 

acceleration rolls off at 20 dB/decade at high frequencies. 
5) If possible, ensure that the suspension deflection transfer function does 

not have a constant low frequency asymptote. 
Section 11.7 showed that the "sky-hook damping" controller provides 

almost all of the achievable performance described above. The sky-hook 
damping controller can therefore be effectively used in place of a full state 
feedback controller. 

NOMENCLATURE 

sprung mass displacement 

unsprung mass displacement 

road profile input 

sprung mass 

unsprung mass 

suspension stiffness 

suspension damping 

tire stiffness 

active suspension actuator force 

Laplace transform variable 

sprung mass acceleration transfer function 

suspension deflection transfer function 

tire deflection transfer function 
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matrices used in state space model of quarter car 
suspension 
state space vector 

matrices used in explanation of H2-optimal control 

matrices used in explanation of H2-optimal control 

LQR performance index 

matrices used in LQR performance index 

weights used in LQR performance index for active 

suspension system 

feedback gain matrix from LQR solution 

feedback gains from LQr solution 

invariant point for sprung mass acceleration transfer 

function 

invariant point for suspension deflection transfer ' 

function 

( )  ( a )  , functions used in the analysis of invariant points 
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Chapter 12 

SEMI-ACTIVE SUSPENSIONS 

12.1 INTRODUCTION 

A semi-active suspension system utilizes a variable damper or other 
variable dissipation component in the automotive suspension. An example 
of a variable dissipator is a twin tube viscous damper in which the damping 
coefficient can be varied by changing the diameter of the orifice in a piston. 

variable orifice 

Figure 12-1. Schematic of a variable orifice damper 
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Figure 12-1 shows the schematic of a twin tube variable orifice damper 
in which the orifice diameter can be varied with electronic control. As the 
piston moves inside the cylinder, it causes fluid flow through the orifice. A 
larger orifice provides less dissipative resistance while a smaller orifice 
provides increased dissipative resistance. 

To use the variable orifice damper as a semi-active actuator, the opening 
of the orifice is determined in real time by feedback control laws. Thus the 
damping provided by the device is varied in real time by feedback control. 

Another example of a semi-active dissipator is a magneto rheological 
(MR) damper which uses MR fluid. A MR damper is shown in Figure 12-2. 
Magnetorheological (MR) fluids are materials that respond to an applied 
magnetic field with a change in rheological behavior. Typically, this change 
is manifested by the development of a yield stress that monotonically 
increases with applied magnetic field. The dissipative force provided by the 
damper can be controlled by controlling the electromagnetic field. 

Accumulator Diaphragm 
N2 - 20 Bar / Annular Orif i i  Bearing & 

U W t i L I U I  
MR Fluid 

Figure 12-2. Commercial Linear MR Fluid-based ~ a m ~ e r '  

The dissipative force as a function of velocity across the piston of the 
MR damper is shown in Figure 12-3 for different values of current in the 
electromagnetic coil. Thus, with different levels of current, different levels 
of dissipative force can be obtained. 

This chapter focuses on the development of control systems that utilize 
variable dissipators in the suspension system to improve the performance of 
the automotive suspension. Such a suspension system that utilizes a 
variable dissipator which is controlled in real-time is called a semi-active 
suspension. 

' Figure printed with permission from Jolly, Bender and Carlson (1998) 
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Figure 12-3. Performance curves for the linear MR damperh 

Advantages of a Semi-Active Suspension System 
Compared to fully active suspension systems, semi-active systems 

consume significantly less power. The power consumption in a semi-active 
system is only for purposes of changing the real-time dissipative force 
characteristics of the semi-active device. For example, power is used to 
change the area of the piston orifice in a variable opening damper or to 
change the current in the elecromagnetic coil of a MR damper. External 
power is not directly used to counter vibratory forces. Another advantage of 
semi-active systems over active systems is that they cannot cause the 
suspension system to become unstable. This is due to the fact that they do 
not actively supply energy to the vibratory suspension system but only 
dissipate energy from it. 

12.2 SEMI-ACTIVE SUSPENSION MODEL 

A quarter car semi-active suspension system is shown in Figure 12-4. 
The variable damper b.Te!,,,i(t) is constrained to be between the following 

values: 

Figure printed with permission from Jolly, Bender and Carlson (1998) 
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Figure 12-4. Quarter-car active automotive suspension 

The equations of motion of the two-degree-of-freedom quarter-car 
suspension shown in Figure 12-4 are 

The state space model of the quarter-car active automotive suspension 
system can be written as (Yue, et. al., 1988) 



12. Semi-Active Suspensions 

where the variables are as follows 
x1 = zS - Z, suspension deflection (rattle space) 

absolute velocity of sprung mass 

tire deflection 

absolute velocity of unsprung mass 

semi-active force (= -bsemi(is - iu )  ) 

relative suspension velocity 

Equations (12.4), (12.5) and (12.6) are different representations that have 
been used in literature for the same semiactive suspension system. In this 
chapter, we will primarily use the representation (12.5). 

, N =  

Note that the term Nxbsemi involves a product of the states Nx and the 

control input bserni. Hence the semi-active suspension system is not linear, 

but is a bilinear system. 

- - 
0 0 0 0  

1 
0 -- 1 

0 - 

0 0 0 0  ms ms 
1 1 

0 - 0 - -  
- mu mu - 

and 15 =I] 
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12.3 THEORETICAL RESULTS: OPTIMAL SEMI- 
ACTIVE SUSPENSIONS 

This section presents theoretical results on how the semi-active control 
system design problem is formulated and solved mathematically. 

This section can be skipped during a first time reading of this chapter. 
The reader who is more interested in the final control law (rather than its 
derivation) can skip to section 12.4. The theoretical results in this section 
are largely based on the original work of Tetsuro Butsuen (Butsuen, 1989). 

12.3.1 Problem formulation 

For the plant given by equation (12.5), assume that the road input i, is 
white noise with intensity y . Assume that the passive system is by itself 
stable i.e. 

The performance index of this system is the same as that of the active 
system in the previous chapter and is given by 

where pl , p2, p3, p4 are weighting factors as before. 

The integrand in the performance index in equation (12.8) can be 
separated into two terms - one with bSemi and one without bSemi . With this 

separation, equation (12.8) can be re-written as (Butsuen, 1989) 
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where Qo is the same as Q in the active chapter and is given by 

and where Qsemi(bsemi) is a function of the control input bsemi and is 
given by 

Qsemi = 

The performance index can also be rewritten as 
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where 

1 
Thus, R = - 

2 2 
s s 

Note that, as in section 11 -2.2, minimizing the variance of the output for 
a white noise road input profile is an H2-optimal control problem. The 
output vector contains the variables of interest and would include suspension 
deflection, tire deflection and sprung mass acceleration. Again, as in section 
11.2.2, this H2-optimal control problem has the same solution as the 
quadratic regulator problem in which one attempts to minimize the 
performance index of equation (12.12) for all initial conditions. 

12.3.2 Problem definition 

The semi-active control design problem is defined mathematically as 
follows: 

Find the optimal control input bZmi*(t) so as to minimize the 

performance index (12.12) subject to the following constraints (12.15) and 
(12.16) and the initial condition (12.17). 
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0 I bsemi I b,, 

Before solving the above problem directly, we would like to consider the 
problem which has no constraint on bsemi i.e. - w < bsemi < w . This is the 
result in Theorem 12.1. 

12.3.3 Optimal solution with no constraints on damping 

THEOREM 12.1 

If there is no constraint on bmi ( t )  , the optimal control bXmif ( t )  can 

be expressed as (Butsuen, 1989) 

bsemi* = 0 if x2 = x4 

where 

1 2 
R ( x ) = - ( x 2 - x 4 )  2 = R ( x 2 - x 4 )  2 

m s 

and where P is determined by the following Riccati equation 



with 

Chapter I 2  

(12.20) 

Furthermore, the optimal cost J * is 

Equation (12.23) shows that the minimum cost of this system is exactly 
the same as that of a fully active suspension system. 

Proof: The statement of this theorem is taken from Butsuen, 1989. The 
proof of the theorem is available in Butsuen, 1989. 

Interpretation: 
First, note that 

- R ( x ) - ' s ( x ) x  term serves to cancel both the passive spring force and the 
passive damper force. 

Next, note that the - R ( ~ ) - ' ( N x ) ~  Px term is equal to a state feedback 

term of the type - K x .  In fact, this term is exactly equal to the state 
-1 T feedback term of Fa, = -R  B Px obtained in the fully active suspension 

control law of equation (1 1.17). 

Hence 
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where 
a) <,,, = -{R(x)-'(Nx)' px}(x2 - x,) = -Kx is the state feedback force 

and 

b) F,, = - { ~ ( x ) - '  s ( x ) x } ( x 2  - x,) = k,x, + b, (x2  - x,) is the component 

that cancels the passive spring and damper forces. 

Thus Theorem 12.1 says that the two systems shown in Figure 12-5 
below (the force control and the modulated damper control systems) are 
equivalent if the modulated damper rate , bsemi ( t )  , takes all real values. 

Figure 12-5. Equivalence of force control and unconstrained modulated damper control 
systems 

The force between the sprung mass and the unsprung mass for a fully 
active suspension is equal to the total suspension force in the case of a 

semiactive suspension if the modulated damper bXmi* is allowed to take all 
real values. If the state feedback component of the fully active suspension 
after cancellation of the passive terms is given by 
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then the total force that acts between the sprung mass and the unsprung mass 
in the case of the optimal semi-active suspension is given by 

Thus, if there were no constraints on the semi-active damping coefficient 
bSemi(t), then the performance of the optimal semi-active suspension would 

be completely equal to that of the fully active suspension system. 

The next result takes the constraints 0 I b e  I b into 

consideration. Again, this result was originally obtained by Tetsuro Butsuen 
(Butsuen, 1989). 

12.3.4 Optimal solution in the presence of constraints 

THEOREM 12.2 

In the presence of the constraints 0 I bSemi I b,, , the optimal control 

b* can be obtained as (Butsuen, 1989) 
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where the matrix P is determined by the same Riccati equation (12.20) as 
before. 

The optimal cost J* is 

where and are Lagrange multipliers for constraint equations (12.1 1) 
and (12.12) such that 

Proof: The statement of this theorem is taken from Butsuen, 1989. The 
proof of the theorem is available in Butsuen, 1989. 

12.4 INTERPRETATION OF THE OPTIMAL SEMI- 
ACTIVE CONTROL LAW 

Let the optimal active control force be given as 

Fa = -Kx + k,x, + b, (x, - x,) 
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where 

Chapter 12 

is the passive suspension force and 

is the optimal state feedback force component obtained from the LQR 
solution for the fully active system (see chapter 11, equation (1 1.17)). 

Thus the total active force is Fa = -R-l ( B T P  + So )x. 

Note that the term ( N X ) ~  P + S ( x )  appearing on the right hand side of 

F, equations (12.26), (12.27) and (12.28) is equivalent to - 

The optimal semi-active control law derived in section 12.3 can therefore 
be written in terms of the suspension variables as 

bXmi* = bm, if - Fa > bmax 
X 2  - X 4  

and the corresponding semi-active force is given by 

Fsemi = -bmi* ( ~ 2  - ~ 4 )  
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Figure 12-6 shows the semi-active control law schematically. When the 
fully active force Fa and the relative suspension velocity x2 - x4 have the 
same sign, then the required active force is in the same direction as the 
relative velocity. Such an active force cannot be provided by a dissipative 
device, since a dissipative device can only provide a force which is opposite 
to the relative velocity. In this case the value of damping bsemi in the semi- 

active device is chosen to be zero. When the fully active force Fa and the 

relative velocity x2 - x4 have the opposite sign, then a dissipative device 
can indeed provide the desired force. In this case the value of the semi- 

active damping coefficient bSemi is chosen to be bSemi = - Fa . If this 
X2 - X4 

value exceeds the maximum available damping coefficient b,,, , then bSemi 

is set to be equal to bm, . 

Figure 12-6. Semi-active control law shown schematically as a function o f  Fa and relative 
velocity 
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The semi-active control law is also summarized in Table 12-1 of this 
chapter. 

Table 12-1. Summary of Semi-Active Control Law 

Optimal fully- Fa =-fi+k,i,+b,(i,--2,) 
active force 

See equations (1 1.16) and (1 1.17) 
in Chapter 11 

bsemi Semi-active 
(variable) bsemi * = 0 

damping - 
coefficient bsemi* - - Fa if O < -  Fa 

5 bmax 
X2 X4 ts - tu 

12.5 SIMULATION RESULTS 

The performance of the semi-active control laws of equations (12.36), 
(12.37) and (12.38) is shown in Figures 12-7, 12-8 and 12-9. A road input 
frequency of 1 Hz was used in the time simulations. As shown in these 
figures, ride quality, suspension deflection and tire deflection are all 
improved significantly at 1 Hz compared to the passive system. 

In the case of the passive suspension system, in Figures 12-7, 12-8 and 
12-9, the time response of the system is purely at 1 Hz due to the road input 
being at this frequency. In the case of the semi-active suspension system, 
however, the response contains higher frequencies in addition to the 1 Hz 
frequency. This is because of the switching nature of the nonlinear semi- 
active control law. The semi-active damping coefficient b, switches 
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between zero and the equivalent active force value as the relative suspension 
velocity changes sign with respect to the active force. Figure 12-10 shows 
the scaled semi-active damping coefficient and the sprung mass acceleration 
on the same plot. It can be clearly seen from this figure that the higher 
frequency in the sprung mass acceleration is caused by the periodic 
switching in the semi-active damping coefficient from active force value to 
zero or maximum value and vice-versa. 

solid: semi-actiw dotted: passiw 
10, , 

time (sec) 

Figure 12-7. Acceleration at 1 Hz 
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solid: semi-actiw dotted: passiw 

time (sec) 

Figure 12-8. Suspension deflection at 1 Hz 

solid: semi-actiw dotted: passiw 

1 2 3 4 5 6 7 8 9 
time (sec) 

Figure 12-9. Tire deflection at 1 Hz 
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solid: acceleration dotted: scaled semi-actiw damping coefficient 
6 I I I 1 r I I 

. - - - -  - - - - - -  
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Figure 12-10. Acceleration and semi-active damping coefficient 

12.6 CALCULATION OF TRANSFER FUNCTION 
PLOTS WITH SEMI-ACTIVE SYSTEMS 

Since the semi-active system is nonlinear, with the control law being the 
switched nonlinear laws of equations (12.36) - (12.38), it is not obvious how 
closed-loop transfer function plots can be calculated for this system. The 
transfer function calculation is done in two steps (Butsuen, 1989): 
1) The external road input excitation problem is represented as an 

equivalent initial condition problem and the time response of the semi- 
active system to the equivalent initial condition is obtained by 
simulation. 

2) A Fast Fourier Transform of the output signal from the simulation is 
obtained and appropriately scaled to obtain the transfer functions for 
sprung mass acceleration, suspension deflection and tire deflection. 

To see how the road input excitation problem can be represented as an 
equivalent initial condition problem note that the closed-loop system is given 
by 



x = ( A -  B K ) x +  Lz, 

In the absence of initial conditions, the transfer function is 

x = ( S I  - A + B K ) - I  ~ i ,  

Chapter 12 

(12.40) 

If i, is white noise of intensity a , its Laplace transform is a . Hence 

This is equivalent to the response of the closed-loop system to the initial 
condition 

with there being no road input. 

In Butsuen (1989), it has been shown that the output-input amplitude 
ratio for the transfer function in equation (12.42) is independent of the input 
amplitude a ,  in spite of the fact that the semi-active system is nonlinear. 
Hence the response of the closed-loop system to the white noise input z ,  
can be represented by an equivalent initial condition problem in which z, is 
assumed to be zero. 

The time response of the semi-active system can be obtained to the initial 
condition given in equation (12.43) and its Fast Fourier transform can then 
yield the closed-loop transfer function. 
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0.5 1 
time (sec) 

Figure 12-1 1. Initial condition response of the semi-active system 

frequency (Hz) 

Figure 12-12. FFT of the initial condition response of the semi-active system 
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Figure 12-1 1 shows the sprung mass acceleration time-response of the 
semi-active system. The initial condition was assumed to be 
xo = [0 0 -0.01 0IT and the road input was taken to be zero. The 
transfer function from road input to sprung mass acceleration obtained by 
taking the Fast Fourier Transform of this time response is shown in Figure 
12-12. A detailed study of the performance of the semi-active system and 
comparison of the performance with passive systems is presented in the next 
section. 

12.7 PERFORMANCE OF SEMI-ACTIVE SYSTEMS 

12.7.1 Moderately weighted ride quality 

The following plots (Figures 12-13, 12-14 and 12-15) show performance 
of the semi-active system using the following weights in the performance 
index: pl =400, p2 =16, p3 =4OO and p4 = 16. As explained in the 

previous chapter on fully active suspension systems, these weights are such 
that the sprung mass acceleration (ride quality) is more heavily weighted and 
the other states are less weighted. 

The performance of the semi-active system with the above weights and 
its comparison with the standard passive system is shown in Figures 12-13, 
12-14 and 12-15. The sprung mass acceleration, suspension deflection and 
tire deflection are all significantly improved at the first natural frequency. 
However, there is no difference in performance in any of these transfer 
functions at the second natural frequency. It can also be seen from Figure 
12-15 that the switching nature of the semi-active system introduces some 
high frequency variations in the sprung mass acceleration transfer function. 
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10-I 1 oO 1 0' 1 02 
frequency (Hz) 

Figure 12-13. Tire deflection transfer functions for a performance index with moderate 
weights 

frequency (Hz) 

Figure 12-14. Suspension deflection transfer function for a performance index with moderate 
weights 
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frequency (Hz) 

Figure 12-15. 15 Acceleration transfer functions for a performance index with moderate 
weights 

12.7.2 Sky hook damping 

This section demonstrates the performance of a semi-active system which 
attempts to provide the equivalent of sky-hook damping. The desired semi- 
active force is defined as 

The semi-active damping coefficient is determined as before, using 
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The performance of this system and its comparison with the standard 
passive system is shown in Figures 12-16, 12-17 and 12-18. One can see 
that the sprung mass acceleration, suspension deflection and tire deflection 
are all significantly improved at the first natural frequency. There is no 
difference in performance at the second natural frequency. The performance 
achieved in sky-hook damping is similar to that achieved in section 12.7.1. 
It is also clear from Figure 12-18 that the switching nature of the semi-active 
system introduces some high frequency variations in the sprung mass 
acceleration transfer function. 

I I 

10-I 1 oO 1 o1 1 02 
frequency (Hz) 

Figure 12-16. Tire deflection transfer functions for semi-active control with sky hook 
damping 
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I I 

10-I 1 oO 1 o1 1 02 
frequency (Hz) 

Figure 12-1 7. Suspension deflection transfer functions for semi-active control with sky hook 
damping 

frequency (Hz) 

Figure 12-18. Acceleration transfer functions for semi-active control with sky hook damping 
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12.8 CHAPTER SUMMARY 

This chapter focused on the development of semiactive control systems 
for automotive suspensions. Compared to fully active suspension systems, 
semi-active systems consume significantly less power. The power 
consumption in a semi-active system is only for purposes of changing the 
real-time dissipative force characteristics of the semi-active device. External 
power is not directly used to counter vibratory forces. Another advantage of 
semi-active systems over active systems is that since they only use energy 
dissipation, they cannot cause the suspension system to become unstable. 

The rigorous development of a control system that utilizes a variable 
damper as the control input for the semi-active suspension is a challenging 
problem. It was found that if there were no constraints on allowable 
damping (i.e. it is allowed to take any positive or negative value), then the 
performance obtained with a semiactive suspension is the same as that 
obtained with a fully active suspension. With constraints on damping, the 
optimal control system provided the same semi-active force as the fully 
active force as long as the required damping coefficient for doing so was in 
the allowable range. If the required damping coefficient was out of the 
allowable range, then the optimal control system required the use of the 
constrained limit values of damping. 

Simulation results showed that the semi-active system could provide 
significant improvements in the ride quality, suspension deflection and tire 
deflection transfer functions at the sprung mass resonant frequency. The 
ride quality has high frequency harshness due to the switching that occurs in 
the semi-active control system. However, this high frequency harshness can 
be reduced by reducing the switching bandwidth of the semi-active damper. 

NOMENCLATURE 

sprung mass displacement 

unsprung mass displacement 

road profile input 

sprung mass 

unsprung mass 

suspension stiffness 
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suspension damping 

tire stiffness 

active suspension actuator force 

semiactive force 

variable damping coefficient of semi-active damper 

maximum allowable damping coefficient 

Laplace transform variable 

sprung mass acceleration transfer function 

suspension deflection transfer function 

tire deflection transfer function 

matrices used in state space model of quarter car 

suspension 

x state space vector 

J optimal control performance index 

Q,, QSemi, R , N matrices used in the optimal control performance index 

p, , p, , p,, p4 weights used in the optimal control performance index 

S(x) , R(x) functions used in the optimal control performance index 

So, R matrices used in the optimal control performance index 

G feedback gain matrix from LQR solution 

g, , g, , g,, g4 feedback gains from LQr solution 

41 4 Lagrange multipliers 
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LATERAL AND LONGITUDINAL TIRE FORCES 

13.1 TIRE FORCES 

Forces and moments from the road act on each tire of the vehicle and 
highly influence the dynamics of the vehicle. This chapter focuses on 
mathematical models for describing these tire forces and moments. 

Unlike a rigid undeformable wheel, the tire does not make contact with 
the road at just one point. Instead, as shown in Figure 13-1, the tire on a 
vehicle deforms due to the vertical load on it and makes contact with the 
road over a non-zero footprint area called the contact patch. 

Figure 13-2 shows the sign convention adopted in this book for the major 
forces and moments that act on the tire. The origin of the reference axes is 
at the center of the contact patch. The X axis is defined by the intersection 
of the ground plane with the mean plane of the wheel. Axis Z is 
perpendicular to the ground and points upwards. To ensure a right handed 
axes, the Y axes points rightwards. 
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side view 

top view 

contact patch 

Figure 13-1. The contact patch of a tire 

The force the tire receives from the road is assumed to be at the center of 
the contact patch and can be decomposed along the three axes. The lateral 
force Fy is the force along the Y axis, the longitudinal force Fx is the force 

along the X axis and the normal or vertical force Fz is the force along the 
Z axis. Similarly, the moment the tire receives from the road can be 
decomposed along the three axes. The moment along the Z axes M z  is 
called the aligning moment. The moment along the X axes M x  is called 

the overturning moment and the moment along the Y axis M y  is called the 

rolling resistance moment. 

In this chapter we shall be primarily concerned with the lateral force 
Fy , the longitudinal force Fx and the aligning moment M, . These are 

shown in Figure 13-3. 
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Figure 13-2. Tire forces and moments 

tire 

longitudinal axis of the 
vehicle 

Figure 13-3. Lateral and longitudinal forces and restoring moment 
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13.2 TIRE STRUCTURE 

The "carcass" of the tire is made up of a number of layers of flexible 
cords of high modulus of elasticity encased in a matrix of low modulus 
rubber compounds. The geometric disposition of the layers of rubber 
coated cords, particularly their directions, play a significant role in the 
behavior of the tire. Tires are commonly bias-ply or radial-ply (Wong, 
2001). 

In bias ply tires, the cords in the carcass have an angle (or bias) of 
approximately 40 degrees with respect to the circumference. The cords in 
adjacent plies run in opposite directions. A bias ply tire usually has 2 or 
more plies (up to 20 plies for heavy-load tires). 

CROWN ANGLE 

CARCAS~ PLIES 
RUNNING AT BIAS ANGLE 

CROWN ANGLE 

L CARCASS PLIES 
RUNNING AT RADIAL ANGLE 

Figure 13-4. Tire construction: a) Bias-ply tire and b) Radial-ply tire7 

The radial ply tire is a belted tire and has one or more belts, in addition to 
plies. A belt is a steel mesh placed between the body and the tread. Each 

Reprinted from "Ground Vehicles," by Wong (2001), with permission from John Wiley and 
Sons, Inc. 
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belt adds an additional layer in the tread area but leaves the sidewall area 
untouched. Besides the belt, a radial tire also has plies just like the bias-ply 
tire, but the cords in these plies are made of a softer material like polyester 
instead of nylon. The cords in the plies run perpendicular to the 
circumference of the tire. On the side walls of the tire, the direction of these 
cords is radial and hence the name "radial" tires. 

The use of radial ply tires has now become dominant for passenger cars 
and trucks. The radial ply tire has low sidewall stiffness and provides a 
smoother ride. The contact patch is also larger and more stable with radial 
tires, hence providing better handling. The power dissipation of the radial 
ply tire could be as low as 60% of that of the bias ply tire under similar 
conditions and the life of the radial ply tire could be as long as twice that of 
the equivalent bias-ply tire (Wong, 2001). 

13.3 LONGITUDINAL TIRE FORCE AT SMALL SLIP 
RATIOS 

Experimental results have shown that the longitudinal tire force at small 
"slip ratio" is proportional to the slip ratio. 

Slip ratio 

The difference between the actual longitudinal velocity at the axle of the 
wheel Vx and the equivalent rotational velocity reflu,,, of the tire is called 

longitudinal slip. In other words, longitudinal slip is equal to (%cow - v,). 
Longitudinal slip ratio is defined as 

0, = 
c@Jw - v, during braking 

vx 

0, = c j p w  - "x during acceleration 
reff U W  

Experimental results have established that the longitudinal tire force 
generated by each tire depends on the slip ratio, the normal (vertical) force 
on the tire and the friction coefficient of the road surface. 
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If the fiction coefficient of the tire-road interface is assumed to be 1 and 
the normal force is assumed to be a constant, the typical variation of 
longitudinal tire force as a function of the slip ratio is shown in Figure 13-5. 

-4000 1 I I 
I I I I I I 

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 
slip ratio 

Figure 13-5. Longitudinal tire force as a function of slip ratio 

From Figure 13-5, it is clear that in the case where longitudinal slip is 
small (less than 0.1 on dry surface), the longitudinal tire force is directly 
proportional to the slip ratio. The tire force in this case can thefore be 
modeled as 
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where C@ and C, are called the longitudinal tire stiffness parameters of 

the front and rear tire respectively. It should be noted that longitudinal slip 
ratio is typically small during normal (gentle) driving on a dry surface road. 

A rough explanation of why the longitudinal force is proportional to slip 
ratio can be seen from Figure 13-6. 

Direction of longitudinal motion 

bristles in brush model for tire \ 

start of 
/: Contact patch 

contact : . . !'end 'contact 
patch patch 

: static region : sliding region 

Figure 13-6. Longitudinal force in a driving wheel 

The lower portion of Figure 13-6 shows a schematic representation of 
deformation of the tread elements of the tire. The tread elements are 
modeled as a series of independent springs that undergo longitudinal 
deformation and resist with a constant longitudinal stiffness. Such a model 
of the tire is called a "brush" model or an "elastic foundation" model 
(Pacejka, 1991, Dixon, 1991). 
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Let the longitudinal velocity of the wheel be V, and its rotational 

velocity be ww . Then the net velocity at the treads, as shown in Figure 13- 

6, is eff ww - V, . 

First, consider the case where the wheel is a driving wheel, for example, 
the front wheels in a front-wheel drive vehicle. In this case, since the wheel 
is a driving wheel, reffww > V, . Hence the net velocity of the treads is in a 

direction opposite to that of the longitudinal velocity of the vehicle. Assume 
that the slip cffww - V, is small. Then there is a region of the contact patch 

where the tread elements do not slide with respect to the ground (called the 
"static region" in Figure 13-6). As the tire rotates and a tread element enters 
the static region of the contact patch, its tip which is in contact with the 
ground must have zero velocity. This is because there is no sliding in the 
static region of the contact patch. The upper part of the tread element moves 
with a velocity of reff ww - V, . Hence the tread element will bend forward as 

shown in Figure 13-6 and the bending will be in the direction of the 
longitudinal direction of motion of the vehicle. The maximum bending 
deflection of the tread is proportional to the slip velocity cff wW - V, and to 

the time duration for which the tread element remains in the contact patch. 
The time duration in the contact patch is inversely proportional to the 
rotational velocity reffww. Hence the maximum deflection of the tread 

element is proportional to the ratio of slip to absolute velocity i.e. 

proportional to the slip ratio c f f m w  - v x  

reff ww 

Thus the net longitudinal force on the tires from the ground is in the 
forward direction in the case of a driving wheel and is proportional to the 
slip ratio of the wheel. 

In the case where the tire is on a driven wheel, the longitudinal velocity 
is greater than the rotational velocity (V, > ref@,,,). In this case the net 

velocity at the treads is in the forward direction and hence the bristles on the 
tire will bend backwards. Hence the tire force on the driven wheel is in a 
direction opposite to that of the vehicle's longitudinal velocity. Again, for 
small slip ratio, the tire force will be proportional to slip ratio. 
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13.4 LATERAL TIRE FORCE AT SMALL SLIP 
ANGLES 

Experimental results show that for small "slip angle", the lateral force on 
a tire is proportional to the slip angle at the tire. 

longitudinal axis of the 
vehicle 

Figure 13-7. Tire slip angle and lateral force at front tire 

Slip Angle 

The slip angle of a tire is defined as the angle between the orientation of 
the tire and the orientation of the velocity vector of the wheel (see Figure 13- 
7). In Figure 13-7, the slip angle of the front wheel is 

where Ovf is the angle that the velocity vector at the front wheel makes with 

the longitudinal axis of the vehicle and 8 is the front wheel steering angle. 
The rear wheel slip angle is similarly given by 



Chapter 13 

(13.6) 

where Bvr is the angle that the velocity vector at the rear wheel makes with 

the longitudinal axis of the vehicle. 

Note that if a vehicle is not being steered and is traveling straight ahead, 
then the velocity angle at the tire and the steering angle are both zero, 
resulting in zero slip angle. 

A rough physical explanation of why the lateral tire force is proportional 
to slip angle is as follows. In the static region of the contact patch, the tip of 
each tread is in contact with the ground and remains stationary. The top of 
the tread therefore moves with respect to the tip of the tread resulting in 
tread deformation. As seen in Figure 13-7, if the velocity at the wheel is 
Vw , the lateral component of the velocity is Vw s in(a)  . The magnitude of 
lateral deflection of the tread is proportional both to the lateral velocity and 
to the magnitude of time spent by the tread in the contact patch. Since the 
lateral velocity is proportional to velocity and slip angle while the amount of 
time in the contact patch is inversely proportional to the rotational velocity, 
the lateral tread deflection is effectively proportional only to the slip angle. 

The lateral force on the tire depends on the magnitude of lateral 
deflection of the treads in the contact patch. Hence, for small slip angles, the 
lateral force is proportional to slip angle. 

A more detailed explanation of the relationship between lateral force and 
slip angle can be found in section 13.6. 

The lateral tire force for the front wheels of the vehicle can therefore be 
written as 

where the proportionality constant Ca is called the cornering stiffness, 6 is 

the front wheel steering angle and 8" is the front tire velocity angle. 

Similarly, the lateral tire force for the rear wheels of the vehicle can be 
written as 
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F,, = c, (-4, ) 

where C, is the cornering stiffness and Bv , is the rear tire velocity angle. 

The ratio of the lateral velocity to the longitudinal velocity at each wheel 
can be used to calculate the velocity angle at that wheel. Hence the 
following relations can be used to calculate Bvf and Ovr : 

where Vy is the lateral velocity at the c.g. of the vehicle, Vx is the 

longitudinal velocity at the c.g. of the vehicle, ld/ is the yaw rate of the 

vehicle and ! and t r  are the longitudinal distances from the c.g. to the 

front and rear wheels respectively. 

Using small angle approximations, 

Hence 
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13.5 INTRODUCTION TO THE MAGIC FORMULA 
TIRE MODEL 

The linear tire force models discussed in sections 13.3 and 13.4 are good 
approximations when the slip ratio and slip angle are small respectively. A 
more sophisticated model is required for large slip angles and large slip 
ratios. The Magic Formula tire model (Pacejka and Bakker, 1993) provides 
a method to calculate lateral and longitudinal tire forces Fy and F, and 

aligning moment M ,  for a wide range of operating conditions including 
large slip angle and slip ratios as well as combined lateral and longitudinal 
force generation. 

In the simpler case where only either lateral or longitudinal force is 
being generated, the force generated Y can be expressed as a function of the 
input variable X as follows: 

Y(X> = Y(X) + s, 

with 

y(x) = D  sin[^ arctan{Bx - E(BX - arctan BX)}] 

where 
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Y is the output variable: longitudinal force Fx or lateral force Fy or 

aligning moment M ,  

X is the input variable: slip angle a or slip ratio 0,. 

1500 

1000 - 

500 - 

0 - 

-500 - 

-1 000 - 

-1 500 I I 

-0.1 -0.05 0 0.05 0.1 
slip ratio 

Figure 13-8. Magic Formula tire force curve 

The model parameters B , C , D , E , S ,  and Sh have the following 

nomenclature: 

B stiffness factor 

C shape factor 

D peak value 

E curvature factor 
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Sh horizontal shift 

S ,  vertical shift 

This empirical formula is capable of producing characteristics that 
closely match measured curves for the side force Fy and the longitudinal 

force F, as functions of their respective slip quantities: slip angle a and 

longitudinal slip ratio a,. 

To learn more about the Magic Formula tire model and how the 
parameters B , C ,  D ,  E ,  Sh and S ,  are chosen, see section 13.9 of this 

chapter. 

For small slip angles and small slip ratio values, the linear tire force 
relation between Y and X can be approximated by 

Y = (BCD) X 

The quantity BCD in equation (13.18) represents the cornering stiffness 
C ,  or the longitudinal tire stiffness C,  . 

13.6 DEVELOPMENT OF LATERAL TIRE MODEL 
FOR UNIFORM NORMAL FORCE 
DISTRIBUTION 

This section develops an analytical model for the relation between lateral 
tire force and the variables slip angle, normal force, tire-road friction 
coefficient and elastic tire properties. Section 13.6.1 deals with small slip 
angles while section 13.6.2 deals with a general formulation where the slip 
angle is allowed to be large. 
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I 
I lateral deformation due 
1 to lateral velocity i I 

Leading 
edge 

.frictional force 

Trailing 
edge 

Figure 13-9. Lateral tire deflection and force generation 

Lateral forces on the tire from the road occur primarily due to the 
presence of side-slip angle i.e. due to the presence of non-zero lateral 
velocity. Friction forces act in a direction opposite to that of the velocity. 
The tire force can take any value between + pFz and - jlFz where p is 

the value of the friction coefficient between the road and the tire and Fz is 
the value of the normal (vertical) load on the tire. The actual value taken by 
the force depends on the slip angle and on the stiffness and elastic properties 
of the tire. 

As we have seen, the material of a tire is a multi-layered, non-uniform, 
anisotropic, cord-rubber composite. In order to develop a tractable model 
for the tire, significant simplification in the representation of the tire is 
necessary. 

The elastic foundation model is a simplification in which each small 
element of the contact patch surface is considered to act independently; if 
forced by the ground it can be displaced from its null position relative to the 
foundation and resists with a given stiffness (Fiala, 1954, Dixon, 1991). 
Figure 13-10 shows a plan view of a tire during cornering, showing the 
lateral deflection of the tire center-line in the contact patch. Each element is 
constrained by a foundation stiffness spring, attempting to restore the 
element to its central position. The elastic foundation model for lateral force 
generation was developed by Fiala (Fiala, 1954). 



Chapter 13 

/ 
center-line displacement 

contact patch 

Foundation stiffness elements 

Figure 13-10. Lateral tire deflection and foundation stiffness elements 

The elastic foundation model is the simplest model - it allows a 
discontinuous distribution of displacement and a discontinuous slope of the 
center-line. A more sophisticated model is the so-called "string model" 
which allows discontinuous change of slope, but not of deflection. The 
"beam model" does not allow discontinuities of either. None of these 
models reflect directly, in a physical sense, the true complexity of a real tire. 
However, even the simplest model, the elastic foundation alone, produces 
many of the interesting characteristics of a real tire, and this model will be 
used in this chapter to predict various properties of tires and to illustrate 
force generation behavior in the contact patch. 

13.6.1 Lateral forces at small slip angles 

Let a be the slip angle at the tire i.e. the angle between the orientation 
of the wheel and the velocity of the wheel, as shown in Figure 13-1 1. Due to 
friction forces, as explained in section 13.4, the treads of the tire bend in a 
direction opposite to that of the velocity. Hence the deformation of the tire 
caused by friction is as shown in Figure 13-1 1. 

The maximum value that the lateral friction force can reach is pFz 

where p is the tire-road friction coefficient and Fz is the vertical (normal) 
force on the tire. The actual value of the friction force depends on the force 
required to produce the deflection shown in Figure 13-1 1 but is limited to a 
maximum of pFz . 
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Leading 

v 

Trailing 

Figure 13-11. Tire deformation at small slip angle 

Figure 13-12. Tire deformation notation 

Let c be the lateral stiffness per unit length of the tire and y(x) be the 
lateral displacement of the tire as a function of x . Then 

dF = c( y)(dx) 

The total lateral force is given by 
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Self-aligning moment is the moment about the contact patch center-point 
and is given by 

As slip angle increases, tire deflection increases and hence tire force 
increases, up to the maximum allowable value of pFz . 

In this section, we consider the case where 
a) the vertical (normal) pressure distribution is uniform over the contact 

patch 
b) the slip angle is small, so that tire road forces are less than pFz over the 

entire contact patch. 

For the small slip angle regime with no sliding 

where S = tan a .= a for small slip angles. 

Hence 

2 
The force acts through the triangle centroid, a distance -(2a) from the 

3 
1 

point of initial contact and hence -(2a) behind the patch center-point. 
6 

Hence the self-aligning moment is 
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M z  = 
F, (2a)  

6 

Table 13-1. Summary of Lateral Tire Model for Small Side Slip Angle 

Symbol Nomenclature Equation 

13.6.2 Lateral forces at large slip angles 

Next we allow slip angle to be large and allow sliding between the road 
and the tire. 

Under the uniform contact pressure assumption, the pressure as a 
function of x is given by 

In this case the lateral deflection in the contact patch will be of the profile 
shown in Figure 13-1 3. 
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Figure 13-13. Tire deformation for largc slip angle and uniform normal force distribution 

Consider the case where the slip angle a: and hence the lateral deflection 
y(x) are positive. There will be no sliding at all in the contact patch if the 
following condition is satisfied along the entire contact patch 

Hence the maximum possible lateral tire displacement with no sliding is 

Now consider the case where the slip angle is larger so that sliding occurs 
in a portion of the contact patch. In the presence of sliding, the lateral 
displacement is given by 
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where x, is the value of x at which sliding begins to occur. 

The lateral force in this case is given by 

Define lateral slip as follows 

S = tan(@ 

The initiation point for sliding x, can be calculated as follows: 

Hence 

Ymax - P z  x,=--- 
S 2acS 

@z Substituting x, = - - Pz , we get a quadratic 
c(2a)S 

and Ymax - 

relation for the lateral force Fy 
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As an illustrative example, if the contact patch length is 180 mm, the 
normal load is 5kN, the friction coefficient is 1.0, and effective foundation 
stiffness is 3 Mpa, then this gives aSliding = 2.95 degrees, S = 0.051, 

ymx = 9.3 mm. 

The self-aligning moment is given by 

e 2 

M~ = Jcy(x) x - - l  d x =  C a  Ymax X s  - C  Y m x  Xs  

0 6 

The pneumatic trail is defined as the ratio of the aligning moment to the 
total lateral force on the tire. It can be interpreted as the distance behind the 
center of the contact patch at which the equivalent lateral force vector acts. 
The pneumatic trail in this case can be calculated to be 

Hence the self-aligning torque reduces as the slip angle increases, even 
though the force increases. This is because the pneumatic trail goes to zero 
due to the increasing value of the term S = tan(@. 

The reduction of self-aligning moment and hence of steering wheel 
torque as the lateral force approaches its limit is a valuable form of feedback 
to the driver. It is especially important in giving warning of a poor friction 
surface. 

It is more realistic to consider the contact pressure to have a parabolic 
distribution. This will be considered in the next section. 
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Table 13-2. Summary of Lateral Tire Model for Uniform Normal Force Distribution 

Symbol Nomenclature Equation 

'7ay----- - ----..- F-*.L--r-?M-- --- ---I - 1 7 - T 1 - - - -  I P.  - 

xs 
lnltlation pomt In the 
contact patch for sliding 

S Lateral slip 

13.7 DEVELOPMENT OF LATERAL TIRE MODEL 
FOR PARABOLIC NORMAL PRESSURE 
DISTRIBUTION 

It is much more accurate to consider the normal force (pressure) 
distribution on the contact patch to be parabolic. In this case the pressure 
distribution in the contact patch is given by 

where w = a - x ,  as shown in Figure 13-14. Again, 2a is the length of the 
contact patch and 2b is the width of the contact patch. 



Chapter 13 

start of 
contact patch 

end of 
contact patch 

Figure 13-14. Parabolic normal pressure distribution on contact patch 

The constant po can be calculated as follows. Vertical force 

equilibrium requires 2bp(w) dw = Fz and hence i 
-a 

Hence , the normal pressure is 

which can be rewritten as 
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In the case of parabolic normal force distribution, as we shall see, there 
will always be a region of sliding in the contact patch, unless the slip angle is 
zero. The overall lateral deflection in the contact patch will have a profile 
as shown in Figure 13-15. 

Y 

region of sliding - 
Figure 13-15. Lateral deformation with parabolic normal force distribution 

Let the lateral stiffness of the tire per unit area be k N l m 3 .  Note that 
k is related to the lateral stiffness per unit length c by 

Consider the case where the slip angle is positive (i.e. S = tan(a) > 0 ). 
The deflection profile in the region of sliding can be calculated from lateral 
force equilibrium as follows: 



Define 

Then the lateral deflection profile in the region of sliding is 

1 
Ysli&ng = - - 

2 a  6 

Initiation of sliding 
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(13.38) 

(13.39) 

(1 3.40) 

The point x = x ,  in the contact patch at which sliding begins can be 

calculated from 

1 
y(xs  ) = Sx, = - x ,  ( 2 a  - x ,  ) 

2a 0 

where S = tan(a) . Hence 

Note that if S < 0 then equation (13.41) becomes 
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x, = 2a(l+ 61S) 

From equation (13.41), it is clear that x, I 2a . In fact xs can be equal 

to 2 a ,  only if S = 0 .  Hence, there will always be sliding, unless the slip 
angle is zero, i.e. S = 0 .  In all other cases, xs < 2 a ,  and there will be a 

region of sliding in the contact patch. 

Total lateral force 
Again, first consider the case S > 0 .  The total lateral tire force can be 

obtained from the equation 

X.7 

Y ( x ,  ) 2u k F,, = 2b Skr- dx + 2b I-- x(2a - x )  dx 
0 xs X ,T 

2aB 

where the first term is the force from the region with no sliding and the 
second term is the force from the region of sliding. Hence 

- -- 2bk xs(2a - x,) + - [ 4 a  xS2 2bk - - a s  8a3 
2ae  X ,  2 2aB 3 3 
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Replacing x, from equation (13.41), the lateral force is obtained as 

Note that since 0 I x, I 2a, it follows from equations (13.41) and 

1 
(13.42) that I S 15 -. Hence the total lateral force Fy cannot exceed pFZ .  

8 
1 

Note that when S = - , then equation (13.44) yields Fy = pFz . If 
8 

1 1 I S 12 -, then F = pFz sgn(S)  . I S I= - is the limit of slip and represents 
8 8 

the value of slip at which a situation of complete sliding is reached. 

Hence, the complete expression for the lateral force can be more 
explicitly written as 
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4a2bk 
with 0 = --- 

3 N Z  

Self-aligning moment 
For S 2 0 ,  the self-aligning moment can be obtained from 

Hence, for both positive and negative values of S , 

The pneumatic trail is obtained by dividing M ,  by Fy which yields 
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Hence M , = t ( S )  Fy . 

Table 13-3. Summary of Lateral Tire Model for Parabolic Normal Force Distribution 

r ~ n % t -  m.  -̂ 
3 U 1 V l l V l A K  I U P  LA I L n A c I L  11nn 1 V l V U n L  

FOR PARABOLIC NORMAL FORCE DISTRIBUTION 

6 Constant that 

is a function of 
tire parameters 
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13.8 COMBINED LATERAL AND LONGITUDINAL 
TIRE FORCE GENERATION 

The previous sections discussed generation of lateral or longitudinal tire 
forces in the presence of pure lateral side slip angle or pure longitudinal slip 
ratio respectively. In the presence of both side-slip angle and slip ratio, the 
tire force equations have to be modified to account for the fact that the total 
vector sum of the force generated cannot exceed pFz. 

Longitudinal force Fx (N) 

Figure 13-16. Friction circle for tire forces 

Figure 13-16 shows the friction circle diagram obtained from an 
analytical model for combined lateral and longitudinal tire forces. The inner 
circles represent different combinations of lateral and longitudinal tire forces 
corresponding to various levels of slip ratio and slip angle. The innermost 
circle is the curve corresponding to a longitudinal slip ratio of 0, = 0.01 
and various values of lateral slip angle increasing from 0.001 radians to 0.78 
radians. It can be seen that for the same value of longitudinal slip ratio, the 



Chapter 13 

magnitude of longitudinal tire force produced decreases as the lateral slip 
angle (and hence the lateral tire force) increase. Thus, the magnitude of 
longitudinal tire force that can be produced decreases with increase in the 
lateral tire force, and vice-versa. The second circle is a curve corresponding 
to a longitudinal slip ratio of ox = 0.1 1 and the outermost circle is a curve 
corresponding to a longitudinal slip ratio of ox = 0.61 . As the longitudinal 
slip ratio increases, the longitudinal tire force that can be produced saturates. 
The outermost circle shows that the total vector sum of lateral and 
longitudinal forces generated cannot lie outside the circle of radius Nz .  

In the presence of both significant side slip angle and longitudinal slip 
ratio, the combined tire force model for a parabolic normal force distribution 
is described mathematically as follows. The magnitude of the total force is 
(Pacejka and Sharp, 1991) 

In the above equations, o is total slip, and om is the value of the slip 
where complete sliding is reached, and it is given by the following: 

where 

The total slip o is composed of the longitudinal and the lateral slip: 
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Note that o as defined by equation (13.55) is always positive. 
Likewise, the force F defined by equations (13.51) and (13.52) is also 
positive. 

The longitudinal and the lateral forces are given by: 

where ox and o, are defined as follows: 

ox = ref a w  - Vx , during acceleration 
reff o w  

ox = ref a w  - Vx , during braking 
vx 

and 

where ow is the wheel speed of revolution, reff is the effective tire radius 

and Vx is the longitudinal vehicle speed. Fx and Fy have the same sign as 

ox and oy respectively. 

The following table summarizes the force and self aligning moment 
equations for the combined tire model. 
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Table 13-4. Summary of Tire Model for Combined Force Generation -- , . cirVn ZX7-Z n - 7  n m  " m i ~ n m 7 n -  __I 

Symbol Nomenclature 

. - -  -- 

Equation 

ax Longitudinal 

slip ratio Ox = q, - Vx during acceleration 
ref/ ow 

0, = Ieff - vx during braking 
vx 

Lateral side V 

slip 

Value of slip 
a, = 

for complete 

F Total force 

Fr Lateral force 
OY FY =-F 
a 

F, Longitudinal 

force 

Self-aligning 

moment 

The above equations for combined force generation can be reduced to the 
equations for pure lateral or longitudinal force generation as follows. 
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In the case of pure lateral slip, set cry = tan(@ and ox = 0 in 

equations (13.55) and (13.51). In the case of pure longitudinal slip, set 
cry =0, calculate ox from equation (13.58)-(13.59) and use equations 

(13.55) and (13.51). 

13.9 THE MAGIC FORMULA TIRE MODEL 

The analytical elastic foundation models or brush models developed in 
sections 13.6, 13.7 and 13.8 are physically intuitive and appear quite 
realistic. Results from these models can match experimental data well for 
cases of pure lateral or pure longitudinal force generation. However, the 
analytical models do not always lead to quantitatively accurate results 
(Pacejka and Sharp, 1991). Differences from experimental data are 
observed, especially at large slip and at combined slip. The following 
important features which are not included in the simple brush model may be 
responsible for these differences: 
1) unequal stiffness in x and y directions, 
2) non-symmetric and non-constant pressure distribution. 
3) non-constant friction coefficient, including a difference between static 

and kinetic friction coefficients 
While these factors could be accounted for by introducing them into the 

physical model, that would highly increase model complexity. An alternate 
way to obtain a more accurate mathematical model is to use empirical 
expressions. A widely used empirical tire model is the so-called Magic 
Formula (Pacejka and Bakker, 1993) presented below. 

In the simpler case where either lateral or longitudinal force only is 
being generated, the force generated Y can be expressed as a function of the 
input variable X as follows: 

y = D  sin[^ arctan{Bx - E(BX - arctan Bx)}] 

with 

Y(X> = Y(X) + S" 



Chapter 13 

(13.63) 

where 

Y is the output variable: longitudinal force Fx or lateral force Fy or 

aligning moment M, 

X is the input variable: slip angle a or slip ratio ox 

The model parameters B , C ,  D ,  E ,  S ,  and Sh have the following 

nomenclature: 

B stiffness factor 

C shape factor 

D peak value 

E curvature factor 

Sh horizontal shift 

S ,  vertical shift 

For given values of the coefficients B, C ,  D and E the curve shows an 
anti-symmetric shape with respect to the origin. Without the horizontal and 
vertical shifts Sh and S,, the Magic Formula y(x) typically produces a 

curve that passes through the origin x = y = 0, reaches a maximum and 
subsequently tends to a horizontal asymptote. To allow the curve to have an 
offset with respect to the origin, the two shifts Sh and S ,  are introduced 

(Pacejka and Bakker, 1993) and a new function Y(X) is obtained as shown 
in Figure 13-17. The formula is capable of producing characteristics that 
closely match measured experimental curves for the lateral force Fy and the 

longitudinal force Fx as functions of their respective slip variables: slip 

angle a and longitudinal slip ox. 

Figure 13-17 illustrates the meaning of some of the factors with the help 
of a typical lateral tire force characteristic: 
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1) The coefficient D represents the peak value of the tire force (or 
moment) 

2) The product BCD corresponds to the slope at the origin ( x  = y = 0). 

3) The value y ,  is the asymptotic value of the output y at large values of 

X .  

4) The shape factor C controls the limits of the range of the sine function 
appearing in the formula (13.61) and thereby determines the shape of the 
resulting curve. 

5) The factor B is left to determine the slope at the origin and is called the 
stiffness factor. 

6) The offsets Sh and S, account for ply-steer and conicity effects and 

possibly the rolling resistance which can cause the Fy and F, curves to 

not pass through the origin (Pacejka and Bakker, 1993). 

7) E is called the curvature factor. It does not change the value of 

stiffness (slope at zero slip or zero slip angle). E also does not change 

the value of the peak. But E can be used to change the shape of the 

curve i.e. the curvature near the peak of the curve. E also controls the 

value of the slip x, at which the peak of the curve occurs (if present): 

Bxm - tan($) 
E = 

BX, - tan-' (BX,  ) 

8) Wheel camber can give rise to a considerable offset of the Fy versus a 

curves. Such a shift may be accompanied by a significant deviation 

from the pure anti-symmetric shape of the original curve (Pacejka and 
Bakker, 1993). To accommodate such an asymmetry, the curvature 

factor E is made dependent on the sign of the abscissa ( x )  . 
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Also the difference in shape that is expected to occur in the F, vs 

characteristic between the driving and braking ranges can be taken care 
of by this modification (Pacejka and Bakker, 1993). 

9) The asymptotic value which y approaches at large slip values equals 

Figure 13-1 7. Explanation of magic formula parameters 

Functions of friction coefficient and normal tire load 

The various parameters in the Magic Formula are functions of normal 
load and wheel camber angle. The parameters B , C ,  D and E can be 
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expressed as functions of the normal load Fz and friction coefficient p as 
follows (Pacejka and Bakker, 1993): 

BCD = a, sin(a4 arctan(a5 F, )) (lateral force) 

+ a  F 
BCD = (longitudinal force) 

ea5Fz 

The variables a, , a, ,. . . .a, are constants that have to be determined 

for each tire. 

13.10 DUGOFF'S TIRE MODEL 

13.10.1 Introduction 

Dugoff's tire model (Dugoff, et. al., 1969) is an alternative to the elastic 
foundation analytical tire model developed by Fiala (1954) for lateral force 
generation and by Pacejka and Sharp (1991) for combined lateral- 
longitudinal force generation. 

Dugoff's model provides for calculation of forces under combined lateral 
and longitudinal tire force generation. It assumes a uniform vertical pressure 
distribution on the tire contact patch. This is a simplification compared to the 
more realistic parabolic pressure distribution assumed in Pacejka and Sharp 
(1991). However, the model offers one significant advantage - it allows for 
independent values of tire stiffness in the lateral and longitudinal directions. 
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This is a major advantage, since the longitudinal stiffness in a tire could be 
quite different from the lateral stiffness. 

Compared to the Magic Formula Tire Model (Pacejka and Bakker, 1993), 
Dugoff's model has the advantage of being an analytically derived model 
developed from force balance calculations. Further, the lateral and 
longitudinal forces are directly related to the tire road friction coefficient in 
more transparent equations. 

The development of the Dugoff model is similar to the derivation 
developed in section 13.6 of this book for pure lateral force generation under 
the assumption of uniform vertical pressure distribution. The model 
development is not presented in this book, only the final model equations 
and their interpretation are presented. 

13.10.2 Model equations 

Let ox be the longitudinal slip ratio of the tire under consideration and 

a be the side slip angle. Let the cornering stiffness of the tire be given by 
C, and the longitudinal tire stiffness by C,. Then the longitudinal tire 

force is given by (Guntur and Sankar, 1980, Dugoff, 1969) 

and the lateral tire force is given by 

where iZ is given by 

and 
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f ( A ) = ( 2 - A ) A  if A < 1  

F, is the vertical force on the tire while p is the tire-road friction 
coefficient. 

13.10.3 Friction circle interpretation of Dugoff's model 

A friction circle interpretation of the Dugoff model was developed by 
Guntur and Sankar (1 980). Let 

and 

where F,-,, and F,-,, are the lateral and longitudinal tire forces that would 

be generated if the friction coefficient p were unlimited. 

Define 

If A  > 1 ,  then it follows from the definition of /Z in equation (13.74) 
that the resultant of the lateral and longitudinal forces is less than half the 
maximum available friction force ( pFz I 2  ). In this case the lateral and 

longitudinal tire forces generated are equal to the values Fx - ,e and Fy-ue : 
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(13.80) 

This is equivalent to the operating point being inside the friction circle. 

If /Z < 1,  this is equivalent to the operating point being outside the 
friction circle. In this case, the lateral and longitudinal forces are given by 
(Guntur and Sankar, 1980) 

Equivalently, if ,u < k ,  then the operating point is outside the 
2 

friction circle and the lateral and longitudinal tire forces are given by 
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13.11 DYNAMIC TIRE MODEL 

A typical dynamic model that can be used for lateral tire force dynamics 
is first order and represented by 

where Fy is the tire lateral force from any of the quasi-static models 

described in the previous sections of this chapter and Fy-lag is the dynamic 

or lagged lateral force (Guenther, et. al., 1990, Heydinger, et. al., 1991). The 
time constant rlag is the relaxation time constant and can be approximated 

by 

where Vx is the longitudinal velocity, C,  = is the cornering 
a=O 

is the equivalent tire lateral stiffness. 

Multiplying relaxation time constant by vehicle speed gives tire relaxation 
length 

The relaxation length is the approximate distance needed to build up tire 
forces. 

This model is not valid for low velocities (note the presence of 
longitudinal velocity in the denominator in equation (13.87)). 

It has also been shown that experimentally measured lateral tire forces 
have under-damped characteristics at high speeds (Heydinger, et. al., 1991). 
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Changing the tire dynamic model from first-order lateral tire force dynamics 
to second-order slip angle dynamics helps capture the under-damped tire 
dynamics accurately (Heydinger, et. al., 1991). 

13.12 CHAPTER SUMMARY 

This chapter discussed models for lateral and longitudinal tire force 
generation. In addition to tire parameters, the primary variables these tire 
forces depend on are slip angle, slip ratio, normal tire load and tire-road 
friction coefficient. At small slip angles, the lateral tire force is proportional 
to slip angle. At small slip ratios, the longitudinal tire force is proportional 
to slip ratio. The reasons for this linear dependence were explained 
physically by analyzing the tire tread deformations in the contact patch. 

An analytical elastic foundation model was developed which could be 
used to describe tire force at larger slip angles and slip ratios. The analytical 
elastic foundation model has been found to be accurate and convenient to 
use when either longitudinal or lateral force only is generated. For 
combined force generation, the Pacejka Magic Formula tire model which is 
an empirical model can be utilized. The Magic Formula model was 
presented and the parameters used in the model were explained. The Magic 
Formula model, with appropriate choice of parameters, can be very effective 
in representing both lateral, longitudinal and combined tire force generation. 
An alternative model for combined force generation is the Dugoff tire model 
which has the advantage of being an analytically developed model. 

NOMENCLATURE 

Tire related variables 

a slip angle at a tire 

S lateral slip ( = tan(a) ) 

OX longitudinal slip ratio 

lateral slip = 2 tan(a)  
refs uw 

total slip = ,/ox2 + oY2 
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distance from leading edge of the tire at which sliding 

initiates 

half-length of contact patch 

half-width of contact patch 

isotropic stiffness of tire elements per unit area of the 

belt surface 

lateral stiffness of tire defined per unit length 

lateral force on a tire 

self-aligning moment of a tire 

rotational velocity of tire 

effective tire radius 

tire-road friction coefficient 

normal (vertical) load 

4aLbk 
Inverse of the limiting value of slip= - 

3 P z  
1 

limiting value of slip = - 
0 

tire-road friction coefficient 

variable used in Dugoff tire model 

function used in Dugoff tire model 

variables used in Dugoff tire model 

variable used in Dugoff tire model 

relaxation time constant used in dynamic tire model 

tire relaxation length 

Magic Formula factors 

Vehicle related variables 

FYf * FYr lateral forces at front and rear tires respectively 

slip angles at the front and rear tires respectively 
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c~ 9 c~ cornering stiffness of each front and rear tire 

respectively 

cqfp cm longitudinal stiffness of each front and rear tire 

respectively 

"X longitudinal velocity 

VY lateral velocity at the c.g. of the vehicle 

I z  yaw-moment of inertia of the vehicle 

m mass of the vehicle 

l f  y l r  distances from c.g. to the front and rear tires respectively 
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TIRE-ROAD FRICTION MEASUREMENT 
ON HIGHWAY VEHICLES 

This chapter focuses on real-time tire-road friction coefficient 
measurement systems that are aimed at estimating friction coefficient and 
detecting abrupt changes in its value. The main type of friction estimation 
systems presented here are systems that utilize longitudinal vehicle 
dynamics and longitudinal motion measurements. The algorithms and 
experimental results presented in this chapter are largely adapted from the 
paper published by Wang, et. al. (2004). 

14.1 INTRODUCTION 

14.1.1 Definition of tire-road friction coefficient 

Let F, , F,, , and F, be the longitudinal, lateral, and normal (vertical) 

forces acting on a tire. The normalized traction force for the tire, p ,  is 
defined as: 
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If we consider only longitudinal motion, and assume that the lateral 
force F, can be neglected, then 

From the discussions on longitudinal tire forces in Chapter 13, it is clear 
that p must be a function of both slip ratio ox and the tire-road friction 

coefficient p . The tire road-friction coefficient p on any given road 
surface is defined as the maximum value that p can achieve on that surface 
for any slip ratio value. 

For a given normal force F z ,  the longitudinal tire force Fx initially 
increases as slip ratio is increased and at an optimum value of slip ratio can 
reach a maximum value equal to ,uFz . If p is equal to 1, the maximum 

longitudinal force generated can be as much as the normal force Fz and this 
happens at an optimum value of slip ratio that depends on the particular tire 
under consideration. If p is less than 1, then the maximum longitudinal 

force that can be generated will only be a fraction of the normal force Fz . 

Some researchers refer to the normalized traction force p itself as the 
friction coefficient and refer to p as the "maximum" friction coefficient. 
This book will, however, refer to p as the normalized traction force and to 
p simply as the tire-road friction coefficient. 

14.1.2 Benefits of tire-road friction estimation 

Many vehicle control systems, especially active safety control systems 
such as ABS, traction control, vehicle stability control, collision warning, 
collision avoidance, adaptive cruise control (ACC) and four-wheel-steering 
can greatly profit from being made "road-adaptive," i.e., the control 
algorithms can be modified to account for the external road conditions if the 
actual tire-road friction coefficient information is available in real time. For 
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example, in an ACC system, road condition information from friction 
coefficient estimation can be used to adjust the longitudinal spacing 
headway from the preceding vehicle that the ACC vehicle should maintain. 
In the case of vehicle stability control systems, as discussed in Chapter 8, the 
value of tire-road friction coefficient is needed for estimating the target 
value of yaw rate for the vehicle. 

The estimation of tire-road friction coefficient is also useful for winter 
maintenance vehicles like snowplows. In the case of such vehicles, which 
have to operate in a harsh winter road environment, the knowledge of 
friction coefficient can help to improve the safety of operation. Further, the 
vehicle operator can use this information to adjust the amount and kind of 
deicing material to be applied to the roadway. It can also be used to 
automate the application of deicing material. 

14.1.3 Review of results on tire-road friction coefficient 
estimation 

Several different approaches have been proposed in literature for the real- 
time estimation of tire-road friction coefficient. These include the use of an 
acoustic microphone to listen to the tire (Eichorn, et. al., 1992, Breuer, et. 
al., 1992) and the use of optical sensors to investigate road reflections 
(Eichorn and Roth, 1992). 

Researchers have also tried to utilize the measurement of the vehicle 
motion itself to obtain an estimate of the tire-road friction coefficient. Two 
types of friction estimation systems have been studied in this area: 
a) Systems that utilize longitudinal vehicle dynamics and longitudinal 

motion measurements 
b) Systems that utilize lateral vehicle dynamics and lateral motion 

measurements 
The lateral system can be utilized primarily while the vehicle is being 

steered. A recently published paper by Hahn et al. (2002) discusses a lateral 
dynamics approach in which differential GPS signals are used to estimate 
the tire-road friction coefficient. Lateral systems are not studied in this 
chapter. The reader is referred to Hahn, et. al. (2002) for a discussion of 
lateral vehicle motion based systems. 

A major portion of this chapter discusses longitudinal motion based 
systems which are applicable during vehicle acceleration and deceleration. 
The most well known research in this area is on the use of "slip-slope" for 
friction coefficient identification (Gustaffson, 1997, Yi, et. al., 1999, Hwang 
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and Song, 2000, Muller, et. al., 2001, Wang, et. al., 2004). Results on the 
slip-slope based approach are discussed in a separate sub-section (section 
14.1.4) below. In addition to the slip-slope based approaches, a Kalman 
filter based approach to tire-road friction coefficient identification has been 
studied by Ray (1997). 

14.1.4 Review of results on slip-slope based approach to 
friction estimation 

Let the longitudinal velocity at the tire under consideration be Vx and 

the equivalent rotational velocity of the tire be re#@, where r , f ~  is the 

effective radius of the tire and w, is the angular velocity of the wheel. Then 

the longitudinal slip ratio of the tire is defined as 

ox = cff a w  - vx 
vx 

during braking 

a, = cff @w - vx during acceleration 
reff @w 

At low values of slip ratio, as discussed in Chapter 13, the normalized 

Fx longitudinal force p = - is proportional to the slip ratio 0,. The slope of 
Fz 

the relation between p and ox at low values of ox is called the "slip 

slope." The basic idea behind the use of slip-slope for friction coefficient 
estimation is that at low slip ratios the tire-road friction coefficient is 
proportional to the slip-slope. Thus by estimating slip-slope, the tire road 
friction coefficient can be estimated. 

Gustafsson first proposed the slip-slope based friction coefficient 
estimation method in 1997. In Gustafsson (1997) a Kalman filter was 
designed to estimate slip-slope and the friction coefficient was then obtained 
from a stored map that related slip-slope to friction coefficient based on test 
data in the low-slip regions. The system worked in acceleration (traction) on 
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a front wheel drive passenger car, with the rear wheel ABS sensor providing 
the absolute velocity reference and front wheels serving as the slipping 
wheels. The traction contribution of rear wheels was assumed to be zero. 
The slip was calculated directly from the difference between the speed of 
front wheels and rear wheels. The normalized traction force, p , was 
calculated from the estimated engine torque (based on measured injection 
time and engine speed) and the normal force. A Kalman filter recursively 
calculated the slip-slope during acceleration. Extensive testing on icy, 
snowy, gravel, wet, and dry surfaces with four different types of tires 
indicated that the estimated slip-slope could be used to reliably classify the 
friction levels of different road surfaces when the vehicle longitudinal slip 
ratio was adequate. 

Yi et al. (1999) and Hwang and Song (2000) also provide more 
experimental evidence that the slip-slope could be used to classify the road 
surface during normal acceleration. However, a common disadvantage for 
all the approaches described above is that they need to use the driven wheel 
speed as an estimate of the absolute speed. This will not be accurate for an 
all-wheel drive vehicle andlor during braking (in which all wheels will slip 
and contribute forces). Another shortcoming of the results was that the 
estimator could work only at low slip ratios during acceleration in order to 
accurately estimate the friction coefficient. 

In 2001, Miiller, et.al. broadened the slip-slope friction coefficient 
estimation to braking situations. The rear wheel brakes of an experimental 
vehicle were turned off and served as the absolute velocity reference. Hence 
only the front wheels were considered as the source of the braking force and 
these were measured using brake pressure sensors. However, in practice, all 
of the wheels would contribute tire forces and hence this approach cannot be 
directly used in the real world. 

The results by Wang, et al. (2004) addressed the above shortcomings of 
the previous slip-slope based friction coefficient estimators. Their friction 
estimation utilized differential GPS in addition to wheel speed 
measurements and an accelerometer for longitudinal motion measurements. 
The estimation system was also extended to work during both low-slip 
(linear model) and high-slip (nonlinear model) maneuvers. Further, both 
fronurear-wheel drive and all-wheel drive vehicle acceleration and braking 
situations were accommodated. The experimental performance of their 
friction coefficient estimation system was demonstrated on an instrumented 
winter highway maintenance vehicle called the SAFEPLOW for a variety of 
different road surfaces under different operating maneuvers. The 
experimental results described in this chapter are taken from Wang, et. al., 
2004. 
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14.2 LONGITUDINAL VEHICLE DYNAMICS AND 
TIRE MODEL FOR FRICTION ESTIMATION 

14.2.1 Vehicle longitudinal dynamics 

Figure 14-1. Vehicle longitudinal dynamics schematic diagram 

Consider a bicycle type model (the difference between right and left tires 
is ignored) shown in Figure 14-1. Ignoring the road gradient and wind 
speed, the longitudinal dynamics can be represented as: 

ma, = Fd + Fxr - R, - D,V, 2 (14.5) 

where m is the total mass of the vehicle., a ,  is the longitudinal 

acceleration/deceleration, F$ and F,, are the front and rear wheel 

tractionlbraking forces, R, = Rd + Rxr = Crollmg is the rolling resistance 

force with C, ,  being the rolling resistance coefficient, Da is the 

aerodynamic drag force constant and V, is the longitudinal velocity. Let 
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Lf be the distance from c.g. to the front axle; L, the distance from c.g. to 

the rear axle and L = Lf + L, be the wheelbase of the vehicle. 

The total longitudinal tire force F, therefore can be calculated as 

follows: 

(acceleration) 

(14.6) 

(deceleration) 

(14.7) 

Thus, once the vehicle longitudinal acceleration/deceleration, a , ,  is 
measured by using an accelerometer and corrected for bias, the total vehicle 
longitudinal force, F,, can be obtained based on equations (14.6) and 

(14.7). 

14.2.2 Determination of the normal force 

It is important to calculate the value of the normal force F, for each tire 
as accurately as possible for the friction estimation algorithm. The weight of 
the vehicle contributes the major part of the normal forces on the tires. 
Longitudinal acceleration and deceleration forces acting on the vehicle 
redistribute the normal forces between the tires. If the vehicle is traveling in 
a straight line on level road, the normal forces at the front and rear tires can 
be calculated using a static force model of the vehicle as described in 
(Gillespie, 1992): 
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Thus an acceleration of the vehicle causes the normal forces on the front 
tires to decrease and the normal forces on the rear tires to increase. 

The above normal force calculation method is based on a static force 
model and ignores the influence of the vibrations of the suspension. This 
method gives a fairly reasonable estimate of the normal force, especially 
when the road surface is fairly paved and not bumpy. However, if the road 
surface is very bumpy, a dynamic normal force estimation method 
incorporating the suspension dynamics will provide a more accurate 
calculation of the normal force. Such a method was proposed by Hahn, 
Rajamani, et. a1 in (2002). However, in practice, it requires vertical 
acceleration and suspension deflection sensors which are expensive. 

Note also that during cornering, the normal forces of the right and left 
tires on both front and rear axle are different due to vehicle roll moment. 
However, since we are using a bicycle model, the differences in the left and 
right tires cannot be considered in this formulation. 

14.2.3 Tire model 

The longitudinal force generated at each tire is known to depend on the 
longitudinal slip ratio, the tire-road friction coefficient, and the normal force 
applied at the tire. As discussed in Chapter 13, the Magic Formula tire 
model with appropriate choice of model parameters can be used to represent 
the influence of these variables on the tire force for any tire. The explicit 
influence of the normal force F, and the friction coefficient p on the 

Magic Formula tire parameters A ,  B , C ,  D and E was also discussed. 
Unfortunately, due to the large number of parameters involved in the Magic 
Formula, it cannot be directly used conveniently for tire-road friction 
coefficient identification. In place of the Magic Formula, the tire model can 
instead be described using slip slope for purposes of tire-road friction 
coefficient identification. 

Figure 14-2 shows the traction and braking force vs. slip ratio 
relationship for a variety of road surfaces computed using the Magic 
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4 Formula model. As the figure shows, p = - is an increasing function of 
Fz 

slip ratio ox until a critical slip value, where p reaches a value equal to 

p and then starts decreasing slowly. 

-0.2 -0.15 -0.1 -0.05 0 0.05 0.1 
Slip 

Figure 14-2. Longitudinal force vs. slip computed using Magic Formula model 

In the slip-slope model used for tire road friction coefficient 
identification, we merely assume that the slip-slope is proportional to the tire 
road friction coefficient at small slip ratios. In other words the force ratio p 
is modeled as being proportional to the slip ratio, with the proportionality 
constant being a function of the tire road friction coefficient. At high values 
of slip ratio, the force ratio is constant and independent of the slip ratio. The 
constant value of the force ratio is a function of the friction coefficient. 
Hence the tire is modeled at high slip ratios with a constant p , with the 
value of the constant being dependent on the tire-road friction coefficient. 
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14.2.4 Friction coefficient estimation for both traction and 
braking 

This section develops a unified slip-slope based friction coefficient 
estimation method for front or rear-wheel drive as well as all-wheel drive 
vehicles in both traction and braking situations. Knowledge of the traction 
and braking force distribution ratios between front and rear axles is not 
required. 

As described in the previous section, the normalized longitudinal force 
generated at an individual tire is proportional to its slip ratio in the low-slip 
region (or the linear part of the friction curve) for any given road surface and 
normal force. This relationship can be described as: 

where K is the slip-slope, whose value changes with road surface 
conditions and could be used to predict the tire-road friction coefficient p . 
However, the above equation holds only for an individual tire, which means 
that the longitudinal force F,, normal force F, , and the slip ox in the 

equation have to be the values for the same single tire. For the longitudinal 
vehicle bicycle model, we can consider the right and left tires together, but 
there are still two sets (front and rear) of tires that will contribute 
longitudinal force during all-wheel driving and braking. Thus, in order to 
apply the slip-slope estimation method, the forces and slip ratios for the front 
and rear tires need to be calculated separately. 

For an all-wheel drive vehicle, the linear relationships between slip and 

normalized longitudinal force for the front and rear tires can be written as: 
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Fx = F, + Fxr 

where, Fx is the total vehicle longitudinal tire force, which can be 

calculated as described in section 14.2.1. K and K, are the slip-slopes of 

the front and rear tires whose values are determined by the front and rear tire 
properties and road surface characteristics. Combining the above three 
equations, we get 

If we assume that the front and rear tires are on the same road surface 
condition, which is true for many driving situations, then the difference 
between the values of Kf and K, is mainly dominated by the tire 

properties (including the tire type and number of tires for front and rear 
axles), which are independent of the road surface condition. Therefore, K,f 

and K ,  can be related as: 

where, a is a ratio coefficient determined by the front and rear tire 
properties and independent of road surface condition. Thus, the relationship 
between total force and slip ratios can be written as: 

where, Fx, Fd , Fzr , O g  and Ox, can be measured or calculated in real- 
time, and a can be determined experimentally for each vehicle. For 
example, if the vehicle chassis configuration is as shown in Figure 14-3, 
with two tires on the front axle and four tires on the rear axle (which is the 
configuration of the SAFEPLOW used in Wang, et. al., 2004), and all tires 
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are exactly the same, then a = . If the front tires are different from the X 
rear tires in terms of wear level and tread pattern, then the value of a could 
be experimentally determined as some value less than 0.5. But, its value will 
stay constant for a considerably long time once it is determined and will not 
change with road surface friction coefficient. Adaptation for a can 
potentially be used also. 

Figure 14-3. Chassis tire configuration example 

If the vehicle is rear-wheel drive instead of all-wheel drive, then a = 0 
during acceleration by ignoring the traction force of the front tires. During 
braking a can be chosen as a specific value determined by the chassis 
configuration. If the vehicle is front-wheel drive, the equations for Kf can 

be derived similarly as: 
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1 
where - = 0 or a = - during acceleration and a is a different specific 

a 
value determined by the chassis configuration during braking. 

Along the lines of Wang, et. al. (2004), we present the rear-wheel drive 
case for the friction coefficient identification in the estimation algorithm 
derivation in the following section. However, the same algorithm can also 
be used for front-wheel drive and all-wheel drive vehicles. 

The equation (14.15) can be rewritten into a standard parameter 
identification format as: 

where, y ( t )  = F, is the system output, O(t)  = K ,  is the unknown 

parameter, and q ( t )  = M d s M  + F,,s,, is the measured regression vector. 

The only unknown parameter K ,  can be identified in real-time using a 
parameter identification approach as will be described in the next section. 
Once the slip-slope K ,  is identified, it can be related to the road surface 
condition or the maximum friction coefficient ,U by a classification 
function. 

Since the above method incorporates both front and rear tire forces and 
slip ratios, it can be used to identify the friction coefficient for both traction 
and braking situations on rear or front-wheel drive as well as all-wheel drive 
vehicles. 

Note that the above slip-slope based approach is for operation in the low 
slip ratio region (linear part of the friction-slip curves) only. If the slip ratio 
is high, as in hard braking situations, the tire will work outside the region of 
linear relationship between normalized force and slip ratio. The slip-slope 
based method will fail in this region. Fortunately, in the high slip ratio 
region, the magnitude of the normalized longitudinal force is different for 
different road surfaces and this difference can be used to classify the road 
surfaces. Thus, for the high slip ratio region, the normalized force 

p = F,l F, is directly used to classify the road surface friction level. 
Similar to the earlier slip-slope method, it can be written in standard 
parameter identification form as: 
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with y ( t )  = F ,  as the measured longitudinal force, B(t)  = ,fd as the 

unknown parameter, and qT ( t )  = S' = Fz as the regressor variable. 

14.3 SUMMARY OF LONGITUDINAL FRICTION 
IDENTIFICATION APPROACH 

The following flow chart (Figure 14-4) summarizes the overall approach 
to tire-road friction coefficient estimation discussed in this chapter. Note 
that at low slip ratios, the slip-slope is used to identify the friction coefficient 
while at high slip ratios, the magnitude of the normalized longitudinal force 
itself is used to identify the friction coefficient. 

Determine real-time normalized tire force from 1 
vehicle longitudinal dynamics 

I + 
Determine slip ratios at front and rear tires 

Low slip ratios / 
. 1  I, 

At small slip ratios, use the RLS I I I algorithm to determine the slip-slope I 
relation between normalized tire forcf 

I 
and slip ratio 

Friction coefficient is 
proportional to slip-slope 

I 
At high slip ratios, 

friction coefficient is 
proportional to the 

normalized tire force 

Figure 14-4. Summary of algorithm for tire-road friction estimation 
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14.4 IDENTIFICATION ALGORITHM DESIGN 

14.4.1 Recursive least-squares (RLS) identification 

The slip-slope model described in the previous chapter can be formulated 
in the parameter identification form as: 

where 0 ( t )  is the vector of estimated parameters, p(t)  is the input regression 

vector, e( t )  is the identification error between the measured output y(t)  and 

estimated value pT ( t )B(t)  . 

In the case of the tire-road friction estimation problem at small slip 
ratios, y(t)  = F, is the measured output, 0 ( t )  = K ,  is the unknown 

parameter, and p(t)  = @# sd + FzrsXr is the measured regression vector. 

At high slip ratios, y ( t )  = F,  is the measured longitudinal force, 

0 ( t )  = ,U is the unknown parameter and pT ( t )  = F,' = F, is the normal 
force. 

The RLS (recursive least squares) algorithm (Sastry and Bodson, 1989, 
Gustaffson, 2000 and Kailath, et. al., 2000) provides a method to iteratively 
update the unknown parameter vector, 8 ( t ) ,  at each sampling time, using 

the past data contained within the regression vector, ( t ) .  The RLS 
algorithm updates the unknown parameters so as to minimize the sum of the 
squares of the modeling errors. The calculations in the RLS algorithm at 
each step t  are as follows: 

Step 1: Measure the system output, y ( t ) ,  and calculate the regression 
vector p( t ) .  

Step 2: Calculate the identification error, e ( t ) ,  which is the difference 
between system actual output at this sample and the predicted 
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model output obtained from the estimated parameters in previous 
sample, 0 ( t  - 1) , i.e. 

Step 3: Calculate the updated gain vector, K ( t )  , as 

and calculate the covariance matrix, P( t )  , using 

Step 4: Update the parameter estimate vector, 0 ( t ) ,  as 

The parameter, a ,  in the above equations is called the forgetting factor, 
which is used to effectively reduce the influence of old data which may no 
longer be relevant to the model, and therefore prevent a covariance wind-up 
problem. This allows the parameter estimates to track changes in the 
process quickly. A typical value for a is in the interval [0.9, 11. The size of 
the forgetting factor can be intuitively understood as follows: the RLS 

2 
algorithm uses a batch of N = - data to update the current estimation 

1 - 2  
(Gustaffson, 2000). When /Z  = 1, the RLS uses all the previous data from 
the starting time to update the current estimation. The smaller the value of 
a chosen the faster the parameters converge. However, decreasing a will 
increase the sensitivity of the estimation procedure to noise, causing 
parameter estimates to become oscillatory. This brings about a trade-off 
between the ability to track changes in parameter values quickly and high 
immunity to noise for the RLS algorithm. This trade-off will be addressed in 
the next sub-section. 
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14.4.2 RLS with gain switching 

In a traditional RLS with a constant forgetting factor, there is a trade-off 
between fast convergence and sensitivity to noise. If a relatively big 
forgetting factor (such as A = 0.995) is used then the convergence rate is 
slow but the estimated parameter is stable and does not have significant 
oscillations after convergence. On the other hand, if a relatively small value 
of forgetting factor (such a s 2  = 0 . 9 )  were used then the estimated 
parameter converges quickly. This high convergence rate makes the system 
more perceptive and able to promptly respond to sharp changes in road 
condition, which is very desirable for vehicle control systems. However, 
this high convergence rate is achieved at the expense of decreased immunity 
to noise. The estimated parameter value will oscillate around its true value. 
For illustrative details, the reader is referred to Wang, et. a]., 2004. 

In Gustaffson (2000), a change detection algorithm running in parallel 
with a Kalman filter was used to trigger the amplification of the covariance 
matrix entries of the Kalman filter and thus to increase the tracking ability of 
the filter during parameter transition. 

Similarly, in Wang, et. al. (2004), an approach that combines the change 
detection algorithm in parallel with the ordinary RLS estimator was 
proposed to solve the convergence rate vs. noise immunity trade-off 
mentioned above. 

There are several change detection algorithms available in literature. 
The CUSUM (Page, 1954) change detection algorithm was chosen in Wang, 
et. al. (2004) to monitor the identification error e(t)  = y( t )  - pT ( t )8(t  - 1) . 
An alarm signal is generated if the absolute value of identification errors 
have been bigger than a specific threshold value for a specified time 
duration. The recursive formulae of this algorithm are as follows: 
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The input of the change detector is the ordinary RLS identification error 
e, , and the output is the alarm signal a, .  If the output of the change 

detector a, > h ,  the entries of the matrix P(t )  will be increased by a 

constant factor to track the sudden change of friction coefficient quickly. 
This increase in the entries of P(t )  will remain until the absolute value of 

the identification error drops below a certain level and a, becomes 0. Here, 

the drift parameterd is used to high-pass bigger identification errors and 
ignore small errors. The threshold value h is used to determine when the 
alarm signal should trigger the gain amplification. 

A relatively big forgetting factor ?L = 0 -995 can now be used, since 
quick convergence during parameter transition can now be obtained even 
with a large value of A .  During parameter transition, the change detector 
catches the large identification error and generates an alarm signal, which 
triggers the gain amplification and makes the estimated slip-slope converge 
quickly to the true value. After the estimated slip-slope converges to the true 
value, the identification error becomes small enough to be high-passed by 
the change detector, and the alarm signal disappears correspondingly. Then, 
the covariance matrix resumes its normal value and quells the influence of 
noise. 

Illustrative examples of the use of the change detection algorithm can be 
found in Wang, et. al. (2004). 

14.4.3 Conditions for parameter updates 

The precision of the estimate of the friction coefficient value depends on 
the qualities of the estimator input signals, the longitudinal force 
(tractionlbraking) and slip. If the longitudinal force or the slip is very small, 
the experimental data obtained is then around the origin of the tire force-slip 
curve, where the estimate will be stochastically uncertain. Besides, since the 
longitudinal force is calculated from the output signal of an accelerometer, if 
the acceleration/deceleration is small, then the signal-to-noise ratio (SNR) of 
the acceleration/deceleration will be small, which may lead to 
overestimation of the friction coefficient. Therefore, to ensure good 
estimator performance, the friction coefficient is not updated when the 
absolute value of the measured acceleration is less than 0.3 rn/s2 and the 
absolute value of the slip is less than 0.005. The experimental results in 
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Wang, et. al., 2004, verified that these threshold values could ensure reliable 
updates for the friction coefficient estimation. 

14.5 ESTIMATION OF ACCELEROMETER BIAS 

In the friction identification algorithm described in this chapter, the 
accelerometer plays a key role in obtaining a real-time estimate of the 
longitudinal tire force using equations (14.6) and (14.7). An accelerometer 
typically suffers from bias errors due to changes in temperature, supply 
voltage, and orientation of the device. Therefore, to calculate the 
acceleration/deceleration of the vehicle accurately, the bias needs to be 
estimated and removed from the accelerometer output signal. A sensor 
fusion method that incorporates both accelerometer and GPS signals through 
a Kalman filter can be used to estimate the accelerometer bias in real-time. 
This is described below and was used in Wang, et. al., 2004. 

Note that the longitudinal velocity of the vehicle can be obtained from 
differential GPS (DGPS) signals as: 

The i in equation (14.26) can be obtained by numerical differentiation 
of the DGPS position signal, which is quite accurate but very slow, usually 
with an update rate around 10Hz. On the other hand, the longitudinal 
velocity can also be obtained by integrating the measured longitudinal 
acceleration Vx-,,, . Due to bias present in the acceleration signal, the 

velocity obtained by integration of the accelerometer output signal usually 
drifts. However, a combination of these two signals (GPS and 
accelerometer) provides a way to estimate the accelerometer bias. This 
methodology is adapted from the gyro bias estimation method suggested in 
Bevly, et. al., 2000. In the following state space system, the accelerometer 
measurement Vx - ,,, is used as input and the GPS signal Vx-CPS as output. 

The states of the system include both the estimated longitudinal velocity, ex. 
and the estimated accelerometer bias, ex-_-, . 
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where, W and eare unknown process noise and measurement noise, 
respectively. 

The time updates and measurement updates in the Kalman filter are: 

where Q, = Cov(w) is the covariance matrix of the stochastic noise w .  

K, = P , ~ ~ - ~ c ~  (cP,~,-~c~ + Rr )-' is the Kalman gain. el, is the covariance 

matrix for the state estimate. A = [: :I, B = [ l  O F ,  C=[ l  0].and 

it,, = [ ; ' ) is the system state. 
Vx-ucc-h  
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Figure 14-5. Experimental results for accelerometer bias and acceleration estimation 

Figure 14-5 shows one of the experimental results from Wang, et. al., 
2004, in which the SAl3PLOW performs both acceleration and 
deceleration. The Kalman filter is used to estimate the accelerometer bias 
and a 4' order Elliptic digital low-pass filter is designed to attenuate the high 
frequency noise in the accelerometer signal. As the figure indicates, both the 
Kalman filter and low-pass filter work well in estimating the accelerometer 
bias and hence the acceleration. 
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14.6 EXPERIMENTAL RESULTS 

This section summarizes some of the experimental results on tire road 
friction identification obtained in Wang, et. al., 2004. For a description of 
the complete set of experimental results, the reader is referred to the original 
paper. 

14.6.1 System hardware and software 

The vehicle used to conduct the experiments was a full sized snowplow 
(referred to as SAFEPLOW) manufactured by Navistar International Truck 
Company as shown in Figure 14-6. 

Figure 14-6. The SAFEPLOW used for the experiments 

The main parameters of the SAFEPLOW related to the friction 
coefficient identification algorithm are listed in Table 14.1. 

Table 14-1. SAFEPLOW main parameters 

Parameter 

Value 

Height of 
C.G. 
(m> 
1.2 

Vehicle 
Front Area 

(m2) 
6.0 

Total 
Mass 
(Kg) 
9834 

f 

(m) 
2.339 

=r 

(m) 
2.716 
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In order to experimentally implement the designed friction coefficient 
estimator in real-time, the SAFEPLOW was equipped with a differential 
GPS system, an accelerometer, and ABS wheel speed sensors. The 
Mathworks xPC system was used to serve as the real-time system and 
included a host PC (TOSHIBA 4200 laptop) and a target PC (DELL 
GX110). Details of the experimental hardware can be found in Wang, 
Alexander and Rajamani (2004). 

After designing the estimation algorithm, extensive experimental tests 
were carried out to improve and verify the estimation system performance. 
This section presents some of the experimental results. 

14.6.2 Tests on dry concrete road surface 

The experiments for this part were carried out on the dry concrete testing 
track at the MnRoad Research Facility on sunny days. The track was a well- 
paved concrete surface and completely dry. So, the friction level of the 
surface was very good. 

Acceleration (Traction) Test 
The slip-slope based friction coefficient estimation method was evaluated 

for acceleration with different starting speeds. At the beginning of the test, 
the speed of the vehicle was kept constant for about 6 seconds to allow the 
low-pass filters to initialize and the Kalman filter to estimate the 
accelerometer bias. After that, the vehicle starts accelerating. Figure 14-7 
shows the slip-slope estimation results for acceleration with the starting 
speed at 20 mph (9 rnts). As the results indicate, the slip-slope for the 
acceleration on dry concrete converges to a value of about 9.8. 

Combination of Acceleration and Braking Test 
Experiments for a situation of sequential acceleration and braking were 

also studied on the same dry concrete surface. Figure 14-8 shows one of the 
test results. The SAFEPLOW first stays at a constant speed for a while to let 
the filters initialize and estimate the accelerometer bias, then it starts 
accelerating for about 20 seconds and then gently brakes for about 10 
seconds. As the result indicates, the slip-slope consistently converges to 
about the same value around 9.8. 
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Figure 14-7. Acceleration starting at 20mph on dry concrete surface 

15 20 25 
Time (s) 

0 5 10 15 20 25 30 35 40 
Time (s) 

Figure 14-8. Slip-slope estimation during acceleration and braking 
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From the experimental results, it was observed that for acceleration and 
braking in the small slip region, the slip-slope consistently converges to 
some value around 9.8 on this surface. Therefore, we can use this slip-slope 
value to classify the road surface as dry concrete, dry concrete like surface or 
to classify the friction coefficient p as being close to 1. 

14.6.3 Tests on concrete surface with loose snow covering 

The experiments for this part were carried out also on the concrete test 
track at the MnRoad Research Facility, but on a day after a heavy snow day. 
The track had already been plowed, but since no salt and sand were put on it, 
it was still lightly covered by loose snow brought on by wind. Figure 14-9 
shows a photograph of the exact road surface condition for the experiments 
presented in this section. The right side lane in the figure was used for the 
testing. Since the road surface is slightly slippery, the friction coefficient p 
is expected to be noticeably less than 1. 

- 
Figure 14-9. The road surface used to conduct the experiments for this section 

Combination of Acceleration and Braking Test 
Similar to the tests described earlier, experiments for the situation of 

sequential acceleration and braking were also conducted on the same 
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concrete surface. Figure 14-10 shows one of the test results. The 
SAFEPLOW first stays at a constant speed for a while to let the filters 
initialize and estimate the accelerometer bias, then it starts accelerating for 
about 16 seconds and then gently brakes for about 16 seconds. As the result 
indicates, the slip-slope consistently converges to about the same value 
around 7.0. Note that the estimator stops updating the slip-slope at about 32 
seconds because the wheel speeds are below a threshold value. Thus, the 
system just keeps the last estimated value before stopping the updating. 

From the experimental results, we can see that for acceleration and 
braking in the small slip region, the slip-slope consistently converges to 
some value around 7.0, which is quite different from the slip-slope value 
(9.8) obtained on dry concrete surface. Therefore, we can use this slip-slope 
value to classify the road surface as a slightly slippery surface or to classify 
the friction coefficient ,u as being about 0.7. 

Time (s) 

Figure 14-10. Acceleration and braking on surface with light covering snow 
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14.6.4 Tests on surface consisting of two different friction 
levels 

The purpose of the experiments in this section is to test the system's 
transient response performance and its ability to detect a sudden change of 
the road friction level. The tests were conducted on a track at Minnesota 
Highway Safety and Research Center (St. Cloud, Minnesota). The test track 
consists of two surfaces with different friction levels - dry asphalt surface 
and icy surface. Figure 14-1 1 shows a photograph of the transitional part of 
the track. 

Figure 14-11. The track used to conduct the experiments for this section 

Combination of Acceleration and Braking Test 
Figure 14-12 shows experimental results from a test in which the 

SAFEPLOW accelerates on the dry asphalt surface and brakes through the 
transitional part of the track. As before, on the dry asphalt surface, tires 
work in the low-slip linear region and the slip-slope is used to classify the 
surface friction level for both acceleration and braking. However, the 
wheels lock up once the vehicle reaches the icy surface when performing 
braking. Thus, the slip ratio will be almost as high as 100% and the tires are 
working in the nonlinear region of the tire force characteristics. Therefore, 
the normalized force is used to classify the surface friction level. As the 



Chapter 14 

result indicates, the friction coefficient estimate promptly converges to a 
value of about 0.22 once the vehicle reaches the icy surface. 

Figure 14-12. System response when braking through the transitional part 

14.6.5 Hard braking test 

This section is used to further verify the system performance in high-slip 
region (nonlinear part of the force-slip curves). The SAFEPLOW performs 
hard braking on a dry concrete surface at MnROAD Research Facility. 
Figure 14-13 shows a test result. Since the tires are working outside the 
linear region, the normalized force is directly used to classify the surface 
friction level. As the result indicates, the system behaves well even in the 
nonlinear region. The estimated friction coefficient converges to about 0.96 
once the vehicle starts hard braking. 
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Figure 14-13. Test results for hard braking 

14.7 CHAPTER SUMMARY 

This chapter discussed real-time tire-road friction coefficient 
measurement systems aimed at estimating road surface friction levels and 
quickly detect abrupt changes in friction coefficient. Vehicle based friction 
estimation systems of two types have been studied in literature: 

a) Systems that utilize longitudinal vehicle dynamics and longitudinal 
motion measurements 

b) Systems that utilize lateral vehicle dynamics and lateral motion 
measurements 

This chapter only discussed longitudinal motion based systems which are 
applicable during vehicle acceleration and deceleration. The friction 
coefficient at small slip ratios can be estimated in real-time by estimating the 
"slip-slope" of the normalized longitudinal force versus slip ratio data. At 
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large slip ratios, the magnitude of the normalized longitudinal force itself 
provides an estimate of the tire-road friction coefficient. 

A real-time estimation algorithm from Wang, et. al. (2004) was presented 
which was applicable during both vehicle acceleration and braking and 
worked reliably for a wide range of slip ratios, including high slip 
conditions. The developed system can be utilized on front or rear-wheel 
drive as well as all-wheel drive vehicles. A summary of experimental results 
from Wang, et. al. (2004) was presented and discussed and included data 
from various different types of road surfaces. The experimental tests were 
done with a winter maintenance vehicle called the "SAFEPLOW." The 
experimental results showed that the system performed quite reliably and 
quickly in estimating friction coefficient on different road surfaces during 
various vehicle maneuvers. 

A limitation of the developed system is that it requires sufficient tire slip 
in order to estimate the friction coefficient accurately. If the slip is 
extremely small, (as can happen during vehicle coasting) the system will not 
be able to update the friction coefficient information at that time. 
Limitations of utilizing differential GPS include the slow update rates and 
the lack of wide availability of differential correction. Limitations involved 
with using an accelerometer to estimate longitudinal tire force include its 
sensitivity to vertical vibrations as well as road grade inputs and bias errors. 

NOMENCLATURE 

longitudinal force 

longitudinal force from front tires 

longitudinal force from rear tires 

lateral force 

normal force 

normal force of front tires 

normal force of rear tires 

normalized traction force 

tire-road friction coefficient 

slip ratio 

slip ratio of front tires 



14. Tire Road Friction Measurement 

slip ratio of rear tires 

effective tire radius 

longitudinal speed 

wheel speed 

aerodynamic drag force constant 

rolling resistance 

rolling resistance of front tires 

rolling resistance of rear tires 

height of application of aerodynamic drag forces 

longitudinal distance from c.g. to front axle 

longitudinal distance from c.g. to rear axle 

wheel base (= Lf + Lr) 
slip slope 
coefficient relating front and rear slip-slopes 

slip slope of front tires 

slip slope of rear tires 

error in RLS algorithm 

parameter estimates in RLS algorithm 

regression variables in RLS algorithm 

forgetting factor in RLS algorithm 

covariance matrix in RLS algorithm 

gain vector in RLS algorithm 

parameters used in change detection algorithm 

longitudinal velocity from GPS 

longitudinal acceleration from accelerometer 

estimate of longitudinal velocity 

estimate of bias value in accelerometer 



Chapter 14 

REFERENCES 

Breuer, B., Eichhom, U. and Roth, J., "Measurement of tyrelroad friction ahead of the car and 
inside the tyre," Proceedings of AVEC'92 (International Symposium on Advanced Vehicle 
Control), pp. 347-353, 1992. 

Bevly, D., Gerdes, J.C., Wilson, J. and Zhang, G., "The Use of GPS Based Velocity 
Measurements for Improved Vehicle State Estimation," Proceedings of the American 
Control Conference, Chicago, Illinois, pp. 2538-2542, June 2000. 

Eichhorn, U. and Roth, J., "Prediction and Monitoring of TyreIRoad Friction," Proceedings of 
FISITA, London, 1992, pp. 67-74. 

Pasterkamp, W.R. and Pacejka, H.B., "The Tyre as a Sensor to Estimate Friction," Vehicle 
System Dynamics, vol. 27, 1997, pp.409-422. 

Gustaffson, F., "Slip-Based Tire-Road Friction Estimation," Automatica Vol. 33 (6), pp1087- 
1099, 1997. 

Fancher, P.S., Ervin, R.D., Winkler, C.B. and Gillespie, T.D., "A Factbook of the Mechanical 
Properties of the Components for Single-Unit and Articulated heavy Trucks," The 
University of Michigan Transportation Research Institute Report, Dec. 1986. 

Gillespie, T.D., Fundamentals of Vehicle Dynamics, Society of Automotive Engineers, Inc., 
1992. 

Germann, S., Wiirtenberger, M. and DaiS, A,, "Monitoring of the Friction Coefficient 
Between Tyre and Road Surface," Proceedings of the third IEEE Conference on Control 
Applications, pp. 613-618, 1994. 

Gustafsson, F., Adaptive Filtering and Change Detection, John Wiley & Sons, Ltd. 
Chichester, England, 2000. 

Hahn, J.O., Rajamani, R. and Alexander, L., "GPS-Based Real-Time Identification of Tire- 
Road Friction Coefficient," IEEE Transactions on Control Systems Technology, Vol 10, 
No. 3, May 2002. 

Hwang, W. and Song, B.S., "Road Condition Monitoring System Using Tire-road Friction 
Estimation," Proceedings of AVEC 2000, Ann Arbor, Michigan, pp 437-442, Aug. 2000. 

Kailath, T., Sayed, A.H. and Hassibi, B., Linear Estimation, Prentice Hall, 2000. 
Miiller, S., Uchanski, M. and Hedrick, J.K., "Slip-Based Tire-Road Friction Estimation 

During Braking," Proceedings of 2001 ASME International Mechanical Engineering 
Congress and Exposition, New York, 2001, pp. 213-220. 

Pacejka, H.B. and Bakker, E., "The Magic Formula Tyre Model," Vehicle System Dynamics, 
v 21, Supplement, Tyre Models for Vehicle Dynamics Analysis, p 1-18, 1993 

Page, E.S., Continuous Inspection Schemes, Biometrika, Vol. 41, pp. 100-1 15, 1954. 
Rajamani, R., "Radar Health Monitoring for Highway Vehicle Applications," Vehicle System 

Dynamics, Vol. 38, No. 1, pp. 23-54,2002. 
Ray, L.R., "Nonlinear Tire Force Estimation and Road Friction Identification: Simulation and 

Experiments", Automatica, Vol. 33, No. 10, pp. 18 19-1 833, 1997. 
SAE, "Vehicle Dynamics Terminology," SAE J670e, Society of Automotive Engineers 

Handbook, 2000. 
Sastry, S. and Bodson, M., Adaptive Control: Stability, Convergence, and Robustness, 

Englewood Cliffs, NJ: Prentice-Hall, 1989. 
Uno, T., Sakai, Y., Takagi, J. and Yamashita, T., "Road Surface Recognition Method Using 

Optical Spatial Filtering," Proceedings of AVEC, pp. 509-515, 1994. 
Wang, J., Alexander, L. and Rajamani, R., "Friction Estimation on Highway Vehicles Using 

Longitudinal Measurements", ASME Journal of Dynamic Systems, Measurement and 
Control, Special Issue on Sensors, Vol. 126, No. 2, pp. 265-275, June 2004. 



14. Tire Road Friction Measurement 465 

Yi, K., Hedrick, J.K. and Lee, S.C., "Estimation of Tire-Road Friction Using Observer Based 
Identifiers," Vehicle System Dynamics, Vol. 31, p. 233-261, 1999. 





Index 

ACC systems, 153 
Ackerman steering, 25 
Active stability control, 2 
Active suspension 

asymptotes, 339 
conclusions on achievable 

performance, 346 
-H2 optimal control, 328 
hydraulic actuators, 350 
invariant points, 341, 343 
LQR formulation, 328 
performance studies, 332 
quadratic performance index, 330 
sky hook damping, 348 
sliding surface control methodology, 

35 1 
transfer functions of interest, 328 

Adaptive cruise control, 153 
commercial systems, 153 
constant spacing policy, 159 
constant time gap policy, 162 
CTG, constant time gap policy, 162 
hierarchical control architecture, 156 
impulse response with the CTG 

policy, 166 
individual vehicle stability, 155 
lower level controller, 178 
proof of string stability for the CTG 

spacing policy, 184 
range range-rate diagrams, 172 

steady state modes, 154 
string instability of constant spacing 

policy, 161 
string stability, 156, 158 
string stability of the CTG policy, 164 
traffic friendly, 6 
transitional controller, 169 
transitional maneuvers, 154 
transitional trajectories, 169 
typical delay values, 167 

Aerodynamic drag force, 97 
All wheel drive, 247 
All wheel drive torque distribution, 247 
Anti-lock brake system 

deceleration threshold based 
algorithm, 142 

functions, 141 
motivation, 137 
review of logic based controllers, 146 

Anti-lock brake systems, 137 
Asymmetric normal load distribution, 104 
Automated highway systems, 125, 187 

control architecture, 188 
experimental data, 206 
individual vehicle stability, 191 
inter-vehicle communication, 203 
regulation layer, 189 
string instability without wireless 

communication, 200 
string stability, 191 



Index 

Bias-ply tires, 390 
Clothoids, 45 
Coast-down test, 97 
Collision avoidance system, 125 
Cornering stiffness, 30, 396 
Critical speed, 63 
Cruise control, 128 

closed loop transfer function, 132 
root locus, 132 

Diesel engine models 
Engine crankshaft dynamics, 277 
exhaust gas recicrulation, 273 
exhaust manifold dynamics, 275 
Intake manifold dynamics, 275 
turbocharger dynamics, 276 
variable geometry turbocharger, 274 

Diesel engines, 273 
dynamics, 274 

Differential 
limited slip, 248 
locking, 248 
open, 248 
traditional, 248 
twin clutch, 249 

Differential braking systems, 224 
Driveline dynamics, 11 1 
Driver assistance systems, 2 
Dugoff s tire model, 425 
Dynamic tire model, 429 
Effective tire radius, 108 
Emission standards, 9 
Engine dynamics, 116 
Engine models, 257 

diesel engine, 274 
first order, 27 1 
friction and pumping losses, 261 
intake manifold dynamics, 262 
look-up maps, 265 
rotational dynamics, 259 
second order, 270 
SI engine, 258 

Fiala's tire model, 401 
Four wheel drive, 247 
Fresnel integrals, 43 
Friction circle, 417 
Fuel cell vehicle, 11 
Handling, 290 
Hybrid electric vehicle 

parallel hybrid, 10 

series hybrid, 10 
Hybrid electric vehicles, 10 
Lane departure 

warning systems, 15 
Lane departure accidents, 15 
Lane keeping systems, 15 
Lateral control 

feedforward, 55 
gain and phase margins, 81, 89 
lead compensator, 79 
look ahead compensator design, 88 
look ahead position measurement, 68 
Nyquist analysis, 73 
open loop zeros and poles, 70 
output feedback, 68 
performance variation with sensor 

location, 86 
performance variation with vehicle 

speed, 84 
proportional controller, 72 
root locus, proportional controller, 78 
root locus, with lead compensator, 82 
state feedback, 5 1 
steady state error, 55 
varying velocity, 66 

Lateral vehicle model 
bicycle model of dynamics, 27 
conversion to global trajectory, 41 
in terms of error with respect to the 

road, 35 
in terms of yaw rate and slip angle, 39 
kinematic, 20 

Limited slip differential, 248 
Longitudinal tire force, 99 
Longitudinal tire force at differnt tire- 

road friction coefficients, 441 
Longitudinal tire stiffness, 101,393 
Longitudinal vehicle control 

adaptive control, 209 
Longitudinal vehicle dynamics, 95 
Lower level controller, 133 

engine torque calculation for desired 
acceleration, 134 

yaw stability control, 238 
Magic Formula, 421 
Magnetorheological damper, 358 
Mean value engine models, 257 
Narrow commuter vehicles, 7 
Narrow tilt controlled vehicle, 8 



Index 

National Automated Highway Systems 
Consortium, 206 

Neutral steer, 62 
Normal tire force calculation, 106, 439 
Norms of signals, 193 
Norms of systems, 194 
Oversteer, 63 
Platoons, 187 

adaptive control, 209 
experimental data, 206 

Radial-ply tires, 390 
Road 

clothoid spiral, 43 
Road bank angle, 32 
Road model, 43 
Roll stability control, 3 
Rolling resistance, 104 
Rolling resistance coefficient, 105 
Semiactive suspension 

advantages, 359 
calculation of transfer functions, 375 
interpretation of optimal solution, 366, 

369 
magneto rheological damper, 358 
model, 359 
optimal solution in the presence of 

constraints, 368 
optimal solution with no constraints 

on damping, 365 
performance, 378 
simulations, 372 
sky hook damping, 380 
theoretical results, 362 
variable orifice damper, 357 

SI engines 
dynamics, 257 
engine maps, 265 
lower level controller, 279 
parametric model, 258 

Sliding surface control 
engine control, 281 
yaw stability control, 235 

Slip angle, 29 
desired, 23 1 
of vehicle, 39 
steady state, 66 
steady state, front tires, 62 
steady state, rear tires, 62 
target, 234 

upper bound, 234 
Slip ratio, 99 
Steady state error 

on a circular road, 55 
Steady state steering angle 

on a circular road, 58 
Steer-by-wire systems, 240 
Steering angle 

Ackerman, 25 
String stability 

design approach, 198 
induced norms, 195 
influence of impulse response, 199 

Suspension 
dependent, 291 
full car, 287,315 
functions, 289 
half car, 288,315 
handling, 290 
independent, 292 
influence of suspension damping, 3 10 
influence of suspension stiffness, 308 
influence of tire stiffness, 3 13 
modal decoupling, 293 
mode shapes, 298 
natural frequencies, 297 
performance variables, 296 
quarter car, 288 
ride quality, 289 
road holding, 290 
sprung mass mode vibrations, 305 
unsprung mass mode vibrations, 307 

Suspension systems 
fully active, 4, 325 
passive, 287 
semi-active, 5, 357 

Tire, 104 
aligning moment, 388 
bias ply, 390 
contact patch, 387 
cornering stiffness, 30, 396 
longitudinal tire stiffness, 393 
pneumatic trail, 408 
radial ply, 390 
sign convention, 387 
velocity angle, 30 

Tire force 
lateral, at large slip angle, 405 
lateral, at small slip angle, 395, 402 



Index 

longitudinal, at small slip ratio, 391 
normal load calculation, 106 

Tire model 
combined lateral and longitudinal, 417 
Dugoff, 425 
dynamic, 429 
lateral assuming parabolic normal 

force distribution, 409 
lateral assuming uniform normal force 

distribution, 400 
magic formula, 398 

Tire-road friction coefficient 
benefits of measurement, 434 
definition, 433 
estimation of accelerometer bias, 451 
parameter update conditions, 450 
recursive least-squares (RLS) 

identification, 447 
review of estimation results, 435 
review of slip slope based estimation 

results, 436 
RLS with Gain Switching, 449 
summary of overall estimation 

approach, 446 
Tire-road friction measurement, 433 
Tire-road friction measurement data 

acceleration on dry concrete road, 455 
combined acceleration and braking on 

dry concrete road, 455 

combined acceleration and braking 
with changing friction coefficient, 
459 

concrete surface with loose snow 
covering, 457 

hard braking, 460 
transient, with two different friction 

levels, 459 
Torque converter, 1 12 
Torque transfer, 248 
Traction control, 247 
Traffic congestion data, 128 
Transmission dynamics, 114 
Turbocharged diesel engines, 273 
Understeer, 63 
Understeer gradient, 62 
Vehicle stability control, 2,221 
Wheel Dynamics, 11 8 
Yaw rate 

desired, 36, 230 
target, 234 
upper bound, 234 

Yaw stability control 
active torque transfer, 249 
control architecture, 229 
differential based, 249 
differential braking, 224 
steer-by-wire, 240 

Yaw stability control systems 
types, 249 



Mechanical Engineering Series (continued from page ii)

G. Genta, Dynamics of Rotating Systems 

D. Gross and T. Seelig, Fracture Mechanics with Introduction to Micro-
mechanics

K.C. Gupta, Mechanics and Control of Robots 

R. A. Howland, Intermediate Dynamics: A Linear Algebraic Approach

D. G. Hull, Optimal Control Theory for Applications

J. Ida and J.P.A. Bastos, Electromagnetics and Calculations of Fields

M. Kaviany, Principles of Convective Heat Transfer, 2nd ed.

M. Kaviany, Principles of Heat Transfer in Porous Media, 2nd ed. 

E.N. Kuznetsov, Underconstrained Structural Systems

P. Ladevèze, Nonlinear Computational Structural Mechanics: 
New Approaches and Non-Incremental Methods of Calculation

P. Ladevèze and J.-P. Pelle, Mastering Calculations in Linear and
Nonlinear Mechanics

A. Lawrence, Modern Inertial Technology: Navigation, Guidance, and
Control, 2nd ed.

R.A. Layton, Principles of Analytical System Dynamics

F.F. Ling, W.M. Lai, D.A. Lucca, Fundamentals of Surface Mechanics:
With Applications, 2nd ed.

C.V. Madhusudana, Thermal Contact Conductance

D.P. Miannay, Fracture Mechanics

D.P. Miannay, Time-Dependent Fracture Mechanics

D.K. Miu, Mechatronics: Electromechanics and Contromechanics

D. Post, B. Han, and P. Ifju, High Sensitivity and Moiré:
Experimental Analysis for Mechanics and Materials

R. Rajamani, Vehicle Dynamics and Control

F.P. Rimrott, Introductory Attitude Dynamics

S.S. Sadhal, P.S. Ayyaswamy, and J.N. Chung, Transport Phenomena with
Drops and Bubbles

A.A. Shabana, Theory of Vibration: An Introduction, 2nd ed.

A.A. Shabana, Theory of Vibration: Discrete and Continuous Systems, 2nd ed.


	VEHICLE DYNAMICS AND CONTROL
	Springerlink
	Mechanical Engineering Series
	Title Page
	Copyright Page
	Dedication
	Series Preface
	Preface
	Contents
	Acknowledgments
	Chapter 1. Introduction
	1.1 Driver Assistance Systems
	1.2 Active Stability Control Systems
	1.3 Ride Quality
	1.4 Technologies for Addressing Traffic Congestion
	1.4.1 Automated highway systems
	1.4.2 "Traffic-friendly" adaptive cruise control
	1.4.3 Narrow tilt-controlled commuter vehicles

	1.5 Emissions and Fuel Economy
	1.5.1 Hybrid electric vehicles
	1.5.2 Fuel cell vehicles

	References

	Chapter 2. Lateral Vehicle Dynamics
	2.1 Lateral Systems Under Commercial Development
	2.1.1 Lane departure warning
	2.1.2 Lane keeping systems
	2.1.3 Yaw stability control systems

	2.2 Kinematic Model of Lateral Vehicle Motion
	2.3 Bicycle Model of Lateral Vehicle Dynamics
	2.4 Motion of Particle Relative to a Rotating Frame
	2.5 Dynamic Model in Terms of Error with Respect to Road
	2.6 Dynamic Model in Terms of Yaw Rate and Slip Angle
	2.7 From Body-Fixed to Global Coordinates
	2.8 Road Model
	2.9 Chapter Summary
	Nomenclature
	References

	Chapter 3. Steering Control for Automated Lane Keeping
	3.1 State Feedback
	3.2 Steady State Error from Dynamic Equations
	3.3 Understanding Steady State Cornering
	3.3.1 Steering angle for steady state cornering
	3.3.2 Can the yaw angle error be zero?
	3.3.3 Is non-zero yaw error a concern?

	3.4 Consideration of Varying Longitudinal Velocity
	3.5 Output Feedback
	3.6 Unity Feedback Loop System
	3.7 Loop Analysis with a Proportional Controller
	3.8 Loop Analysis with a Lead Compensator
	3.9 Simulation of Performance with Lead Compensator
	3.10 Analysis of Closed-Loop Performance
	3.10.1 Performance variation with vehicle speed
	3.10.2 Performance variation with sensor location

	3.11 Compensator Design with Look-Ahead Sensor Measurement
	3.12 Chapter Summary
	Nomenclature
	References

	Chapter 4. Longitudinal Vehicle Dynamics
	4.1 Longitudinal Vehicle Dynamics
	4.1.1 Aerodynamic drag force
	4.1.2 Longitudinal tire force
	4.1.3 Why does longitudinal tire force depend on slip?
	4.1.4 Rolling resistance
	4.1.5 Calculation of normal tire forces
	4.1.6 Calculation of effective tire radius

	4.2 Driveline Dynamics
	4.2.1 Torque converter
	4.2.2 Transmission dynamics
	4.2.3 Engine dynamics
	4.2.4 Wheel dynamics

	4.3 Chapter Summary
	Nomenclature
	References

	Chapter 5. Introduction to Longitudinal Control
	5.1 Introduction
	5.1.1 Adaptive cruise control
	5.1.2 Collision avoidance
	5.1.3 Automated highway systems

	5.2 Benefits of Longitudinal Automation
	5.3 Cruise Control
	5.4 Upper Level Controller for Cruise Control
	5.5 Lower Level for Cruise Control
	5.5.1 Engine torque calculation for desired acceleration
	5.5.2 Engine control

	5.6 Anti-Lock Brake Systems
	5.6.1 Motivation
	5.6.2 ABS functions
	5.6.3 Deceleration threshold based algorithms
	5.6.4 Other logic based ABS control systems
	5.6.5 Recent research publications on ABS

	5.7 Chapter Summary
	Nomenclature
	References

	Chapter 6. Adaptive Cruise Control
	6.1 Introduction
	6.2 Vehicle Following Specifications
	6.3 Control Architecture
	6.4 String Stability
	6.5 Autonomous Control with Constant Spacing
	6.6 Autonomous Control with the Constant Time-Gap Policy
	6.6.1 String stability of the CTG spacing policy
	6.6.2 Typical delay values

	6.7 Transitional Trajectories
	6.7.1 The need for a transitional controller
	6.7.2 Transitional controller design through R–Ṙ diagrams
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