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I. ABSTRACT

The ability to monitor and predict in real-time the state of
the transportation network is a valuable tool for both trans-
portation administrators and travelers. While many solutions
exist for this task, they are generally much more successful in
recurrent scenarios than in non-recurrent ones. Paradoxically,
it is in the latter case that such tools can make the difference.
Therefore, the dynamic traffic assignment and simulation based
prediction system such as DynaMIT (1) demonstrates high
effectiveness in the context of sudden network disturbance or
demand pattern changes. This paper presents the design, devel-
opment and implementation of new components and modules
of DynaMIT 2.0 which is an extension of its predecessor with
recent enhancements on online calibration, context mining,
scenario analyzer and strategy simulation capability. Also,some
preliminary results are presented using Singapore expressway
to show the actual benefit of the system.

II. INTRODUCTION

Real-time traffic prediction systems can be generally di-
vided into two types: data driven and model-based. The
data-driven approach relies on fitting the current scenario
to previous observations, often from a regression problem
perspective where the target variable is a continuous quantity
(e.g. speed, travel time, queue length) and the independent
variables are obtained from sensors and spatial and temporal
characteristics. Common algorithms include time series (2),
artificial neural networks (3), Kalman filters (4) or combi-
nations of techniques (e.g. fuzzy sets and genetic algorithms
(5)). On the other hand, the model-based approach represents
the traffic phenomenon itself, essentially through some form
of simulation where supply (infrastructure, services) interacts
with demand (travellers). By incorporating rather sophisticated
models of traffic flow and travel behaviour, this approach
allows the simulation of complex situations that may have little
historical precedence (i.e. poor past data). This is the approach
of dynamic traffic assignment (DTA) models such as DynaMIT
(1) or DynaSMART (6).

The value proposition of both data-driven and model-
based approaches is quite clear: the former offers generally
efficient models that will work well under all circumstances
that have relevant data precedent; the latter offers a holistic
solution that can deal with any circumstance as long it is
representable in the simulation and is computable in reasonable
time. The limitations are also clear: data-driven approaches
are too dependent on generalising from historical data and
on representing the spatial temporal correlation structure of
the network; the model-based approach is computationally
intensive and demands accurate representation and calibration
of all relevant real world phenomena.

Some research has attempted to overcome these limitations,
particularly on the data-driven side. For example, Chen et
al (7) implemented a Gaussian Processes model where the
prediction for a certain point of the network considers not only
its local characteristics but also its correlation with the rest
of the network (and their predicted/estimated values). In fact,
the usage of more complex models that account for spatial-
temporal correlations across the network has become a natural
option, for example with time series models (8) or support

vector machines (9). On the model-based side, progress has
also been made in several directions including computational
efficiency improvement (10), joint calibration of supply and
demand parameters (11, 12), representing incident information
in detail (13).

Building on lessons learned from both directions, the
DynaMIT 2.0 project is designed to take advantage of data
driven methods to improve efficiency of the model-based
approach. Each prediction cycle starts with a recognition of the
current patterns (e.g. incidents, special events, weather), which
provide a priori estimates for the variables of interest, both for
supply and demand (e.g. capacities, speed-density parameters,
Origin/Destination flows). Then, the DTA model uses these
reference values to calibrate itself, considering available real-
time and historical data.

DynaMIT2.0 uses a varied set of data streams, including
surveillance sensors (inductive loops, cameras), floating car
data (e.g. GPS probes), traffic information feeds (e.g. incident
information feed) as well as data from the internet (e.g.
special events websites, weather forecasts, social networks).
Due to its heterogeneous nature, these sources enter Dyna-
MIT2.0 at different stages and through different components.
DynaMIT2.0 provides three relevant new functionalities:the
scenario analyzer analyzes non-structural text based informa-
tion and generates estimates of corresponding prior demand
and supply parameters; integrated online calibration module
adjusts all supply and demand parameters according to real-
time traffic feeds with heterogeneous data structure;finally,
strategy simulation allows the simultaneous evaluation of dif-
ferent treatment strategies for the mitigation of non-recurrent
congestion.

III. BACKGROUND: REVIEW OF DYNAMIT 1.0

DynaMIT is a dynamic traffic assignment (DTA) system for
traffic estimation and prediction developed at MIT Intelligent
Transportation System Laboratory (1). The system receives
real-time data (e.g. vehicle counts) and historical data. The
core is composed of two sub-systems: 1) State estimation and
2) State Prediction. The operational structure of DynaMIT is
presented in Figure 1.

State estimation combines the available surveillance with
historical information to estimate the current state of the entire
network. Pre-trip demand is simulated, allowing drivers with
different characteristics to dynamically change their departure
time, travel mode, and trip route. This is followed by OD flow
estimation and network estimation. The estimated network
condition is then compared to surveillance information. Based
on this estimate of the current state of the network, the DTA
model predicts future traffic patterns, taking into account the
response of the drivers to the provided guidance and traffic
information in the stage of state prediction. The outputs of the
overall system are consistent forecasts of network conditions,
including link density, flow speed, as well as travelers’ charac-
teristics including their travel time, route choice and departure
time. The anticipated information is used to generate guidance
and will be incorporated into the next round of calculations
(1).
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FIGURE 1 Architecture of DynaMIT1.0

FIGURE 2 Architecture of DynaMIT2.0

IV. DYNAMIT2.0 ARCHITECTURE

Figure 2 presents the overall architecture of DynaMIT 2.0.
The system is composed of two major module clusters: the data
store maintains and manages all the data used by the system
(both historical and real-time); the DynaMIT core is the col-
lection of key models perform state estimation and prediction.
State estimation module contains scenario analyzer and context
mining, online parameter calibration; state prediction module
contains online parameter prediction and strategy simulation
(see right side Figure 2). The function and algorithm of each
model is briefly summarized below:

A. Scenario Analyser

The role of the Scenario Analyser (SA) is to translate
incoming data streams into a demand/supply parameter pattern
that is understandable for DynaMIT2.0. All text based infor-
mation are converted useful format through context mining. For
example, special events websites provide rich spatial, temporal
and semantic information that correlate with observed demand
fluctuations (14, 15), social networks and micro-blogs such
as Facebook and Twitter provide information in events from
incidents (16) to crowd gatherings (17).

While DynaMIT core follows the model-based approach,
SA builds on the data driven approach. It does so in a
modular, plug-in, approach, as illustrated in Figure 3, that
consists of a set of independent modules. These Scenario
Analyser Modules (SAMs) need only respect the simple rule
that their output match at least partially DynaMIT core’s
parameters. Currently, scenario analyzer contains two models:
incident duration prediction and special event demand predic-
tion. Incident prediction reads the real-time incident reports
text and performs recursive duration prediction through a topic
modeling technique(18). The special event SAM analyzes the
web based event (social gathering, etc.) information using a
Bayesian additive linear model (or BALM) and predicts the
change of total arrivals at different locations. For more detail
discussion, readers can refer (14).

B. Integrated online parameter calibration

DynaMIT 2.0 adopts an integrated online parameter cal-
ibration model to dynamically adjust all of its internal pa-
rameters based on real-time observations. The parameter set
contains three types: time-dependent OD matrices, behavior
model and supply parameters. The structure of online cali-
bration module is illustrated by Figure. DynaMIT 2.0 adopts
a two-stage sequential calibration method. In the first stage,
OD matrices are calibrated using link flow counts through a
Generalized Least Square formulation; in the second stage,
route choice behavior and network supply parameters are
calibrated using a SP-EKF method (simultaneous perturbation-
extended Kalman filter). Also, the online calibration takes full
advantage of the prior values provided by SAMs.

C. Strategy simulation

The function of strategy simulation is to test various control
strategies in real-time to mitigate traffic congestion ranging
from regular congestion to major crisis situations. By taking
advantage of the parallel computing technique, strategy sim-
ulation component allows the manager to simultaneously test
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several options, taking into account estimated and predicted
traffic state, together with travel behaviors. Optimization are
performed to either minimize total travel time or maximize
total traveler welfare. Currently GA (generic algorithm) is im-
plemented in strategy simulation module to optimize network
control parameters such as dynamic tolls or ramp metering
rates.

Scenario Analyser Modules

Algorithm Demand 
prediction

O
D

 m
at

ric
es

Incident 
analysis

C
ap

ac
ity

 r
ed

uc
tio

n,
 

du
ra

tio
n

DynaMIT 
Parameter estimates

. . .

. . .

OD matrices capacity reduction/
duration

. . .

FIGURE 3 Scenario Analyser architecture

V. PRELIMINARY RESULTS

Recognizing the ambition of the DynaMIT2.0 vision, the
team has been focused on research and development of the
individual modules, on a bottom-up fashion. Some results
will be summarized in this section, focusing on the research
achievements. We will not further detail the C++ software
implementation of the system, which is in progress simultane-
ously to the research efforts.

For testing and model verification purpose, all the numer-
ical results shown in this paper is conducted in a closed loop
environment where the microscopic traffic simulation MITSIM
is

A. Online Calibration: Closed Loop Experiments on Singa-
pore Expressway

This section reports results from preliminary numerical
experiments to investigate the performance of various online
calibration algorithms. For the experiments, we make use of
a closed-loop framework, interfacing DynaMIT2.0 and MIT-
SIMLab, a microscopic simulator of the real network (19).
MITSIMLab acts as a proxy to the real world, and mimics the
real network, providing sensor counts for the current interval
to DynaMIT. For the parameter calibration, four algorithms
are compared, (1) dynamic OD estimation using a Generalized
Least Squares (referred to as GLS), (2) dynamic OD estimation
using an Extended Kalman Filter approach (referred to as EKF)
(3) sequential calibration of demand and supply parameters
using the GLS and SP-EKF method (referred to as Sequential-
1), (4) sequential calibration of demand and supply parameters
using EKF and SP-EKF methods (referred to as Sequential-2).

The experimental inputs for DynaMIT consist of a his-
torical OD matrix obtained from offline calibration on the
Singapore expressway network (20). The time intervals for
state estimation and prediction are respectively 5 minutes and

ALGORITHM
Estimation Prediction (RMSN)

MAPE RMSN 1 Step 2 Step 3 Step

GLS 11.38% 14.98% 20.59% 21.11% 21.39%
EKF 11.25% 16.19% 18.94% 19.57% 20.53%
Sequential-1 (GLS for OD) 11.13% 14.01% 20.32% 20.82% 21.35%
Sequential-2 (EKF for OD) 11.18% 15.52% 18.23% 18.81% 19.71%
Base (Historical) 23.19% 27.69%

TABLE I Calibration and prediction results: Errors in
sensor flow counts

5/10/15 minutes. The network contains 650 sensors and 4103
origin-destination pairs.

For state estimation, the sequential-1 calibration method
outperforms the remaining algorithms and yields a RMSN
value of 14%, which constitutes an improvement of around
50 % over the base case (refer Table I). In contrast, for state
prediction, the sequential-2 method yields the best performance
with an RMSN of 18.2%, which constitutes an improvement of
34% over the base case. The estimated and predicted counts for
an arbitrary sensor are plotted against the actual and historical
counts in Figure 4. The preliminary experiments indicate a
promising performance of the sequential calibration procedures
and the next step involves comprehensive testing using real
time data.

EKF 

Sequential - 1 GLS 

Sequential - 2 

FIGURE 4 Estimated/Predicted/Actual flow counts on
selected sensor of Singapore expressway network

B. Incidents SAM

In DynaMIT 2.0, an incident is represented as a capacity
reduction in the affected link during a period of time. It has
been demonstrated that its predictions benefit considerably
from the accurate consideration of such events (13), however
the task of translating incoming incident information into that
representation is not a trivial one. This is the role of the inci-
dents SAM: given an incoming feed of incident information,
estimate the capacity reduction and predict the duration until
clearance (18).
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This is done in a sequential and reactive manner. Incidents
SAM sequentially updates its estimates taking into account the
latest received text information. Topic modelling techniques
(Latent Dirichlet Allocation, LDA (21)) is applied to extract
a numeric combination of latent topics which is in turn used
for duration prediction using a radial basis function (RBF)
algorithm.

FIGURE 5 MAPE performance of incident SAM’s du-
ration prediction algorithms (CC=Correlation Coefficient;
MAE=Mean Absolute Error; ME=Mean Absolute Error).

In Figure 5, we show the performance of our sequential
incident duration prediction algorithm, in 3 flavours: basic,
which has the report creation information together with elapsed
time; conservative, which as textual information together with
elapsed time; all features, which has all possible information.
The graph shows the Mean Absolute Percentage Error (MAPE)
through time, and it can be seen that the complete model
shows the best and more resilient performance. Interestingly,
the text only (conservative) model is able to have comparable
performance until 90 minutes. The reader will find more details
in (18).

C. Incident Response Case Study

This section demonstrates the benefits of the scenario
analyzer module of Dynamit 2.0 in the context of crisis
management through a simple case study on the Singapore
Expressway network using the closed loop framework. Specif-
ically, the study investigates the role of providing predictive
information and real time guidance in mitigating the non-
recurrent congestion caused by traffic accidents. A major inci-
dent is imposed on the east-bound lanes of the Marina Coastal
expressway involving the complete blockage of three out of
five lanes (Figure 6) for a duration of 45 minutes between
8:00 AM and 8:45 AM. Two scenarios are then simulated
using MITSIMLab, with and without predictive information
from Dynamit, for a period between 7:30 AM and 10:00 AM.
It is assumed that 75% of the drivers receive the real-time
predictions with a compliance rate of 70%, which implies that
around 50% of the vehicles are guided.

FIGURE 6 Incident Configuration

A comparison of the queue lengths on the affected segment
of the MCE for the two scenarios reveals a significant reduction
in the maximum queue length which reduces by almost 50%
from 3000 to 1500 meters (Figure 7). The plots of queue
length from the two scenarios further indicate a significantly
smaller queue dissipation time in the scenario with Dynamit
(see Figure 7).

FIGURE 7 Comparison of Queue Lengths on affected
corridor

An analysis of the route choice fractions for a subset
of relevant O-D pairs further indicates that the provision
of predictive real time information results in a significant
proportion of users (18%) re-routing from the incident affected
MCE route to the alternate CTE-PIE route (refer Figure 8).
This results in an overall reduction in network travel times
by 12.8% and a total travel time reduction of 31.3% for the
relevant vehicles using the incident affected links.The changes
in route choice proportions are summarized in Figure 8

VI. CONCLUSION

This paper presented the architecture and preliminary
results of the DynaMIT 2.0 system which aims to com-
bine the data-driven/statistical approaches and traffic assign-
ment/simulation model-based approaches. Building on an ex-
tensive experience with its parent project, the development of
new functionality is introduced and preliminary results on the
Singapore expressway network suggest a promising future for
the system. One important future work of DynaMIT 2.0 is to
expand its prediction capability into a multi-modal network
where both private traffic, public transport services and freight
vehicles are taken into account. The online calibration of the
model in a multi-modal environment is one of our ongoing
studies.
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