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**Part I. Omitted Variable Bias with Simulated Data**

1. Based on Stock and Watson Question 6.9 and 6.10. Suppose that ![](data:image/x-wmf;base64,183GmgAAAAAAAGAFQAIBCQAAAAAwWQEACQAAA7ABAAACAKIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBQAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAUUBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8HOAo+AAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAALCwlAgADBQAAABQC4wHbABwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////bEgKngAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAaWlpPiUC4wG8AQUAAAAUAoABIgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///wc4Cj8AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAFlYWp7RAQ0CAAOiAAAAJgYPADkBQXBwc01GQ0MBABIBAAASAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINZAAMAGwAACwEAAgCDaQAAAQEACgIAgiwAAgCDWAADABsAAAsBAAIAg2kAAAEBAAoCAIIsAAIAg1oAAwAbAAALAQACAINpAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQB3SACKAQAACgAGAAAASACKAQEAAACE2SEABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) satisfy the key assumptions in Key Concepts 6.4. In other words, we are assuming the zero conditional mean assumption, no outliers, no perfect multicollinearity and that the explanatory variables are i.i.d. You are interested in the causal effect of X on Y. Suppose that X and Z are uncorrelated (corr(X,Z)=0.0) as are the variables that are generated in the simulation in part a of the do file.
2. Now let’s examine these properties in a sample of simulated data. Then, please estimate ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAQ0BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////1LQrLAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMQC8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAAGDcqXWQQOIy/v///2xICmEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGIAAAOGAAAAJgYPAAIBQXBwc01GQ0MBANsAAADbAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBISyA2IDABsAAAsBAAIAiDEAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Ad0gAigEAAAoABgAAAEgAigEAAAAAhNkhAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) by regressing y onto x (without including z in the regression) so that the model you estimate is the following: Does this estimator suffer from omitted variable bias? Please explain.
3. What assumptions are we violating when we have an omitted variable bias?
4. Now let’s estimate ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAQ0BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////1LQrLAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMQC8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAAGDcqXWQQOIy/v///2xICmEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGIAAAOGAAAAJgYPAAIBQXBwc01GQ0MBANsAAADbAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBISyA2IDABsAAAsBAAIAiDEAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Ad0gAigEAAAoABgAAAEgAigEAAAAAhNkhAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) by regressing y onto x and z in the regression so that the model you estimate is the following: Does this estimator suffer from omitted variable bias? Please explain.
5. Please state the formula for in the bivariate and multivariate cases and explain its interpretation in both cases.
6. Please state the formula for the standard error of the regression error ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAewAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+OJwqxAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaQC8AQUAAAAUAoABLgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1VCCu4AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHV5AAOGAAAAJgYPAAEBQXBwc01GQ0MBANoAAADaAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIN1AAMAGwAACwEAAgCDaQAAAQEAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Ad0gAigEAAAoABgAAAEgAigEAAAAAhNkhAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) and explain its interpretation in both cases.
7. Please state the formula for the variance and standard error of in the bivariate and multivariate cases. What is the estimated variance and standard error of ?
8. Now, let's suppose that X and Z are correlated such that corr(X,Z)=0.75. Let’s estimate by regressing y onto x and z in the regression so that the model you estimate is the following: Please compare this model to the bivariate regressions where one of the variables is excluded. In otherwords, please compare the multiple regression model to and .
9. What is the variance of the estimated in the bivariate regression model in this case? How does this variance compare to the variance obtained in (c) when the correlation between X and Z was zero?
10. Please comment on the following “When X and Z are correlated, the variance of is larger than it would be if X and Z were uncorrelated. Thus, if you are interested in ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAQ0BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+xDgo7AAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMXm8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAAGDcqXWQQOIy/v///1omCrUAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGJ5AAOGAAAAJgYPAAIBQXBwc01GQ0MBANsAAADbAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBISyA2IDABsAAAsBAAIAiDEAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Ad0gAigEAAAoABgAAAEgAigEAAAAAtNchAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)it is best to leave Z out the regression if it is correlated with X.”
11. The R-squared is the fraction of the sample variance of Yi explained by the regressors. If we have more factors explaining Y, then we will never see the R2 close to 1. Can we compare the R2 across the models? Why?
12. How would the exercise above change if Z is a dummy variable? Please see the hint in the do-file and re-run your analysis. This is a creative exercise and points will be rewarded for students who explore alternative models.
13. One researcher wants to analyze the turnout rate by section in the 2016 São Paulo municipal elections. This is his model:  . In this model, the sections are our units, and income indicates the mean monthly income for the voters on that section. The dataset includes only the aggregated information about the socioeconomic profile of the electorate (education, age, gender, salary range etc.). It also includes geographical information about that districts. Knowing our main explanatory variable is income, can you think of a variable that could be causing omitted variable bias? Can you explain your argument theoretically? What would be a better model that fixes the bias?