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I dedicate this book to my lost child, Tiina, and my friend Anesa, 
who supported me when 1 was in need. 

When the world came down upon me 
and the sky closed like a door, 
sounds filled my ears from far away. 
!lay down on the floor. 
And no one near could find me, 
and nothing near was mine. 
I sank into the floorboards 
from the voices, soft and kind. 
Until one thought got through to me, 
one image filled my mind: 
a pencil and a paper lying 
close to hand, nearby. 
Somehow I took them up and traced 
one word and then the next, 
until they linked together in a chain 
that first perplexed the darkness 
in my eyes, then, 
rowing on my paper barque, 
I soon was far away 
and saw the water trail I'd left 
rise up into a chain-
a ladder reaching high above 
to light and sound and friends. 
And that's how I climbed out 
of the grief that has no end. 

Anesa Miller, 
A Road Beyond Loss, 1995 
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Preface 

The Aims of This Book 

This book was written with the student firmly in mind, but it is not a traditional textbook. It 
is an attempt to clarify the interrelations betWeen brain and mind as expressed in the funda
mental emotional processes that all mammals share. I will explore how our knowledge of 
the animal brain can help clarify the affective nature of the human mind and how our ability 
to appreciate the basic emotions of the human mind helps us understand the functional or
ganization of the mammalian brain. This borderland of knowledge between the many disci
plines that study the animal brain and the human mind-the various subareas of neuroscience 
and behavioral biology and the many schools of psychology and philosophy-should be 
rich in intellectual commerce. Unfortunately, this is not so. At present, these disciplines are 
only slowly being introduced to each other, like Europe and the Far East a millennium ago, 
and xenophobia prevails. Just as the trade routes between those distant cultures were opened 
slowly by explorers and adventurers, interchange between the disciplines that view human 
nature from above (i.e., the viewpoint of our recently evolved rational and cultural mind) 
and those that view it from below (the ancient networks of our brains) remains tortuous and 
unsatisfactory. This book offers one view of how the needed trade routes may be constmcted 
in the area of emotions and motivations. 

A motive of the old explorers was adventure under the guise of economics-the search 
for new vistas and knowledge in behalf of what is usefuL The motives that underlie the writing 
of this book are the same. The aim is to enrich our knowledge about the brain/mind inter
face, but the more primal motive is the adventure of exploring uncharted spaces. At times, 
the conceptual paths of the brain/mind charts presented here will be like the routes on an
cient maps that never really depicted the immensity of the journey. At present, ignorance is 
more abundant than knowledge in this field, often forcing me to oversimplify in order to 
formulate any coherent ideas and explanations at all. It will be a while before we have a true 
and lasting science of emotions as opposed to the fragmentary knowledge that now exists. 
But instead of just summarizing a patchwork of existing theories that are endemic in the 
field, I will aspire to provide a cohesive map to guide future navigations. We are still in the 
early stages of analyzing the psychobiology of emotions, and many additional generations 
of careful work will be needed before we have precise maps. 

This book is dedicated to a new synthetic psychology of the future that will be more 
catholic than the present variants-one that will be built jointly on evolutionary, neuro
scientific, behavioristic, affective, and cognitive foundations. I will attempt to take nature 
on its own terms by coming to grips with those intrinsic, ancient processes of the brain/ 
mind that mediate between environmental events and the natural classes of action tenden
cies that animals spontaneously generate in the real world. The basic premise here is that 
the brain is a "symbolic organ" that reflects an evolutionary epistemology encoded in our 
genes. The mammalian brain not only represents the outside world in symbolic codes based 
on the properties of its sensory-perceptual systems but also has intrinsic operating systems 
that govern ingrained psychobehavioral tendencies for coping with those ever-present chal
lenges that our ancestors confronted in their evolution. Many of these operating systems 
arouse emotional states, which are probably internallY felt by other animals in ways not that 
different from humans. While modern neuroscience has achieved great success in deciphering 
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the anatonl.ical and physiological substrates of many sensory and motor processes at the 
neuronal level, it has· made only a modest beginning in deciphering the functional charac¥ 
teristics of that "great intermediate net" that intervenes between inputs and outputs. Here, I 
advocate the position that many intervening neuropsychological processes, such as the ba
sic emotions, can now be understood in neuroanatornical, neurophysiological, and neuro
chemical terms. But that level of understanding does require more theorizing and utiliza
tion of indirect evidence than is common in the field. 

This new, integrative form of psychobiology is still in its early stages. Its development 
has been permitted only by the recent growth of neuroscience. The best evidence concern� 
ing emotional mechanisms has emerged largely from brain research on kindred animals such 
as birds, rats, guinea pigs, dogs, cats, and monkeys. Some comes from work on creatures 
even "lower" in the evolutionary "bush," arid an ever� increasing amount is also now com� 
ing from studies of humans treated with various psychoactive drugs and hormones, as well 
as those with brain damage. We must use many sources of knowledge to reveal the nature 
of emotionality-what it really means to feel anger, fear, lust, joy, loneliness, happiness, 
and the various other desires and vexations of the human "heart." 

In my more optimistic moments, I hope that the lines of evidence summarized here could 
serve as a foundation for a "new psychology" that recognizes that the discipline must be 
grounded on solid neuroscience foundations. Although psychology can continue to deal with 
the loftiest human aspirations, it also must become rooted in the evolutionary realities of 
the brain if it is to become a true science. But that metamorphosis will be a difficult one, 
since most of what psychologists do is not clearly linked to brain issues. Since few psy
chologists are doing brain research, it is hard to convince them that their thinking should be 
premised on a deep respect for and understanding of the organ of the mind. Substantive 
neurobiological offerings are still not part of the traditionally mandated curricular require
ment of many psychology programs. All too often the neural facts are offered in such a dry 
manner that students shy away from immersion in such materials. My aim here has been to 
provide a treatment with a bit more literary merit than may be typical for a book of this 
type. I have aimed to maintain a friendly, readable style, in the hope of attracting the atten
tion of many readers who truly wish to appreciate the underlying complexities of the human 
mind and to understand how our highest aspirations often remain tethered to the values elabo
rated by ancient parts of our animal brain. 

I did choose to cast the present coverage in textbook format, with enough chapters for a 
typical semester, divided into convenient thirds. Although this type of course is not yet a 
traditional offering in psychology, I hope it will gradually emerge as one for advanced under
graduates and graduate students studying the psychology of emotions and motivations, as 
well as neuroscience and behavioral biology students who wish to have an appreciation of 
functional processes shared by all mammals. Also, the work will cover issues that should 
be essential for related disciplines such as neurophilosophy and biological psychiatry. In 
sum, I have tried to write a book for those interested in psychology who wish to know more 
about brain matters and for those interested in neurosciences who wish to know more about 
psychological matters. I have tried to write in such a way that little neuroscience or psycho
logical background is necessary to follow the story lines. At times, the going may be diffi
cult, especially when it comes to the essential background issues presented in Chapters 4�6 
on neuroanatomy, neurophysiology, and neurochemistry. However, I trust that even the nov
ice will find them reasonably interesting. 

I have also sought to keep the lay reader in mind by including enough general material 
to make the more detailed materials worthy of continued attention, Many people are inter� 
ested in gaining a new and better understanding of the evolutionary sources of the human 
mind, which must largely be obtained from brain research. Unfotiunately, there are few places 
to go to obtain a substantive, yet interesting, coverage of emotional issues. Accordingly, in 
this book I have taken a conceptual approach as much as an empirical approach. This is also 
reflected in the referencing style, where I have tried to put ideas and carefully selected facts 
in the foreground and to leave personalities who have done the hard investigative work, as 
well as the myriad research details, in the background. I have used endnotes in preference 
to the traditional name-date approach. I mention names only when we encounter the work 
of investigators of considerable histOrical importance. However, the author index should 
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allow effective retrieval of those whose work has been covered. Obviously, there exists much 
more raw material to be cited than I have chosen to cover. For instance, I recently received 
two reviews on two of the topics covered here, hypothalamic control of feeding and aggres
sion, and each cited more than 1 ,000 original pieces of research. It would have been pos
sible to cite thousands of references for every chapter of the book, but my aim, more than 
anything, was to generate a readable text. Thus, my st_rategy in referencing materials was to 
focus equally on review articles and research reports, with a view to maximizing the possi
bility that students could access related materials reasonably efficiently. 

I have also tried to sustain a fairly natural style through the explicit recognition that 
we humans are storytelling creatures. Our cultural evolution (and perhaps even our cere� 
bral evolution; see Appendix A) has been guided by aeons of sitting around campfires, 
sharing our deepest perspectives about the worlds in which we live. The best teaching 
must try to rekindle this spirit around the intellectual campfire of the modern classroom. 
Thus, one of my main goals is to encourage a renewed interest in the types of experimen
tal inquiries that can take us toward a substantive understanding of how emotions are 
organized in the brain. Unfortunately, in the present scientific climate (where we often 
reward knowing more and more about less and less), there is remarkably little integrative 
work by active investigators in the field and remarkably little work on the psychobiology 
of emotions. Brain scientists are typically unwilling to use mentalistic words in discuss
ing their empirical findings, and psychologists, because of their lack of training in the 
neurosciences, are typically unable to link their psychological concepts to brain functions. 
The present effort is based on the assumption that our ability to pursue such linkages, 
first verbally and then empirically, is essential for future scientific progress in understand
ing emotions. Accordingly, I have used the unusual literary device throughout this book 
of labeling major emotional systems in folk-psychological terms, using capitalized let
ters to highlight that I am focusing on certain necessary albeit not sufficient neural sub
strates for distinct types of emotional processes. 

Our stories and our semantic habits have profound consequences for how we proceed in 
empirical inquiries, and as I will repeat, perhaps ad nauseum, there is really no other way to 
obtain biological knowledge about emotional matters except through arduous brain research 
(usually in other species), guided by meaningful psychological concepts. Thus, this book is 
written especially for those students who wish to bridge psychological and neurological issues 
in scientifically sound ways. For them, I have attempted to mill the abundant factual pep
percorns into tempting conceptual spices. I have tried to make this difficult journey into the 
brain as stimulating as possible without doing injustice to the facts, even though I had to 
neglect many important lines of evidence to prevent the book from becoming too cumber
some. In any event, I hope that there are a number of students of philosophy, psychology, 
and the neurosciences who will find rny efforts sufficiently refreshing and provocative that 
they will eventually set out on their own empirical journeys in search of answers to the m�ny 
scientific questions that remain to be asked. 

An Overview 

This book is divided into three parts: (I) Background issues are discussed in Chapters I-6, 
(2) the primitive emotions and motivations are covered in Chapters 7�1 1 , and (3) the social 
emotions form the topic of Chapters 12� 16. 

In Part I, Chapters 1-3 will elaborate key concepts related to the functional systems in 
the brain and taxonomic issues. Chapters 4�6 offer an essential background for understand
ing the substantive individual topics covered in Parts II and III. Chapter 4 provides a rela� 
tively user-friendly summary of neuroanatomy, Chapter 5 touches upon relevant aspects of 
neurophysiology, and Chapter 6 addresses key neurochemical issues. These sections may 
be tough going for readers who have little knowledge of the brain, but I have tried to make 
them sufficiently concise and interesting that, after several readings, even a novice may gain 
a sense of mastery of the materiaL I have also tried to write so that experienced readers will 
enjoy them as thumbnail sketches of the enormous fields they are. Other basic background 
issues, such as the details of sensory and motor processes, will not be covered here, since 



they are peripheral to our major goal. I have also generally avoided peripheral autonomic 
and psychophysiological issues, which are typically well handled in many other basic physi
ological psychology and neuroscience texts. 

In Part II of this book, I will discuss topics that are typically covered in most physiologi� 
cal psychology texts, but my approach will be atypical-it will focus not simply on basic 
behaviors bUt also on the probable affective consequences of these behaviors for the organ
ism. In Chapter 7, I will discuss how sleep is organized in the brain and especially how 
dreaming may relate to the brain organization of emotionality. In Chapter 8, I will provide 
a new view of how so-called reward or reinforcement systems (i.e., those that animals like 
to "self-stimulate") participate in the organization of natural behaviors and mental life. The 
assertion will be that in both animals and humans, these brain systems control foraging, 
seeking, and positive expectancies rather than what is traditionally called pleasure. Chapter 
9 will focus on how the body maintains certain constancies, such as of energy and water, 
through the auspices of pleasure and aversion mechanisms of the brain. I will di.scuss how 
such affective processes help inform animals of the homeostatic status of various bodily 
functions. Finally, Chapter 1 0  will focus on the nature of anger in the brain, and Chapter 1 1  
will cover what we know about the brain mechanisms of fear. 

Part III offers perspectives on the more subtle social emotions. I will discuss distinct 
topics in terms of the emotional cascade within the reproductive-developmental phase of 
the life cycle, starting with sexuality in Chapter 12, followed by nurturance and maternal 
behavior in Chapter 13, the sources of separation distress, grief, and social bonding in Chapter 
14, the basic nature of playfulness in Chapter 15,  and the most difficult topic of all, the 
nature of the self and higher mental processes in Chapter 16.  With each successive chapter, 
we enter topics about which less and less is known, and all conclusions are accordingly 
more tenuous. Three key issues that did not fit well in the main text are placed in Appen
dixes A, B, and C: the first on human evolution, the second on the vagaries of human Ian� 
guages, as used in science (especially psychology), and finally a brief discussion of dual
ism in the brain and behavioral sciences. 

In each chapter, I pay special attention to how our present knowledge may impact our 
understanding of emotional disorders. Throughout, animal and human issues will be 
blended. This attempt at simplification is a strategy that assumes that an understanding of 
the similarities will take us toward important scientific insights that can have a positive 
impact on human welfare more rapidly than a focus on the all-pervasive differences among 
species. 

Acknowledgments 

I have tried to steer a middle course between the various polar views that presently char
acterize different schools of psychology. My attempt at a synthesis is bound to receive 
some criticism from colleagues who have strong antireduGtionist biases, for many still do 
not feel comfortable trying to explain complex psychological phenomena in neurological 
terms. My approach may also go against the grain of a long-standing tradition in behav
ioral neuroscience, which mandates that we should not talk about processes that we can
not see with our eyes. Several good friends and scientific colleagues warned me of the 
dangers in such an enterprise, but ultimately they all encouraged me to proceed. They did 
this with even greater urgency as, during the middle of the present efforts, I underwent 
the most painful time of my life: My precious daughter, Tiina Alexandra, died along with 
three friends, on a dismal Good Friday evening in 1991  when a drunken driver, evading 
arrest, careened into their car. After that event, my spirit was demoralized, and I could 
not face the labors of this book for several years. Through the magic of friends and mod
ern psychiatric drugs, my spirits were partially restored. In the fall of 1993, I restarted the 
project and eventually devoted renewed energies to these labors in loving memory of my 
daughter. My Tiina was an emotionally rich child who did not hesitate to share her true 
feelings with others. I recall a conversation I had with Tiina concerning human emotions 
almost two decades ago, when I was first attempting to summarize the issues that are 
the foundation of this book, "Toward a General Psychobiological Theory of Emotions," 
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Behavioral and Brain Sciences 5 ( 1982): 407-467). I recorded the following conversa
tion in that article: 

To shed more light on the issue, I turned from my desk to my six-year-old daughter 
playing at my feet. 

"Tiina, can you tell me something? [She looks up agreeably.] How many emotions 
are there?" 

"What's an emotion?" she queries. 
"Mm . . .  it's the way we feel. How many different ways can we feel?" 
She places a finger to her lips and looks briefly puzzled, and then rattles off, "Happy, 

mad, sad . . . .  Is that right, Daddy?" 
"I'm not sure-you tell me. Are there any more?" 
"Mm, yes, yes, scared! Is that right?" 
"You tell me." 
"Mm . . .  mm . . .  rom . . .  frowned? Are there any more?" [She is beginning to look 

exasperated.) 
"Hey, that's really good. Can you show me all those in faces?" 
As I say "happy," she smiles and jumps up and down clapping her hands; as I say 

"mad," she frowns, clenches her jaw, a�d more or less growls at me; as I say "sad," she 
pantomimes the mask of tragedy; as I say "scared," she retracts her torso, balloons her 
eyes, and shows a frightened mouth; as I say "frowned," she looks puzzled, scratches 
her head a little, and finally crunches her face in a way that communicates little to me. 
(p. 455) 

Thanks, Tiina, wherever your spirit may bel 

Many others along the way have helped me better understand the nature of emotions and the 
nature of the scientific enterprise that must be pursued in order to understand the deep, neu� 
rological nature of human emotionality. Foremost among those have been the writings of Paul 
MacLean and students, too numerous to mention, who have joined me in classes and labora
tories to explore the nature of emotions. Irreplaceable advice, assistance, and perspective tak
ing have been provided by several close colleagues at Bowling Green State University-es
pecially Pete Badia, Vern Bingman, Bob Conner, Kevin Pang, and John Paul Scott-as well 
as visiting scholars and friends who came to BGSU to work and talk with me about emo
tional issues, especially Bruce Abbott, Manfred Clynes, Dwight Nance, and John Jalowiec, 
who provided insightful input on an entire early version of this manuscript. Lonnie Rosenberg 
did most of the very fine artwork in this book; the rest was done by myself and several gradu
ate students. I have been fortunate to have had many outstanding investigators who have shared 
an interest in my work, most especially the editors of Oxford University Press's Series in 
Affective Science-Richie Davidson, Paul Ekman, and Klaus Scherer. They, along with other 
colleagues of the core faculty of the ongoing National Institute of Mental Health Postdoctoral 
Training Program on Emotion Research, are foremost among the scholars who are presently 
revitalizing emotion research around the world. 

Several times I have used drafts of this book for teaching purposes at BGSU and the 
University of Salzburg, Austria. I wish to thank my hosts in Austria-Guenther Bematzky 
and Gustav Bernroider of the Institute of Zoology, Wolfgang Klimesch of the Institute of 
Psychology, and Patrick Lensing of School Psychology of Upper Austria-for helping cre
ate an excellent environment for trying out new ideas. I also thank Joan Bossert and the 
other good people at Oxford University Press, who were patient and encouraging in my 
protracted struggle to get this project completed. 

However, without a muse and a kindred spirit, all this would not have happened. Dr. 
Anesa Miller, my wife, supported me well in the many roles that were needed to sustain 
these efforts-providing emotional support, critical feedback, and her special worldview, 
poetry, and music as needed. She read most of this book several times and provided endless 
suggestions on how to make a better, more understandable manuscript. She helped sharpen 
my thinking and brought clarity to many jumbled words. The readability of this work was 
enhanced enormously by her remarkable linguistic skills and her sense of beauty, meaning, 
and personal integrity. Much of this help was provided during a period when her own ere-
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ative fires were also burning intensely. The book of poetry she wrote to commemorate the 
tragic passages of our lives-A Road Beyond Loss ( 1 995, published by the Memorial Foun
dation for Lost Children, Bowling Green, Ohio)-is an incomparable expression of the 
emotions we all experience in times of grief. I thank you, Anesa, for your special help, and 
I value you for the remarkable person that you are. 

To the extent that semantic ambiguities and opacity of thought still abide on these pages, 
I sincerely apologize, for I have labored earnestly to get at the truth and to convey it more 
clearly than is possible in this difficult area of human knowledge. 

Bowling Green, Ohio 
September 1996 

I l lustration and Production Credits 
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The illustrations for this text were constructed with the help of several students and a pro
fessional artist, Lonnie Rosenberg, who prepared from my rough sketches and photographs 
figures 2.7, 3.6, 3.7, 4.8, 4.9, 4.1J, 5.3, 8.6, 10.2, 10.5, 10.6, 10.9, 1 1 .2, 12. 1 ,  13.3, 14.9, 
14.10, 15.2, 15 .6, and B . l .  Help with some of the other figures graciously carne from Marni 
Bekkedal (figures 12.2, 12.3, and 12.4), Charles Borkowski (figures 1.2, 1.4, 2.5, 2.6, and 
8.3), Meliha Duncan (figures 3 . 1 ,  3.2, and 6.3), Barbara Herman (Figure 14.4), and Brian 
Knutsen (Figure 14. 1) .  The photographs used in Figure 5.4 were generously provided by 
Dr. Gordon Harris and those in Figure 15.7 by Dr. Steve Siviy. The remaining illustrations, 
some from previously published works, were done by the author. 

The sources for all figures that were redrawn from published data are aknowledged in 
the figure legends. Ideas for some of the anatomical plates were drawn and modified from 
other published works, but I will not attempt to trace the confluence of sources; however, I 
would like to thank all of the original investigators, authors, and illustrators for their high
quality work. Some of the remaining items that are derived directly from the original art
work that I prepared for some of my previously published works were utilized with the 
publisher's permission, as needed. Certain publishers (e.g., Academic Press) no longer re
quire authors to obtain permission to reuse their own illustrations in subsequent works, and 
I thank them for having adopted this rational policy. I thank several other publishers for 
providing permission to reuse some of my previously published illustrations. They are as 
follows: 

Figures 6.6. 7 .3, 8.2, 8.3, 9 . 1 ,  and 10.1  (for full reference, see chap. 3, n. 25) were slightly 
modified from the work cited in the legends. These adaptations are used with permission, 
courtesy of Marcel Dekker, Inc. 

Figures 3.4 and 3.5 (for full reference, see chap. 3, n. 26) are slightly modified versions 
of figures that appeared in the work cited in those figure legends. They are adapted, with 
permission, courtesy of Cambridge University Press. 

I would also like to acknowledge the help of Nakia Gordon for preparing the author index 
for this volume; Anesa Miller, for helping me proof the text; and Will Moore of Oxford 
University Press, who superbly handled many of the technical details on the publisher's 
side. Many thanks to everyone that lent a hand on this project. 
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PART I 

Conceptual Background 

A Suggested Paradigm for the Study of Emotions 

To understand the basic emotional operating systems of the brain, we have to 
begin relating incomplete sets of neurological facts to poorly understood psycho
logical phenomena that emerge from many interacting brain activities. I will first 
lay out an overall strategy (Chapter 1), then argue why we should accept the 
existence of various intrinsic psychobehavioral systems in the brain (Chapter 2), 
and then try to identify the major emotional systems that exist as the genetic birth
right of each individual (Chapter 3). At the outset, we must also dwell on many 
brain facts, including ones neuroanatomical (Chapter 4), neurophysiological (Chap
ter 5), and neurochemical (Chapter 6), and then, through successive approxima
tions, examine the functional characteristics of the major emotional systems of 
the brain (the rest of the book). 

The use of carefully chosen animal models in exploring the underlying brain 
processes is essential for making substantive progress. Even with recent advances 
in functional brain imaging and clinical psychopharmacology, the human brain 
cannot be ethically studied in sufficient detail to allow the level of analysis needed 
to understand how emotional systems actually operate. Although emotional cir
cuits, as many other brain systems, exhibit considerable plasticity during the life 
span of organisms, the initial issue is identification of the genetically dictated 
emotional operating systems that actually exist in the brain. Such systems allow 
newborn animals to begin responding coherently to the environments in which 
they find themselves. There is little doubt that all of the systems I discuss in this 
book actually exist in both animal and human brains-those for dreaming, antici
pation, the pleasures of eating as well as the consumption of other resources, anger, 
fear, love and lust, maternal acceptance, grief, play, and joy and even those that 
represent "the self" as a coherent entity within the brain. The doubts that we must 
have concern their precise nature in the brain. 

Because of the provisional nature of our current knowledge, the present synthe
sis entails necessary simplifications. My main concern, as I undertake these descrip
tions of brain emotional systems, is that I am trying to impose too much linear order 
upon ultracomplex processes that are essentially "chaotic" (in the mathematical sense 
of nonlinear dynamics). I look forward to a day when the topics discussed herein 
can be encompassed within the conceptual schemes of sophisticated dynamic ap
proaches. The basic emotional systems may act as "strange attractors" within wide
spread neural networks that exert a certain type of "neurogravitational force" on 
many ongoing activities of the brain, from physiological to cognitive. Unfortunately, 
at present we can utilize such dynamic concepts only in vague metaphoric ways. 
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Although the various forms of emotional arousal do many things in the brain, 
one ofthe most important and most neglected topics in neuroscience is the attempt 
to understand how emotional feelings are generated. An attempt to grapple with 
this issue is one of the main goals of this text. Although most of the critical evidence 
remains to be collected, I will try to deal with this difficult problem in a forthright 
manner. I will accept the likelihood that other animals do have internal feelings we 
commonly label as emotions, even though the cognitive consequences of those states 
probably vary widely from species to species. This empirically defensible assump
tion will allow me to utilize information derived from simpler brains to highlight the 
fundamental sources of affective experiences in humans. This is not to deny that 
much of cognitive as well as emotional processing in the brain transpires at a sub
conscious level but to assert that basic, internally experienced affective states do 
have an important function in determining how the brain generates behavior and 
that other animals probably have internally experienced feelings. 

In asserting the above, I should emphasize that the complexity of the human 
brain, especially at its highest neocortical reaches, puts all other brains "to shame." 
The human brain can generate many thoughts, ideas, and complex feelings that 
other animals are not capable of generating. Conversely, other animals have many 
special abilities that we do not have: Rats have a richer olfactory life, and eagles 
have keener eyes. Dolphins may have thoughts that we can barely fathom. But 
the vast differences in cognitive abilities among species should not pose a major 
difficulty for the present analysis, for the focus here will be mainly on those 
ancient subcortical operating systems that are, to the best of our knowledge, 
homologous in all mammals. Although detailed differences in these systems exist 
across species, they are not sufficiently large to hinder our ability to discern gen
eral patterns. 

In short, many of the ancient, evolutionarily derived brain systems all mam
mals share still serve as the foundations for the deeply experienced affective pro
clivities of the human mind. Such ancient brain functions evolved long before the 
emergence of the human neocortex with its vast cognitive skills. Among living 
species, there is certainly more evolutionary divergence in higher cortical abilities 
than in subcortical ones. Hence cognitive subtleties that can emerge from the 
shared primitive systems interacting with more recently evolved brain areas will 
receive little attention here. An analysis of those issues will require the types of 
conceptualizations presently being generated by evolutionary psychologists. The 
species differences in those higher functions are bound to be more striking than 
the differences in the nature of the basic emotional systems that will be the focus 
of discussion here. However, to the extent that the subcortical functions are shared, 
we can create a general foundation for all of psychology, including evolutionary 
psychology, by focusing on the shared emotional and motivational processes of 
the mammalian brain. These systems regrettably have been neglected by main
stream psychology. 

Why has it taken us so long to recognize the general organizational principles 
for mind and behavior that are found within the primitive genetically dictated 
areas of the brain that all mammals share? It is partly because the actions of those 
ancient brain systems are very difficult to see clearly within our own behavior pat
terns, especially through the complex cognitive prisms of the human cortex that 
generate subtle behavioral strategies and layers of learning and culture that are 
uniquely human. It is partly because until recently we simply did not know enough 
about the brain to have any confidence in such generalizations. However, it is also 
because for a long time, 20th century psychology insisted that we should seek to 
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explain everything in human and animal behavior via environmental events that 
assail organisms in their real-life interactions with the world rather than via the 
evolutionary skills that are constructed in their brains as genetic birthrights. 

The Relationship between "Affective Neuroscience" 
and Related Disciplines 

In the following chapters, I will try to come to terms with the ancient psychobio
logical processes that emerge from ancient brain activities. This simply cannot be 
done using a single disciplinary approach. It is essential to synthesize behavioral, 
psychological, and neurological perspectives. Many disciplines are contributing facts 
that are useful for achieving the needed synthesis, but there is presently no umbrella 
discipline to bridge the findings of animal behaviorists, the psychological basis of 
the human mind, and the nature of neural systems within the mammalian brain.  
Many come close, but none takes all three levels of analysis seriously. The discipline 
of ethology has dealt effectively with many of the relevant instinctual behavior 
patterns, but until quite recently it had not delved deeply into the brain mechanisms 
or neuropsychological processes that generate those behaviors. Behaviorism has 
dealt credibly with the modification and channeling of behavior patterns as a func
tion of learning, but it has not dealt effectively with the nature of the innate sources 
of behavioral variation that are susceptible to modification via the reinforcement 
contingencies of the environment. The various cognitive sciences are beginning to 
address the complexities ofthe human mind, but until recently they chose to ignore 
the evolutionary antecedents, such as the neural systems for the passions, upon which 
our vast cortical potentials are built and to which those potentials may still be sub
servient. It is also refreshing to see that growing numbers of investigators are advo
cating greater focus on animal cognitions and consciousness, although few have 
chosen to grapple with the nature of emotional experience and emotional processes 
at a primary-process neurobiological level. Sociobiology and, more recently, evolu
tionary psychology have woven fascinating and often exasperating stories concerning 
the distal (ancient, evolutionary) sources of human and animal behaviors, but they 
h�ve yet to deal effectively with the proximal neural causes of those behavior pat
terns. Clinical psychology and psychiatry attempt to deal at a practical level with 
the underlying disturbances in brain mechanisms, but neither has an adequate 
neuroconceptual foundation of the sources of emotionality upon which systematic 
understanding can be constructed. 

In other words, something is lacking. I would suggest that a missing piece that 
can bring all these disciplines together is a neurological understanding of the basic 
emotional operating systems of the mammalian brain and the various conscious 
and unconscious internal states they generate. This new perspective, which I have 
chosen to call affective neuroscience, may be of some assistance to the growing 
movement in philosophy to bring neurological issues to bear on the grand old 
questions concerning the nature of the human mind. I look forward to the day 
when neurophilosophy (as heralded in a book by that name written by Pat 
Churchland in 1985) will become an experimental discipline that may shed new 
light on the highest capacities of the human brain-yielding new and scientific 
ways to talk about the human mind. Parts of this book may serve as a foundation 
for such future efforts. 

Despite its claim to a new view among the psychological sciences, affective 
neuroscience is deeply rooted within physiological psychology, behavioral bioi-
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ogy, and the modernized label for all of these disciplines: behavioral neuroscience. 
The present coverage will rely heavily on data collected by individuals in these 
fields, but it will put a new twist on the evidence. It reinterprets many of the brain
behavior findings to try to account for the central neuropsychic states of organ
isms. It also accepts the premise that most animals-certainly all mammals-are 
" active agents" in their environments and that they have at least rudimentary rep
resentations of subjectivity and a sense of self. With such assumptions, we can 
create a more realistic and richer science by recognizing the number of basic pro
cesses we share with our kindred animals. 

Progress in affective neuroscience will be critically dependent on the develop
ment and use of compelling experimental models. Obviously, to do this we must 
exploit other animals. This leads me to briefly confront, at the very outset, the 
troublesome issue of ethics in animal research. Because of such issues, animal brain 
research has diminished markedly in university departments of psychology through
out the United States. While the animal rights movement applauds such change, 
some of us feel that it compromises the future development of substantive knowl
edge about the deep sources of human nature that can help promote both human 
and animal welfare. I t  can also reduce zoophobia in the human sciences. 

On the Decline of Animal Research in Academic Psychology 

For various reasons, the amount of animal brain research, as a percentage of 
research being done in psychology departments of American universities, has 
diminished markedly over the last few decades. This has occurred for several rea
sons: because of the difficulty of such research, because more and more psycholo
gists do not appreciate the relevance of this type of research for understanding 
human problems, and because of a new wave of ethical considerations and regu
lations promoted by individuals who have grave concerns about the propriety of 
doing experimental work on captive animals. It is this last issue that has become 
a vexing concern for biologists, neuroscientists, and many others who wish to study 
animals, either out of pure curiosity or from a desire to understand aspects of the 
human mind and body that cannot be understood in any other way. 

Although the ethics of using animals in research has been debated with increas
ing fervor, it is certain that our knowledge of the human brain and body would 
be primitive were it not for such work. Without animal research, many children 
would still be dying of juvenile diabetes and numerous other diseases. However, 
it would be foolish to deny that much of this research has, indeed, caused distress 
in animals. For that reason, some biologically oriented investigators may not want 
to deal forthrightly with the nature of animal emotions and subjectivity. However, 
I believe that most brain scientists support the humane treatment of their animal 
subjects, even as they make the necessary ethical compromises to obtain new 
knowledge. Most investigators regard their subjects as fellow animals who de
serve their full respect and care. 

Since this book seeks to deal with the reality of emotions in the animal and 
human brain, it is important to clarify my personal position on the propriety of 
animal brain research at the outset. I will do this in the form of an "Afterthought"
a stylistic medium I will use throughout this book. "Afterthought" is not meant to 
imply that the material is not important. It is used to give focused attention to key 
issues, especially historical or conceptual ones, that do not fit well in the main text. 
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Indeed, the "Afterthoughts" will often highlight the most critical issues, such as 
the following concern that all sensitive people must have about biological research 
on live animals. 

AFTERTHOUGHT: A Brief Discussion of the Ethics 
of Animal Research 

I summarized my side of the debate over animal research at a conference entitled 

" Knowledge through Animals" atthe University of Salzburg (September 23, 1992). 
Let me share the abstract of that presentation, which was entitled "Animals and 
Science: Sacrifices for Knowledge." It is a viewpoint that permeates this book and 
summarizes my personal research values. 

The debate over the use of live animals in behavioral and biomedical research 
cannot be resolved by logic. It is an emotional issue which ultimately revolves 
around the question of whether other animals affectively experience the world 
and themselves in a way similar to humans-as subjectively feeling, sentient 
creatures. The topic of subjectivity is one that modern neuroscience has avoided. 
It is generally agreed that there are no direct, objective ways to measure the 
subjectivity of other animals, nor indeed of other humans. Only their words and 
actions give us clues about their inner experiences. But if we consider actions to 
be valid indicators of internal states in humans, we should also be ready to grant 
internally experienced feelings to other animals. Indeed, it is possible that the 
very nature of the brain cannot be fathomed until neuroscience comes to terms 
with this potential function of the nervous system-the generation of internal 
representations, some of which are affectively experienced states which estab
lish value structures for animals. A balanced evaluation of the evidence, as well 
as a reasonable evolutionary account of the nature of the mammalian brain, 
support the conclusion that other animals also have what may be termed "emo
tional feelings." Accordingly, our research enterprises with animals should rec
ognize this fact, and aspire to new levels of sensitivity that have not always 
characterized animal research practices of the past. The practice of animal re-·' search has to be a trade-off between our desire to generate new and useful 
knowledge for the betterment of the human condition, and our wish not to 
impose stressors ·an other creatures which we would not impose on ourselves. 
Those who pursue animal research need to clearly recognize these trade'offs, 
and address them forthrightly. Indeed, a clearer recognition of these issues may 
have benefits for certain areas of investigation, such as behavioral brain research, 
by promoting more realistic conceptions of the nature of brain mechanisms that 
have long been empirically neglected (e.g., the emotions). It may also promote 
heightened respect for the many creatures we must study if we are to ever under
stand the deepiy biological nature of human values. 

Although animal research will surely not reveal why humans have strong emo
tions regarding issues such as abortion, rape, and the many civil injustices that 
still characterize our society and our world, it can provide a substantive answer to 
questions such as what it means to be angry, scared, playful ,  happy, and sad. If 
we understand these important brain processes at a deep neurobiological level 
(an end result that can be achieved only with animal brain research), we will bet
ter understand the fundamentally affective nature of the human mind. Thereby, 
we will also be in a better position to help animals and humans who are in emo
tional distress. The aim of this book is to nurture the growth of such knowledge. 
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Affective Neuroscience 
History and Maior Concepts 

Literary intellectuals at one pole-at the other scientists . . . .  Between the two a 
gulf of mutual incomprehension-sometimes (particularly among the young) 
hostility and dislike, but most of all lack of understanding. They have a curious 
distorted image of each other. Their attitudes are so different that, even on the 
level of emotion, they can't find much common ground. 

C. P. Snow, Two Cultures and the Scientific Revolution (1959) 

The "emotions" are excellent examples of the fictional causes to which we com� 
monly attribute behavior. 

R F. Skinner, Science and Human Behavior ( 1953) 

CENTRAL THEME 

Our emotional feelings reflect our ability to subjectively 
experience certain states of the nervous system. Although 
conscious feeling states are universally accepted as major 
distinguishing characteristics of human emotions, in 
animal research the issue of whether other organisms feel 
emotions is little more than a conceptual embarrassment. 
Such states remain difficult-some claim impossible-to 
study empirically. Since we cannot directly measure the 
internal experiences of others, whether animal or human, 
the study of emotional states must be indirect and based 
on empirically guided theoretical inferences. Because of 
such difficulties, there are presently no direct metrics by 
which we can unambiguously quantify changes in emo
tional states in any living creature. All objective bodily 
measures, from facial expressions to autonomic changes, 
are only vague approximations of the underlying neural 
dynamics-like ghostly tracks in the bubble chamber 
detectors of particle physics. Indeed, all integrative psy
chological processes arise from the interplay of brain cir
cuits that can be monitored, at present, only dimly and 
indirectly. Obviously, a careful study of behavioral actions 
is the most direct way to monitor emotions. However, 
many investigators who study behavior have argued that 
emotions, especially animal emotions, are illusory con
cepts outside the realm of scientific inquiry. As I will seek 
to demonstrate, that viewpoint is incorrect. Although 
much of behavioral control is elaborated by unconsCious 
brain processes, both animals and humans do have simi-
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lar affective feelings that are important contributors to 
their future behavioral tendencies. Unfortunately, the 
nature of human and animal emotions cannot be under
stood without brain research. Fortunately, a psycho
neurological analysis of animal emotions (via a careful 
study of how anima! brains control certain behaviors) 
makes it possible to conceptualize the basic underly
ing nature of human emotions with some precision, 
thereby providing new insights into the functional orga
nization of all mammalian brains. A strategy to achieve 
such a cross-species synthesis will be outlined here. It is 
based largely on the existence of many psychoneura! 
homologies-the fact that the intrinsic nature of basic 
emotional systems has been remarkably well conserved 
during the course of mammalian evolution. Although 
there is a great deal of diversity in the detailed expres
sions of these systems across species, the conserved 
features allow us to finally understand some of the fun
damental sources of human nature by studying the 
animal brain. 

Do Psychologists Need to Understand 
Emotions to Understand Behavior? 
Do Neuroscientists Need to Understand 
Emotions to Understand the Brain? 

Imagine an archetypal interaction: A cat is cornered 
by a dog. The cat hisses, its body tensely arched, hairs 
on end, ears pulled back. If the dog gets too close, the 
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cat lashes out, claws unsheathed. If  we could see the 
eat's heart, it would be pounding "a mile a minute." The 
dog barks loudly, bounding forward and backward, but 
coming only so close, as not to get slashed by the cat. 
What is motivating their behavior? "Fear" and "anger" 
might be a satisfactory answer in everyday terms. A 
slightly more sophisticated explanation might be that 
the dog's initial attack was produced by the anticipa
tion of a good chase, but the eat's affective defenses 
successfully thwarted the dog's intentions and provoked 
frustration. That really aroused the dog's ire and got 
emotional volleys of anger and fear bouncing back and 
forth. 

Although such everyday instinctual, emotional, and 
mentalistic descriptions were used widely by psycholo� 
gists in the early years of the 20th century, they soon 
came to be regarded as unsatisfactory scientific expla� 
nations of behavior. What does it mean to be angry or 
scared, to have anticipations, frustrations, and inten� 
tions? Investigators began to realize that it adds little 
to our scientific understanding to try to explain some� 
thing observable-namely, behavior-in terms of feel
ings and thoughts that could not be directly observed. 
To this day, such mental states are still not generally 
accepted as credible scientific explanations of animal 
�ctions, even though they remain widely used as every
day "explanations" for the many impulsive things that 
animals and humans do. 

During the height of the "behaviorist era" in psy
chology, many investigators questioned w�ether emo
tions and thoughts really intluence human behavior. 
That extreme level of skepticism was so unrealistic, and 
at such variance with everyday experience, that it was 
abandoned in most branches of psychology with the 
gradual victory of the "cognitive revolution" that en
thralled psychology a few decades ago. However, such 
a metamorphosis did not come to pass in animal re
search, and now a great intellectual chasm divides those 
who pursue the study of human psychology from those 
who pursue the most basic form of the discipline, the 
analysis of how the brain controls animal behavior. 
Because of the lack of consensus on fundamental issues, 
psychology became splintered into a multitude of sub
areas, with no generally accepted foundation. None
theless, an increasing number of brain scientists are 
beginning to believe that neuromental processes do con
tribute to the control of animal behavior, and this emerg
ing view, especially to the extent that it can generate 
new predictions, has the potential to heal and solidify 
psychology as a unified discipline. Affective neuro
science can be a cornerstone of such a foundation. 

The great intellectual achievement that is allowing 
us to realistically reconsider this long-forbidden alter� 
native to the study of the animal and human mind is the 
recent "neuroscience revolution." Newfound informa
tion about the brain, with the many anatomical, neuro
chemical, and neurophysiological homologies that exist 
across all mammalian species, has the potential to ren-

der such neuromental processes as emotional feelings 
measurable, manipulable, and hence scientifically real 
(see Appendix A). But this is no easy task--either em
pirically, conceptually, or politically, for that matter. 
Because of the many vested interests in established intel
lectual traditions, a habitual tendency remains among 
behaviorally oriented psychologists (including most ani
mal behaviorists and behavioral neuroscientists) to dis
miss such endeavors as scientifically unrealistic. How
ever, their skepticism is misplaced and counterproductive 
if intemally experienced emotional processes do, in fact, 
exist in the brains of other mammals. 

Obviously, final resolution of such issues will re
quire a great deal more thought, discussion, and re
search. Nonetheless, we can already be confident that 
all mammals share many basic affective processes, since 
many homologous neural systems mediate similar emo
tional functions in both animals and humans. This fact 
is strategically important for the substantive growth of 
future knowledge concerning the human condition: Our 
most realistic hope to adequately understand the sources 
of our own basic emotions is through the deployment 
of animal models that allow us to study the underlying 
neural intricacies in reasonable detaiL However, this 
project cannot get off the ground unless it is done in 
conjunction with a credible analysis of the fundamen
tal emotional feelings that all humans experience. Thus, 
my answers to both of the questions that head this sec� 
tion are affirmative. Furthermore, I believe that it is only 
through a detailed study of animal emotions and their 
brain substrates that a satisfactory foundation for under� 
standing human emotions can emerge. 

Why Has the Neural Understanding 
of Emotions Been Delayed? 

Earlier in this century, psychologists did not have the 
abundance of neuroscientific knowledge that we now 
possess. In its absence, rigorous scientists had to look 
elsewhere for the causes of behavior. Starting with John 
Watson' s1 1924 manifesto Psychology from the Stand
point of a Behaviorist, and followed in 1938 by B .  F. 
Skinner's2 The Behavior of Organisms, most experi
mentalists looked to the diversity of environmental 
events and relationships in order ·to find the factors that 
control organismic actions. Those views captivated 
mainstream American psychology for many years. The 
analysis of intermediary psychological and neural states, 
the so-called inner causes of behavior, were deemed 
irrelevant, and many academic psychologists discour
aged and even forbade discussion of these presumably 
pseudoscientific issues. This eventually led to dissatis
faction within academic psychology, partly due to the 
scorn of scholars in other fields. Gradually, starting 
about a quarter century ago, conceptual constraints were 
relaxed as the discipline of psychology, except for my 
own field of behavioral neuroscience, underwent a cog-

nitive revolution that accepted the complexity of the 
human mind but, regrettably, was not well grounded in 
evolutionary principles. 3 More recently, an emerging 
backlash against certain forms of cognitivism has gen
erated a new and growing conceptual view, commonly 
known as evolutionary psychology. This view readily 
accepts that many complex adaptive strategies have 
been built into the human brain and that many of them 
may serve functions that are not readily apparent to our 
conscious mind.4 To an outsider, it may seem remark
able that these new disciplines have not more fully 

· embraced a study of the brain. Partly this is because 
human brain research is remarkably difficult to conduct, 
both practically and ethically. No doubt, it is also due 
to the fact that most investigators interested in the brain 
mechanisms of animal behavior remain strongly com
mitted to behaviorist traditions, which, on the basis of 
first principles, reject the possibility that inner psycho
logical states help control animal behaviors. 

Still, a metamorphosis is slowly unfolding within the 
brain sciences. Experimental psychologists who are 
interested in human behavior but work on animal mod� 
els are beginning to recognize the many conceptual 
opportunities that our newly acquired brain and evolu
tionary knowledge provide. We can now conceptual
ize basic psychological processes in neurological terms 
that appeared terminally stuck in unproductive seman
tic realms only a few years ago. Neuroscientific riches 
are now so vast that all subfields of psychology must 
begin to integrate a new and strange landscape into their 
thinking if they want to stay on the forefront of scien� 
tific inquiry. This new knowledge will have great power 
to affect human welfare, as well as human self-concep
tions. It is finally possible to credibly infer the natural 
order of the "inner causes" of behavior, including the 
emotional processes that activate many of the coherent 
psychobehavioral tendencies animals and humans ex
hibit spontaneously without much prior learning. These 
natural brain processes help create the deeply felt value 
structures that govern much of our behavior, whether 
learned or unlearned. This new mode of thought is the 
intellectual force behind affective neuroscience. 

In the traditional behaviorist view, it was not essen
tial to understand such natural "instinctual" tendencies 
of animals. Psychologists' province was largely re
stricted to examining the laws of learning. The intrin
sic limitations of the behaviorist approach became 
fatally apparent when it was found that the "laws of 
behavior" varied substantially, at least in fine detail, 
from one species to another.5 In other words, the gen
eral principles of learning were muddied by the vast 
evolutionary/instinctual variability that existed across 
species. 

To their initial chagrin and eventual delight, more 
and more investigators began to note that animals 
trained according to behaviorist principles would often 
"regress" to exhibiting their own natural behavioral 
tendencies when experimental demands became too 
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severe. For instance, raccoons that had been trained to 
put coins in piggy banks to obtain food (for advertise
ment purposes) would often fail to smoothly execute 
their outward demonstrations of learned "thriftiness," 
instead reverting to rubbing the coins together and 
manipulating them in their hands as if they were food 
itself. Apparently, the instinctual, evolutionary baggage 
of each animal intruded into the well-ordered behav� 
iorist view that only reinforcement contingencies could 
dictate what organisms do in the world. These obser
vations were enshrined in the now famous article, "The 
Misbehavior of Organisms,"6 which led to the wide
spread recognition that there are biological constraints 
on learning.7 

Although the empirical wealth provided by the be
haviorist paradigm was vast and continues to grow (see 
the "Afterthought" of this chapter), so was the barrier 
it created to understanding the psychological and be� 
havioral tendencies that evolution had created within 
the brains of animals. This, of course, was not the first 
time scientists had built powerful and useful method
ologies and conceptual systems on faulty assumptions, 
nor will it be the last. Just as each growing child must 
initiate creative activities for developmental progress 
to occur, new ideas need to be entertained in psychol
ogy, along with the hope that the inevitable mistakes 
will be corrected by the cqllection of more evidence. 

A great challenge for psychology at present is to 
identify and unravel the nature of the intrinsic operat� 
ing systems of the mammalian brain-to distinguish 
coherently functioning psychobehavioral "organ sys
tems" among the intricate webs of anatomical, chemi
cal, and electrical interactions of neurons. Why has 
progress at this level of analysis been so slow in com� 
ing? Partially because there has been a widespread aver
sion to approaches that sought to localize functions in 
the brain after the embarrassing era of phrenological 
thinking in the 19th century (i.e., the notion that one 
could read psychological characteristics by measure
ment of cranial topography). Rejectio"n of those simple 
forms of neurologizing about complex psychological 
matters led to a general failure of the discipline to in
corporate the new findings from neuroscience into its 
mainstream ideas. Psychology, the discipline that 
should be most concerned with revealing the intrinsic 
functional nature of the human brain/mind, stalled on 
the road to finding a neural infrastructure for its funda� 
mental concepts. 

To put some of the recent historical sources for that 
failure in stark relief, I will share a short segment of a 
lengthy letter I once sent to B. F. Skinner, widely con
sidered to have been the most influential psychologist 
of the 20th century (although it now seems that the 
writings of Charles Darwin and his modern followers 
may come to fill that bill). My aim in writing this frank 
letter (the full text was eventually published elsewhere)8 
was to coax Skinner to consider once more, in his twi
light years, some critical issues concerning the role of 
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neuroscience and internal emotional states in a coher
ent understanding of behavioral processes. 

During the years just before his death, Skinner had 
written a series of sententious articles with such titles 
as "Whatever Happened to Psychology as the Science 
of Behavior?,"9 in which he vigorously defended the 
basic correctness of his own view of psychology and 
debunked branches of the discipline, especially clini
cal, cognitive, and humanistic psychologies, that no 
longer followed the behaviorist paradigm. In my letter, 
I sought to reemphasize that psychology is inherently 
interdisciplinary and should always try to blend infor
mation from many sources. 

At the beginning of my letter of September 7, 1987, 
I stated: 

It is clear from your paper that you admire evolu
tionary concepts and even wish to conceptualize 
behaviorism along the lines of evolutionary prin
ciples of "variation" and "selection." Although be
haviorism has provided a reasonable analysis of the 
"selection" processes that go into the molding and 
construction of many adaptive behaviors, you con
tinue to ignore the preexisting behavioral "variation" 
factors of the behavioral equation. The evidence 
indicates that initial behavioral "variation" (prior to 
the changes induced by reinforcement contip.gen
cies) is not simply the result of a "random behavior 
generator" but emerges from a diversity of coher
ently operating brain systems which can generate 
psychologically meaningful classes of adaptive be
havioral tendencies . . . .  How shall we identify, cat
egorize and study these essential psychoneural func
tions of the brain, if not by speaking of inner causes? 
If psychology ignores such intrinsic functions of the 
brain, we will, by necessity, continue to have a very 
fragmented science. 

At the end of that letter, I concluded: 

Although I have long admired the intellectual, meth
odological and technological achievement of the 
"behaviorism" which you helped create, I have also 
long been perplexed by your apparent unwillingness 
to nurture the natural growth of your own brainchild. 
. . .  Psychology, as a scientific discipline, must be 
constituted by its very nature from an uncomfort
able recipe: one-third brain science, one-third behav
ioral science (including ethological approaches), and 
one-third experiential science (which will have to 
include the best that even cognitive psychology, 
humanistic psychology, psychotherapy, and the 
other sub-disciplines of psychology have to offer). 
It makes me sad that such a realistic hybrid approach 
has yet to fully materialize. Most psychologists con
tinue to be poorly trained in one of our foundation 
disciplines-the brain sciences. The "black-box" 
tenets of behaviorism have encouraged that. Let us 
be a coherent discipline and take nature on her own 

terms rather than the terms stipulated by restrictive 
and limited schools of thought! I think it would be 
a major contribution if you were to throw your in
telligence and considerable reputation behind the 
development of a hybrid science of psychology 
which has a true internal integrity. 

A few weeks later, in October 1987, Professor 
Skinner replied: 

A behavioral account has two unavoidable gaps
between stimulus and response, and between rein
forcement and a resulting change in behavior. 
Those gaps can be filled only with the instruments 
and techniques of neurology. A science of behav
ior need not wait until neurology has done so. A 
complete account is no doubt highly desirable but 
the neurology is not what the behavior really is; the 
two sciences deal with separate subject matters. A 
third discipline may very well wish to deal with 
how the two can be brought together, but that is 
not my field. 

In this succinct and telling reply, Skinner accepts the 
obvious conclusion that the two vast gaps in behavioral 
knowledge will have to be filled with information from 
the neurosciences. While acknowledging that the chasm 
between environmental change and behavioral response 
needs to be studied, he continued to maintain that such 
pursuits are not the business of psychologists. That was, 
of course, a remarkably hollow view of psychological 
science at the end of the 20th century. Here I continue 
to take up Skinner's challenge to contribute to a new 
approach. I will develop the position that a hybrid dis
cipline focusing on the neurobiologiCal nature of brain 
operating systems (especially those that mediate moti
vational and emotional tendencies) is needed as a foun
dation for a mature and scientifically prosperous disci
pline of psychology. A guiding assumption of this 
approach is that a common language, incorporating 
behavioral, cognitive, and neuroscientific perspectives, 
must be found for discussing the fundamental psycho� 
neurological processes that all mammals share. Accord
ingly, I will argue that some of the old emotional words 
used in everyday folk psychology can still serve our 
purposes well, since they approximate the realities that 
exist, as genetic birthrights, within mammalian brains. 

In my estimation, the most important reason for 
cultivating this new view is that it may be the only sci
entific way to come to terms with our human and ani
mal natures. A key question in this endeavor will be: 
Do other mammals also have internal affective experi
ences and if they do, do such experiences control their 
behaviors? On the basis of a great deal of evidence sum
marized in this text, I will argue for the affirmative view. 
If that is correct, we have no strategic option but to 
confront, head�on, the troublesome issue of how affec� 
tive consciousness is organized within the mammalian 
brain. 

Words and Environmental Events 
Cannot Explain Basic Behaviors; 
Brain Processes Can 

Ultimately, an understanding of all our mental activities 
must begin with our willingness to use words that ap
proximate the nature of the underlying brain processes. 
Our thinking is enriched if we use the right words-those 
that reflect essential realities-and it is impoverished if 
we select the wrong ones. However, words are not 
equivalent to physical reality; they are only symbols that · aid our understanding and communication (see Appen
dix B). This book is premised on the belief that the com
mon emotional words we learned as children-being 
angry, scared, sad, and happy--can serve the purpose 
better than many psychologists are inclined to believe. 
These emotions are often evident in the behaviors ani
mals spontaneously exhibit throughout their life span. We 
must remember that the words we select are not causes 
for behavior; they only begin to specify the types of brain 
processes we must fathom in order to comprehend be
havior. One reason psychologists became hesitant to use 
traditional emotional terms was because they could not 
adequately define most of them. Without brain knowl
edge, such terms could be defined by behavioral crite
ria, but the ensuing verbal circles did not really help us 
predict new behaviors. With the advent of the neuro� 
science revolution, we can now hone definitions to a finer 
edge than was ever possible before. 

For some--even modern psychologists-it may still 
come as a bit of a surprise that words alone, which can 
arouse such intense feelings among people, are not 
powerful enough to scientifically specify the nature of 
those feelings. Many generations of psychologists who 
tried to discuss internal processes with folk psychologi
cal words found it impossible to agree on essential 
matters, such as what are we really talking about when 
we assert that someone did something because they felt 
this way or that way? It took psychologists some time 
to realize that the only things they could agree upon 
scientifically were visually evident empirical observa
tions, such as the latency, speed, frequency, and qual
ity of behavioral actions. For a long time, this made 
behavioral psychology a highly productive but concep
tually conservative and intellectually sterile field (at 
least to those not initiated into its intricacies). 

After modest study of the underlying issues, one can 
understand why scientists must be conservative with 
their concepts. In order to make real scientific progress, 
as opposed to merely generating creative ideas, we must 
seek rigorous definitions for the concepts we use. All 
key concepts should be defined in clear and consistent 
ways, and they must be deployed experimentally ( op
erationally) in ways that help us predict new behavioral 
acts. Until the recent achievements of modern neuro
science, our desire to explain human and animal behav
iors in a scientific manner using emotional terms could 
not succeed. Now it can-because of advances in brain 
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research. If thoughts and feelings do, in fact, control 
human and animal behaviors, scientific progress will 
depend critically on our ability to specify what we mean 
by thoughts and feelings, at least in part, on a neural 
level. Of course, a full and accurate definition depends 
on the fullness and accuracy of our knowJedge, and in 
the midst of our current ignorance we must start with 
approximations. 

I would submit that it is correct to assume that pri
mary-process affective feelings in humans (i.e., "raw 
feels") arise from distinct patterns of neural activity that 
we share with other animals, and that these feelings have 
an important role ·in controlling behavior, especially 
conditionally. In the following chapters I will begin to 
focus on the murky outlines of those genetically in
grained emotional circuits that provide an affective in
frastructure to the animal and human mind. The neces
sary operational and conceptual reference points for my 
definitions for the various emotions will be discrete 
types of instinctual behaviors that can be conditioned 
and the neural systems from which they arise. To facili
tate communication, the emotion-mediating neural sys
tems that have now been identified within the mam
malian brain will be labeled with common affective 
terms, and a general definition for emotional circuitry 
will also be provided in due course (see Chapter 3). The 
foremost question, but one that will have to be answered 
by future research, is where and how, among the vari
ous circuit interactions, does the actual experience of 
emotional feelings arise? I will try to provide a provi
sional answer to that sticky problem in the final chap
ter of this text. 

In sum, the original sticking point that hindered 
progress in the field was this: Without a concurrent 
neural analysis, emotional concepts cannot be used 
noncircularly in scientific discourse. We cannot say that 
animals attack because they are angry and then turn 
around and say that we know animals are angry because 
they exhibit attack. We cannot say that humans flee 
from danger because they are afraid and then say we 
know that humans are afraid if they exhibit flight. Such 
circular word juggling docs not allow us to make new 
and powerful predictions about behavior. However, 
thanks to the neuroscience revolution, we can begin to 
specify the potential brain mechanisms that are essen
tial substrates for such basic emotions. When we do that, 
we begin to exit from the endless rounds of circular 
explanations. A modern sticking point wi11 be the fol
lowing: Why is a focus simply on the biological mecha
nisms of the brain an insufficient basis for discussing 
and dissecting such issues? I suspect that is because the 
complexity of the systems that evolved to generate 
emotional feelings (see Chapter 16) are such that a com
prehensive understanding will necessitate the use of 
several integrated conceptual approaches to make sense 
of complex phenomena such as emotions, in the same 
way that "wave" and "particle" perspectives are essen
tial to make sense of certain physical phenomena. 
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A Summation of  the Aims 
of Affective Neuroscience 

The existential reality of our deepest moods and emo
tions cannot be adequately explained with mere words, 
even though the environmental reasons they are evoked 
can be so clarified. The most difficult part of the analy� 
sis-the clarification of the proximal causes which 
generate the actual feeling states and behavioral acts
can only arise from an integrative neuroscience ap
proach. It is the same for all basic psychological con
cepts. How could we ever define the experience of 
redness with words? We can study the environmental 
manifestations of redness and describe the external 
physical properties of electromagnetic radiation that 
trigger our experience of redness, but we cannot define 
the experience itself. Redness, like all other subjective 
experiences, is an evolutionary potential of the nervous 
system, one that was "designed'' to allow us to appre
ciate the ripeness of fruits, the readiness of sexuality, 
and perhaps even the terror and passion of blood being 
spilled. The subjective nature of redness can only be 
explained by neuroanatomical, neurochemical, and 
neurophysiological studies done in conjunction with 
appropriate behavioral and psychological observations. 

Emotional feelings must ultimately be understood 
in similar ways. As I will describe, that iritellectualjour
ney has finally started in earnest. Until recently, inves
tigators had few options but to remain at the periphery
studying the various environmental events that trigger 
and soothe our feelings, the accompanying facial ex
pressions, bodily postures, and behavioral acts, and 
changes in various peripheral organs and chemistries 
of the body . 10 We could also study the many subtleties 
of emotional expressions in human languages and cul
tures. Important as those issues are, they will receive 
relatively little attention here, for they are not directly 
relevant to the problem at hand, and they have been well 
covered elsewhere. 1 1  Here I will focus on those neural 
processes that undergird our emotional experiences and 
actions-essential mechanisms for the generation of the 
basic emotional forces that we still share with other 
mammals. Careful theorizing on the basis of accumu
lated data will allow us to understand the sources of 
many emotional tendencies in neuroscientific terms. 
Will we ever see into the subjectivity of other minds? 
Obviously, all approaches will have to be indirect, but 
if we do not try, we may never truly fathom the organi
zational nature of the mammalian brain. 

The Major Premises 
of Affective Neuroscience 

A central, and no doubt controversial, tenet of affec
tive neuroscience is that emotional processes, includ
ing subjectively experienced feelings, do, in fact, play 
a key role in the causal chain of events that control the 

actions of both humans and animals. They provide vari
ous types of natural internal values upon which many 
complex behavioral choices in humans are based. How
ever, such internal feelings are not simply mental events; 
rather, they arise from neurobiological events. In other 
words, emotional states arise from material events (at the 
neural level) that mediate and modulate the deep instinc
tual nature of many human and animal action tendencies, 
especially those that, through simple learning mecha
nisms such as classical conditioning, come so readily to 
be directed at future challenges. One reason such instinc
tual states may include an internally experienced feeling 
tone is that higher organisms possess neurally based self
representation systems. I would suggest that subjectively 
experienced feelings arise, ultimately, from the interac
tions of various emotional systems with the fundamen
tal brain substrates of "the self," but, as already men
tioned, an in-depth discussion of that troublesome issue 
will be postponed until Chapter !6. 

It is here assumed that basic emotional states pro
vide efficient ways to mediate categorical types of 
learned behavioral changes. In other words, emotional 
feelings not only sustain certain unconditioned behav
ioral tendencies but also help guide new behaviors by 
providing simple value-coding mechanisms that provide 
self-referential salience, thereby allowing organisms to 
categorize world events efficiently so as to control fu
ture behaviors. At present, the simplest way to access 
the natural taxonomy of these systems is through ( 1 )  
major categories o f  human affective experience across 
individuals and cultures, (2) a concurrent study of 
the natural categories of animal emotive behaviors, 
and (3) a thorough analysis of the brain circuits from 
which such tendencies arise. At each of these levels, 
we are beginning to learn how to sort out the various 
distinct processes. Homologies at the neural level give 
us solid assurance of common evolutionary origins and 
designs. 

Once we can specify distinct brain systems that gen
erate emotional behaviors, we can also generate biologi
cally defensible (as opposed to simply intuitive and 
behaviorally based) taxonomies of emotions. Obvi
ously, if we are to remain data-based, our initial tax
onomies must be quite conservative and for the time 
being open-ended. At the simplest level, world events 
can produce approach or withdrawal, but careful analy
sis of the evidence now suggests that both of these broad 
categories contain a variety of separable, albeit inter
active, processes that must be distinguished to reveal a 
proper taxonomy of affective processes within the brain. 
The main criterion here for an emotional system will 
be whether a coherent emotional response pattern can 
be activated by localized electrical or chemical stimu
lation along specific brain circuits, and whether such 
arousal has affective consequences as measured by 
consistent approach or avoidance responses. Such con
straints prevent the analysis from getting more complex 
than the existing neuroscience evidence. For that rea-

son, I will have to avoid many of the emotional com
plexities that seem apparent from the perspective of 
modern evolutionary psychology. 12 Although I find 
those modes of thought to be on the right track, most 
cannot yet be linked to neural analyses in anything more 
than highly speculative ways. 

At the empirical level, we can presently defend the 
existence of various neural systems that lead to the lim
ited set of discrete emotional tendencies described in 
this book. I will argue that a series of basic emotional 
processes arises from distinct neurobiological systems 
and that everyday emotional concepts such as anger, 
fear, joy, and loneliness are not merely the arbitrary 
taxonomic inventions of noncritical thinkers. These 
brain systems appear to have several common charac
teristics. As discussed fully in Chapter 3, they reflect 
coherent integrative processes of the nervous system. 
The core function of emotional systems is to coordinate 
many types of behavioral and physiological processes 
in the brain and body. In addition, arousals of these brain 
systems are accompanied by subjectively experienced 
feeling states that may provide efficient ways to guide 
and sustain behavior patterns, as well as to mediate 
certain types of learning. 

Further, it seems reasonable to assume that when 
such neural activities continue at low levels for extended 
periods of time, they generate moods and, ultimately, 
such personality dimensions as the differential tendency 
to be happy, irritable, fearful, or melancholy. These 
systems help create a substantial portion of what is tra
ditionally considered universal "human nature." Obvi
ously, a complete study of emotional systems is also 
essential for understanding the many psychiatric distur
bances that assail humans-the schizophrenias, autisms, 
manias, depressions, anxieties, panics, obsessive-com
pulsive disorders, post-traumatic stress disorders, neu
roses, and other v�xations of the human spirit. 

At present, the grand new brain-imaging proce
dures for measuring human brain geographies (the 
functional MRis and PET scans; see Chapter 5) are 
revealing the cerebral topographies of psychiatric dis
orders,D but we will not be able to understand the 
underlying neurodynamics of emotional systems with
out a great deal of concurrent animal brain research. 
Here, I will seek both to lay out the general neural 
principles that create the major emotions in the brains 
of all mammalian species and to outline a strategy of 
how we can effectively come to know more. Perva
sive differences in behavioral details among species 
will be de-emphasized. Rather, I will focus on com
munalities at the neural level that arise from the im
pressive degree of genetic relatedness between our
selves and other mammals (see Appendix A). 

As a simplifying maneuver, I will assume that re
cent evolutionary diversification has more vigorously 
elaborated surface details of behavior and cognitive 
abilities than it has altered the deep functional archi
tecture of the ancient brain systems that help make 
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us the emotional creatures that we are. Thus, fear is 
still fear, whether in a cat or a frightened human. Rage 
is still rage, whether in a dog or an angry human. Sex
ual lust and maternal acceptance are very similar in 
both humans and many other mammals. Presumably, 
the major evolutionary differences within the sub� 
cortical operating systems are matters more of empha
sis than of kind. For example, rabbits may ti'ave more 
fear circuitry, while cats have more anger circuitry. 
Other differences may also be striking-the precise 
bodily appearance of emotional patterns, the variety 
in the details of sensory and motor apparatuses, as 
well as specific psychobehavioral strategies. But at 
deeper levels, very similar emotional systems guide 
many of the spontaneous behavioral tendencies of all 
mammals. 

So let us imagine another archetypal interaction not 
much different from the one that opened this chapter: 
You are cornered in a dark, dead-end street by a crazed 
mugger wielding a stiletto. He desperately needs money 
to satisfy the artificial craving aroused in hiS brain by 
periodic drug use. Societal laws have made the satis
faction of his craving a criminal business. The most 
important motivation in his mind is to obtain the re
sources needed to alleviate the primal psychic strain and 
pain that are now surging through his hyperemotional 
brain. His worries have now become yours. He has 
challenged your right to your possessions. Your body 
is filled with tension, your heart pounds, you feel cold, 
weak, and trembly, but you are almost reflexively put
ting on a valiant, but perhaps foolish, effort to keep him 
at bay by shouting, flailing your arms, and throwing 
handfuls of pebbles at him. He is shouting that he will 
really get you for that. He is now angry, and it's not 
just your wallet or purse that he wants; he wants your 
life. By a stroke of luck, passing police officers notice 
the commotion in the alley, and they save you. The 
police take the criminal away, but he struggles, kicks, 
and fiercely shouts that he will really get you the next 
time. You are filled with a lingering dread and horror. 
For several nights your dreams are filled with symbolic 
variations of the incident. Months later you are still 
prone to recount how you felt, how you had never been 
more scared in your life, how relieved you were to see 
the police arrive, how you now support more stringent 
drug laws. Whenever you think about that final threat, 
you again become infused with feelings of anxiety and 
avoid going out alone, especially at night. Only a fool 
would deny that the memory of your emotional experi
ences continues to control your behavior for some time 
to come. Although other animals will not have thoughts 
comparable to ours, there are good reasons to believe 
that our deep feeling of dread emerges to a substantial 
extent from the same brain systems that create fearful 
states for other animals. Still, an understanding of such 
simple emotional behaviors cannot be separated from 
the environmental and social contexts in which they 
occur. 
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On the Nature-Nurture Controversy: 
As Always, a Fifty-fifty Proposition 

Many social scientists want to understand the causes 
behind the mugger's act of aggression. As yet, there is 
no single satisfactory answer. We do know that men are 
more likely than women to perpetrate aggressive, anti
social acts. Such behavior is also more common in cul
turally and economically disadvantaged individuals 
who have little to lose.14 It is especially likely to occur 
among those who have become dependent on illegal 
drugs. 15  In addition, we know that there are genetic 
personafity predispositions for aggression and drug 
addiction.16 However, if we fail to consider that aggres
sive and fearful urges emanate from distinct brain sys
tems, we cannot adequately describe what happened in 
that archetypal situation. 

Because of our failure to fully acknowledge the func� 
tiona! role of circuits constructed in our brains during 
the long course of evolution, we occasionally still have 
needlessly polarized controversies over the role' of na� 
ture and nurture in the genesis of psychological pro� 
cesses. But nature and nurture provide different things 
in our final toolbox of skills-nature gives us the ability 
to feel and behave in certain ways, and learning allows 
us to effectively use those systems to navigate the com� 
plexities of the world. These tendencies are especially 
well mixed in those individualistic styles of thinking, 
feeling, and behaving that we call personality. 

The best recent estimates of heritability of human 
personality, using identical twins reared apart, suggest 
that about half of observed variation must be attributed 
to nature, while half must be attributed to nurture. In 
fact, heritability is around 50% for all the major tern� 
peramental variables that are measured in modem per� 
sonality theory . 17  Of course, the degree of influence for 
each specific trait is more lopsided-some appear to 
have stronger genetic loadings, and others have greater 
socioenvironmental ones. Moreover, every estimate of 
environmental and genetic influence varies depending 
on the specific cultural context in which the measures 
are taken. It must also be emphasized that no behaviors 
are ever inherited in a formal sense; the only things that 
can be inherited are the potentials of bodily tissues. 
DNA only encodes information for the construction of 
protein chains, which can combine with each other and 
with environmentally derived molecules in a variety of 
temporal and spatial ways. When we sometimes say in 
shorthand that "this or that behavior is inherited," what 
we should actually be saying is that certain psycho
behavioral tendencies can be represented within the 
intrinsic brain and body constructions that organisms 
inherit. No specific thoughts or behaviors are directly 
inherited, but dispositions to feel, think, and act in vari
ous ways and in various situations certainly are. Al
though these tendencies do not necessarily dictate our 
destinies, they powerfully promote certain possibilities 
and diminish others. 

While nature provides a variety of intrinsic potentials 
in the brain, nurture provides opportunities for these 
potentials to be manifested in a diversity of ways in real 
life. Thus, while basic emotional circuits are among the 
tools provided by nature, their ability to permanently 
change the life course and personalities of organisms 
depends on the nurturance or lack of nurturance that the 
world provides. In more precise scientific terms, every� 
thing we see is epigenetic, a mixture of nature and nur
ture. If you plant two identical tomato seeds in two differ
ent environments, you will have two plants of strikingly 
different size and overall shape, but they will still be dis
cernibly tomato plants. There is no longer any question 
that brain tissues create the potential for having certain 
types of experiences, but there is also no doubt that the 
experiences, especially early ones, can change the fine 
details of the brain forever. 

Endless functional examples fill the textbooks of 
psychology and history, but there are structural ex
amples as well. One of my favorites is that monkeys 
trained to use a certain finger to solve a behavioral task 
gradually exhibit larger areas of cortical representation 
for that finger.18 This may also help explain how an 
aspiring pianist gradually becomes a skilled artist; and 
it has been shown that right-handed guitarists have 
richer cortical representations of that hand within their 
left hemispheres.19 But such plasticity does not tell us 
why, across different individuals and species, the rep� 
resentations of fingers are found in essentially the same 
relative locations within their·brains-a brain area that 
in humans is situated just beneath the temples near the 
tips of the ears. The rest of the body is also represented 
systematically (and upside down, with one's rear point� 
ing up and the head down, as if one were getting a 
spanking) on nearby tissue of the precentral and post
central gyri. The cortical areas for bodily representa
tions are encoded, in some presently unknown way, 
within the same genes of all mammals. However, a little 
farther down from the hand and ann area of motor and 
sensory cortex, we have the speech cortex, which is 
uniquely enlarged in humans but whose sophisticated 
multimodal functions still emerge from the ancestral 
ability of that multimodal (i.e., associative) brain tis� 
sue to interrelate many different sensations and percep� 
tions, and hence to symbolize complex ideas. Human 
speech cortex dramatically highlights the plasticity of 
the brain-the cerebral tissues of young children are 
especially malleable, and many different areas of the 
brain can elaborate communicative functions if other, 
preferential areas are damaged (see Appendix B and 
Figure B . l  ). 

Disregarding the complexities of underlying mo� 
lecular mechanisms for the time being (which are pres� 
ently being worked out at a fever pitch), the plasticity 
in the brain that arises from experience is conceptually 
not all that different from the types of changes we see 
in our bodies as a function of use. Exercise makes our 
muscles stronger, and with disuse they become smaller. 

"Use it or lose it," as the saying goes. Still, we do not 
generate totally new muscles through exercise. Similarly, 
experience is more influential in changing the quantita� 
tive expressions of neural systems rather than their es� 
sential nature. Presumably, the same principles hold for 
the brain's emotional systems. On top of genetically 
determined vigor of the neural substrates, emotional sys� 
terns can surely be strengthened by use and weakened 
by disuse. Unfortunately, only modest data are available 
on such important topics at the present time. 

For the discipline of affective neuroscience, the most 
important issue in emotion research for the foreseeable 
future will be the accurate specification of the underly
ing brain circuits, in anatomical, neurochemical, and 
neurophysiological tenus. An additional and even more 
difficult task is to unravel how emotional feelings 
emerge from the neurodynamics of many interacting 
brain sytems. The nature of emotional representations 
cannot be decoded without reference to all of these lev
els of analysis. However, the second goal can succeed 
only when there has been a credible resolution of the 
first, so here I will largely aspire to do that-to provide 
a provisional anatomical and neurochemical overview 
of some of the brain systems that are essential partici
pants in the genesis of the basic emotional behaviors. 
Regrettably, because of space constraints, my discus
sion\ of experiential issues will be limited to those rare 
occasions where some especially compelling data are 
available. 

One related apology: At times it may seem that I am 
talking about brain emotional systems as if they could 
operate independently of interactions with real-life 
events. I do not wish to give that impression, although 
to some extent the reality of emotions in the brain is 
independent of the environment: We can evoke strong 
emotions in animals and humans by electrically stimu� 
lating subcortical �,ites within the brain.20 These ancient 
systems respond to world events, but because of their 
genetically ingrained nature, they can generate free� 
floating affective states of their own. This is re11ected 
in the potential for spontaneous neural f�ring within 
these systems. However, the expressions of all emo
tional functions will normally be dictated by their ef� 
fectiveness or lack thereof in dealing with real�life 
events. 

Homologies and Analogies 

At this point, it is important to focus a bit on the con� 
cepts of homology and analogy, especially as they 
apply to brain mechanisms. Homology is a term used 
in anatomy to indicate genetic relatedness of bodily 
structures. For instance, human arms and bat wings are 
homologous because they both arise from the genetic 
information that controls forelimb development. Al
though the functions have diverged markedly, one can 
still get a great deal of insight about the use of human 
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forelimbs by analyzing the ann movements of any other 
mammalian species. 21 On the other hand, the wings of 
birds and bees are analogous-serving a similar func
tion-even though they do not share a common genetic 
inheritance. In a strict sense, these are morphological 
terms used to discuss body structures, and they should 
not be used to discuss such issues as brain functions. 22 
However, the neuroanatomical and neurochemical simi
larities in the underlying behavioral control processes 
are presently sufficient to lend great credence to the 
likelihood that pervasive homologies are present in 
these types of basic psychoneural functions in all mam� 
mals. Occasional problems will arise in certain cross
species comparisons, not only because of variety in the 
supporting sensory and motor mechanisms but also 
because of exaptations, whereby evolution has modi� 
fied homologous parts for very different ends in differ� 
ent species (e.g., the gill arch supports of fish eventu
ally evolved into the middle ear bones of mammals, and 
surprisingly, terrestrial lungs were apparently converted 
to flotation controlling swim bladders in fish).23 

Also, many hidden potentials remain masked within 
the DNA of each species, ready to be functionally en� 
shrined (i.e., as informational potentialities within DNA 
become biological realities) when critical environmental 
changes occur. Such occurrences can make argument 
by homology difficult and risky indeed. But we have 
few alternatives, if we aspire to do more than merely 
describe the seemingly endless diversity of species. At 
the present time, our scientific aim can be more profit
ably focused on the shared foundations rather than the 
many surface differences and particularities of each 
species. 

Interestingly, at the present time scientists are dis� 
couraged from inferring the existence of cross�species 
processes in the brain by prevailing research funding 
policies. Obviously, a strong argument of homology 
cannot be made until a great deal of relevant neurologi� 
cal data has been collected in a variety of species, and 
at the present time the collection of such data has to be 
done in a different guise than argument by homology. 
To argue for the likelihood that homologous processes 
exist is to seriously diminish the possibility of obtain� 
ing research support from peer-reviewed funding 
sources. In any event, because of some deep�seated 
philosophical and evolutionary perspectives, I have 
chosen to pursue this debatable course of thought and 
action for the past quarter of a century, and I will con
tinue that journey in this text. I believe it is the strategy 
that can lead most effectively to an understanding of 
the neural foundation of human and animal emotions. 
Because both neuroscientists and psychologists are 
loathe to conceptualize such iss'tles, vast areas of brain 
integrative processes remain open for insightful inves
tigation. For instance, neuroscientists have almost com
pletely neglected the study of integrative brain processes 
such as those that generate anger, loneliness, and play
fulness. At the same time there is now abundant research 
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on the topic of  brain substrates of fearfulness, even 
though few of the active investigators are willing to 
assume their animal subjects actually experience fear 
in a way that resembles human fear. 

A Case in Point: Innate Fears 
and the Play of Rats 

Let me share a concrete example to highlight some of 
the preceding issues. If one puts two young rats, that have 
been individually housed, together in a 9ingle cage, they 
immediately exhibit a flurry of chasing, pouncing, and 
wrestling that may appear quite aggressive. When I once 
demonstrated this very robust phenomenon to a Senior 
behavioral scientist visiting our lab, he asked me, "How 
did you train the animals to fight that way?" With some 
amusement, I said, "I didn't train them. Evolution did. 
. . .  And, by the way, they are not fighting. They are play
ing." As will be discussed more fully in Chapter 15,  the 
young of most mammalian species exhibit vigorous 
fonns of social play that share a category resemblance, 
even though many of the specific actions do vary sub
stantially among species. At present, it does seem likely, 
at least to me, that a basic fonn of roughhousing play 
emerges from homologous neural circuits in the brains 
of all mammals, but because of interactions with many 
other systems, play is expressed outwardly in measur
ably different ways. However, the detailing of differences 
is less likely to give us major insights into human nature 
than a probing of the similarities. 

The biological sources of play behavior have now 
been studied systematically under well-controlled labo
ratory conditions (see Chapter 15). To the best of our 
knowledge, a basic urge to play exists among the young 
of most mammalian species, with very similar controls. 
In all species that have been studied, playfulness is in
hibited by motivations such as hunger and negative 
emotions, including loneliness, anger, and fear. These 
effects probably indicate that very similar neural influ
ences modulate the circuits that instigate play across 
different species. 

Let us briefly focus on the innate effect of fear (Fig
ure 1 . 1 )  on several measures of play in rats, including 
the number of ( 1 )  "dorsal contacts" or play solicitations, 
which is the way animals pounce on each other to in
stigate play motivation in their partners, and (2) pins, 
which reflect how animals fare in their wrestling bouts. 
Although there are many other behaviors that could be 
measured, these are excellent general indicators of the 
amount of play. J.n this experiment, young rats were first 
allowed five-minute play periods on four successive 
days, and then on the fifth, half were exposed to a small 
tuft of cat hair on the floor of their "playroom." During 
that session, play was completely inhibited. The animals 
moved furtively, cautiously sniffing the fur and other 
parts of their environment. They seemed to sense that 
something was seriously amiss. In other words, they 
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Figure 1 .1 .  Following four baseline days of play, 
cat smell was introduced into the play chamber for a 
single test day (i.e., during a standard five-minute 
observation session). Although the chamber was 
clean on all subsequent days, play solicitations (i.e., 
dorsal contacts) were markedly reduced for three 
days, while pinning was reduced for all five subse� 
quent test days. For a description of these play 
behaviors, see Chapter 15 .  The control group (solid 
lines) was not exposed to any cat fur. Data are means 
and ±SEMs. (According to unpublished data, 
Panksepp, 1 994.) 

seemed to have an innate knowledge that they should 
be cautious when such predatory smells are about. 

Evolution must have put this innate stimulus for 
wariness into their brains, for these animals had been 
born in the lab and had never had anything to do with 
cats prior to the first test. This effect can also be pro
duced with the fur of other predators such as ferrets but 
not the smell of mice, chickens, or certain breeds of dog. 
Since I was personally spending a great deal of time 
studying play in laboratory rats, it was essential for me 
to determine whether the odor of my Norwegian elk
hound, which might be lingering on my hands and 
clothes, would affect the play of my animals. To my 
relief, covering the entire floor of the play chamber with 
Ginny's fur did not disrupt the play of young rats in the 
least, which suggests that the ancestors of such domes
tic dogs did not normally prey upon rats in the wild. 

However, the powerful effect of cat odor should 
make us wonder how many behaviorists in the past, 

being cat fanciers, have inadvertently carried the smells 
of their predatory pets into the laboratory. Such unde
tected variables could have led to dramatic changes in 
the behavior of their rodent subjects. Indeed, I know of 
several labs where cats and rats have been kept in nearby 
quarters, and in our experience it is difficult to repli
cate certain phenomena from those labs unless the cat
smell variable is reintroduced into the testing situation. 
For a while we also had a few cats in the lab, and we 
now know that low doses of morphine very powerfully 
increase play in the presence of cat smell, but the ef-

. feet is comparatively weak in the absence of anxietyM 
provoking stimuli. 

The inhibition of behavior provoked by cat odor is 
remarkably powerful and long-lasting. As summarized 
in Figure 1 . 1 ,  following a single exposure to cat odor, 
animals continued to exhibit inhibition of play for up to 
five successive days. Our interpretation of this effect is 
that some unconditioned attribute of cat smell can in
nately arouse a fear system in the rat brain, and this emo
tional state becomes rapidly associated with the contex� 
tual cues of the chamber. On subsequent occasions, one 
does not need the unconditioned fear stimulus-the fe
line smell-to evoke anxiety. The contextual cues of the 
chamber suffice. This, in essence, is classical or Pav-

(CAT-SMELL) 
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lovian conditioning. The flow of associations i s  out
lined more formally in Figure 1 .2, and as we will see, 
classical conditioning is still one of the most power
ful and effective ways to study emotional learning in 
the laboratory. 

In the present context, it is important to emphasize 
that unlike rilany other unconditional fear stimuli, such 
as foot shock, the power of the cat-smell stimulus to pro
voke fear is probably restricted to species that are nor
mally preyed upon by cats. Cat smell is a species-typical 
rather than a species-general fear stimulus, while pain is 
an example ofthe latter. This demonstrates that there will 
be enonnous species variability in the natural stimuli that 
can access emotional systems, even though the nature of 
the underlying fear systems remains, to the best of our 
knowledge, remarkably similar across all mammalian 
species.Thus, rats have an innate connection from the 
olfactory apparatus to emotional circuitry that can dis
rupt ongoing behavior patterns, but it would be maladap� 
tive for cats to have such a sensory-perceptual input into 
their own fear system. Since emotional systems have 
widespread consequences in the brain, virtually all other 
behaviors are typically affected by emotional arousaL 
Had our young rats been tested in a feeding situation, they 
would have exhibited inhibition of feeding, and so on. 

(Increased Attention and 
Fearfulness) UNCONDITIONED 

BEHAVIORS ucs----........ ucR 

CONDITIONED 
BEHAVIORS 

4 
I 

I 
' 

' 
' 

I 
I 

' 
' 

I 

(Fearfulness) 

Figure 1 .2. Schematic summary of classical conditioning, using the 
specific example studied in Figure 1 . 1 .  The natural response to the uncondi
tional stimulus (UCS) of cat odor is for rats to exhibit the instinctual 
unconditioned response (UCR) of elevated attention and cautious/fearful 
behavior patterns. When this pairing simply occurred in the regular test 
environment, the environmental or "contextual" cues served as a conditional 
stimulus (CS) that could arouse the conditioned response (CR) of fear, 
which was incompatible with continuation of playfulness in this situation. 
In classical conditioning of this type, it is not certain whether the CS 
produces the CR directly or indirectly via activation of UCS or UCR 
processes in the brain. Although the most likely connection is directly to the 
UCR system, direct learned connections could also be made to UCS 
representations in the brain, while direct connections to the CR seem less 
likely since the CR, at least in this specific situation, may simply be a 
conceptual entity that consists of nothing more than arousal of the uncondi
tioned fear processes in the brain, which in this specific case may consist of 
arousal of the specific FEAR systems such as those described in Chapter 1 1  
(see Figure 1 1 . 1). 
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The Monists' View of "Mind": 
Psychology Is Neurodynamics 

Although some investigators still choose to believe that 
human emotions are unique and acquired through so
cial learning, here we will proceed with the data-based 
premise that the ultimate sources of human feelings are 
biological, and that these foundations are essential for 
all of the many acquired complexities that characterize 
the detailed expressions of human emotions in the real 
world. In short, the present view will be a reductionis
tic one where we shall seek the sources of emotionality 
within the evolutionarily shared neurodynamics of the 
older parts of the mammalian brain. The traditional dis
tinction between bodily and psychological processes 
becomes blurred as we come to increasingly appreci� 
ate that mental abilities are bodily functions of the brain. 

Conversely, I would hasten to reemphasize, some of 
the most important brain questions require a psycho
logical analysis. Psychological and brain analyses must 
remain two-way streets. For instance, to understand the 
nature of the brain, we must understand emotions, but 
to understand the diversity of real-life emotions, we 
must understand the intrinsic operating systems of the 
brain. To help clarify such complex interactions, I will 
focus on the machine that has changed human lives most 
during the second half of the 20th century-the digital 
computer. 

To use a simplified computer analogy, we need to 
understand the operating systems in read-only memories 
(ROMs) of the brain-biocomputer before we can really 
fathom how the intricacies of brain software (or complex 
modes of learning and cognition) are elaborated in the 
random-access memory (RAM) types of neural proces
sors within the brain. Obviously, all software functions 
of modern digital computers would be useless without 
the competencies built into operating systems, and like
wise the programmable parts of the mammalian brain 
would remain mute without the intrinsic forces of the 
ancient and genetically dictated operating systems. In 
general, ROM functions are more ancient and reside in 
lower, subcortical regions of the brain, while RAM func
tions are more recent and are concentrated in the neo
cortex (Figure 1.3). Here we will conceptualize some of 
the ROM functions as basic emotional operating systems, 
while the RAM functions more closely resemble cogni� 
tive abilities. In other words, the subcortical ROM struc
tures and functions of the mammalian brain re..<.;emble 
the "hidden units" of neural-net computers, and their 
proper conceptualization is the aim of this text. Although 
the manner in which information processing occurs in 
the RAM-like space of the brain is a very important 
neuropsychological problem that is being tackled by 
many disciplines ranging from cognitive neuroscience to 
artificial intelligence, those higher issues will tend to be 
ignored in the present coverage. 

The mental complexities that can emerge from the 
software/programmed functions of the neocortex, es-
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Figure 1.3. Conceptual schematic of ROM- and 
RAM-type processes in the brain. The basic emotional 
value-systems are conceived to be genetically ingrained 
operating systems that are heavily concentrated in 
ventral parts of the "old-mammalian" brain, which 
include hypothalamic-limbic circuits, while the 
flexibility of learning is mediated more by RAM-type 
processes in dorsal "neomammalian" parts of the brain, 
which are elaborated more by thalamic-neocortical 
systems. The interactions of these processes can yield 
programmable read-only memories (PROMs), which 
emerge ultimately from the convergence of the above 
two layers of brain organization onto the "reptilian" 
brain yielding the habit structures of organisms, many 
of which may be mediated by classical conditioning 
principles such as those summarized in Figure 1.2. 

pecially speech areas, have encouraged some thinkers 
to advocate dualist views in which brain functions and 
mind functions are considered distinct entities (see 
Appendix C). Most investigators now accept that they 
are not, even though the highly interrelated intrinsic 
"hardware" functions of the brain and the acquired 
"software" functions surely do need to be distinguished. 

To proceed further with this simplifying analogy, all 
mammals appear to have very similar ROM functions, 
while humans obviously have far more RAM-like 
neuro-computational space than other mammals (i.e., 
they have more neocortex and other brain areas that can 
elaborate learned software functions of the brain). How
ever, because of the similarities in genetically dictated 
ROM functions in all mammals, we can use animal 
models effectively to analyze the basic, subcortical 
nature of the human condition. Activities in these op
erating systems constitute what in common parlance are 
called the emotions, passions, or hungers-issues that 
have been sadly neglected during the massively tangled 
growth of 20th century neuroscience and psychology.24 
The aim of affective neuroscience is to understand the 
neural nature of these basic operating systems,25 which 
only by loose analogy resemble the ROM functions of 
digital computers. Of course, by clarifying such issues, 
we do not begin to approximate a complete description 
of human experience. It is only a scientific foundation 
that allows us to understand some of the major anchor 
points (i.e., intrinsic values) that continue to tether all 
of our complex psychological functions. 

The reason psychology, as a discipline, has been so 
successful while generally disregarding the study of 
these ROM functions of the brain is similar to the rea
son we can be so successful in using our personal com
puters without knowing much about how they really 
work. These machines do our bidding as if by magic, 
so it is easy to take their essential nature for granted. 
The same dynamic applies to basic neuropsychological 
processes-we can readily generate successful end re
sults without understanding much about the inner work
ings. Fortunately, we now know enough about the brain · and body to seek a deep understanding of such matters. 

Toward a Synthesis of Divergent Views 

The integration of neurological, behavioral, and men
tal concepts is the next great frontier of psychology. 
This emerging synthesis was poignantly highlighted by 
the late Heinz Pagels in his final book, The Dreams of 
Reason: The Computer and the Rise of the Sciences of 
Complexity. 26 In considering the dilemma of human 
understanding, Pagels suggests that we need to seriously 
consider the fundamental correctness of the traditional 
materialist worldview, which has long been distasteful 
to humanistically oriented scholars: 

Most natural scientists hold a view that maintains that 
the entire vast universe, from its beginning in time to 
its ultimate end, from its smallest quantum particles 
to the largest galaxies, is subject to rule-the natural 
laws-comprehensible by a human mind. Everything 
in the universe orders itself in accord with such rules 
and nothing else. Life on earth is viewed as a com
plex chemical reaction that promoted evolution, spe
ciation, and the eventual emergence of humanity, 
replete with our institutions of laws, religion, and 
culture. I believe that this reductionalist-materialist 
view of nature is basically correct. 

He then suggests that we need to seriously consider 
that the traditional humanist world view, which is rather 
closer to traditional psychology than the materialist 
worldview, is also correct: 

Other people, with equal intellectual commitment, 
maintain the view that the very idea of nature is but 
an idea held in our minds and that all of our think
ing about material reality is necessarily transcendent 
to that reality. Further, according to this view, the 
cultural matrix of art, law, religion, philosophy, and 
science forms an invisible universe of meaning, and 
the true ground of being is to be found in this order 
of mind. I also believe that this transcendental view, 
which affirms the epistemic priority of mind over 
nature, is correct. 

Pagels recognized the possibility of a synthesis, and 
my aim here is to aspire toward such a goal, which the 
discipline of psychology desperately needs. 
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These two views of reality-the natural and the tran
scendental-are in evident and deep conflict. The 
mind, it seems, is transcendent to nature. Yet accord
ing to the natural sciences that transcendental realm 
must be materially supported and as such is subject 
to natural law. Resolving this conflict is, and will 
remain, a primary intellectual challenge to our civi
lization for the next several centuries. 

Modern psychology must now seek to simulta
neously deal with the issue of how environmentally 
acquired representations of our present world interact 
with the evolutionarily provided neural representations 
of worlds past that still exist within the genetically die� 
tated connections and neurodynamics of our brains. 
Obviously, all cognitive and emotional facts that we use 
as specific living skills are learned, while many of the 
underlying cognitive and emotional potentials of the 
brain are our birthright. For instance, our brains are 
designed to have a sense of causality between certain 
temporally related events and also to classify and cate
gorize objects and events in certain ways. Here, we will 
be more concerned with the fundamental sources of the 
genetically ingrained affective potentials of our brains 
-the innate values that are elaborated by our inherited 
emotional operating systems-rather than the vast di
versity of learning these systems can support. Indeed, 
our understanding of leruning and memory mechanisms, 
a main focus of modern behavioral neuroscience,27 will 
be broadened and deepened by an understanding of the 
basic emotional circuits that they serve. 

In sum, we can finally be quite certain that all mam� 
mals share many basic psychoneural processes because 
of the long evolutionary journey they have shared. 
Neural homologies abound in the lower reaches of the 
mammalian brain. Even though our unique higher cor
tical abilities, especially when filtered through contem
porary thoughts, may encourage us to pretend that we 
lack instincts-that we have no basic emotions-such 
opinions are not consistent with the available facts. 
Those illusions are created by our strangely human need 
to aspire to be more than we are-to feel closer to the 
angels than to other animals. But when our basic emo
tions are fully expressed, we have no doubt that pow� 
erful animal forces survive beneath our cultural veneer. 
It is this ancient animal heritage that makes us the in
tense, feeling creatures that we are. 

As we come to understand the neural ba">is of ani
mal emotions, we will be clarifying the primal sources 
of human emotions. Of course, because of our richer 
cortical potentials and the resulting evolution of human 
cultures, the ancient emotional systems have a much 
vaster cognitive universe with which to interact. Evo� 
lution may have created a greater diversity of specific 
cognitive potentials across species than affective poten
tials, even though there are also bound to be many gen
eral principles that govern the seemingly distinct cogni� 
tive styles of different species. For instance, within the 
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spatial maps ofthe hippocampus,28 the "well-grounded" 
navigational thoughts of groundhogs may be organized 
around similar neural principles as the soaring spatial 
thoughts of falcons. In any event, the empirically based 
premise of the present work is that at the basic affec
tive level, neural similarities will abound. 

AFTERTHOUGHT: The Accomplishments 
of Behaviorism in a H istorical Context 

From an overall historical vantage, the thesis of men
talism, which governed psychology around the turn of 
the century, was challenged by the antithesis of behav
iorism in America and ethology (the study of the natu
ral behaviors of organisms) in Europe. In its early 
stages, behaviorism was a solid and useful addition to 
American psychology because it brought with it a des
perately needed empirical and conceptual rigor. No 
longer were mere verbal concepts and unseen attributes 
of mind a sufficient basis for explaining behavior. 
Rather, behavior was seen to arise from objective oc
currences and contingencies in the environment. Law-

ful relations were finally established between specific 
environmental events and patterns of behavior emitted 
by organisms. Mentalistic concepts such as feelings and 
thoughts were erased from the official lexicon of psy� 
chology. At the time these changes occurred, they were 
healthy ones: An earlier psychology had reached the 
sorry state where ill-defined verbal conceptions (espe
cially labels for various instincts) were too widely used 
as explanations of behavior. 

Behaviorists generated a remarkable series of major 
accomplishments-among the most important being the 
general laws of learning. Because of their careful em
pirical work, we now have a rich description of how 
organisms behave in token economies that simulate 
capitalistic systems (Figure 1 .4), and these findings 
have implications for areas as diverse as drug abuse.29 
Useful general principles have been uncovered by 
studying the detailed patterns of lever pressing of hun
gry rats and pecking of hungry pigeons working for 
their daily food on various schedules of reinforcement. 
Animals doing "piece-work" (i.e., working On fixed
ratio schedules, requiring a certain number of responses 
to get each reward) perfonn very rapidly and take some 

VARIABLE 
RATIO Rapid responding 

near time for 

Steady Responding 

TIME 
Figure 1 .4.  Schematic depiction of some of the laws of operant behavior. Represen
tative types of response patterns (arbitrary scales) of animals working on traditional 
partial reinforcement schedules of reward. Animals on fixed� ratio (FR) schedules 
work at high constant rates and exhibit short postreinforcement pauses after acquiring 
each reward. On variable-ratio (VR) schedules, animals respond at fast constant rates 
that are somewhat slower than rates on FR schedules. On fixed�interval (FI) sched
ules, animals exhibit slowly accelerating modes of responding, with the most rapid 
rates exhibited just prior to each reward (which reflects an "expectancy type" of 
gradually intensifying pattern of behavioral arousal). On variable� interval (VI) 
schedules, responding is very steady but generally much slower than any of the other 
schedules of reinforcement. Obviously, gambling places such as Las Vegas prefer to 
keep their clients working on VR schedules of reinforcement. 

time off after each reinforcement, yielding the "post
reinforcement pause." When required to work for set 
wages for a certain amount of time at work (i.e., a fixed� 
interval schedule, where one merely has to wait a cer
tain amount of time before a single response will bring 
a reward), they tend to work slowly during the first part 
of the interval, gradually increasing behavioral output · as "paytime" arrives (yielding a scalloped curve). When 
placed on variable-ratio and variable� interval schedules, 
where things are unpredictable (as in Las Vegas), ani
mals work at constant steady rates, but the rates are 
substantially faster with variable-ratio schedules (just 
the way profitet-'rs in Las Vegas want us to behave when 
playing one-armed bandits). Both humans and animals 
work in about the same way on such schedules. Unfor
tunately, behaviorism provided no cogent mechanistic 
explanation of why and how the brain generates such 
consistent learned behavior patterns. That would have 
required brain research, of the type that is summarized 
in Chapter 8. 

Once the fundamental environment-behavior rela
tions were worked out, behaviorism should have en� 
couraged ever stronger connections to surrounding 
levels of analysis-biological principles below and psy
chological principles above the behavioral ones that had 
been established. This would have been the natural 
evolution of the field. Unfortunately, rather than chang
ing with the times, the tenets of behaviorism became 
dogma, the intellectual wagons were drawn together 
into ever tightening circles, and an intellectual battle 
was waged with the rest of the field that desired to seek 
broader and deeper knowledge about problems of mu
tual interest. This failure to accept the obvious led to 
the intellectual rebellion that we now know as the cog
nitive revolution. 

One regret we must have is that, as a result of such 
battles for intellec.tual dominance, many of the impor
tant empirical contributions that rigorous behavioral 
analysis provided now have less impact than they de� 
serve in the current curriculum of mainstream psychol
ogy. For instance, at present it is generally agreed that 
one of the best ways to teach autistic children specific 
new ways to behave in the world is single-trial behav-
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ioral approaches where one systematically rewards and 
punishes (mildly!) specific behaviors. lvar Lovaas, who 
popularized this approach, has claimed that almost half 
of autistic children can be mainstreamed in the school 
system with intensive, 40-hour-a-week implementation 
of such discrete-trial learning procedures.30 The reason 
this approach has had to strl1ggle for recognition (which 
is presently coming rapidly, at least from parents of 
autistic children) is because it was seen as dehumaniz
ing, since the "whole person" was not the target of 
therapy. While behaviorism is by no means dead, and 
it rightfully continues to flourish in fields as diverse as 
pharmacology and economics,31 it can no longer be 
deemed an adequate paradigm for unraveling many of 
the remaining mysteries of the brain and mind. 
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l 
Emotional Operating Systems 
and Subjectivity 
Methodological Problems and a 
Conceptual Framework for the 
Neurobiological Analysis of Affect 

That the experience�hypothesis, as ordinarily understood, is inadequate to ac
count for emotional phenomena, will be sufficiently manifest. If possible, it is 
even more at fault in respect to the emotions than in respect to the cognitions. 
The doctrine maintained by some philosophers, that all desires, all the sentiments, 
are generated by the experiences of the individual, is so glaringly at variance 
with hosts of facts, that I cannot but wonder how anyone should ever have e�ter
tained it. 

Herbert Spencer, Principles of Psychology ( 1855) 

CENTRAL THEME 

Ultimately the emotional systems of the brain create 
mixtures of innate and learned action tendencies in 
humans, as well as in the other creatures we must study 
in order to fully understand the neural substrates of 
affective processes. As we now know, there are no 
credible, routine ways to unambiguously separate the 
influences of nature and nurture in the control of be
havior that will apply across different environments. 
To understand the aspects of behavior that derive their 
organizational essence mainly from nature, we must 
first identify how instinctual behaviors emerge from the 
intrinsic potentials of the nervous system. For instance, 
animals do not learn to search their environment ·for 
items needed for survival, although they surely need to 
learn exactly when and how precisely to search. ln other 
words, the "seeking potential" is built into the brain, 
but each animal must learn to direct its behaviors to
ward the oppo1tunities that are available in the envi
ronment. In addition, animals do not need to learn to 
experience and express fear, anger, pain, pleasure, and 
joy, nor to play in simple rough-and"tumble ways, even 
though all of these processes come to modify and be 
modified by learning. Evidence suggests that evolution 
has imprinted many spontaneous psychobehavioral 
potentials within the inherited neurodynamics of the 
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mammalian brain; these systems help generate internally 
experienced emotional feelings. Indeed, affective expe
rience appears to be closely linked to brain programs 
that generate emotional behaviors, as well as the incom
ing sensory experiences that result from emotive behav
iors. The function of subjectively experienced feeling 
states may be to sustain ongoing behavior patterns and 
to augment simple and effective learning strategies. Ac
cordingly, in order to understand the neural nature of 
emotional feelings in humans, we must first seek to 
decode how brain circuits control the basic, genetically 
encoded emotional behavioral tendencies we share with 
other mammals. Then we must try to determine how 
subjective experience emerges from or is linked to those 
brain systems. Progress on these issues has been mea
ger. In general, both psychology and modern neuroM 
science have failed to give sufficient credence to the fact 
that organisms are born with a variety of innate affec
tive tendencies that emerge from the ancient organi
zational structure of the mammalian brain. 

An Example of an Instinctual System 
in Action 

Consider an archetypal situation: A cricket has out
grown its old cuticle and must successfully molt in order 
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to proceed into the world in its new exoskeleton. The 
behaviors that achieve this transformation were not left 
to chance by evolution but are programmed into the 
cricket's neurobehavioral repertoire. As described by 
Truman: 

The initial behaviors involve anchoring the old cu
ticle [i.e., shell] to a substrate and swallowing air. 
This causes the body to swell and aids in rupturing 
the old cuticle. The ecdysis [i.e., molting] move
ments then involve a complex series of motor pat
terns, the major one consisting of rhythmic bouts of 
peristaltic contractions that move the abdomen up 
and propel the old cuticle backwards along the body. 
Coordinated with these abdominal movements are 
specific motor subroutines that extract each append
age (legs, antennae) from its sheath of old cuticle. 
There are additional behavioral subroutines that are 
not displayed during a normal ecdysis. If certain 
aspects of the behavior go awry, such as when an 
appendage becomes stuck, these behaviors are then 
called into play. 1 

This behavioral program is activated by a specific hor
mone. Other hormone-driven behavioral routines allow 
caterpillars to become moths or butterflies and human 
children to become adults. 

Without inherited behavioral potentials, no c;reature 
could survive. Do the "lower" creatures feel delight and 
pleasure once their fixed patterns of behavior have 
yielded the appropriate results? Probably not, especially 
if the behavior is "hardwired," exhibiting little response 
flexibility, but we may never know this for certain be
cause their behaviors and nervous systems are so fun
damentally different from ours. Although it was long 
deemed impossible, we should now be able to answer 
such questions empirically for our close relatives, the 
other mammals, w.hose nervous systems and hormonal 
controls are homologous to ours. For instance, the 
analysis of subcortical brain circuits and hormonal in
fluences on animal and human behavior has revealed 
many powerful crossMspecies generalizations.2 An es� 
pecially provocative example is the ability o(the same 
gonadal steroids to promote energized psychosexual 
arousal in both animals and humans, and the discovery 
that such effects arise from similar circuits of the brain 
(see Chapter 12). There are many other examples, rang� 
ing from the nature of the pituitary adrenal stress re
sponse (see Chapter 6) to the neurochemistries that 
control social feelings (see Chapter 14). By studying 
such homologous processes in other mammals, we can 
establish a solid foundation for understanding the 
sources of human emotions and motivations. 

However, we must always keep in mind that evolu
tion generates variety. Thus, even though we can de
rive useful general principles concerning human emo
tions from studying animal brains, there are bound to 
be many differences in detaiL This didactic point can 
be highlighted by focusing on the many uses of the tail 

across mammalian species. In monkeys, the tail can 
serve as a useful appendage for unique forms of locoM 
motion. Whales and porpoises use their tails for swim� 
min g. Cows, horses, and many other ungulates use the 
tail as a flyswatter to dispel insects from their anal zones. 
Many species also use their tails, presumably uncon
sciously, to convey social signals. This tendency has 
been markedly amplified in canine species, where the 
position of animals' tails and their tendency to wag can 
tell us much about the animals' emotional states and 
social relationships. And then we have the great apes, 
who have no tails at all, except during fetal stages of 
development. Ultimately, along came humans, who are 
prone to tell many tall tales, one of the most popular 
being that we are completely different from all the other 
species. Of' course, when we do encounter structural and 
functional diversity across species, even within homolo
gous brain circuits that control basic emotions, we will 
have to deal with them forthrightly. However, at the 
present time, we are still in the early stages of such 
work-trying to identify the major emotional pathways

· 

that exist in the mammalian brain-and I will not focus 
on the many fine and troublesome details that charac
terize the variety of nature. 3 

Thesis: All Mammals Possess Intrinsic 
Psychobehavioral Control Systems 

All mammals, indeed all organisms, come into the world 
with a variety of abilities that do not require previous 
learning, but which provide immediate opportunities for 
learning to occur. The influence of these systems varies 
as a function of the life span in each species (Figure 2 . 1 ). 
Analysis of the emotion systems that control behavior 
is complicated by the fact that the intrinsic arousability 
of underlying brain systems may change in many ways 
as organisms age. Still, the present premise will be that 
emotional abilities initially emerge from "instinctual" 
operating systems of the brain, which allow animals to 
begin gathering food, information, and other resources 
needed to sustain life. As such emotive systems mature 
and interact with higher brain areas, where they undergo 
both rerepresentation and refinement, organisms learn 
to make effective behavioral choices. Emotional tenden
cies such as those related to fear, anger, and separation 
distress emerge at early developmental stages, allow
ing young animals to cope with archetypal emergency 
situations that could compromise their survival. Gradu
ally, through their effects on other parts of the brain, 
these systems allow animals to have more subtle social 
feelings and to anticipate important events and deal with 
them in increasingly complex ways. Others, such as 
sexual lust and maternal devotion, emerge later to pro
mote reproductive success. Additional social processes, 
such as play and the seeking of dominance, start to 
control behavior with differential intensities duting later 
phases of life and help promote the establishment of 
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Figure 2.1. Schematic representation of the 
approximate developmental age course of changes in 
the expression of various emotional processes in the 
laboratory rat (with one additional species depicted 
for separation distress to highlight striking species 
differences that exist in some emotional systems). 
The developmental progressions of RAGE and FEAR 
systems are less well studied, but they are probably 
relatively constant across the life span, similar to the 
trajectory of the SEEKING system. As is evident, 
sexuality and nurturance tend to parallel each other, 
suggesting common controls. The youthful peak in 
nurturance may indicate a period that corresponds to 
the phase when young animals exhibit an intense 
interest in other young animals. It is noteworthy that 
dominance tendencies also parallel sexual urges. 

stable social structures and the propagation of the most 
fortunate and the most able. 

It is an understatement to say that at present we do 
not know how, precisely, affective states are generated 
within the brain. Primary-process affective conscious
ness (i.e., raw fi::els) may have evolved because such 
internal states allowed animals to make better behav
ioral choices. For instance, the ability of learned asso
ciations to activate internally experienced affective 
schema could have provided a simple coding device to 
pron:tote generalized adaptive responses that could be 
molded by further learning. 

Here I will argue, on the basis of a great deal of 
empirical data, that the distinct emotional "command" 
systems (as outlined in the next chapter and detailed in 
Chapters 7-15) activate various types of affective feel-

ings. These may be quite specific for individual emo
tional systems or they may be nonspecific, as reflected 
in generalized feelings of pleasure and aversion that are 
shared by severa.l emotional systems. In either case, 
affective feelings help animals to better identify events 
in the world that are either biologically useful or harm
ful and to generate adaptive responses to many life� 
challenging circumstances.4 

In addition to responding to emergency situations, 
mild arousal of these brain systems presumably helps 
generate characteristic moods and coaxes animals to 
perform their everyday activities in characteristic ways. 
Even when there is no clear environmental reason for 
emotional arousal, these systems may continue to 
prompt organisms to undertake new activities (as in the 
case of exploration or play), all the while providing 
internal values (i.e., positive and negative feelings) for 
life choices. 

Because of learning and the rapid development of 
behavioral habits, one can never capture innate emo
tional dynamics in their pure form, except perhaps when 
they are aroused artificially by direct stimulation of 
brain areas where those operating systems are most 
concentrated. I will refer to such experiments in subse
quent chapters as one of the main lines of evidence to 
support the existence and provisional localization of 
emotional operaling systems. It is now well established 
that one can reliably evoke several distinct emotional 
patterns in all mammals during electrical stimulation of 
homologous subcortical regions. Typically, animals 
either like or dislike the stimulation, as can be inferred 
from such behavioral criteria as conditioned approach 
and avoidance. If the electrodes are not placed in the 
right locations, no emotional behaviors are observed. 
For instance, most of the neocortex is free of such ef
fects. Even though cortical processes such as thoughts 
and perceptions (i.e., appraisals) can obviously insti* 
gate various emotions, to the best of our knowledge, the 
affective essence of emotionality is subcortically and 
precognitively organized. This last issue has been a 
bone of contention for emotion researchers for some 
time,5 but in the present context, precognitive is taken 
to mean that these systems have an internal organiza� 
tion so that they could, in principle, generate emotional 
feelings with no direct input from either unconditioned 
or learned environmental inputs. For instance, a ill
placed tumor could generate a chronic state of emotional 
arousal, even though the underlying neural system is 
designed to be normally governed by external inputs. 

Although cognitive and affective processes can be 
independently conceptualized, it comes as no surprise 
that emotions powerfully modify cortical appraisal and 
memory processes and vice versa.6 The innate emo
tional systems interact with higher brain systems so ex� 
tensively that in the normal animal there is probably no 
emotional state that is free of cognitive ramifications .I 

It is more likely that in humans there may be some 
thoughts that are free of affect. Clearly, there is much 
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more variety among mammals in cortical functions than 
in subcortical ones. However, if those cortical functions 
were evolutionarily built upon the preexisting subcor
tical foundations, providing ever-increasing behavioral 
sophistication and f1exibility, we must obviously under
stand the latter in order to make sense of the functions 
of the former. 

The most primal affective-cognitive interaction in 
humans, and presumably other animals as well, is en
capsulated in the phrases "I want" and "I don't want" 
These assertions are reflected in basic tendencies to 
approach and avoid various real-life phenomena. How
ever, there are several distinct ways to like and dislike 
events, and a proper classification scheme will yield a 
more complex taxonomy of emotions than the simple 
behavioral dimension of approach and avoidance. For 
instance, it seems unlikely that the dislike of bitter 
foods and the dislike of physical pain emerge from one 
and the same avoidance system. It is equally unlikely 
that the desire for food and the urge to play emerge from 
the same brain systems. As outlined in the next chap
ter, evolution has constructed a variety of emotional sys
tems in the ancient recesses of the mammalian brain. 
To the best of our knowledge, these systems still exist 
in human beings as well. 

When these affective systems are overtaxed or op
erate outside the normal range, we call the end results 
psychiatric disorders. Underactivity of certain systems 
may cause depression and variants of personality dis
orders. Overactivity can contribute to mania, paranoid 
schizophrenia, and anxiety, obsessive-compulsive, and 
post-traumatic stress disorders (PTSDs). Other prob
lems such as autism and childhood schizophrenia 
appear to emerge from "wiring" problems in brain cir
cuits. Because of the social importance of these human 
problems, a substantive understanding of the ancient 
neurobiological value systems and the manner in which 
they can become overtaxed is of great scientific and 
societal concern. 

The extent to which the emotional operating systems 
exhibit neuronal plasticity-changes in the efficiency 
of synaptic connections and dendritic arborization as a 
function of experience-is becoming an increasingly 
important avenue of empirical inquiry. Practically every 
brain system changes with use and disuse. For instance, 
the "archetypal situations" described in the previous 
chapter are the types of experiences that lead to PTSD, 
and it is presently widely believed that persistent neu
ral traces of emotional traumas reflect the development 
of long-term sensitization in areas of the brain such as 
the amygdala, which are known to mediate fearfulness. 
Indeed, newly emerging disorders such as multiple 
chemical sensitivities, which may have contributed to 
that mysterious recent outbreak known as the Gulf War 
syndrome, may be due to a change in the sensitivity of 
emotional circuits that can be induced, especially in 
temperamentally predisposed individuals, by exposure 
to environmental toxins.8 Although our knowledge 

about the chronic changes that can occur in emotional 
circuits remains rudimentary, it is likely that all emo
tional systems exhibit forms of plasticity, which even
tually will help us understand much about the under
lying neuronal nature of psychiatric disorders. 

The Challenge of Studying Intrinsic 
Brain Operating Systems 

I will use the general term brain organ system, and more 
specifically emotional operating system, to designate the 
complex neural interactions that generate such inborn 
psychobehavioral tendencies. Although each instinctual 
psychobehavioral process requires the concurrent arousal 
of numerous brain activities (Figure 2.2), our scientific 
work is greatly simplified by the fact that there are "com
mand processes" at the core of each emotional operating 
system, as indicated by the ability of localized brain 
stimulation to activate coherent emotional behavior pat
terns. 9 We can tum on rage, fear, separation distress, and 
generalized seeking patterns of behavior. Such central co
ordinating inf1uences can provoke widespread coopera
tive activities by many brain systems, generating a vari
ety of integrated psychobehavioral and physiological/ 
hormonal response tendencies. These systems can gen
erate internally experienced emotional feelings and pro
mote behavioral f1exibility via new learning. Similar 
command systems have also been found in many inver
tebrates.!O For instance, crayfish and lobsters. exhibit 
a stereotyped flight response. Although we may never 
know with any sense of assurance whether these crea
tures have what we might call "affective conscious
ness," it is noteworthy that their seemingly fixed be
havioral responses are really not that fixed. Even their 
emotional responses can be modulated by fairly subtle 
social contextual variables, such as their positions in 
status hierarchies. 1 1 

Each emotional system is hierarchically arranged 
throughout much of the brain, interacting with more 
evolved cognitive structures in the higher reaches, and 
specific physiological and motor outputs at lower levels. 
As depicted schematically in Figure 2.2, the emotional 
systems are centrally placed to coordinate many higher 
and lower brain activities, and each emotional system 
also interacts with many other nearby emotional sys
tems. Because of the ascending interactions with higher 
brain areas, there is no emotion without a thought, and 
many thoughts can evoke emotions. Because of the 
lower interactions, there is no emotion without a physi
ological or behavioral consequence, and many of the 
resulting bodily changes can also regulate the tone of 
emotional systems in a feedback manner. 

As can be readily appreciated from Figure 2.2, tax
onomies of emotions are bound to differ depending on 
an investigator's preferred level of analysis. For in
stance, subtle social emotions like shame, guilt, and 
embarrassment may emerge from separation-distress 
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Figure 2.2. Two schematic 
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specific neuropeptide circuits. 0 0 

systems (see Chapter 14) interacting with higher brain 
functions. In any event, at the present time, the lower 
command level provide the best organizational prin� 
ciples for neuroscientific inquiries. We can now be 
confident that a limited number of executive structures 
for emotionality were created in our brains by our ge
netic heritage, but we cannot yet be certain how many 
exist and how widespread they are in the nervous sys� 
tern. However, we can be confident about the approxi� 
mate locations of some half a dozen systems, and we 
can approximate their ramifications in the brain using 
various neuroscience techniques. An analysis of the core 
structures of the major emotional conunand systems will 
be the main focus of this text 

Many of the emotional command influences are 
mediated by specific neuropeptides, of which several 
hundred have already been characterized (see Chapter 
6). Several discrete emotions can now be manipulated 
via the stimulation and blockade of individual neuro
chemistries. Since these neurochemistries can be eas
ily visualized using neuroanatomical techniques, such 
as immunocytochemistry, our ability to tease coherent 
systems out of the massive webwork of the brain has 
become possible in the last few decades. This allows 
fairly impressive specification of the neuroanatomical 
trajectories of the executive influences of certain emo
tional systems. Likewise, the ability of new genetic techM 
niques to highlight those neurons that are activated 
during certain psychobehavioral experiences (e.g., vi
sualization of transiently activated gene products such 
as Fos protein expression in neurons; see Chapter 4) 
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allows us, in conjunction with other tools, to estimate how 
widespread are the brain influences of specific forms of 
emotional arousaL In general, because of the inexorable 
spread of neural activities within the brain, they are much 
wider than the executive circuits that will be discussed 
here. Still, we should always remember that such new 
techniques only visualize the activities of brain tissues. 
How shall we ever see the neurodynamics of a thought 
process or a feeling state objectively? Probably through 
a combination of neurochemical, neurophysiological, and 
behavioral techniques (Chapters 5 and 6), blended with 
theoretical inference. 

Cunently our most open psychological window into 
the emotional mind is the use of modern introspective 
techniques in humans, such as diary and other verbal 
reports, 12 but empirical developments in this area have 
been slow because of the conceptual biases of previous 
times. At the turn of the century, introspectionism was 
found to have fatal flaws, and it continues to be evident 
that humans often do not adequately understand the 
causes of their own behaviors. Thus, we must remain 
cautious of introspective approaches for providing 
much in the way of causal knowledge. Most of emo� 
tiona! processing, as of every other psychobehavioral 
process, is done at an unconscious level. However, in
trospection can help identify many of the distinct emo
tional categories and other basic brain functions that 
need to be elucidated by science. 

To study emotions in animals, we have to remain 
sensitive to their natural needs and values, and develop 
more subtle measures of their natural tendencies in 
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many different situations. As we saw in the previous 
chapter, we cannot reasonably study the playfulness of 
young rats in the presence of predator odors. Likewise, 
we cannot study the courting, reproductive, dominance, 
and migratory urges of birds unless the lighting is right 
(e.g., the lengthening daylight hours of spring, which 
allow their reproductive systems to mature each year). 
If we do not pay attention to a host of variables that 
reflect the adaptive evolutionary dimensions of the 
animals we study, we will not obtain credible answers 
concerning their natural emotional tendencies. Thus, 
some of our best insights may come from observation 
of animals in the wild. As an example, let me share a 
striking description of Darwin's finches courting in the 
Galapagos Islands: 

Mating season begins with all the black cocks on the 
island singing in the rain. Each male broadcasts from 
his singing post, and while he sings he scans his 
territory. If a female alights near one of the display 
nests that he has built, he darts from his singing post 
and flies to her. If she is one of his own kind, he sings 
and Shakes his wings at her, makes them quiver 
tremulously. Then he flies to the nearest nest (Any 
nest will do, even the nest of a rival if the rival is 
out.) He goes in and out, in and out of the nest, lookM 
ipg back at the female over his shoulder. Sometimes 
he picks up a bit of grass in his beak and puts it down 
again, rapidly, over and over, as if he were trying to 
catch her eye. 13  

Do these birds have emotional experiences during 
these activities, or are their movements consciousness
independentfixed-action patterns? Do they have inter
nal feelings, or are they robots with vacuous minds like 
our personal computers? At present, no one knows for 
sure, but laboratory tests are now available to evaluate 
such important brain issues (i.e., conditioned place pref
erence and aversion measures). 

How Can We Study Internal Processes 
That We Cannot See in Animals? 

How are we to address the issue of feelings when we 
deal with creatures that do not communicate with us 
directly? The traditional academk "solution" to the 
problem of neurosubjectivity in animal brain research 
has been to ignore it-to study behavior and simply 
disregard the troublesome probability that a focus on 
the affective and cognitive experiences may be essen
tial for a clear and accurate picture of how the brain 
operates. Thus, students of energy and fluid regulation 
have typically been encouraged to study the neural cor
relates of food and water intake and to forget that sub
jective motivational terms such as hunger and thirst 
exist Students of reproduction are advised to study the 
courting and copulatory movements of animals, and to 
disregard the possibility that animal brains might be 

filled with specific forms of erotic arousaL Because the 
richness and visual objectivity of behavioral change 
allows us to focus our empirical attention, the neurobi� 
ology of internal states continues to be neglected. 

In any event, neuroscientists and psychologists have 
finally started to deal effectively with unseen entities, 
in the same way particle physicists started to envision 
a universe of complexity within atoms about a century 
ago. Even though physicists still cannot "see" clearly 
inside atoms, their theoretically inferred knowledge has 
changed the world. The same will happen with brain 
research on emotions and motivations. Progress at this 
level requires the continual application of the time� 
honored but fallacious form of scientific logic known 
as "affirmation of consequents" (Figure 2.3). Although 
the logical flaw of this most common mode of scien� 
tific reasoning-induction-is obvious, 14 there is no 
alternative way to extract general principles from ob
served facts. Thus, the study of experienced feelings 
remains a difficult, some say "insoluble," challenge for 
the analysis of animal behavior, but it does become a 
workable problem when we add the dimension of cross� 
species brain research. By using spontaneous behaviors 
and various preference tests as our initial indicator vari
able for internal processes, and the subsequent evalua
tion of the neuroscience conclusions in humans, one can 
infer how both animal and human feelings are orga
nized. Interpretive flaws in such research can be cor� 
rected through the falsification of predictions, suc
cessive approximations toward better theories, and the 
weight of converging evidence. 

In humans, the study of subjectivity is a bit easier 
to pursue. We can ask people to speak to us or to indi
cate on some other output device when they are having 
various emotional experiences. Simultaneously we can 
measure many of the brain and body changes to which 
new technologies provide access. 15 Of course, the mere 
act of responding in this way may change the processes 
being observed, especially in inexperienced subjects. 
In humans we can now observe some of the internal 
dynamics of the brain, even though a standardized 
measure of emotionality that operates in a real-time 
window is not yet available. Functional magnetic reso
nance imaging(fMRI) is beginning to approximate the 
ideal, but, as summarized in Chapters 4 and 16, serious 
interpretive problems remain. For instance, tMRI can 
estimate brain activities by measuring regional blood 
flow or oxygenation changes throughout the brain, but 
emotions may have undiscovered and unpredictable 
effects on brain blood parameters that are not simply 
ret1ective of neural activities. For instance, it is possible 
that certain emotions such as fear are characterized by 
reductions of blood flow to many brain areas as a sec
ondary consequence of emotional intensity rather than 
as a result of local metabolic needs to fuel neuronal 
activity. Although the problem of validation in such 
experiments is almost as enormous as in animal re
search, the combination of animal and human approaches 
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evidence," we can have considerable 
confidence in theoretical ideas. (Adapted 

from Panksepp, 1 99 1 ;  see n. 41.) 

presently allows us to converge on concepts in ways that 
were unimaginable just a few years ago. 

Thus, the nature of central affective states must be 
theoretically inferred from a variety of brain measure
ments and manipulations, which are related to new pre
dictions of behavioral changes in animals. The result
ing conclusions, in turn, must be validated against the 
verbal reports of human subjects (Figure 2.4). Through 
such triangulation procedures involving brain manipu� 
lations, behavioral changes in animals, and, where pos
sible, reported mental changes in humans, the scientific 
conundrum of subjectivity can finally be credibly ad
dressed (Figure 2.3). Obviously, one critical but under
appreciated key to this strategy is behavioral brain re
search in other animals. To really understand the basic 
human emotions, we cannot simply stay at the human 
leveL Conversely, to understand animal emotions, we 
probably cannot simply stay at the animal-behavior 
leveL An integrated interdisciplinary approach, with an 
active attempt to link levels of analysis, is essential for 
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understanding the shared nature of human and animal 
emotions. 

Contrasting the Study of Cognitions 
and Emotions in Animals 

Obviously, studies of the intrinsic functions of the brain, 
such as the nature of the various emotions, are among 
the most difficult to pursue in neuropsychology. Related 
topics, like the nature of the self, the will, and thinking 
processes, also remain neglected by neuroscientists. 
Only recently has human psychology returned its atten
tion to these questions under the banner of cognitive 
neuroscience.l6 Many animal behaviorists have also 
started to study the nature of animal cognitions.17 The 
renewed effort to understand cognitive representations, 
imagery, and thought is notoriously difficult, but it is 
decidedly easier than the study of emotions. Cognitive 
representations can often be treated as logical proposi� 
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tions that can be precisely linked to explicit referents 
in the external world, which allows investigators to 
initiate credible empirical studies. 

For instance, it has now been demonstrated that pi
geons can generate internal representations of moving 
visual stimuli, and can use these representations to solve 
problems when the visual stimuli are temporarily out 
of sight. This was achieved by using a video image of 
a rotating, constant-velocity clock hand as the cue, and 
requiring test animals to respond to the internally im� 
aged speed of the clock hand during periods when the 
video display was briefly turned off. Pigeons that were 
able to accurately keep the temporal progression of such 
an image in mind could obtain food by responding ap� 
propriately in a timely manner. Pigeons acquired such 
tasks remarkably well, and a host of control manipula
tions indicated that the pigeons were in fact respond
ing to sustained internal representations of the visual 
displays within their brains.18 The success of such ex
periments has been based upon experimenters' ability 
to cleverly manipulate environmental contingencies in 
strictly controlled ways. 

Subjective emotional feelings, on the other hand, do 
not follow the rules of propositional logic, and exter
nal reference points-the natural stimuli that evoke 
emotions-are not as clear-cut except in a few examples 
such as the smell of predators described in Chapter 1 .  
Even i f  such trigger stimuli (or "sign stimuli" in etho
logical terminology) can be identified, the objects of our 
feelings (e.g., the people we love or the foods we enjoy) 
rarely have intrinsic logical qualities (like the constant 
speed of the aforementioned clock hand) that allow us 
to conceptually anchor the nature of an animal's inter� 
nal representations to world events. 

With affective feelings, other important, but as yet 
unstudied, internal representations may be the anchor 
points for felt experience. For instance, the reference 
process for specific emotional states may be the arousal 
of specific neurochemical circuits and anatomical areas 
of the brain. Furthermore, the actual generation of af
fective feelings may arise from the interaction of those 
circuits with yet other brain systems such as those that 
generate the internal preconscious process of "l-oess" 
or self-identity as discussed in Chapter 16. 
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Figure 2.4. Progress in understanding the biological nature of affective processes can 
only proceed through the integration of psychological, behavioral, and neuroscientific 
approaches. At present, there is no discipline that utilizes all of these approaches in a 
balanced manner. The various disciplines that bridge two of the three components are 
indicated. Affective neuroscience aspires to bridge all three, and the dissection of the logo 
used for this book helps symbolize the complexities we face: We need to come to terms 
with ancient reptilian brain functions, old mammalian brain functions, as well as the 
crowning glory of the human cortex. 
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Although there have been several previous heroic 
efforts to link emotions to bodily events (e.g., the James
Lange theory of emotions described in the "After� 
thought" of Chapter 3), at present the major reference 
processes appear to be largely within the evolved func
tions of the brain rather than in peripheral physiologi
cal changes. Thus, we experience feelings of thirst not 
primarily because of having a dry mouth but because 
certain neural circuits automatically and unconsciously 
inform us that our body does not have enough water or 
that the concentration of salts has becom9 too high 
within our cells. The notion that emotions are simply 
the result of our higher cognitive appreciation of cer
tain forms of bodily commotion has been largely ne
gated by the observation of essentially normal emo
tional responsivity in people who have suffered massive 
spinal cord injuries.19 

The actual neural mechanisms that create emotional 
feelings is the central question of affective neuroscience. 
My assumption is that neural interactions elaborate a 
variety of distinct periconscious affective states that 
have little intrinsic cognitive resolution except various 
feelings of "goodness" and "badness." I use the term 
periconscious to suggest that higher forms of conscious
ness had to emerge evolutionarily from specific types 
of preconscious neural processes, and that the primi
tive affective systems that will be described in this text 
may have been the major gateways for the development 
of cognitively resolved awareness of values that appear 
to exist in the world. 

As a result of mental maturation, those pedconscious 
affective systems eventually inform our higher cogni
tive apparatus how world events relate to our intrinsic 
needs-thereby gradually establishing our higher value 
systems. For instance, one can produce the appearance 
of anger in an infant simply by restraining its move
ment.20 However, only through maturation can such 
primitive experiences of anger be symbolically gener
alized to world events: that some specific person or 
institution is attempting to symbolically constrain our 
freedom of action or trying to take something valuable 
away from us, even something as subtle as our peace 
of mind. Obviously, those higher interpretations that 
eventually come to surround our emotional states (let 
us call them "attributions," as is so common)21 can only 
emerge from higher brain functions. 

According to current evolutionary thinking, the cog
nitive apparatus of higher brain areas has ingrained ten
dencies to dwell upon such affective challenges with 
various forms of retribution-which arise from a sense 
of justice and/or desire for revenge.22 Although an 
analysis of cognitive consequences is of great societal 
and social-psychological importance (and can yield a 
more complex taxonomy of emotions than the one pur
sued here), those levels of analysis will not give us any 
clear answer to the primal nature of the powerful 
neuropsychic "energies" that we share with other crea
tures-the neural processes that constitute the primitive 

emotional forces that we call anger, fear, desire, and 
distress. To my knowledge, the type of affective neu
roscience strategy outlined here is the only way we can 
scientifically understand the neural foundations of the 
emotions that may be essential substrates for the gen
esis of the more complex, hybrid forms of human feel
ings. Because of the sheer magnitude of the task before 
us, my attention will be restricted largely to those 
neurobehavioral topics that will help us clarify the foun
dation issues. 

The Possible Functions of Subjective 
Emotional Experiences 

Besides the obvious dit!iculties in measurement, the main 
dilemma that has reduced the willingness of investiga
tors to utilize affective concepts in neuroscience has been 
our difficulty in envisioning how internally felt subjec
tive states could have any mechanistic influence in the 
causal chain of neural events intervening between envi
ronmental stimuli and responses. It has traditionally been 
assumed that feelings and other mental processes are 
immaterial and hence cannot act as material causes for 
anything else. Also, it has been difficult to see why in
ternally experienced emotional states would be needed 
for immediate behavioral controL Neural explanations 
without any psychological qualities should suffice to 
explain most instinctual behaviors. Hence, some have 
been tempted to suggest that if emotional feelings do 
exist, they are simply epiphenomena, mechanistically 
passive by-products of the neural activities that actually 
control behavior. 

Of course, as the computer revolution has taught us 
by the simple fact that software functions can control 
hardware functions, there are many nondualistic ways 
around this dilemma: we can readily assume ( 1 )  that 
feeling states are not immaterial but rather true reflec
tions of specific types of neural circuit interactions, and 
(2) that subjective feelings have other functions than the 
mere governance of unconditional behavioral outputs 
(i.e., more than the mere generation of instinctual be
haviors). For example, internal feelings may directly 
mediate learning by coding behavioral strategies for 
future use, or perhaps they do this indirectly by inter
acting with "self-representational" systems within the 
brain. Indeed, such an assumption is a central tenet of 
the present thesis. 

To put this troublesome issue into a more formal 
perspective, let us note four major ways in which emo
tional feelings might be represented within the normal 
flow of information from instigating events to behav
ioral and other bodily responses (Figure 2.5). In the first 
version, which might be called the traditional folk
psychological view, the interpretation of instigating 
events establishes a feeling state that generates bodily 
changes ranging from behavior to various types of vis- · 
ceral arousaL The apparent flaw with this simpleminded 
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Figure 2.5. Four possible ways of 
viewing the role of affective conscious
ness in the generation of adaptive 
behaviors in emotional situations: (1)  
the "commonsense" view that emotions 
cause bodily responses; (2) the 
possibility that the two are indepen
dently but concurrently organized; (3) 
the counterintuitive James-Lange type 
of view that emotions arise by th� way 
we bodily respond in emotional 
situations; and (4) a more realistic 
view, which suggests that all levels of 
information processing in the genera
tion of emotional responses interact 
with each other. Although all of these 
schemes suggest that stimulus "inter
pretation" is important for emotions, it 
is also possible to evoke emotions 
directly by artificially activating certain 
brain circuits. 

1 J 
4 )  Stimulus Interpretation < l t 

view is that a great deal of evidence suggests emotional 
responses are much too rapid for feelings to have been 
aroused. For instance, it takes less than a hundredth of 
a second for a fear-potentiated startle reflex to be initi� 
ated,23 and it is 6ften claimed that nociceptive informa
tion gets into the relevant flexor reflex circuits more 
rapidly than it takes for the conscious experience of pain 
to emerge. 24 The use of such facts to argue against the 
existence of consciousness in emotional behaviors fails 
to recognize that the generation of an affective response 
may be as important for guiding future behaviors as for 
immediate ones. Thus, fearful contextual stimuli asso
ciated with pain may induce a central state of fear that 
only gradually leads an animal to freeze and to appar
ently get "uptight."25 

Some investigators have advocated the second vari
ant (Figure 2.5), which suggests that emotional affec
tive responses may be epiphenomena, occurring in par
allel with emotional responses but having little role in 
the control of behavior. In line with such a view, many 
investigators are still willing to simply assume that af
fective consciousness is present only in humans.26These 
simpleminded views also fail to fully consider that the 
ancient neural mechanisms of affective responsivity 
may sustain central nervous system readiness for future 
response selection that animals exhibit as a result of 
conditioning. Although it is likely that humans have a 
more sophisticated appreciation of their own affective 
consciousness than other animals, it presently seems 
most reasonable to assume that the "raw feels" of emo
tions are a shared mammalian experience that does have 
functional consequences for an animal's behavior. 

Because of the difficulty of dealing scientifically 
with questions of consciousness, early investigators, 
such as William James, suggested a third version in the 

I 
Bodily 

Responses 

t ! 
Emotional 
Response 

I 

flow of emotional information in his famous statement 
that "the bodily changes follow directly the PERCEP
TION of the excitiitg fact and . . .  our feeling of the same 
changes as they occur is the emotion."27 James postu
lated that affective feelings emerge as a result of the 
cognitive interpretation of the many energetic bodily 
responses that are instigated by various emergency situ
ations. In other words, we feel scared of approaching 
bears because of our exertions in running away from 
them. Although this view has enjoyed much popular� 
ity in academic psychology, like all the preceding views, 
it suffers from a failure to recognize the full complex
ity of the brain substrates. At the time James suggested 
his counterintuitive but not unreasonable view, we did 
not know there was a visceral-emotional nervous sys
tem in the brain. For instance, a modern version of the 
James-Lange theory might suggest that emotional feel
ings reflect higher cerebral readout of the activities of 
basic emotional circuits in subcortical areas of the brain, 
but such a view has not been adequately developed in 
psychology. 

In fact, it presently seems most likely that a hybrid 
version of these several views is closest to the true na
ture of things. Accordingly, a more complex view is tak
ing hold in emotion research (the fourth model in Figure 
2.5), which accepts that emotions operate in a dynami
cally interactive way at many hierarchical levels within 
the brain. Two-way communication among levels char
acterizes the overall organization of an emotional re
sponse. In this view, there is a great deal of room for 
internally experienced affective consciousness to influ
ence behavior in a variety of ways. Since the acceptance 
of subjective experience in the control of behavior has 
been one of the main sticking points in the study of ani
mal emotions, the following point probably cannot be 
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overemphasized: Affective consciousness may not be as 
important in instigating rapid emotional responses as it 
is in longer-term psychobehavioral strategies. Indeed, in 
humans the cognitive apparatus can greatly shorten, pro
long, or otherwise modify the more "hardwired" emo
tional tendencies we share with the other animals. 

In this view, the "interpretation" or "appraisal" com
ponent of the full emotional response is generally 
deemed to be complex, including many rapid and un
conscious neural processes, as well as slow, delibera
tive responses that characterize the conscious contents 
of a human mind dwelling on how to deal with emo
tionally challenging situations.28 In line with traditional 
thinking on these matters, I accept the supposition that 
it is scientifically meaningful to distinguish the various 
types of cognitive interpretive responses from basic 
affective ones. Although these two types of neural pro� 
cessing interact massively, the distinction allows us to 
focus on the primitive affective issues, with more dar� 
ity than we might otherwise. 

As we will see in subsequent chapters, evidence in� 
dicates that internally experienced emotional states are 
neurologically rather primitive, since they appear to be 
triggered by the arousal of various subcortical emotive 
circuits. This suggests that the mechanisms of affective 
experience and emotional behavior are intimately inter� 
twined in comparatively ancient areas of the mammalian 
brain, but we are just beginning to figure out exactly 
where and how. It may be in the higher reaches of emo� 
tional systems such as the amygdala, and frontal and cin� 
gulate cortices, as many believe; it may be in various 
regions of the brain stem (as discussed in Chapter 16), 
or, as is most likely, in distributed hierarchical represen
tations throughout the executive emotional systems that 
course between higher and lower levels of the brain. My 
premise here will be that an analysis of these interven
ing neural systems, which serve a commanding role in 
triggering and coordinating instinctual emotion patterns 
(as detailed in Chapters 9-15), constitutes our best cur
rent strategy for understanding, in some biological de
tail, how affective feeling states are mechanistically gen
erated within the brain. 

In sum, a comprehensive discussion of emotions 
must pursue a difficult triangulation-considering af� 
fective experience, behavioral/bodily changes, and the 
operation of neural circuits concurrently. For research 
purposes, it may be useful to separate these levels of 
analysis (Figure 2.4), but for a comprehensive under
standing of both the mind and the brain, as well as for 
more accurate prediction of behavior, the various lines 
of knowledge need to be blended together into an inte� 
grated whole, as they are in the functioning organism. 

Conscious and Unconscious Emotions 

Since emotional and other instinctual operating systems 
go back to a dim evolutionary past, we must assume that 

consciously experienced emotions emerged from pre
conscious processes. At present, we do not know where 
to draw the line between such processes. ln general, the 
assumption here will be that the minimal criterion for 
the existence of consciously experienced affect in ani
mals is the ability to demonstrate classical condition
ing of emotional arousal (see Figure 1.2). For instance, 
I will assume that an animal may have experienced fear 
only if it exhibits conditioned fearful behaviors to cues 
that have been previously associated with uncondi� 
tioned fearful behaviors. Although this is a necessary 
criterion, it is not a sufficient one. One must also be able 
to demonstrate that, given a reasonable opportunity, 
animals will instrumentally learn to avoid stimuli that 
generate such conditioned states. Also, there is a crite
rion related to our human ability to self-reflect: The 
underlying neural systems should be able to modulate 
the appropriate kinds of internally experienced affec
tive changes in humans. At present, such criteria have 
been most complete! y fulfilled for the FEAR system of 
the brain (see Chapter 1 1  ) .  

However, as has been the tradition in experimental 
psychology, we should remain wary of using introspec� 
tive reports of consciousness to reveal the nature of the 
mechanisms that control behavior. Obviously, a great 
deal of sensory and motor processing that animals and 
humans exhibit occurs at an unconscious level, and it 
is as unwise to ascribe too large a fUnction for con� 
sciousness in the control of action tendencies as it is to 
give it no role in the behavioral choices that animals 
make. The overriding premise here is that the most fruit� 
ful search for a fundamental understanding of affective 
consciousness will emerge from a study of preconscious 
neural mechanisms that represent the organism as a 
coherently acting creature in the world. 

How far back such periconscious mechanisms go is 
anyone's guess, but we can be certain that some type 
of evolutionary progression took place. The overall 
view that guides the present coverage is summarized in 
Figure 2.6. It is important to clearly recognize how little 
we really know about the emotional consciousness of 
humans and other animals. The truly important ideas 
must be cast in ways that can lead to empirical predic
tions. At present, there are very few ideas that meet such 
criteria, and for that reason behavioral neuroscience has 
had little tolerance for talk about such matters. How
ever, even in the absence of definitive knowledge, it is 
still important to recognize how deceptively wrong our 
explanatory schemes may be if we do not take the na
ture of emotional consciousness into consideration 
when we study the brain mechanisms that control be
havior. If basic forms of consciousness emerged in 
ancestral species that preceded humans on the face of 
the earth, an understanding of the neural instantiation 
of those processes, as reflected in all living descendants, 
is bound to inform us profoundly about the nature of 
our own conscious abilities. For instance, an under
standing of affective consciousness may set the stage 
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Figure 2.6. An approximation of the emergence of affective consciousness in 
evolution. The important point is that different levels of consciousness probably 
emerged during different phases of brain evolution. Chapter 16  will provide a specific 
view of how neural systems may mediate affective states of consciousness. 

for understanding the higher forms, some of which are 
surely unique to humans. Although a great deal of im
portant information about the causes of animal behav
ior can be obtained without addressing such matters,29 
I do not think we . .will be able to solve the riddle of the 
brain without trying to make such neurodynamic in tan� 
gibles tangible. 

Since we may never be able to specify when affec� 
tive consciousness emerged in brain evolution with any 
precision, I will begin my substantive discussion of 
available research by introducing some of the basic 
operating systems of the Aplysia, a creature that prob
ably operates totally preconsciously. This ancient shell� 
less mollusk displays a very simple repertoire of instinc
tual tendencies (Figure 2. 7). The study of this creature, 
commonly called the "sea hare," serves to highlight 
many of the behavioral procedures and concepts that 
must be used to study and discuss emotions. We cer� 
tainly do not know whether such primitive creatures as 
the Aplysia have subjective feelings, and perhaps we 
never will: Their nervous systems are so different that 
cross-species generalizations based on neural circuit 
homologies may be difficult to evaluate eJ;Tipirically. 
However, despite their apparent emotional and cogni� 
tive limitations, these animals are remarkably skilled in 
taking care of their own simple needs. A major key to 

understanding them has been through a study of their 
natural behavioral patterns and the neural generators 
governing those behavior patterns, especially through 
the application of simple learning techniques such as 
classical and operant conditioning tasks-empirical 
strategies that are similar to those we must use to under
stand the nature of mammalian emotions. 

" Operating Systems" in a Model 
Creature: Aplysia ca/ifornica 

The saltwater sea slug, which goes by the proud scien
tific nameAplysia californica, is a workhorse of the many 
laboratories that are seeking a precise mechanistic under
standing of the neuronal dynamics mediating learning 
and memory. The advantages of relying on this "model 
system" have been great.30 This creature, along with sev
eral related invertebrates, has provided a preliminary 
understanding of nonassociative forms of learning su�h 
as sensitization (the spontaneous increment in behavior 
that can occur with repetition of a stimulus), habituation 
(the spontaneous decrement in behavior that can occur 
with repeated stimulation), and dishabituation (the ele
vated response tendency that occurs when stimulation has 
been withheld for a period of time). 
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Aplysia Californiaa 

Figure 2.7. The marine snail Aplysia californica has a simple nervous system of about 
20,000 nerve cells and a set of defensive reflexes that have been used effectively to study 
the neuronal basis of learning (especially classical conditioning; see Figure 1.2). For 
instance, touching the siphon or gill leads to a withdrawal of these organs, but this 
response habituates rapidly. If, ho"Yever, this type of conditioned stimulus (touch) is paired 
with electric shock to the tail, the animal develops a conditioned gill-withdrawal response 
to touch . .  Although this type of classically conditioned learning has been most extensively 
studied in this creature, there has been some success in training these animals to also 
exhibit instrumental learning. 

TheAplysia's behavioral repertoire emerges from an 
experimentally manageable set of gigantic neurons 
within the abdominal ganglion. Studies of this simple 
animal have provided a provisional understanding of 
how enforced learning, or classical conditioning, is 
generated in a nervous system. As summarized in Fig
ure 1.2, classical conditioning occurs when biologically 
"irrelevant," or so-called conditioned, stimuli develop 
the ability to elicit conditional responses (CRs) through 
repetitive pairing with various biologically relevant 
events, or unconditioned stimuli that themselves have 
the intrinsic ability to generate unconditional responses 
(UCRs). For example, electric shock, acting as an un
conditional stimulus (UCS), normally produces a UCR 
of withdrawal in most organisms; when the shock is 
repeatedly preceded by a tone, functioning as a condi
tional stimulus (CS), organisms gradually begin to ex
hibit CRs in the form of anticipatory withdrawal. This 
form of simple learning has also been demonstrated in 
the Aplysia. 3! The animals will learn to withdraw their 
feeding siphons as anticipatory responses to neutral 
stimuli such as mild touch, but only after the touch has 
repeatedly been paired with a strong electrical stimula
tion of the body mantle, a stimulus that itself evokes 
an unconditional siphon withdrawal response. 

But investigators wondered if animals would also 
exhibit instrumental behaviors-whether they would 
acquire new responses to obtain rewards or avoid pun
ishments. This proved more difficult. Such higher forms 
of learning provide new levels of complexity in behav� 
ioral control that presumably reflect the rudiments of 
intentional behavior. For a while, the Aplysia seemed 

quite unwilling to do any of the things experimenters 
hoped they might do in order to obtain rewards. The 
failures were largely due to the fact that response re
quirements were not within the natural behavioral rep
ertoire of the Aplysia. However, successful instrumen
tal conditioning was achieved, and insights into the 
Underlying mechanisms were generated, when it was 
recognized that the Aplysia comes into the world with 
a spontaneous behavioral repertoire, developed through 
aeons of evolution, which is capable of being modified 
by reinforcement contingencies. 

Instrumental or operant conditioning occurs when 
animals begin to emit seemingly "intentional" or "vol
untary" responses to obtain certain changes in the en
vironment, such as the avoidance of negative events or 
the occurrence of positive ones. The trick to generat� 
ing the fastest and most successful forms of operant 
conditioning is to rely on response systems that animals 
use spontaneously in their everyday interactions with 
the world. Animals are most likely to emit conditional 
instrumental responses by molding preexisting tenden
cies within their spontaneous behavioral repertoires. For 
instance, a rat's FEAR system can produce uncondi
tional freezing and t1ight, which are quite easy to obtain 
during simple contextual fear conditioning. Simply giv
ing an animal a foot shock in a test box is sufficient to 
evoke freezing whenever the animal is returned to that 
environment. However, if the animal has an avenue of 
flight, it will rapidly learn to escape the situation. By 
comparison, it is difficult to train rats to press a lever 
to avoid foot shock. Such responses are quite unnatu
ral for the animaL 
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Success in producing instrumental conditioning in 
the Aplysia was achieved by heeding this insight. The 
Aplysia is generally a sluggish and behaviorally inflex
ible creature that crawls along the seabed, sucking in 
nutrients such as seaweed and the waste products of 
other animals. In its journey from rock to rock, it uses 
an intrinsic behavioral strategy of reaching out and 
swinging from side to side in search of a new anchor 
point. In so doing, it exhibits a phototactic preference 
for darker rather than lighter environments. The swing
ing response is normally inhibited when the animal is 
placed on a solid surface, a reaction known as contact 
inhibition, but the behavior can be instigated simply by 
suspending the animal in water. This behavior is very 
similar to that of a laboratory rat as it twists to and fro 
in search of a solid support when suspended by its tail. 
TheAplysia's swaying movement is clearly aroused by 
an endogenous behavior generator, since the response 
will continue for hours without reinforcement. It ceases 
only when the animal fatigues. 

Many labs have now successfully obtained instru
mental conditioning by utilizing this instinctual ten
dency of the Aplysia. The clever maneuver used to ob
tain stable conditioning was to punish the animal with 
a bright light whenever it swayed to one side of the 
chamber, while providing darkness whenever it swayed 
to the other side. As would be expected, the Aplysia 
learned to do most of their swaying toward the side of 
the chamber where they remained in darkness. This 
instrumental response could then ·be observed in the 
individual muscles that control swaying, as well as in 
the motor neurons in the abdominal ganglion that con� 
trol those muscles. Now the "big question" could finally 
be addressed: Where in the intermediate neural net of 
the abdominal ganglion does this learned flexibility 
occur, and how is it mediated in biophysical and neu
rochemical terms:? The evidence suggests that such 
learning can occur locally within the intimate connec� 
tions of the motoneuron pool that controls the muscu
lar contractions we visually observe, but the story has 
yet to be completed. 

What is important here is that Aplysia, as all other 
animals, have endogenous behavior generators that 
make them spontaneously active creatures in their en
vironment. Indeed, intrinsic motor pattern generation 
may have been the earliest solution for exerting coher
ent behavioral controL One of the earliest animal be
haviors to have evolved was rhythmic undulation in the 
primordial seas. The possibility for instrumental re
sponse modification was initially built upon such spon
taneously active neurobehavioral tendencies. A biologi
cal understanding of such intrinsic neural processes 
provides an essential foundation for the construction of 
a coherent scientific understanding of mammalian emo
tionality. Each major emotion has intrinsic response 
patterning mechanisms, and one of the main functions 
of higher brain evolution has been to provide ever
greater flexible control over such mechanisms. 

However, it is important to remember that neither 
animals nor humans can learn everything simply 
through the clever manipulation of reinforcement con
tingencies, as some early behaviorists believed. The 
range of flexibility is sometimes constrained by the 
design features of emotional systems. To share one 
anecdote: In the early years of my career, I made an open 
challenge to my department's graduate students in psy
chobiology to train a hungry rat to run down an alley
way backward to obtain food. I assumed that this would 
be very unlikely, since nature had designed a SEEK
ING system in the brain (see Chapter 8) so that rats 
would always forage for food with their nose instead 
of their butts. Many students, still believing the behav
iorist gospel and not believing the evolutionary con
straints on learning that were being noted in the litera� 
ture, thought my challenge might be easy to master. 
Many tried, but none succeeded. I am not saying it is 
impossible, but the lesson is obvious. The emotional 
response systems of animals can be rather inflexible. 

The Evolution of "Active Organisms" 
and Behavioral Flexibility 

However, a certain amount of output flexibility is a de
sign characteristic of most brain operating systems (Fig
ure 2.2), including emotional ones, providing several be
havioral options that may be the raw material for 
optimization of learned behavioral strategies. For instance, 
most insects exhibit such "creativity" when they lose a leg. 
Normally, cockroaches run in a tripod fashion, keeping 
two distal legs on one side and the middle leg on the other 
always planted on the ground, so the animal progresses 
by rhythmically advancing upon two stable sets of tripods. 
If this type of locomotion simply reflected the output of a 
totally "hardwired" internal pattern generator, one would 
expect the animal to fall over after amputation of the 
middle legs on both sides. However, when this bit of nas
tiness is done, a cockroach spontaneously shifts to another 
strategy, where front and back legs on opposite sides al
ternate rather than inoving together.32 Although this be
havioral readjustment can easily be explained by sensory 
feedback,33 by a readjustment in the scaling of "fixed
action patterns," it does highlight the intrinsic creativity 
that can be found even in simple neural systems. 

The existence of intrinsic but behaviorally flexible 
brain systems has been repeatedly demonstrated by in
vestigators of animal behavior, in simple and elegant 
experiments. For instance, most young birds do not 
learn to fly. They will fly at the appropriate age (i.e., 
maturational stage) even when deprived of the oppor
tunity to exercise such skills prior to their first flight.34 
But they still need to learn where to fly. A similar pat
tern is seen with rough-and-tumble play: Young rats do 
not need early experiences with play in order to exhibit 
outwardly normal ludic interactions as juveniles. 35 But 
they still need to learn which moves are most effective. 
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Of course, the expressions of most intrinsic behav
ior control systems are intermediate: Intrinsic compo
nents are rapidly modified by procedural learning. For 
instance, whereas the courting songs of some avian 
species appear to be largely innate, other species acquire 
their characteristic song with the help of learning. They 
must be exposed to the song of their species when they 
are young so as to have an appropriate memory tem
plate later in life for generating their species-character
istic song. Indeed, the acquired template of some spe
cies is so flexible that members will try to imitate the 
songs of other species if these are all they have heard 
during critical periods of early development.36 As al
ways, most behaviors are intermixtures of innate and 
learned tendencies. 

Consider the reaction of cats to one of their natural 
prey objects, rodents. Their predatory system is based 
in part on innate tendencies, but these can easily be 
counteracted by early experiences. Most cats that have 
been reared only with other cats will hunt and kill mice 
and rats, but those that have been reared with rats from 
the time of birth show no such inclination. 37 Does this 
mean that hunting is a learned response, or is it an in
stinctual response that can be cOuntered by experience? 
Probably both to some extent, which highlights the 
methodological difficulty of studying intrinsic brain 
systems in sophisticated species living in the real world. 
As soon as newborn animals interact with the world, 
their brains are changed forever. In any event, it is a 
socially important fact that "mere exposure" can make 
cats friendly with other species. In a similar way, mere 
exposure to objects and situations probably also in
creases our comfort level with and preferences for many 
items and events (see "Afterthought," Chapter 13). This 
is a very hopeful finding for the future of the human 
race: We may be able to develop positive bonds to other 
cultures and other viewpoints, especially if we use tele
vision and other modern modes of communication ef
fectively. In short, our natural xenophobia may be coun
teracted by certain kinds of early education. 

We do not know to what extent these long-term 
behavioral effects reflect changes in how animals and 
humans consciously process information. All of the 
preceding phenomena could be_mediated at unconscious 
levels of neural processing. It is only when we begin to 
see very complex adjustments of behavior sequences 
in response to toystematic challenges that we need to 
strongly suspect the presence of conscious processes in 
action. 

Let me share one final, and again somewhat nasty, 
example that demonstrates the adaptive flexibility of 
conscious behavior in our brethren animals. This is 
a verbatim description of the exquisite flexibility of 
maternal care exhibited by a squirrel monkey mother 
when the arms of her week-old infant were taped be� 
hind its back. As the infant screamed on the floor, the 
mother 

pressed down with her abdomen upon the young, 
which normally would have facilitated its grasp of 
her hair. This behavior gave way to visual inspec
tion of the infant, particularly its face, coupled with 
successive lifting movements using one mm at a time 
in a manner that positioned the infant ventrally. 
When the infant still failed to grasp the mother, the 
predicted maternal behavior occurred: the mother 
picked up the infant with both arms, cradled it, then 
walked bipedally away from the experimenter for a 
distance of 4 ft. and a total of 1 3  steps.3S 

The overall lesson seems clear: Higher animals are 
not simply passive reflex machines responding to en
vironmental stimuli in stereotyped ways; rather, they 
are spontaneously active, spontaneously flexible gen
erators of adaptive behaviors guided by an apparently 
conscious appreciation of events. But even at the low
est levels, behavioral spontaneity is achieved through 
the types of flexible neural circuits animals possess, 
whereby behavioral "master routines" govern a variety 
of subroutines (Figure 2.2). At some point in brain evo
lution, behavioral flexibility was achieved by the evo
lution of conscious dwelling on events and their mean
ing, as guided by internally experienced emotional 
feelings. I will argue that these emotional values are a 
fundamental property of emotional command systems, 
and that such values are instantiated by "raw feels"
the various forms of affective consciousness that all 
mammals can experience in the intrinsic neurodynamics 
of their brains/minds when specific neurochemical sys� 
terns of the brain become active. 

On top of the intrinsic values and the relatively lim
ited flexibilities of the basic emotional systems of the 
brain, there are layers of learning mechanisms that can 
yield greater behavioral flexibility and new habits when 
an animal's circumstances change. Although we now 
know a great deal about the neural mechanisms that 
mediate various forms of learning,39 the basic nature of 
the reinforcement processes that mediate the emotional 
learning remain largely unknown. At least we now 
know where to seek answers to such questions-within 
the neural interactions of the emotive command systems 
of the brain. Only by understanding such processes 
can the "unavoidable gaps" between "stimulus and re
sponse" and "reinforcement and a resulting change in 
behavior" (as quoted from the letter from B. F. Skin
ner in Chapter 1 )  be filled with substantive knowledge. 

A Synopsis of the Foundations 
of Behavioral Complexity 

To rephrase much of the foregoing, the great difficulty 
in analyzing affective representations arises from the 
fact that the initial impetus for the construction of such 
intrinsic brain functions transpired a very long time ago. 
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Affective experiences are internally generated by neu� 
ronal mechanisms that arose to respond to categories 
oflife�challenging events that bombarded our ancestors 
during the long course of brain evolution. For instance, 
hunger helps signal energy depletion, not necessarily 
because immediate energy reserves are dangerously low 
but because certain forms of energy depletion were 
encoded as affective anticipatory tendencies within the 
brain during untold aeons of evolutionary development. 
.In other words, it is more adaptive to anticipate future 
energy needs than to respond simply to energy emer
gencies when they arise. Apparently there was no sim
pler way to do this than for evolution to generate the 
potential for aversive hunger-type feelings within the 
mammalian brain. Emotions, especially when they 
connect up with learning mechanisms, also appear to 
have this type of anticipatory character. The arousal 
of feeling states helps channel activities of the cog
nitive apparatus and thereby facilitates behavioral 
choices. Thus, it is easy to understand why basic emo
tional systems evolved to control much of the cogni
tive apparatus. It is safer and wiser to anticipate pos
sibilities rather than to deal with them once they are 
squarely in your face. 

Because of the emerging complexity of acquired 
behavioral and cognitive controls in growing organ
isms'; especially advanced ones such as human children, 
it might be argued that the type of approach pursued 
here will not really help us understand human behav
ior. That is most certainly wrong. Although it will not 
inform us about the details of specific experiences and 
hence the way each and every outward behavior is con
trolled, it will provide an understanding of the evolu
tionary roots that still bind us to our brethren animals, 
providing a solid foundation for many of our action 
tendencies and basic value systems.40 

Because of the massive interaction of emotional 
systems with the higher cognitive apparatus, it is often 
tempting to conflate the two into a seamless whole, but 
as I have argued,41 a reasonably clear distinction be
tween affective and cognitive processes may exist in the 
brain, at least in the lower reaches, and an understand
ing of those areas may allow us to make the type of rapid 
scientific progress that will eventually highlight essen� 
tial facets of the higher issues. 

Indeed, there are good reasons to believe that the 
cognitive apparatus would collapse if our underlying 
emotional value systems were destroyed. This assertion 
is supported by the fact that in young animals, damage 
to emotional-limbic areas of the brain is much more 
devastating than damage to the cognitive-neocortical 
areas.42 

We are still on the near shore of understanding on 
these important topics, but a substantive analysis has 
finally begun. An appropriate rule guiding this journey 
may be Descartes's third rule for the scientific pursuit 
of knowledge: "To think in an orderly fashion when 

concerned with the search for truth, beginning with the 
things which were simplest and easiest to understand, 
and gradually and by degrees reaching toward more 
complex knowledge, even treating, as though ordered, 
materials which were not necessarily so."43 

AFTERTHOUGHT: Behavior Genetics and 
the Heritability of Psychological Traits 

To reemphasize an essential issue: All behavior in mam
mals, at least from the moment of birth, is a mixture of 
innate and learned components. As we have seen, re
cent estimates of heritability for many human behav
iors (from cross-fostered, identical-twin studies) gen
erally suggest that approximately 50% of basic human 
behavioral tendencies, as reflected in a diversity of 
personality factors, can be attributed to genetic factors, 
while about 50% can be attributed to learning.44 

The academic discipline that attempts to_ evaluate 
such issues is called behavior genetics.45 For many 
years, study after study of inbreeding has indicated that 
virtually any behavioral tendency in animals can be 
enhanced or diminished as successfully as bodily char
acteristics. Just as animal husbandry capitalizes on the 
heritability of physical traits, it is now evident that simi� 
lar processes contribute to psychological traits in hu� 
mans and other animals. For instance, different strains 
of mice differ markedly in their tendencies to exhibit 
aggressive and fearful behaviors.46 Although behav
ioral tendencies are as capable of being genetically 
transmitted as external bodily features, investigators 
have typically not been able to identify the precise genes 
and gene products that have been selected when tem
peramental traits are inherited. However, recently de
veloped animals with single�gene deletions, called 
"knockout" preparations, have alleviated the need to 
look for a "needle in a haystack." For instance, elimi
nation of the DNA for a single brain ·enzyme can have 
devastating effects on the cognitive/memory abilities of 
mice.47 Elimination of the gene for another enzyme 
produces animals that are violent and hypersexual.48 
And this is only the tip of the iceberg of knowledge that 
is emerging from genetic analyses. We can anticipate 
that the menagerie of genetically altered animals will 
tell us a great deal about the biological underpinnings 
of many psychobehavioral traits in animals, but there 
are still some severe methodological problems to be 
overcome before we can do that with the empirical rigor 
necessary for definitive conclusions.49 

Traditionally, the idea that human psychological 
dispositions can be inherited has not been well received 
by the intellectual community. Historically, people who 
advocate such views have been suspected of promot
ing dubious social policies that threaten to infringe on 
our fundamental human liberties, a prime example being 
turn-of-the-century eugenics, which championed the 
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"improvement" of  the human race by selective breed� 
ing or destruction. 5° Nazi and Communist criminals 
during this century experimented with their own variants 
of such conceptual monstrosities. We should be aware, 
however, that the threats posed by biological knowledge 
can be tempered if we always discriminate between "what 
is" and "what should be" in discussing the human con
dition. We can accept the former without ascribing to the 
"naturalistic fallacy" that biological facts provide any 
logical mandates for "ought" statements.51 

It will be intriguing to find out how various emo
tional characteristics of animals are inherited and the 
extent to which they can be modified by experience. 
Although emotional traits can be selectively strength
ened or weakened by breeding as well as by cross
rearing in animal experiments, 52 comparatively little has 
been done with a direct neural end point, such as selec
tion for the strength of specific neurochemical systems 
or the sensitivity of a specific neuronal system. One of 
the few relevant pieces of work is the demonstration that 
animals can be selected for high and low lateral hypo
thalamic self-stimulation tendencies.53 Other recent 
work has shown that neurochemical profiles of the brain 
can be inherited in both animals and humans.54 

Such analyses have great potential for advancing our 
understanding of how the innate operating systems of the 
mammalian brain control the behavioril proclivities that 
characterize different temperaments, as well as the emo
tiona!" disorders and other forms of mental illness that can 
run in families. 55 Although it is likely that affective pro
clivities can be inherited, we do not yet understand which 
genes and what aspect of brain organization are convey
ing different emotional inclinations. Some appreciation 
of how things might operate is emerging from ongoing 
work on various neuropsychiatric disorders in humans. 

Recently, there has been great success in revealing 
the genetic mechanisms of certain disorders such as 
Huntington's disease, which arises from a specific type 
of degeneration in ancient brain systems called the basal 
ganglia (see Chapter 4) and is accompanied by an emo
tional lability and cognitive disintegration that initially 
resemble schizophrenia. After an initial phase of men
tal deterioration, the normal flow of motor activities 
becomes impaired and individuals begin to exhibit 
uncontrollable and irregular muscle movements, the 
spontaneous "dance" of the motor apparatus known as 
Huntington's chorea. The source of this disorder has 
been tracked to a segment on the end of the long arm of 
chromosome 4, where the normal nucleotide repeat of 
CAG (cytosine, adenine, guanine), which in normal 
individuals never exceeds 34 repeats and usually comes 
in ! 1 to 24 repeats, has increased to more than 42 and 
even up to 100 among individuals afflicted with Hun
tington's.56 lndeed, many other psychiatric and neuro
logical disorders may also be due to similarly excessive 
"trinucleotide repeats" within other gen�s.s7 

The most severe forms of Huntington's disease, with 
childhood onset, have the largest number of repetitions 
of the CAG triplet, which codes for glutamate, one of 
the most powerful and important brain transmitters
one that is an essential component of normal emotional, 
cognitive, and motor responses (see Chapter 6). Exces
sive generation of glutamate in the brain seems to ex
plain the symptoms of Huntington's disease, and per
haps even the brain damage that eventually develops. 
It has long been known that high levels of glutamate 
can be neurotoxic. 58 In the United States, this finding 
eventually led to an FDA-mandated elimination of 
monosodium glutamate (MSG) as a taste enhancer in 
baby foods. In other words, a "good" molecule that 
normally allows us to behave and think normally be
comes a "bad" molecule in excess, destroying a person's 
normal ability to live in the world. 

As we emphasize such issues, we should remember 
that all brain organ systems, even straightforward sen
sory ones such as vision, are susceptible to modification 
at the biological level as a result of early experiences 
(including intrauterine ones).59 From this vantage, it will 
be most interesting to determine whether powerful 
emotional experiences early in life are able to modify 
the underlying neural circuits for the life span of an or
ganism. There are now excellent new genetic and ana
tomical tracing techniques to analyze such questions at 
the neural level (see Chapter 4). 
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The Varieties of Emotional 
Systems in the Brain 
Theories, Taxonomies, and Semantics 

Concerning the Number of the Passions, as it hath been variously disputed arriong 
Philo·sophers, so in famous Schools, this Division into Eleven Passions, long 
since grew of use; to wit, the Sensitive Appetite is distinguished into 
Concupiscible and Irascible, to the first, are counted commonly six Passions, 
viz. Pleasure and Grief, Desire and A versions, Love and Hatred; but to the later 
five, viz. Anger, Boldness, Fear, Hope and Desperation are wont to be attrib
uted. But this distribution of the Affections is not only incongruous, for that Hope 
is but ill referred to the Irascible Appetite, and Hatred and A version, seem rather 
to belong to this, than to the Concupiscible: But it is also very insufficient, be
cause some more noted Affections, as Shame, Pity, Emulation, Envy, and many 
others, are wholly omitted: Wherefore the Ancient Philosophers did determi
nate the Primary to a certain Number, then they placed under their several Kinds, 
very many indefinite Species. 

Thomas Willis, Two Discourses Concerning the Soul of Brutes ( 1683) 

The delusion is extraordinary by which we thus exalt language above nature:
making language the expositor of nature, instead of making nature the exposi
tor of language. 

Alexander Brian Johnson, A Treatise on Language, as quoted by 
Frank A. Beach, "The Descent of Instinct" ( 1955) 

CENTRAL THEME 

Scholars down through the ages have disagreed about 
the number and nature of basic emotions. Investiga
tors have not even agreed on the criteria to be used in 
the classification of emotions. A great deal has been 
written on such matters, but most of it remains con
troversial. Until recently, this question could not be ap
proached from a neurological perspective. As we will 
see in this chapter, now it can. First, I will consider how 
we might define primary emotional systems, or "af
fect programs," and then summarize the types of ba
sic emotional circuits that exist in the brain. A limited 
number of powerful primal emotional circuits-those 
that appear to elaborate fear, anger, seeking, and sor
row-have now been sufficiently well characterized 
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that they can be addressed cogently through brain 
research. These universally recognized emotions cor
respond to the " infantile" feelings that young children 
exhibit. But this is not a comprehensive list. There are 
surely others related to sexuality and other more subtle 
social processes, such as social bonding, separation dis
tress, and play. All emotional taxonomies must remain 
open-ended until more is known about the brain. ! will 
restrict my discussion here to items for which reason
ably coherent evidence exists at the neural level. This 
does not mean we understand these systems fully, but 
we do have enough conceptual, neuroanatomical, and 
neurochemical evidence to make a solid start. In addi
tion, there is probably a much larger number of affec
tive feeling states that arise from the activities of mo
tivational systems, such as those that mediate hunger, 
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thirst, and sexual urges. Still others may reflect "mix
tures," permutations or evolutionary outgrowths of 
primary systems, that can only be studied coherently 
once the neurophysiologies and neurochemistries of 
the basic emotional systems are better understood. 
Although the primal emotional systems probably arise 
from genetic dictates, they mold and are molded by 
experience throughout the life span. 

On the Power of Emotions 
in Human lives 

Imagine an archetypal situation: You are hospitalized 
in the grip of a serious disease or as a victim of griev
ous bodily harm. It would not be unusual if you felt 
insecure and anxious about the future, fearing the worst. 
You may feel irritated and angry over small insensitivi
ties of staff who seem not to appreciate your plight, but 
you also experience delight in acts of unexpected at
tention, kindness, and care, In addition to your physi
cal sufferings, you are distressed to be isolated from 
your social support system and you experience a per
sistent sense of loss, loneliness, and general apprehen
sion, broken occasionally by empathetic contacts from 
old friends and the superficial sympathies of more 
emotionally distant acquaintances. YOu feel a bit envi
ous of their good health and a bit jealous when your 
spouse shows up with a good-looking mutual friend of 
the opposite sex. You may feel a bit of shame over your 
dependence and inability to control events. After a few 
days in bed, you are restless because your body aches, 
but when you do get up for brief periods, you tire 
quickly, You feel disgusted by the food you are served, 
but at least the desserts are moderately pleasant on the 
tongue, When recovery and release are imminent, hope 
begins to blossom, and you savor the possibilities oflife 
once more, When you leave the hospital, your joy is 
magnified by simple everyday plea..'mres-the warmth 
of the sunshine, a reassuring caress, and the freedom to 
experience the world as you choose, 

Clearly, the range of our affective feelings is enor
mous, Most people have little difficulty recognizing and 
discussing them for what they are-highly influential 
processes in our personal lives that affect not only the 
quality of our other mental states but also our sense of 
bodily well-being. Although we take them for granted, 
they are intrinsically mysterious forces in our lives, 
because we have not found a clear scientific way to 
understand them, Those who are unable to fully expe
rience and express emotions are consideredalexithymic, 
a psychological condition in which individuals rely 
excessively on their cognitive�rational processes, In 
their milder forms, such personality styles may be conM 
sidered sociopathic, while in their most extreme forms 
they are sometimes deemed psychopathic. 1 

Although it is self�evident that external events pro
voke our feelings, emotions actually arise from the ac-

tivities of ancient brain processes that we have inher
ited from ancestral species. External stimuli only trig
ger prepared states of the nervous system. The function 
of ancient emotional systems is to energize and guide 
organisms in their interactions with the world, but their 
power arises from their intrinsic nature in the brain, It 
is useful to document the sundry environmental events 
and cognitive appraisals that can arouse our emotions, 
but such peripheral studies can only indirectly inform 
our scientific understanding of how the brain generates 
emotions, Accordingly, most of the vast literature that 
discusses the role of emotions in everyday life will re
ceive little attention here, I will also not cover many 
subtle human emotions such as jealousy, shame, and 
vindictiveness, which are discussed in numerous fine 
monographs and handbooks that have appeared in re
cent years, some of which are included in the suggested 
readings at the end of this chapter, It is generally as
sumed that many of these complex emotions arise from 
evolutionary elaborations and interactions of the more 
basic systems with higher brain functions. Here I will 
focus on those basic emotions that emerge from ho
mologous subcortical brain activities in all mammals, 

An Overview of Brain Organization 
of Emotionality 

The organizational principle that has been most com
monly used to summarize the neural infrastructure of 
emotional processes has been Paul MacLean's concept 
of the triune brain (see Chapter 4 for details). Accord
ing to the classic version of this view (Figure 3.1 ), which 
offers a conceptual cartoon of the major layers of neu
ral development, the functional landscape of the brain 
is organized in three strata of evolutionary progression. 
The deepest and most ancient layer is the reptilian 
brain, also known as the basal ganglia, or extrapyra
midal motor system, Here many of our basic motor 
plans, especially axial or whole-body movements, in
cluding primitive behavioral responses related to fear, 
anger, and sexuality, are elaborated by specific neural 
circuits. The next layer, known as the limbic system or 
the visceral brain, contains newer programs related to 
the various social emotions, including maternal accep
tance and care, social bonding, separation distress, and 
rough-and-tumble play, Finally, surrounding these 
ancient subcortical regions, which are quite similarly 
organized in all mammals, we have the neomammalian 
brain or neocortex, which is rudimentary in other ver
tebrates and exhibits the greatest diversification among 
mammalian species, The neocortex can come to be in
fluenced by emotions and influences them through vari
ous appraisal processes, but it is not a fundamental 
neural substrate for the generation of affective experi
ence, Although the cortex can be powerfully moved by 
emotions and the human cortex can rationally attempt 
to understand and inf1uence them (sustaining and reduc-
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Affective Knowledge: Subjective 
feelings and emotional responses 
to world events interacting with 
innate motivational value systems. 

Figure 3 , 1 ,  Highly schematic 
representation of MacLean's triune 
brain concept The innermost reptilian 
core of the brain elaborates basic 
instinctual action plans for primitive 
emotive processes such as exploration, 
feeding, aggressive dominance 
displays, and sexuality, The old
mammalian brain, or the limbic 
system, adds behavioral and psycho
logical resolution to all of the 
emotions and specifically mediates the 
social emotions such as separation 
distress/social bonding, playfulness, 
and maternal nurturance. The highly 
expanded neomammalian cortex 
generates higher cognitive functions, 
reasoning, and logical thought For a 
more realistic depiction of the same 
concept, see Figure 4, l ,  (Adapted 
from MacLean, 1990; see n. 46.) 

Innate Behavioral Knowledge: Basic 
ins!inctual action tendencies and habits 
related to primitive survival issues. 

ing feelings depending on moment-to-moment apprais� 
als of situations), it apparently cannot generate emotion� 
ality without the ancient subcortical functions of the 
brain. We cannot precipitate emotional feelings by arti
ficially activating the neocortex either electrically or 
neurochemically, even though, as we will discuss later, 
emotionality is modified by cortical injury (see Chap
ters 4 and 16).2 

Although the triune brain concept is largely a didac
tic simplification from a neuroanatomical point of view, 
it is an informative perspective, There appear to have 
been relatively long periods of stability in vertebrate 
brain evolution, followed by bursts of expansion, The 
three evolutionary strata of the mammalian brain reflect 
these progressions (Figure 3, 1) :  The basic reptilian core 
is of similar relative size in all mammals (as long as we 
account for body size), Other vertebrates also have an 
abundance of this tissue in their small brains. While the 
limbic system is comparatively small in reptiles, it is 
large in all mammals and also of similar relative size 
across different mammalian species, On the other hand, 
the degree of mushrooming of neocortex varies widely 
among mammalian species, being modest in rodents and 
reaching massive proportion in the cetaceans (whales 
and porpoises) and great apes (the gibbons, orangutans, 
gorillas, chimpanzees) and attaining its pinnacle in 
humans, It is the storehouse of our cognitive skills, 

In short, the size and complexity of the human neo
cortical toolbox, even when corrected for body size, are 
much vaster than in all other mammalian species, By 
comparison, species differences diminish when we focus 

on those paleocortical (i.e., ancient limbic cortex) and 
subcortical systems where the basic emotions are ere� 
ated. Within the cortex, the human brain displays many 
unique organizational principles, especially among the 
neural connections that allow us to speak, think, and 
plan ahead,3 A similar claim cannot be made about sub� 
cortical processes, and the conservation of function in 
lower areas effectively allows us to triangulate funda
mental issues acros·s species, using converging evidence 
from the brain, behavioral, and mental sciences (see 
Figure 2.4 ). Although the remarkable cortical develop
ment of the human brain has many affective ramifica
tions, including our ability to conceptualize our emo� 
tions in a diversity of artistic forms, to the best of our 
knowledge, the affective power of emotionality arises 
from subcortical systems that also sway the minds of 
"lower" animals, Thus, to understand the fundamental 
nature of emotionality we must decipher the natural 
order of emotional circuits within the lower reaches of 
the mammalian brain, 

Existing Strategies for the Study 
of Emotions 

Scientists interested in the topic of emotions have yet 
to agree upon a ge·neral research strategy or taxonomy 
for understanding the basic emotions that can be applied 
across all mammalian species, and some still reject the 
notion of "basic emotions" altogether, In expetimental 
psychology, one can presently identify three distinct 
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schools of thought on how we should proceed in our 
attempts to understand and categorize emotions: 

1 .  The categorical approach: Perhaps the most 
vocal group consists of investigators who posit the exis
tence of a small set of discrete emotions, or "primes," 
on the basis of either objective analysis of behavioral 
expressions, human subjective experiences, established 
brain systems, or a combination of the above.4 This 
categorical approach assumes that certain affective 
processes...:.such as fear, anger, sorrow, and joy-ulti
mately arise from intrinsic systems of the brain/mind 

and have a stable and characteristic underlying reality 
that can be clarified at the biological leveL The present 
analysis is most closely affiliated with this approach, 
which is contrasted to the next most common approach 
in Figure 3.2. 

COGNITIVE 
PERCEPTUAL 
PROCESS 

2. The social-constructivist approach: Others be
lieve that attempts to pigeonhole certain emotions as 
basic are fundamentally incorrect and even wrong
headed. They have championed several alternative 
views. Those who are convinced that humans have no 
instincts and acquire their various affective proclivities 

EMOTIONS 
MEDIATED 
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Figure 3 .2. Two major current views of how emotions are organized in the brain. 
The top view represents the essence of the James-Lange perspective (see the 
'·Afterthought" of this chapter), which has guided social-constructivist thinking 
about emotions to the present day. The bottom view represents a more accurate 
perspective that is based on existing neuroscience evidence, where centrally situated 
emotional systems in the brain extensively interact, in strong and weak ways (as 
highlighted by bolder and lighter lines, respectively), with higher and lower brain 
functions. A third approach (not shown), the componential one, is really a mixture of 
the other two. The componential view would be an amalgamation of these views, 
without the suggestion that there are any coherent emotional systems of the brain. 
Instead, emotional coordination is achieved by many component responses coming 
together as a function of learning. 
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through learning are called social constructivists.5 This 
approach often focuses its conceptual and experimental 
inquiries on the way we use words and how we come to 
label various bodily sensations and patterns of psychic 
experience. Since all of the words and many cognitive 
concepts humans apply to affective states must be socially 
learned, it is assumed that human emotional experience 
is also constructed by social learning. 

Unfortunately, social constructivist frameworks 
have too commonly disregarded the vast amount of 
behavioral and physiological evidence for specific 
emotional response patterns, as well as the wealth of 
neuroscientific evidence suggesting that there are ge
netically provided affective infrastructures for differ
ent emotions within the brain. The great advantage of 
constructivist approaches is the full recognition that 
language is our most important social instrument (see 
Appendix B). The disadvantage is that this view finds 
it so easy to overloOk the universe of neurobiology that 
exists independently of our vast, and often deceptive, 
linguistic abilities. 

3. The componential approach: There is also a hy
brid position advocated by investigators who focus on 
the appraisal processes that can trigger emotions. These 
scholars have emphasized that emotions are accompa
nied by a variety of bodily changes with many cogni
tive ramifications. This componential approach gener
ally asserts that emotions are learned states constructed 
during early social development from more elemental 
units of visceral-autonomic experiences that accompany 
certain behavior patterns. In other words, rather than just 
being a matter of labeling, as some social-constructivists 
have argued, the componentialists suggest that biologi
cally given subunits are compiled into full-blown emo
tional systems via cognitive appraisals and learning.6 
Although this compromise position is applicable to 
many aspects of emotions, especially the more complex 
human social emotions, such as shame, guilt, jealousy, 
embarrassment, and sympathy, a coherent psychobio
logical research program based on this viewpoint has 
yet to emerge. 

Clearly, every approach has something to offer, and 
it seems a bit foolish for theoreticians to battle for pri
macy in this complex area, where provisional ideas and 
lack of agreement remain abundant. Emotions can be 
studied at many different hierarchical levels, and at 
present there is too little cross talk among the levels. 
The most important issues can only be resolved with 
more evidence, and the best biological data presently 
exist at the categorical level. Although some psycholo
gists consider the creation of basic taxonomies an un� 
realistic and even useless enterprise, in fact, all three 
approaches have a role to play in the analysis of the 
diversity of emotions manifested in actual human ex
perience. As I have argued, "The categorical, compo
nential and social constructivist approaches need not 
battle over primacy issues. They work best in different 
domains of inquiry. The categorical approach can iden-

tify basic operating systems that exist in the brain, and 
the componential and constructivist approaches can 
provide schemata of how the genetically endowed sys
tems develop their full resolution by interacting with 
the vast complexity of the real world. It is certain that 
all of these types of influences contribute to real-life 
emotional experiences" in humans. However, the psy
chobiological perspective seems essential for all other 
levels of analysis. Accordingly, I beseeched, "If we do 
not fully consider the implications of the neuroscientific 
evidence (which has largely been obtained through the 
use of the categorical approach in appropriate animal 
models), how can the remaining approaches guide us 
to a rigorous understanding of how emotions are truly 
constructed in the human brain.-mind?"7 

The constructivist and componential approaches 
have yet to provide a powerful strategy for addressing 
neurological questions, so the existing evidence will be 
discussed here from the categorical perspective. From 
my utilitarian vantage, the neural organization of the 
emotional brain is the single most important question 
in emotion research today. Its importance lies in its vast 
potential to lay a lasting foundation for our understand
ing of human nature, providing a way to objectify sub
jectivity and to promote breakthroughs in our search for 
new psychiatric tools to alleviate emotional distress. 
This approach, because of its mechanistic emphasis, 
eventually may bring new forms of help to those suf
fering from despair, anxiety, sorrow, mania, and other 
disturbances of the inner life. The other approaches, 
because they do not actively seek to understand the 
brain substrates, are unlikely to yield such benefits. 
Without inclusion of a brain analysis, the science of 
emotions cannot provide answers to the grand and fun
damental issues of our lives: What does it mean to be 
angry? How do we come to feel afraid? Where does 
sorrow come from? What are joy, happiness, frustra� 
tion, and the many other passions and hungers that con� 
stitute the affective mysteries of our lives? 

Taxonomies of Emotions 

As highlighted at the beginning of this chapter by Tho
mas Willis's comments on the passions, there have been 
many taxonomies of emotions down through the ages 
and all too many sterile controversies. 8 Some scholars, 
especially those with postmodern deconstructive orien
tations, believe that psychological processes are intrin
sically so complicated by multiple causation that logi
cal analysis through reductionism and manipulation of 
simple systems (such as those using animal models) will 
never provide the answers that we need. Diversity of 
taxonomies and ideas is sustained, and no one's thoughts 
are excluded. Unfortunately, they cannot all be correct 
at the biological level. 

One response to a proliferation of taxonomies is a 
movement in the opposite direction-toward a minimal-
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ist view of emotions. For instance, it is obvious that 
emotionality is accompanied by bodily and physiologi
cal arousal, and some have claimed that is all there is to 
emotions. Taking a somewhat more complex view are 
those who recognize that behavioral arousal can take you 
away from objects or toward objects, so the next simpli
fied level of analysis accepts only the dichotomous dis
tinction of approach versus avoidance. To this day, many 
are still attracted by the stark simplicity of such dimen
sional views,9 but a careful reading of the available evi
dence indicates there is greater complexity to emotional 
matters in the mammalian brain. Although a simple 
approach-avoidance dichotomy may be defensible for in
vertebrate species, in which neural homologies are too 
obscure to illuminate the human condition, this di
chotomy is no longer a tenable conceptualization of 
mammalian emotions. There are simply too many facts, 
such as the distinct varieties of emotional behaviors that 
can be evoked by electrical and chemical brain stimula
tion, that should dissuade us from making very. general 
behavioral gradients the foundation for our thinking 
about emotional matters. 

By arguing that an approach-avoidance dimension 
is not a sufficient taxonomy for a neuroscientific analy
sis of emotions, I do not mean to claim that it is not 
useful in many realms. First, it must be reaffirmed that 
all emotional systems have dimensional attributes, 
namely, variations in the intensity of approach-avoid
ance and affective-arousal gradients that they generate. 
Also, the measurement of such higher-order constructs 
as positive and negative affect has yielded useful con
ceptualizations of personality that have important 
implications for understanding psychiatric disorders. 
People high in negative affect seem to be more influ
enced by emotions such as fear, sadness, anger, and 
disgust, and tend to be more prone to anxiety and de
pression. People with high positive affect tend to be 
outgoing, more playful and sensation-seeking, and more 
prone to manic disorders.1° Clearly, though, these broad 
dimensions subsume many distinct emotional processes 
under a broad conceptual umbrella, such as might be 
constructed by generalized affective readout and label
ing mechanisms of the neocortex. Although it is easy 
to understand why higher brain areas might tend to clus
ter and hence categorize events simply in terms of de� 
sirable and undesirable outcomes (i.e., the cortex, per� 
haps by its linguistic function, can as easily homogenize 
as discriminate categories), the neurological evidence 
summarized here indicates that mammals possess highly 
specific emotional and motivational systems in subcor
tical regions from which such generalized affective fea
tures may be created. However, we should remember 
that it is still possible that the various discrete emotional 
systems derive their impact by interacting with a smaller 
number of positive and negative affect systems (see 
Chapter 9 for a discussion of such issues). 1 1  

Here I will seek to restrict our focus to basic emo
tional systems for which there is a core of agreement 

among most taxonomists, especially among those who 
work directly on the brain.12 Virtually every list ever 
generated includes anger, sorrow, fear, and joy. Al
though theorists may have different reasons for classi
fying a given process as basic, the existence of such 
processes can also be supported by neuroscientific evi
dence. Simple linguistic analyses also support the pri
macy of a fairly short Jist of primary emotions. If one 
simply asks people to list the four or five basic emo
tions they experience, one consistently finds agreement 
on a fairly short list of items. Often "love" is at the top 
of the list, but if one excludes that option, then at least 
60% of people routinely mention some variant of 
anger, fear, sorrow, and joy, after which there is a sud
den drop to less than 20% in the remainder of responses, 
composed of a long list of items such as "jealousy," 
"depression," "desire," and "compassion." It is note
worthy that several items such as "surprise" and "dis� 
gust," which figure prominently in many taxonomies 
based on facial analysis, are rarely selected by people 
as basic emotionS in their individual lives. 1 3  

I n  recent human research, several prominent emo
tional taxonomies have been based on the types of 
facial expressions that people can generate or recognize 
across different cultures and stages of development. All 
of these analyses have yielded the four emotions men
tioned previously, as well as items such as surprise and 
disgust, which can also be clearly expressed facially, 
even though both can be instinctual as well as socially 
constructed (i.e., sensory versus social disgusts, and 
fearful versus happy surprise, respectively). However, 
the use of facial analysis can be easily criticized. I also 
believe it is a less important criterion than an overall 
neurobehavioral analysis of action tendencies, but I will 
not delve into the controversy surrounding the utility 
of facial analysis. It has been amply aired recently .14 The 
essence of the problem is that the face can easily be used 
as a social display device, which reduces its utility as a 
monitor of affective states. Here it is important to note 
that socially constructed and spontaneous facial displays 
of affect are probably differentially controlled in the 
brain (i.e., cortically versus subcortically mediated, 
respectively).15 

Even though the face can be a fuzzy measure of 
specific affects in a variety of social situations, the fact 
that the face spontaneously expresses emotionality is 
not controversial. The controversy is how it can be used 
unambiguously as a valid measure of emotionality. In 
this context, I would note that humans have a much 
richer affective facial/bodily repertoire than is encom
passed in most emotion theories, and individuals who 
know how to ham it up can easily eXpress disappoint
ment, lustiness, ecstasy, suspicion, shame, regret, sym
pathy, love, and other emotions, but in doing so they 
often follow stereotyped culturally based display rules. 

Although in humans and some related primates the 
face is an exquisitely flexible communicative device, 
that is not the case for most other mammals, which 
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exhibit clear emotional behaviors but less impressive 
facial dynamics. Although most animals exhibit open
mouthed, hissing-growling expressions of rage, and 
some show an openmouthed play/laughter display, they 
tend to show little else on their faces. 16 Thus, aside from 
a few studies in primates, facial analysis provides little 
evidence for cross�species taxonomic issues. Analysis 
of body postures, dynamic behavior patterns, autonomic 
measures, and the study of emotional sounds may pro
vide better data for cross�species comparisons, but these 
lines of investigation are still comparatively underde
veloped. It is hoped that investigators will eventually 
develop brain measures that can index the presence of 
affect more directly. 

Since a definitive analysis of the cross-species 
generalizability of basic emotions must include an 
analysis of brain systems, it is compelling that the re
curring items from the preceding analyses are most 
clearly supported by data from brain research. Indeed, 
a brain-systems analysis is finally providing a "gold 
standard" for all other levels of theorizing. As I will 
summarize in this text, at present there is good biologi
cal evidence for at least seven innate emotional systems 
ingrained within the mammalian brain. In the vernacu
lar, they include fear, anger, sorrow, anticipatory eager
ness, play, sexual lust, and maternal nurturance. There 
are many more affective feelings, such as hunger, thirst, 
tiredness, illness, surprise, disgust, and others, but they 
may need to be conceptualized in terms other than what 
we will here call basic emotional systemsY 

Accordingly, before any definitive taxonomy of 
emotions can be established, we must first have a co
gent definition of what it means to be a bona fide emo
tional process. By failing to do so, investigators have 
"placed under their several Kinds, very many indefinite 
Species," as Thomas Willis put it. More recently, I 
added a similar comment: "The existing lists of basic 
emotions comprise a menagerie of strange and seem
ingly incompatible species of dubious evolutionary and 
epigenetic descent."18 Why should we not consider the 
feelings of hunger, thirst, pain, and tiredness to be emo
tions? They are certainly strong affectiye feelings. 
However, they do not fulfill all the neural criteria for 
an emotional system outlined below. The more tradi
tional and quite cogent conceptual rationale is that it is 
desirable to exclude peripherally linked regulatory re
sponses such as hunger and thirst from that category and 
to instead call them motivations (for more on this issue, 
see Chapter 9). In any event, to establish better taxono
mies, we must have better inclusion and exclusion cri
teria to delimit our topic. If emotions, feelings, and 
moods come in several natural types, we must aspire to 
be explicit about the type of classificatory scheme we 
are trying to construct. 

Here I will develop the premise that discrete emo
tions emerge from a variety of coherently operating 
brain systems with specific propetties. A panoramic 
view of neural systems wiH allow us to see the outlines 

of the major emotional neural "thickets" more clearly. 
Greater �greement on the use of certain psychological 
terms will surely be achieved if we anchor them cred
ibly in the objective properties of the brain and body. 
For these reasons, I will attempt to provide a neurally 
based definition of emotions, one that specifies neces
sary criteria, even though it falls short on the sufficiency 
dimension, especially when we start to consider the 
many reflections of emotions in personality and cultural 
development. Thus, the definitional focus here will be 
on the general brain characteristics of emotional sys� 
terns. In addition, we will be able to distinguish systems 
at anatomical and neurochemical levels, especially with 
regard to neuropeptide controls. At the same time, it will 
become quite evident that many distinct emotions also 
share generalized components such as acetylcholine, 
norepinephrine, and serotonin systems for the control 
of attention and general arousal functions. Likewise, 
glutamate and gamma-aminobutyrie acid (GABA) con
trol all cognitive, emotional, and motivational functions. 
In the tangled skein of brain systems, emotional speci
ficity has traditionally been difficult to pin down, but 
as we will see, a great deal of precision is emerging from 
recent neuroscience studies. 

On the Problem of Defining Emotions 

As summarized elsewhere, 19 there have been many at
tempts to define emotions. If we distill them, we might 
come up with something like this: When powerful 
waves of affect overwhelm our sense of ot�rselves in the 
world, we say that we are experiencing an emotion. 
When similar feelings are more tidal-weak but per� 
sistent-we say we are experiencing a mood. These 
feelings come in various dynamic forms and are accom
panied by many changes in behavior and action readi
ness, as well as the activities of our visceral organs. 
Emotions are typically triggered by world events; they 
arise from experiences that thwart or stimulate our de
sires, and they establish coherent action plans for the 
organism that are supported by adaptive physiological 
changes. These coordinated brain and bodily states fluc
tuate markedly as a function of time, as a function of 
minor changes in events, and especially as a function 
of our changing appraisal of these events. To be over
whelmed by an emotional experience means the inten
sity is such that other brain mechanisms, such as higher 
rational processes, are disrupted because of the spon
taneous behavioral and affective dictates of the more 
primitive brain control systems. Although this defini
tion may be adequate for everyday purposes, it does not 
cover some important aspects of emotional systems, 
such as how they control personality dimensions, or 
how emotions really operate to create feelings within 
the internal psychological landscape of the individuals 
who experience them. 

In any event, the position taken here is that a useful 
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approach to defining emotions is to focus on their adap
tive, central integrative functions as opposed to general 
input and output characteristics. From this vantage, 
emotions are the psychoneural processes that are espe
cially influential in controlling the vigor and pattern
ing of actions in the dynamic t1ow of intense behavioral 
interchanges between animals, as well as with certain 
objects during circumstances that are especially impor
tant for survivaL Each emotion has a characteristic "feel
ing tone" that is especially important in encoding the 
intrinsic values of these interactions, depending on 
whether they are likelY to promote or hinder survival 
(in both the immediate personal and the longer-term 
reproductive sense). These affective functions are es
pecially important in encoding new information, retriev
ing information on subsequent occasions, and perhaps 
also in allowing animals to generalize about new events 
rapidly and efficiently (i.e., allowing animals to jump 
to potentially adaptive "snap decisions"). The under
lying neural systems may also compute levels.of psy
chological homeostasis or equilibrium by evaluating an 
organism's adaptation or success in the environment. 

In more simple subjective terms, we might say that 
these systems generate an animal' s  egocentric sense of 
well-being with regard to the most imp9rtant natural 
dimensions oflife. They offer solutions to such survival 
problems as: How do I obtain goods? How do I keep 
goods? How do I remain intact? How do I make sure I 
have social contacts and supports? Such major survival 

questions, which all mammals face, have been answered 
during the long course of neural evolution by the emer
gence of intrinsic emotional tendencies within the brain. 
Each emotional system interacts with many others at 
both higher and lower levels of the neuroaxis, and most 
of the scientific literature on the topic within psychol
ogy deals with the indirect psychological, behavioral, 
and physiological reflections of these interactions. Once 
we begin to conceptualize the central source processes, 
we can begin to craft new deflnitions Of emotions on 
the basis of neural attributes rather than simply on de
scriptions of external manifestations. 

Thus, from the perspective of affective neuroscience, 
it is essential to have neurally based definitions that can 
be used equally well in brain research and in the psy
chological and behavioral studies we conduct on ma
ture humans, infants, and other animals. I have proposed 
the following: In addition to the basic psychological 
criterion that emotional systems should be capable of 
elaborating subjective feeling states that are affectively 
valenced (a criterion that has so far defied neural speci
fication), there are six other objective neural criteria that 
provisionally define emotional systems in the brain.2o 
They are depicted schematically in Figure 3.3. 

1. The underlying circuits are genetically predeter
mined and designed to respond unconditionally 
to stimuli arising from major life-challenging 
circumstances. 

Figure 3.3. The various neural interactions that characterize all major 
emotional systems of the brain: ( 1 )  Various sensory stimuli can uncondi
tionally access emotional systeri1s; (2) emotional systems can generate 
instinctual motor outputs, as well as (3) modulate sensory inputs. (4) 
Emotional systems have positive feedback components that can sustain 
emotional arousal after precipitating events have passed. (5) These 
systems can be modulated by cognitive inputs and (6) can modify and 
channel cognitive activities. Also, the important criterion that emotional 
systems create affective states is not depicted, but it is assumed that 
arousal of the executive circuit for each emotion is a necessary condition 
for getting feeling states activated within the brain, perhaps by interacting 
with other brain circuits for self-representation, such as those that appear 
to exist in the midbrain periaqueductal and deep tectal circuits that interact 
with frontal cortical systems (see Chapter 16). 
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2. These circuits organize diverse behaviors by ac
tivating or inhibiting motor subroutines and con
current autonomic-hormonal changes that have 
proved adaptive in the face of such life-challeng
ing circumstances during the evolutionary history 
of the species. 

3. Emotive circuits change the sensitivities of sen
sory systems that are relevant for the behavioral 
sequences that have been aroused. 

4. Neural activity of emotive systems outlasts the 
precipitating circumstances. 

5. Emotive circuits can come under the conditional 
control of emotionally neutral environmental 
stimuli. 

6. Emotive circuits have reciprocal interactions with 
the brain mechanisms that elaborate higher de_ci
sion-maldng processes and consciousness. 

Of course, as mentioned, there is a seventh psycho
logical criterion: The emotional circuits must be able 
to generate affective feelings, but this is hard tO' incor
porate into the conceptual diagram. I will eventually 
develop the idea that affect emerges from the many 
interactions of emotional systems depicted in Figure 3.3 
with primal neural mechanisms that represent "the self" 
(see Chapter 16), but let us first deal with the available 
facts concerning the various systems. 

In addition to being the deep neural sources of psy
chic life, emotional circuits achieve their profound 
influence over the behavior and mental activity of an 
organism through the widespread effects on the rest of 
the nervous system. Emotive circuits change sensory, 
perceptual, and cognitive processing, and initiate a host 
of physiological changes that are naturally synchronized 
with the aroused behavioral tendencies characteristic of 
emotional experience. I will speak of these emotional 
systems in a varie�y of ways, using designations such 
as executive, command, and operating systems, to pro
vide nuances of meaning that may be needed to con
ceptualize their overall functions. The use of the term 
executive implies that a neural system has a super
ordinate role in a cascade of hierarchical controls (i.e., 
the central "node" in Figure 2.2); command implies that 
a circuit can instigate a full-blown emotional process; 
operating implies that it can coordinate and synchro
nize the operation of several subsystems. Taken to
gether, all of these components yield coherent psycho
behavioral and physiological responses that constitute 
an emotional "organ system." This final term concep
tualizes the fact that each system is composed of an 
anatomical network of interconnected neurons and en
docrine, paracrine, and immune influences. As men
tioned, certain components are shared by many emo
tional systems-for instance, a general cortical arousal 
function (which is partly based on brain norepineph
rine and acetylcholine circuits, as described in Chap
ters 6 and 7) and gent."fal inhibitory functions that may 
help channel information (which are partly based on 

brain serotonin and GABA systems). The multiplicity 
of terminologies is not meant to imply that there are 
three different types of emotional organ systems; in
stead, each complex system, like the pwverbial elephant 
being groped by the blind, can be "viewed" from dif
ferent perspectives. 

Even though psychologists have traditionally made 
a distinction between external (objective, third-person) 
events and internal (subjective, first-person) events, in 
functional brain research, especially with regard to pro
cesses that have ramifications in conscious awareness, 
this distinction must be questioned. To make progress 
in understanding how psychological processes emerge 
from brain functions, we will eventually have to judi
ciously combine first-person and third-person views of 
brain functions. 

Indeed, we should always recognize that as far as 
psychological processes of the brain are concerned, 
everything after initial sensory integration is internal, 
while often seeming to remain external. As William 
James21 put it, 

Subjectivity and objectivity are affairs not what 
experience is aboriginally made of, but of its classi
fication. Classifications depend on our temporary 
purposes. For certain purposes it is convenient to 
take things in one set of relations, for other purposes 
in another set. In the two cases their contexts are apt 
to be different. In the case of our affectional experi
ences we have no permanent and steadfast purpose 
that obliges us to be consistent, so we find it easy to 
let them t1oat ambiguously, sometimes classing them 
with our feelings, sometimes with more physical 
realities, according to caprice or to the convenience 
of the moment. 

James went on to point out that it is quite natural for us 
to attribute feelings to external objects and events, even 
though they may in fact be part of our bodies: "Lan
guage would lose most of its esthetic and rhetorical 
value were we forbidden to project words primarily 
connoting our affections upon the objects by which the 
affections are aroused. The man is really hateful; the 
action really mean; the situation really tragic-all in 
themselves and quite apart from our opinion." Thus, 
from a cognitive perspective our feelings are deeply felt 
"opinions" and "attributions," but from the affective 
perspective they truly amount to distinct types of neu
ral activities in the brain. This duality of viewpoints 
resembles some of the other famous dualities that other 
sciences have had to accept gracefully, for instance, the 
particulate and wave characteristics of electrons.22 

In the present analysis, I will de-emphasize the ob
vious fact that emotions are aroused in us by various 
external events and instead will focus on the sources of 
feelings within intrinsic brain functions. Although the 
emotional tendencies of the brain were designed to re
spond to various types of real-world events, we must 
remember that they are not constructed from those 
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events. Their essential and archaic nature was cobbled 
together during the long course of brain evolution so 
as to provide organisms ready solutions to the major 
survival problems confronting them. Figure 3.4 high
lights the adaptive functions of the four most ancient 
emotional systems that have thus far been reasonably 
well characterized in neural terms. 

Verbal Labels and a 
Neurologically Based Taxonomy 
of Emotional Processes 

How did emotional organ systems emerge in the mam
malian brain? As highlighted by the discussion of 
Aplysia behavior in the previous chapter, they probably 
arose from earlier reflexive-instinctual abilities pos.
sessed by simpler ancestral creatures in our evolutionary 
lineage. Gradually, through evolutionary modification 
and coordination of preexisting capabilities, executive 
systems emerged that were capable of providing an 
animal with greater behav�oral coherence and flexibil
ity in a variety of primal situations: ( 1 )  the search for 
food, water, and warmth; (2) the search for sex and 
companionship; (3) the need to care for offspring; (4) 
the urge to be reunited with companions after separa
tion; (5)  the urge to avoid pain and destruction; (6) the 
urge to express oneself vigorously with decisive actions 

Figure 3 .4. Various 
environmental challenges 
were so persistent during 

brain evolution that 
psychobehavioral tenden

cies to respond to such 
challenges have been 

encoded as emotional neural 
circuits within the mamma

lian brain. Hence, various 
external stimuli have the 

capacity to arouse specific 
emotional tendencies, but 
these emotional potentials 

exist within the neural 
circuits of the brain 

independently of external 
influences. Unregulated and 

excessive activities within 
these systems probably 

contribute to major 
psychiatric disorders. 

(Adapted from Panksepp, 
1982; see n. 26.) 

if one's self-interests are compromised; (7) the urge to 
exhibit vigorous social interaction, and perhaps several 
others. It is reasonable to provisionally call the psychic 
states corresponding to these emotional urges seeking, 
lust, nurturance, panic, fear, rage, and play, respec
tively. Although these are not good scientific labels 
(because of the excess and often vague meanings of such 
vernacular terms), most alternatives are not much bet
ter (and, I believe, arguably worse). All the options we 
have are mere words with no intrinsic significance. The 
best labels should suggest that something very impor
tant, of a certain general type, is transpiring in the ner
vous system, and I will continue to utilize common 
vernacular labels since they are such a great aid to under
standable communication that can help fertilize our 
search for further clarity. However, as explained in the 
next section, I will use such terms with a new twist 

Many animal behaviorists have asserted that subjec
tive terms such as anger andflwr are bad because they 
reek of anthropomorphism-the attribution of human 
mental qualities to animals. My previous analysis of 
such concerns asserted that 

it should be self-evident that the use of anthropo
morphism in the study of mammalian emotions can
not be arbitrarily ruled out Although its application 
may be risky under the best of circumstances, its 
validity depends on the degree of evolutionary con-
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tinuity among brain mechanisms that elaborate emo
tions in humans and animals. Hence, the degree 
of anthropomorphism that can have scientific utility 
in mammalian brain research should be directly re� 
lated to the extent that emotions reflect class-typical 
mechanisms as opposed to species-typical ones.23 

The available evidence now overwhelmingly sup
ports the conclusion that basic emotional processes 
emerge from homologous brain mechanisms in all mam� 
mals. Of course, emotional systems do not remain static 
during the life span of an organism-their infrastruc
tures probably change as a function of development and 
individual experience-but we presently know regret
tably little at that level of analysis, at least in the realm 
of brain research.24 

Obviously, the ability of the human cortex to think 
and to fantasize, and thereby to pursue many unique 
paths of human cultural evolution, can dilute, mold, 
modify, and focus the dictates of these systems, but it 
cannot eliminate them. Since those wonderful human 
abilities are of secondary importance for understand
ing the deep nature of emotions, I have decided to use 
simple vernacular terms to discuss the affective lives 
of all mammals. However, it is important to be clear that 
the present aim is not to use such affective labels for 
emotional systems in explanatory ways but to use them 
merely as designators for coherently operating brain 
systems, having important internal and external conse
quences, that need to be clarified in order for us to 
understand emotions. 

A Proposed Terminological Convention 
for Discussing Brain Emotional Systems 

Short of holding aq international convention to resolve 
terminological issues, the best solution may be to gen
erate a chain of words that reflects the diversity of 
manifestations in which a specific brain system is in
volved. Thus, for the first system mentioned earlier, the 
"appetitive motivational system" that encourages ani
mals to search for all resources, including food, water, 
and warmth, I once used the designator curiositylinter
est/foraginglanticipationlcraving/expectancy system. 25 
This usage reflected my frustration with existing ter
minologies, but it would be cumbersome to formalize 
such chains of words as standard usage. Perhaps a good 
compromise would be to always use two descriptors, 
one· behavioral and one psychological (e.g., foraging/ 
expectancy system and separation-distress/panic sys
tem), to acknowledge that those two sources of infor
mation (i.e., first- and third-person perspectives) should 
always be used conjointly in the study of any basic 
emotional operating system of the brain. 

However, 1 will utilize a new and simpler conven
tion. Rather than chaining descriptors together, I will 
select a single affective designator written in UPPER-

CASE letters when it refers to one of the genetically 
ingrained brain emotional operating systems. This is 
used to alert the reader to the fact that I am using the 
term in a scientific rather than simply a vernacular way: 
I am talking about a specific neural system of the brain 
that is assumed to be a major source process for the 
emergence of the related vernacular terminologies but 
which in the present context has a more clearly restricted 
neuro-functional referent. In general, I will continue to 
use the labels I originally employed in the first formal 
neurotaxonomy of emotional processes,26 but I have 
decided to relabel one, namely, "the expectancy sys� 
tern," even though the essential meaning of the concept 
remains unchanged. I do this because the original term 
I selected was deemed to be vague with respect to posi
tive and negative expectancies. Thus, this "appetitive 
motivational system" will no longer be called the EX
PECTANCY system but rather the SEEKING system 
(in Chapter 9, I will further discuss this change and 
contrast it with alternative terminologies for the under
lying system that have been more recently employed by 
other investigators). The remaining systems will retain 
the original labels, but again the use of capitalization is 
designed to convey the fact that these are scientific 
terms and not just a loose form of folk psychologizing. 
Also, I will discuss several additional social-emotional 
systems that have been alluded to earlier (e.g., those 
related to sexual, maternal, and playful feelings and 
behavior processes), and here I will raise them to for
mal status within the emerging neuropsychological tax
onomy of emotions. Thus, seven specific emotional 
systems will be fully discussed in separate chapters of 
this text. 

A major opponent emotional process to SEEKING 
impulses arising from a brain system that energizes the 
body to angrily defend its territory and resources will 
be called the RAGE system. The brain system that ap
pears to be central for generating a major form of trepi
dation that commonly leads to freezing and flight will 
be called the FEAR system. The one that generates feel
ings of loneliness and separation distress will still be 
called the PANIC system, even though this choice has 
caused a degree of critical concern since the term panic 
is also commonly used to designate intense states of 
fear. Unfortunately, SORROW or DISTRESS would 
have been just as debatable. My original reason for se
lecting the term PANIC was the supposition that an 
understanding of this neural circuit would provide im
portant insights into the neural sources of the clinical 
disorder known as panic attacks. This position contin
ues to be supported by existing evidence.27 The addi
tional systems for sexual, maternal, and playful feelings 
will be called LUST, CARE, and rough-and-tumble 
PLAY systems. 

The preceding is not intended as a complete or ex
clusive list. Perhaps a social DOMINANCE system also 
exists in the brain, and as has been emphasized several 
times, surely there are intrinsic neural substrates for 
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many other basic affective "motivational" feelings such 
as hunger, thirst, frustration; disgust, pain, and so on. 
For the time heing, I will not capitalize these designa
tors of affective feelings, since we do not know whether 
they are mediated by distinct types of brain organiza
tion, and since they are not the main focus of the text. 
There are also many higher human sentiments, from 
feelings of shame to those of sympathy, that are linked 
via social learning to the basic emotional systems. How
ever, within the conceptual constraints that I have im
posed on the present analysis (Figure 3.3), they will not 
be considered as major subcortical emotional operat
ing systems. 

Obviously, there are other ways to feel "good" and 
"bad" within the brain, and there are many specific types 
of "pleasures" and "aversions." Many ofthose that will 
not be presented as primary emotions here will be dis
cussed in the context of various regulatory interactions 
in Chapters 8, 1 1, and 13 .  For instance, huhger inter
acts with the SEEKING system. Frustration is one way 
to activate the RAGE system, and LUST is obviously a 
multifaceted category. 

Clearly, we cannot use most emotional words 
totally unambiguously, no matter how hard we try, 
which is probably the major reason modern neuro
science continues to avoid the issue of how feelings 
are organized in the brain. It is truly regrettable that 
both neuroscience and psychology have cultivated 
such neglect because of the pervasive semantic ambi
guities that, until the neuroscience revolution, pre
vented us from forming adequate neurally based defi
nitions for such concepts. However, when we begin 
to discuss the major emotional systems in brain terms, 
we should gradually be able to tackle the remaining 
ambiguities ever more empirically. 

More important than quarreling about intrinsically 
ambiguous semantic distinctions (such as, is EX
PECTANCY or SEEKING better? is PANIC or DIS
TRESS better?) is the recognition and study of the 
varieties of primitive emotional operating systems that 
exist in limbic and reptilian areas of the brain. And let 
me reemphasize: The most compelling evidence for the 
existence of such systems is our ability to evoke dis
crete emotional behaviors and states using localized 
electrical and chemical stimulation of the brain. For 
brain stimulation to activate coordinated impassioned 
behavior patterns (accompanied by affective states as 
indicated by behavioral approach and withdrawal 
tests), electrodes have to be situated in very specific 
subcortical (i.e., visceral/limbic) areas of the brain. But 
once an electrode is in the correct neuroanatomical 
location, essentially identical emotional tendencies can 
be evoked in all mammals, including humans.28 For 
instance, we can energize SEEKING by stimulating 
very specific two-way circuits that course between 
specific midbrain and frontal cortical areas. We can 
evoke a similar form of exploratory behavioral arousal 
by activating the confluent dopamine system chemi-

ca11y with psychostimulant drugs such as amphet
amines and cocaine in both animals and humans, as 
well as with various neuropeptides and glutamate in 
animals. 

Although all emotional systems are strongly linked 
to behavior patterning circuits, it is important to em
phasize that they do many other things, from control
ling and coordinating the autonomic (i.e., automatic) 
functions of visceral organs to energizing the cortex to 
selectively process incoming information. Obviously, 
to be effective, emotional behaviors need to be backed 
up by various bodily and psychological adjustments. 
Sufficient evidence now indicates that the executive 
systems for emotions are also highly influential in gen
erating subjective states in humans and comparable 
behavioral indices of affect in animals. Unfortunately, 
I will not yet be able to address. this last issue for all of 
the emotional systems. The evidence is still quite mod
est for some systems, largely because few investigators 
are presently working on such important psychologi
cal questions. 

The Blue-Ribbon, Grade A 
Emotional Systems 

And how many basic command systems for emotion
ality have in fact been reasonably well identified? At 
least four primal emotional circuits mature soon after 
birth, as indexed by the ability oflocalized brain stimu
lation to evoke coherent emotional displays in experi
mental animals (Figure 3.5), and these systems appear 
to be remarkably similarly organized in humans. The 
four most well studied systems are ( 1 )  an appetitive 
motivation SEEKING system, which helps elaborate 
energetic search and goal-directed behaviors in behalf 
of any of a variety of distinct goal objects; (2) a RAGE 
system, which is especially easily aroused by thwart
ing and frustrations; (3) a FEAR system, which is de
signed to minimize the probability of bodily destruc
tion; and (4) a separation distress PANIC system, which 
is especially important in the elaboration of social emo
tional processes related to attachment. Although I will 
focus on each of these systems in separate chapters, as 
an appetizer, let me briefly highlight these major "Blue
Ribbon, Grade A" emotional systems of the mamma
lian brain. 

1 .  The SEEKING system (see Chapter 8): This 
emotional system is a coherently operating neuronal 
network that promotes a certain class of survival abili
ties. This system makes animals intensely interested in 
exploring their world and leads them to become excited 
when they are about to get what they desire. It eventu
ally allows animals to find and eagerly anticipate the 
things they need for survival, including, of course, food, 
water, warmth, and their ultimate evolutionary survival 
need, sex. In other words, when fully aroused, it helps 
fill the mind with interest and motivates organisms to 
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FORWARD LOCOMOTION, S N I FFING,  tNVESTtGATION 

ATTACK, BITING,  FtGHTtNG 

Figure 3.5. The major emotional operating systems are defined primarily by genetically 
coded neural circuits that generate well-organized behavior sequences that can be evoked 
by localized electrical stimulation of the brain. Representative behaviors generated by the 
various systems are indicated, and the approximate locations of the SEEKING, FEAR, and 
RAGE systems are depicted on a small frontal section through one side of the hypothala
mus. As is evident, there is considerable overlap and hence neural interaction among 
systems. Some of the possible major interactions are indicated by the various interconnect
ing lines that suggest various excitatory and inhibitory influences among systems. 
(Adapted from Panksepp, 1982; see n. 26). 
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move their bodies effortlessly in search of the things 
they need, crave, and desire. In humans, this may be 
one of the main brain systems that generate and sustain 
curiosity, even for intellectual pursuits. This system is 
obviously quite efficient at facilitating learning, espe
cially mastering information about where material re
sources are situated and the best way to obtain them. It 
also helps assure that our bodies will work in smoothly 
patterned and effective ways in such quests. 

can happen as a result of various kinds of stress, an 
animal's behavior becomes excessive and schizophrenic 
or manic symptoms may follow-especially the "func
tional" forms of psychosis that can be treated with tra
ditional antipsychotic medications (which all reduce 
dopamine activity in the brain), as opposed to the more 
chronic forms arising from brain degeneration (as in
dexed by ventricular enlargement). 29 

Neuroanatomically, the SEEKING system corre
sponds to the major self-stimulation system that courses 
from the midbrain up to the cortex, which has long been 
misconceptualized as a "reward or reinforcement sys-

When this brain system becomes underactive, as is 
common with aging, a form of depression results. When 
the system becomes spontaneously overactive, which 
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tern." In fact, as already mentioned, it appears to be a 
general-purpose neuronal system that helps coax ani
mals and humans to move energetically from where they 
are presently situated to the places where they can find 
and consume the fruits of this world. A very important 
neurochemical in this system is dopamine, especially 
the dopaminergic mesolimbic and mesocortical dopam
ine circuits, which emanate from the ventral tegmental 
area (VTA) situated at the very back of the hypothala� 
mus (Figure 3.6). These dopamine circuits tend to ener
gize and coordinate the functions of many higher brain 
areas that mediate planning and foresight (such as the 
amygdala, nucleus accumbens, and frontal cortex-see 
next chapter) and promote states of eagerness and di� 
rected purpose in both humans and animals. It is no 
wonder that animals are eager to self-stimulate this 
system via indwelling electrodes. It now seems clear 
that many psychostimulant drugs commonly abused by 
humans, especially the amphetamines and cocaine, 
produce their psychic appeal by temporarily overarous� 
ing this emotional system. To some extent, other drugs 
such as opiates, nicotine, and alcohol also derive their 
hedonic appeal by interacting with this system (see 
"Afterthought," Chapter 6). 

2. The RAGE system (see Chapter 10): Working in 
opposition to SEEKING is a system that mediates anger. 
RAGE is aroused by frustration and ·auempts_to curtail 
an animal's freedom of action. It has long been known 
that one can enrage both animals and humans by stimu� 
lating very specific parts of the brain, which parallel the 
trajectory of the FEAR system. This system not only 
helps animals defend themselves by arousing fear in 
their opponents but also energizes behavior when an 
animal is irritated or restrained. Human anger may get 
much of its psychic "energy" from this brain system. 
Brain tumors that irritate the circuit can cause patho
logical rage, while damage to the system can promote 
serenity. 

3. The FEAR system (see Chapter 1 1 ): A FEAR 
circuit was probably designed during evolution to help 
animals reduce pain and the possibility of destruction. 
When stimulated intensely, this circuit leads animals to 
run away as if they are extremely scared. With very 
weak stimulation, animals exhibit just the opposite 
motor tendency-a freezing response, common when 

Flgure 3.6. Schematic summary of the 
mesolimbic and mesocortical dopamine 

system on a lateral midsaggital view of the 
rat brain. This system allows the frontal 

cortex and the ventral striatum of the 
"reptilian brain" to process appetitive 

information effectively. The system 

animals are placed in circumstances where they have 
previously been hurt or frightened. Humans stimulated 
in these same brain areas report being engulfed by in
tense anxiety. 

4. The PANIC system (see Chapter 14): To be a 
mammal is to be born socially dependent. Brain evolu
tion has provided safeguards to assure that parents (usu
ally the mother) take care of the offspring, and the off
spring have powerful emotional systems to indicate that 
they are in need of care (as reflected in crying or, as 
scientists prefer to say, separation calls). The nature of 
these distress systems in the brains of caretakers and 
those they care for has only recently been clarified; they 
provide a neural substrate for understanding many other 
social emotional processes. 

5. In addition to the preceding primitive systems that 
are evident in all mammals soon after birth, we also have 
more sophisticated special-purpose socioemotional sys
tems that are engaged at appropriate times in the lives of 
all mammals-for instance, those that mediate sexual 
LUST (see Chapter 12), maternal CARE (see Chapter 
13), and roughhousing PLAY (see Chapter 15). Each 
of these is built around neural complexities that are only 
provisionally understood. Sexual urges are mediated 
by specific brain circuits and chemistries that are quite 
distinct for males and females but appear to share some 
components such as the physiological and psychologi
cal effects of oxytocin, which also promotes maternal mo
tivation. We now realize that maternal behavior circuits 
remain closely inte1meshed with those that control sexu
ality, and this suggests how evolution gradually con
structed the basic neural substrates for the social contract 
(i.e., the possibilities for love and bonding) in the mam
malian brain. 

As we will see, maternal nurturance probably arose 
gradually from preexisting circuits that initially mediated 
sexuality. Likewise, the mechanisms of social bonding and 
playfulness are closely intermeshed with the circuitries for 
the other pro-social behaviors. Because of the lack of hard 
data, I will focus more on the behaviors mediated by these 
circuits than on the associated subjective feelings. How
ever, the neuroanatomical, neurophysiological, neuro
chemical, and neurobehavioral clarification of such emo
tional control systems is a prerequisite to addressing the 
underlying atlective issues substantively. 

mediates many forms of drug addiction and 
is also imbalanced in some fo'rms of 

schizophrenia. MESOLIMBIC I MESOCORTICAL DOPAMINE SYSTEM 
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The Emotional Systems Are Evolutionary 
Tools to Promote Psychobehavioral 
Coherence 

In sum, these basic emotional systems appear to rap
idly instigate and coordinate the dynamic forms of brain 
organization that, in the course of evolution, proved 
highly effective in meeting various primal survival 
needs and thereby helped animals pass on their genes 
to future generations. Of course, most of animal behav
ior is directed toward effective survival, but contrary 
to the beliefs of early behaviorists, learning mechanisms 
are not the only brain functions that evolved to achieve 
those ends. While general-purpose learning mechanisms 
may help animals behave adaptively in future circum� 
stances because of the specific life experiences they 
have had, emotional circuits help animals behave 
adaptively because of the major types of life challenges 
their ancestors faced in the course of evolutionary his
tory. The instinctual dictates of these circuits allow 
organisms to cope with especially challenging events 
because of a form of evolutionary "learning"-the 
emergence of coordinated psycho behavioral potentials 
that are genetically ingrained in brain development. We 
might call these behaviors evolutionary operants. The 
inheritance of emotional command systems is probably 
polygenic, and the actual neural circuits that constitute 
each emotional organ system are obviously more com
plex than we presently understand. What follows in the 
ensuing chapters is a mere shadow of reality, but we 
are finally beginning to grasp the nature of these im
portant brain functions that have, for too long, been 
ignored by psychologists. An understanding of these 
systems may prepare the way for a deeper understand� 
ing of many traditional psychological problems like the 
nature of learning and memory, as well as the sources 
of personality and psychopathology. 

In addition to activating and coordinating changes in 
sensory, perceptual, motor, and physiological func
tions-which all appear to be suffused with poorly under
stood central neuroaffective states-the executive circuits 
for the basic emotions probably al�o help enable and 
encode new learning. This is accomplished by special
purpose associative mechanisms that are probably linked 
to fluctuating activities of each emotive system, and, as 
has been observed with all other forms of learning, the 
transmitter glutamate is a major player in all emotional 
learning that has been studied. As noted in the previous 
chapters, efficient learning may be conceptually achieved 
through the generation of subjectively experienced 
neuroemotional states that provide simple internalized 
codes of biological values that correspond to major life 
priorities for the animal. For instance, through classical 
conditioning (see Figure 1.2) emotionally neutral stimuli 
in the world can be rapidly imbued with emotional sa
lience. Thus, memO!)' coding and cognitive processes m·e 
closely related to emotional arousal, but emotionality is 
not isomorphic with those processes. 

Before we can proceed to a discussion of the details 
of these emotional systems of the brain, it will first be 
essential to briefly summarize the successes of the "neu
roscience revolution" upon which our future understand
ing of emotions and motivations must be built-includ
ing advances in our understanding of neuroanatomy (see 
Chapter 4), neurochemistrY (see Chapter 5), and neuro
physiology (see Chapter 6). Also, since developmental 
and aging issues are so important in present-day psychol
ogy, I would close this chapter by sharing my perspec
tive on these topics. The following short essay will hope
fully tie the many threads of thought we have covered 
in the first three chapters into a compact and coherent 
viewpoint. 

The Ontogeny of Emotional Processes 

A common question in developmental psychology is: 
What develops in emotional development? One approxi
mate pictorial answer to this question was already pro
vided in Figure 2 . 1 .  Each emotional system has an onto
genetic life course that we are beginning to understand 
at a neurobiological leveL The answer which I have pre
viously provided to this question went as follows: 

Traditional answers to this question will focus on the 
increasingly sophisticated interactions a child has with 
its world. From a psychological perspective, I would 
say that the main thing that develops in emotional 
development is the linking of internal affective val
ues to new life experiences. However, in addition to 
the epigenetic processes related to each individual's 
personal emotional experiences leading to unique 
emotional habits and traits, there is also a spontane
ous neurobiological unfolding of emotional and 
behavioral systems during childhood and adoles
cence. Some neuro-emotional processes are strongly 
influenced by prenatal experiences, for instance the 
ability of early hormonal tides to control the brain sub
strates of gender identity. 

Modern neuroscience is showing that the brain 
is not as unchanging a computational space as was 
commonly assumed. Neurochemical systems de
velop and remold at both pre- and post-synaptic sites 
throughout the lifespan of organisms. For instance 
receptor fields proliferate and shrink during specific 
phases of ontogenetic development, and they can 
show permanent changes in response to life events. 
Indeed, neurons in specific adult motivational sys
tems can expand and shrink depending upon the 
environmental challenges and the resulting hor
monal tides to which an animal is exposed. It is be
coming ever increasingly clear that there is a dy
namic interaction between environmental events and 
genetic events in the brain. With such complexities, 
it is a risky business to suppose that the stages of 
emotional and moral development that we see in 
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human children are simply due to the specific life 
experiences they have acquired. At the same time, 
it is foolhardy to push the biological view too far. 
Even with identical genetic backgrounds, there is a 
great deal of epigenetic diversity in the fine details 
of the nervous system. Only the general ground� 
plans for brain connectivities are encoded within the 
genes, and probably quite indirectly at that (e.g., via 
expressions of various trophic factors). Neural 
growth is responsive to a large number of internal 
and external stochastic processes that lead to a di
versity of detailed differences in every nook and 
cranny of the brain. But despite the infinite variety 
in the details, the overall plan of the mammalian 
brain has been highly conserved. 

After birth, a great deal of neural unfolding re
mains to be completed in every species, and we can 
be reasonably confident that the maturation of spe� 
cific neural systems does establish essential conditions 
for the unfolding of certain forms of emotionality. A 
few examples: I) Social bonding (imprinting) pro
cesses are especially sensitive at certain times of life. 
2) The separation distress system seems to exhibit 
increasing sensitivity during the initial phase of post
natal development, a long-plateau period, and a 
gradual decline during puberty. 3) Rough and tumble 
play exhibits a similar pattern. 4) Rats exhibjt strong 
tendencies for maternal behavior during early juve� 
nile development, at times comparable to those when 
human children are especially infatuated by dolls and 
play-mothering. 5) Parental tendencies are heralded 
by neurochemical changes, even genetic de-repres
sion within the oxytocin system, which helps promote 
maternal intent. 6) And, of course, emotional aspects 
of sexuality mature at puberty under the sway of ge
netically controlled hormonal progressions, "devel
oping" gender-specific impulses which were "ex
posed" as neurohormonal engrams during infancy. 

Although there are many psychosocial specifics 
which develop concuiTently, depending on the unique 
life experiences of individuals, the natural unfold
ing of neurobiological processes underlying emo
tionality should not be minimized. Indeed, we need 
to consider how the experiences of important life 
events feed back onto the structure of the underlying 
neural systems. For instance, does an enriched en� 
vironment invigorate the exploratory systems of the 
brain? Do repeated experiences of social-loss in 
early childhood change the vigor and configuration 
of separation-distress systems? Answers to such 
compelling questions can now be achieved with 
certain long lasting neuronal markers (such as 
fluoro-gold) which can·'be administered at specific 
times of psychoneurological development, to see 
whether the morphological patterns in specific neu
ronal circuits are remodeled under the sway of spe
cific environmental/emotional challenges. When we 
finally begin to do such experiments, we will truly 

be addressing the pervasive nature�Imrture inter
actions that help mold the brain/mind throughout 
maturation.30 

For relevant literature citations please refer to the 
original of the above, as well as several recent reviews 
that summarize the development31 and aging32 of emo
tional systems within the brain. As highlighted at the 
end of the quoted _passage, this area is ripe for power� 
ful new investigations of how the underlying neural 
subStrates change as a function of normal neurobiologi
cal development, as well as individual experiences. 

AFTERTHOUGHT: The Classic 
Neurological Theories of Emotion 

During the past decade there has been a remarkable 
resurgence of interest in the psychology of emotions, 
and the books cited as suggested readings cover that vast 
cognitive literature. By comparison, neurological ap
proaches to emotions are not well cultivated. This book 
seeks to correct that neglect, but in doing so it will 
focus heavily on a new and integrated view of matters 
at the expense of a great deal of past thinking in the area. 
Since past historical views will not receive as much em
phasis here as they do in more traditional texts, I would 
at least briefly describe the four classic milestones in 
historical discussions of emotions from the biological 
perspective: 

1 .  The James-Lange theory, 33 proposed over a cen
tury ago, suggested that emotions arise from our cog
nitive appraisal of the commotion that occurs in our 
inner organs during certain vigorous behaviors. This 
theory had a "gut appeal" for many investigators, since 
it makes it much easier to study emotional processes by 
studying peripheral physiological changes that can be 
easily monitored. And, of course, it is common to ex� 
perience various forms of visceral commotion during 
emotions. It was a short step to assume that emotions 
are the cognitive readout of such visceral processes. 
This logical coup d'etat circumvented critical brain 
issues (see Figure 3.2) and provided fuel for a great deal 
of relatively influential, but apparently misleading, 
research concerning the fundamental nature of emo
tions. 34 Although this "Jamesian" perspective has re
mained an especially attractive theory for cognitively 
oriented investigators who do not pursue neuroscience 
connections, neuroscientists severely criticized most of 
the major tenets of this peripheral-readout theory many 
years ago. 

2. In 1927, Walter Cannon, a physiologist at Har
vard, constructed a detailed, empirically based rebuttal 
to the James� Lange approach. 35 His key points were as 
follows (I will also briefly indicate, in italics, how 
Cannon's criticisms could be effectively countered 
using more recent data): (i) Total separation of the vis
cera from the brain by spinal cord lesions did not im� 
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pair emotional behavior. However, the intensity of emo
tions was diminished somewhat by such manipulations, 
and now we also know that the viscera secrete many 
chemicals (especially hormones and neuropeptides) 
that may feed important information back to the brain 
indirectly. 36 (ii) The viscera are relatively insensitive 
structures, and often very similar visceral changes occur 
in very distinct emotional states. However, more recent 
evidence does suggest that the patterning of many vis
ceral changes is modestly different among different 
emotions. 37 (iii) Finally, Cannon noted that visceral 
changes are typically too slow to generate emotions, and 
artificial hormonal activation of organ activities (e.g., 
via injections of adrenalin) is not sufficient to generate 
specific emotions. However, now we do know that in
jections of certain gastric pep tides can rapidly produce 
emotional episodes. For instance, intravenous admin
istration of cholecystokinin can provoke panic attacks. 38 

Cannon proceeded to propose a brain-based theory, 
whereby specific brain circuits (especially thalamic 
ones) were deemed to be essential for the generation of 
emotions. Although we now know that other brain areas 
are generally more influential in emotionality than tha
lamic circuits (including the amygdala, hypothalamus, 
and central gray), Cannon did focus our attention on the 
psychobiological view. At present, it is undeniable that 
such a view will have to be a cornerstone for the scien
tific understanding of emotions, but the bodily pro
cesses emphasized by the James�Lange theory cannot 
be ignored. lndeed, bodily changes during emotions are 
so complex and extensive that there is plenty of room 
for many feedback influences onto central control pro
cesses from peripheral sources. The recent discovery of 
powerful interlinkages between the brain and immune 
processes provides new levels of interaction between 
peripheral and central functions. For instance, many of 
the cytokines-molecules that communicate between 
different immune compartments-have powerful direct 
effects on affective brain functions, and brain emotional 
processes modulate the intensity of immune responses. 39 
Recent work suggests that the feeling of illness that we 
experience during a bacterial infection arises to a sub
stantial degree from the release of interleukin-1, which 
activates various sickness behaviors and feelings by 
interacting with specific receptors within the brain.40 
We will probably discover similar neurochemical vec
tors for the feelings of tiredness and other forms of 
malaise, but the study of such linkages is just begin
ning. They could not have been even vaguely imagined 
60 years ago when the classic brain theories of emo
tions were first being proposed. 

3. In 1937, James Papez, a neuroanatomist at Cornell 
University, asserted that "emotion is such an important 
function that its mechanism, whatever it is, should be 
placed on a structural basis" and proceeded to delineate 
the central neuronal circuitry that he believed might 
mediate emotions.41 Even though he did not clearly 
specify which emotion(s) he was concerned with, ana-

tomically he was quite specific. He based much of his 
reasoning on early brain ablation experiments and the 
study of a brain disease that induces rage, namely rabies, 
which is known to damage the hippocampus. Papez 
suggested an interconnected series of brain areas that 
might subserve emotionality in general; this has come 
to be known as the Papez circuit. He envisioned how 
sensory input into the thalamus could be transmitted 
both upstream and downstream. He suggested that the 
anterior thalamus distributed emotional information to 
anterior cortices, especially the cingulate area, infor
mation from which was transmitted via the cingulum 
pathway to the hippocampus and then via the fornix 
to the mamillary bodies, which then distributed emo
tional signals back to the anterior thalamus (via the 
mamillothalamic tract), as well as downward to auto
nomic and motor systems of the brain stem and spinal 
cord (see Figure 3.7). These higher areas have been 
the focus of considerable emotional theorizing in re
cent years.42 

The Papez circuit provoked a great deal of experi
mental work, but ultimately it turned out to be more of 
a provocative idea than a correct one. Although recent 
work has affirmed ihat the cingulate cortex is impor
tant for elaborating certain emotions, especially social 
ones such as feelings arising from separation and bond
ing,43 the remaining brain areas of the Papez circuit are 
not essential executive components within emotional 
systems. Of course, many of these areas do participate 
in support mechanisms that interact with emotional 
processes. For instance, both the thalamus and the hip� 
pocampus help elaborate sensory and memorial inputs 
to emotional systems.44 Apparently this hippocampal 
spatial analysis system helps integrate information 
about contextual cues that can precipitate fearful re
sponses, such as being scared of environments in which 
one has received an electric shock.45 This just goes to 
show that ultimately all brain areas participate in emo� 
tions to some extent, but here we will consider only 
those that seem to be central to the integrative-executive 
emotional processes and feeling states themselves. 

4. In 1949, Paul MacLean elaborated upon Pap�z's 
theme46 and helped firmly establish the concept of the 
"limbic system" as the focal brain division that must be 
investigated in order to understand emotionality. As 
detailed in the next chapter, he identified the medial 
surfaces of the telencephalic hemispheres (including 
cingulate, frontal, and temporal lobe areas-especially 
the amygdala) and interconnections with septal, hypo� 
thalamic, and central-medial brain stem areas as part of 
the neural landscape that constituted the "emotional 
brain." Although many modern neuroscientists disagree 
that the limbic system should be considered an anatomi
cally and functionally distinct entity ,47 most agree that 
the brain areas highlighted by .MacLean are essential 
substrates of emotionality. Moreover, an increasing 
number of investigators are beginning to appreciate that 
future progress will depend critically upon our ability 
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Figure 3.7. Schematic of the limbic 
system with the Papez circuit 

highlighted in stippling. FC: frontal 
cortex; CG: cingulate gyrus; 

OB: olfactory bulbs; BN: bed 
nucleus of the stria terrninalis; 

AH: anterior hypothalamus; 
V AFp: ventral amygdalofugal 

pathway; Amyg: amygdala; 
HC: hippocampus; Fx: fornix; 

AT: anterior thalamus; 
MB: marnillary bodies; 

MTT: mamillo-thlamic tract; 
Hab: habenula; FR: fasciculus 

retroflexus; ip: interpeduncular 
nucleus. 
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to detail the neuroanatomical, neurophysiological, and 
neurochemical substrates of the psychobehavioral func
tions.48 For this reason, the next three chapters will pro� 
vide broad overviews of the foundation disciplines that 
are essential for making progress in the field. In the next 
chapter we will discuss neuroanatomy with a focus on 
the reptilian brain and visceral-emotional brain com
monly known as the limbic system. 
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Neurostatics 
The Anatomy of the Brain/Mind 

Whatever may be our opinions as to the relations between "mind" and "matter," 
our observation only extends to thought and emotion as connected with the liv
ing body, and, according to the general verdict of consciousness, more espe
cially with certain parts of the body; namely, the central organs of the nervous 
system . . .  made up of a vast number of little starlike bodies embedded in fine 
granular matter, connected with each other by ray�like branches in the form of 
pellucid threads. 

Oliver Wendell Holmes, Pages from an Old Volume of Life (1863). 

CENTRAL THEME 

Many who have considered the matter believe that an 
understanding of psychological and behavioral processes 
must initially guide our understanding of the functions 
of the brain. less well appreciated is the fact that un
derstanding of the brain can highlight the nature of 
psychological processes. Intellectual commerce is always 
a two-way street. Recent discoveries about the brain 
have finally established a foundation for a mechanistic 
understanding of the mind. Numerous new techniques 
now exist to illuminate brain-mind relations, and the 
painstaking collection of new information continues at 
a fever pitch. The "neuroscience revolution" of the last 
few decades has enabled us to conceptualize human 
nature in dramatically new ways, and the debate is shift
ing from the issue of whether mind emerges from brain 
to how specific mental states, traits, and abilities arise 
from the brain. The ongoing breakthroughs are so im
portant that even remote disciplines such as philosophy, 
economics, and political science are beginning to pay 
close attention to what the psycholog'1cally or'1ented 
neuroscientists are doing. AI! past progress in this quest 
has been premised on acceptance of the " neuron doc
trine" -the recognition that individual neurons are the 
fundamental units that transfer information throughout 
the brain. Just as each huma.n being has individual quali
ties as a receiver and transmitter of information, so too 
does each neuron have such qualities, both electrical and 
chemical. But a single neuron does nothing important 
psychologically by itself. Psychological processes emerge 
from the neurodynamic interactions of many intercon-
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nected neurons (i.e., Circuits or neuronal networks), 
yielding many yet unmeasured and unimagined com
plexities. Foreseeable progress in this field will arise from 
our ability to relate functionally coherent circuit systems 
to primitive (i.e., genetically dictated) psychobehavioral 
tendencies. However, there is yet no consensus as to how 
we can best overlay psychological principles upon brain 
processes. One thing, however, is beyond doubt It can
not be done without an adequate appreciation of the 
subject matter of this chapter-the complexities of neuro
anatomy. 

The Brain's Relations to the Mind 

A central assumption of modern neuroscience is that all 
psychological functions ultimately emerge from the 
workings of the brain. Without specific brain activities 
there are no memories, no emotions, no motivations, no 
mind. Mind is considered as natural a function of brain 
circuit dynamics as digestion is of gastrointestinal ac� 
tions, although the former is vastly more complex. The 
dualistic alternative-the notion of a disembodied mind 
that may parallel the functions of the brain but is not 
ultimately caused or restrained by those functions-has 
also been widely entertained down through the ages, but 
such metaphysical propositions no longer enjoy the 
respect of serious investigators (but see Appendix C). 
HoweVer, a variant of dualism continues-namely, the 
assumption that we can adequately understand psycho� 
logical processes through the mere use of verbal sym� 
bois and simple measures, such as reaction times, with� 
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out relying on brain research. This view still permeates 
most of academic psychology, including such recent 
variants as cognitive psychology. 

To understand how mind emerges from brain func
tions, we must appreciate how the various neurons in 
different parts of the brain interconnect and intercom
municate. Since scientists have known of the existence 
of neurons for only a little over a century, it is little 
wonder that discussions of the human mind have been 
carried out for thousands of years exclusively on the 
basis of verbal concepts. That is a hard habit to break, 
but I trust· the reader appreciates how little scientific 
insight concerning the basic sources of mind and 
behavior such analyses can provide. Words can only de
scribe the contents of mind and its relation to envi
ronmental events, without ever providing adequate ex
planations of the internal functions that permit mental 
operations to proceed. Thanks to the neuroscience revo
lution, we are now able to study basic mind issues with 
neuroanatomical, neurophysiological, and neurochemi
cal concepts. In this chapter, I will focus on neuro
anatomy, while the other aspects are covered in the next 
two chapters. 

It is impossible to do justice to the physical struc
ture of the brain in the brief space available here, so my 
aim will be to promote an appreciation of this remark
able organ rather than comprehensive coverage. The 
attempt to master anatomical structures and the inter
connections of the brain is an intimidating exercise for 
students. There is so much to learn, so much to visual
ize, and few have the intrinsic interest to master this 
difficult subject matter. However, when these facts are 
related to psychological issues, interest is often aroused 
to the point where we can begin to appreciate how 
mental processes emerg'e from the dynamics of various 
brain circuits interacting with the environment. 

Neuroanatomical Homologies 

Studying neuroanatomy entails an almost endless exer
cise in relating arcane nomenclatures to the topographic 
landmarks of a very complex organ. Brain structure 
brings to mind the wonderful intricacies of medieval 
cathedrals: A grand and stately order repeats itself, in 
general plan, from one mammalian species to the next. 
But variety is always there. 

Fortunately, if one learns the subcortical neuro
anatomy of .one mammalian species, one has learned 
the ground plan for all other mammals. Indeed, by 
mastering the brain of one mammal, one immediately 
enjoys a good understanding of the subcortical neu� 
roanatomy of most other vertebrate species. This is di
rect evidence for many structural homologies in the 
brain, which helps justify the belief that many brain 
functions are also homologous across species. Indeed, 
the most striking insight of many students when they 
first become entranced by neuroscience is the remark-

able similarity between the organization of rat brains 
and those of humans. Such neuroanatomic a! and neu
rochemical homologies have been sufficient to con
vince many investigators that general principles gov
erning human behavior can be revealed through brain 
research on other mammals, especially for the ancient 
subcortical operating systems that control arousal, at
tention, emotions, and motivations. 

By comparison, overall cortical organization exhib
its much greater variability among species. Accord
ingly, attempts to span cognitive issues, by trying to 
relate the higher psychic functions of humans to ani
mal brain circuits, will be vastly more difficult, and 
perhaps impossible when it comes to our highest corti
cal abilities, the four "R's"-reading, writing, arith
metic, arid rational thought. By comparison, the nature 
of reproductive emotional urges will be much better 
clarified by crossHspecies brain research. However, even 
though an understanding of humans' higher cortical 
functions cannot be achieved by studying rats, homolo
gies do abound in the fine structural features of the 
cortex of most mammals, for instance, among the col
umns-the cylindrical functional modules of each 
animal's neocortex-as well as in the general input
output organization of the primary cortical projection 
areas that receive sensory messages and directly con
trol movements. Similarities in cortical interconnec
tivities diminish markedly as one begins to compare the 
more complex secondary and tertiary association cor� 
tices where perceptions, as well as most cognitive and 
rational processes, are generated. In short, multimodal 
association areas of the cortex, where information from 
different senses is combined to yield concepts and ideas, 
are structurally similar in microscopic detail, but be
cause of the types of exchange of information among 
an increasing number of areas, similarities between 
humans and other animals begin to diminish. The speech 
cortex is the most multimodal of them all, and there hu
mans and other animals have most decisively parted 
ways (see Appendix B). 

It is noteworthy that at the microscopic level there 
are two general types of cortex. The neocortex pos
sessed by most mammals has neatly stratified "sheets" 
of six distinct cell layers, while a minority of mammals, 
primarily ancient creatures such as shrews and opos� 
sums, have a diffusely organized cortex, resembling that 
of birds, with less clear layering of cells than is evident 
in the neocortex of most mammals. Indeed, it comes as 
something of a surprise that our closest competitors for 
high intelligence on the face of the earth, the whales and 
dolphins, have this ancient form of cortex. 1 No one 
knows for sure whether this form of cortical organiza
tion can really generate the high levels of intelligence 
that many of us hope such creatures possess. Indeed, 
their frontal lobes-the region of the brain considered 
to be the seat of human foresight, insight, and plan� 
ning-are comparatively small. However, before we 
take too much pride in our massive frontal lobes, which 

many believe are the repositories of our highest social 
feelings, such as sympathy and empathy and hence our 
sense of conscience, it should be pointed out that the 
frontal lobes of such ancient monotremes (i.e., transi
tional mammals) as the echidna (i.e., the spiny anteater 
of Australia) are also remarkably large, but there is little 
evidence that these animals are terribly bright.2 

Although humans have the largest frontal lobes of 
any species, dolphins have a massive new brain area, 
the paralimbic lobe,3 that we do not possess. The para
limbic lobe is an outgrowth of the cingulate gyrus, 
which is known to elaborate social communication and 
social emotions (such as feelings of separation distress 
and maternal intent) in all other mammals.4 Thus, dol
phins may have social thoughts and feelings that we can 
only vaguely imagine. Of course, intense social feel
ings are especially important for air-breathing mammals 
who must subsist in a demanding aquatic environment: 
If they faint, there is no chance of survival unless others 
come to their aid immediately. 

In sum, a cross-species comparison of cognitions 
may well be a more difficult endeavor than studying the 
subcortically organized emotions and motivations. 
Brain scientists will probably have better success in 
providing a neuroscientific understanding of those psy
chological processes and biological values that emerge 
from brain areas we share most clearly with other spe
cies. From this vantage, a cross-species approach to 
affective neuroscience is more likely to reveal general 
principles of brain function than a comparative cogni
tive neuroscience. 

An Introduction to the Anatomical 
Universe of the Brain 

The construction of each mammalian brain is under the 
control of unfathomed genetically dictated rules that 
include developmental programs for the birth, prolif
eration, and migration of various neurons, programs for 
cell growth and extension (so that neurons in one area 
can connect up with those in another), and programs for 
selective cell death, or apoptosis, as it is now called, 
which selectively weeds out excess neurons to yield a 
well-carved and intricately detailed final product. These 
processes are controlled by various chemical gradients 
and path-guiding molecules that mediate cell "recog
nition" and "adhesion" and promote optimal patterns 
of neuronal growth. An especially exciting area is the 
discovery of many highly specific neuronal growth fac
tors, and genetic deletion of some of these factors can 
yield animals that are deficient in specific sensory and 
motor abilities. s In addition to the genetic control of 
brain development, an animal's experience in its envi
ronment can have an equally important influence. In the 
present chapter, however, I will ignore many of these 
important issues, since they do not yet connect clearly 
with psychology. It is a daunting and controversial task 
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to select a level of analysis that offers the best linkages 
to psychological issues, but I believe the neurochemically 
defined anatomical circuits discussed in Chapter 6 will 
prove most instructive. The student interested in a thor
ough treatment of neuroanatomy may wish to consult the 
texts by Brodal and by Nieuwenhuys, as well as several 
of the other neuroanatomy texts listed in the suggested 
readings at the end of this chapter. 

Because our focus is on emotions, my anatomical 
discussion will concentrate on those subcortical processes 
of the visceral nervous system, or limbic system, from 
which the primal impulse for emotionality emerges. Less 
emphasis will be placed on the thalamic-neocortical axis 
of the somatic nervous system, which harvests informa
tion from our external bodily senses and guides our skel
etal motor systems through the cognitive influences of 
appraisals, plans, and other representations of the out
side world.6 These two forms of information process
ing-visceral and somatic-can be considered to arise 
from two distinct regions within the brain (Figure 4. 1 ). 
In addition, both somatic-cognitive and visceral-emo
tional processes converge on more ancient parts of the 
brain called the basal ganglia. Th.is zone has been meta
phorically called the reptilian brain because it is shared 
in a remarkably homologous fashion with even the low
est vertebrates. Although all three brain zones operate 
together, each contains a variety of distinct operating 
systems. This attractive concept, that there are three 
brains in one (Paul MacLean's "triune brain" concept 
portrayed in Figure 3 . 1 ), is supported by a variety of 
observations. 7 Although a debatable simplification from 
a strictly neuroanatomical perspective, MacLean's for
mulation provides a clear and straightforward way to 
begin conceptualizing the brain's overall organization. 
However, before discussing the details, let us consider 
some general functional issues that should be kept in 
mind when we think about neuroanatomy. 

"Open" and "Closed" Systems 
of the Brain 

We should always keep in mind a key conceptual distinc� 
tion when we consider brain operating systems, namely, 
how "open" or "closed" are these systems in relation to 
environmental influences (Figure 4.2)? For instance, very 
simple reflexive behaviors such as yawning and eye blink
ing are typically considered to be "closed"-they operate 
in much the same way every time, with a characteristic 
time course and intensity. In humans, even such reflexive 
events are not completely closed and can be substantially 
modulated by environmental events. For instance, one can 
stitle a yawn, and even the intensity of the knee-jerk re
flex is reduced when one is relaxed and increased when 
one is aroused (i.e., following exposure to erotic photo
graphs or missing a few meals).8 

Other brain systems, such as those that mediate emo� 
tiona! tendencies evoked by localized brain stimulation, 
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Figure 4. 1 .  Schematic representation in the human brain of the major axes of visceral 
(hypothalamic-limbic axis-stream of feeling) and somatic (thalamic-neocortical axis
stream of thought) information processing. They converge on the reptilian brain, or basal 
ganglia. The dorsal streams of neural activity are related more to information coming from 
the external senses (vision, hearing, and touch), while the ventral-visceral streams of 
neural activity are related more to the chemical and internal senses (taste, smell, tempera
ture, and various hormone and body energy and water detectors). Both streams of 
information converge on basic sensory-motor control programs of basal ganglia to 
generate behavior in which both somatic and visceral processes are blended to yield 
coherent behavior output. 
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Figure 4.2. Schematic representation of closed and open programs of the brain. Environ
mental events trigger closed programs into fairly stereotyped actions such as yawning and 
laughing. Open programs are much more extensively modified by interactions with 
environmental events according to various principles of learning. 

are more "open" to environmental events. As I will dis
cuss in subsequent chapters, emotional circuits can be 
modulated by a diversity of environmental influences 
ranging from hormones to learning. Thus, even though 
many innate operating systems can arouse instinctual 
urges, all are subject to environmental modulation. Al
though the emotional systems are comparatively closed 
in lower mammals, they have probably been opened sub
stantially in higher mammals by cortical evolution. For 
instance, even though humans can feel strong emotions, 
they do not have to share them with others if they do not 
so wish. All this emerges from the richness of neuronal 
interactions among evolutionarily unrelated brain sys
tems. Nonetheless, the openness of these systems is 
modest in comparison to those located in the cortex, 
which associate and utilize information from the various 
external senses. The more open a brain program, the more 
the final output is controlled by nurture rather than na
ture. 9 Thus one of the most open programs in the brain 
is that which allows us to acquire language, but even this 
is under biological constraints (see Appendix B). 

The Neuroscience Revolution 
and the Neuron Doctrine 

Brain Tissues 

The consistency of the living brain resembles that of 
an overripe peach, and its outward form doeS not readily 
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provide hints to the nature of its internal organization. 
To yield a clear picture of its geographies, the brain 
needs to be hardened, or fixed (usually with formalde
hyde), to the consistency of a hard-boiled egg, sliced 
into thin transpare�t sections, and stained in various 
ways to highlight specific structures. This whole pro
cess is called histology. Until this century, one could 
gather only vague hints about the brain's internal orga
nization from the patterns of gray and white matter, 
which represent heavy densities of neuronal cell bodies 
(or nuclei) and clustered fiber pathways (or tracts), 
respectively. As noted at the beginning of this chapter, 
earlier observers likened the finer details of the nervous 
system to "starlike bodies" (now known to be nerve cells 
or neurons) and "pellucid threads" (now known as 
axons and dendrites), which are the transmitting and 
receiving branches of neurons, respectively (Figure 
4.3). It was also noted that these structures were em
bedded in "fine granular matter" that we now call glial 
cells, the "housekeeper" cells of the nervous system, 
which provide essential metabolic and biophysical sup
port for the information transmission functions of nerve 
cells. In addition to nuclei and tracts, the brain also con
tains a great deal of reticular substance, where neuronal 
cell bodieS and neuronal fibers are not tightly clustered 
but interdigitate, in seemingly inextricable ways. These 
reticular areas are especially important for generating 
subtle psychological abilities because they integrate and 
combine many kinds of information via cascades of 
interconnections (or circuits). Indeed, many investiga-
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Figure 4.3. Neural tissue is composed of three general types of tissues: nuclei (or clusters of 
nerve cells), tracts (clusters of axonal fibers), ·and reticular substance (where the two 
interdigitate to such an extent that the pattern of interconnections is more difficult to discern). 
Anterograde (away from the cell body) and retrograde (toward the cell body) anatomical 
projections can now be studied with a host of neurochemical techniques, and the neurochemi
cal character of individual neurons can be highlighted with immunocytochemical approaches. 
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tors believe that the most important kinds of  psycho
integrative processes are elaborated by reticular tissues; 
therefore, unraveling of the anatomical organization of 
reticular tissue is essential for understanding the neu
ronal infrastructure of basic psychological processes. 

Of course, the intenneshing of these three types of 
tissues is very complex. Two photographic views of the 
rat brain sectioned at the level of the upper brain stem 
are depicted in Figure 4.4. On the left, the use of a cell 
body stain highlights the locations of major tracts and 
some nuclear groups, with most of the brain at this 
level being taken up by reticular-type tissue. On the 
right, a section through the same level reflecting dis
persion of radioactive 2�deoxy�D-glucose (2-DG), a 
nonmetabolizable sugar that has been used to highlight 
neuronal functions (see Chapter 5), generally reflects 
the overall amounts of neuronal firing in various brain 
areas during a particular behavior. In this case, the ani-

Nissl Stain 
(Stains Neurons) 

mal was not doing anything special; it was simply left 
alone in its home cage. Clearly, there is little glucose 
uptake in tracts, and much less in the more ventral vis� 
ceral structures than in the more dorsal thalamic-neo
cortical ones. This metabolic differentiation reflects 
a basic difference between limbic and somatic axes of 
the nervous system. 

The Neuron Doctrine 

Individual neurons are the fundamental units of infor
mation transfer in the brain. The classic technique that 
established the "neuron doctrine" of brain function 
was the Golgi stain. Camillo Golgi, an Italian histolo
gist, developed a silver nitrate staining procedure at 
the end of the 19th century that could highlight the 
entire external structure of neurons. However, because 

C14-2-deoxy-D-Giucose 
(Detects Rate of Metabolism) 

Figure 4.4. Two views of the rat brain highlighting different properties of brain tissues: 
on the left, cell staining using the Nissi procedure; on the right, the same brain section 
processed for radioactive 2-DG, which clearly highlights differences between somatic 
(thalamic-neocortical) and visceral (hypothalamic-limbic) areas of the brain. There are 
many anatomical, neurophysiological, and neurochemical distinctions between these 
zones of the brain, which clearly indicate that the dichotomy between the "thinking" and 
"feeling" parts of the brain is a fundamental distinction and not just a poetic metaphor. 
The greater mass of reptilian brain is anterior to this section, but the wedge between the 
lower wing of the corpus callosum ( cc) and the descending motor fibers of the cerebral 
peduncle (cp) contains striatal tissue called the globus pallidus (GP). Other anatomical . 
abbreviations are: Cx: cortex; CG: cingulate gyrus; ci: cingulum; HC: hippocampus; St: 
stria tenninalis; sm: stria medularis; Thai: thalamus; ML: medial lemniscus; MTT: 
mammilo-thalamic tract; LH: lateral hypothalamus; Fx: fornix; Am: amygdala; DMN: 
dorsomedial nucleus of the hypothalamus; MH: medial hypothalamus. 
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of his incomplete microscopic analysis, Golgi reached 
the mistaken conclusion that the brain was a "synctium" 
-a network of continuously interconnected protoplas
mic processes. It remained for Santiago Ram6n y 
Cajal, the great Spanish neuroanatomist, to exploit 
Golgi's histological technique and demonstrate con� 
elusively that neurons are disc�:mtinuous, communicat
ing with each other at specialized junctions called syn
apses. Cajal also provided an unparalleled level of 
descriptive precision with his beautiful and meticu
lously detailed hand-drawn plates of neuronal patterns. 
His work remains the hallmark of excellence that neu� 
roanatomists still seek to emulate. 10 It is a standing 
joke in the field that if anyone discovers a new sub
structure in the brain, they should check in Cajal's 
original work, since "if he didn't describe it, it does 
not exist." For making the internal terrain of the brain 
known to us, Cajal and Golgi jointly received Nobel 
Prizes in 1906, "in recognition of their work on the 

· structure of the nervous system."l l  
This was an auspicious beginning for modern neu

roscience. As Cajal stated, the neurons (or nerve cells) 
that he visualized were "the mysterious butterflies of 
the soul, the beating of whose wings may some day
who knows? -clarify the secret of mental life."12 The 
Nobel Committee recognized the fundamental impor
tance of the quest to understand the basic languages 
of the brain by continuing to reward those who have 
blazed new paths into the organ of the mind. For ex
ample, in 1986 Rita Levi-Montalcini was recognized 
for her discovery of nerve growth factor (NGF), one 
of a series of regulatory signals that guide the grow.th 
of nerve cells during early development.13 Many other 
regulatory signals have been discovered since then.t4 

Individuals who have made seminal and lasting 
contributions to our understanding of basic brain func� 
tions have been so consistently recognized by the 
Nobel Committee during this century that one can now 
summarize the quest to understand the basic fabric of 
the mind by recounting their prizewinning accom
plishments. First, let us briefly consider how neuro
scientists have obtained better and more detailed ana
tomical road maps of the brain. In the future, it will 
be impossible to think creatively about the sources of 
basic psychological processes without being conver
sant with neuroanatomy . 15  

"Classic" Neuroanatomy versus 
the "New" Neuroanatomy 

The Golgi stain is highly temperamental and stains only 
a small subset of neurons, perhaps the ones that are dy
ing. In this way, it reveals the configuration of indi
vidual neurons. Dissection of pathways within reticu
lar tissues proved to be especially difficult using classic 
techniques, such as the histological visualization of 
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degenerating tissue (or chromatolysis) in distant parts 
of the brain after placement of small lesions in areas 
whose connectivities one wished to reveal. In trying to 
map out such degeneration patterns, one could not be 
sure whether the trajectory of systems that was revealed 
was due to the neurons that had been killed or to fibers 
of passage that had been concurrently damaged. The 
development of a new silver staining technique allowed 
visualization of individual degenerating fiber�, which 
led to a small renaissance in neuroanatomy. However, 
by the late 1960s neuroanatomy had become a stagnant 
field. The available riches had been mined with those 
techniques, and there was little incentive for investiga
tors to persist in the absence of new methodological 
advances. Around 1970, things started changing rap� 
idly because of the development of new and powerful 
histological techniques for visualizing fine structures. 
The analysis of brain connections became a fresh and 
enthusiastic science. 

So how did the new generation of neuroa.natomists 
learn to trace the precise connections within the neural 
tangle of reticular substance? Just as our ability to see 
far out into the universe required the development of 
ever-better telescopes, so our ability to visualize the fine 
internal structure of the brain required development of 
tools that could follow individual neuronal threads 
through tightly packed jungles of brain tissue. In a 
sense, mapping neuroanatomy is similar to tracing road
ways through a dense metropolitan area. Most roadways 
constructed by humans, however, are two-way streets, 
while all communication channels in the brain that have 
been constructed by evolution are polarized, sending 
information in only one direction. Thus, one needs sepa
rate techniques for identifying which roads leave spe
cific brain areas and which ones enter them. Today a 
host of techniques can visualize nearly all aspects of the 
fine structures of the brain. We can see that individual 
neurons send their information via transmitting fibers, 
or axons, and receive incoming information at points 
known as synapses, via branching structures called 
dendrites. Without this knowledge, we could not relate 
psychological processes to specific brain circuits. 

As emphasized previously, the new techniques 
were especially well designed to reveal the intricacies 
of reticular tissue in the brain. The three major prob
lems in unraveling the architecture of reticular sub
stance are: ( l )  Identifying where specific neurons send 
their information (via axons). This is the question of 
anterograde connectivities. (2) Identifying the point 
of origin of incoming messages conveyed to spe
cific neurons (especially in complex information
processing areas). This is the question of retrograde 
connectivities-in other words, where are the neuronal 
cell bodies situated which transmit information to spe� 
cific parts of the brain? (3) Determining the chemical 
architecture. How can we define the major neuro
chemical "personalities" of neuronal systems? All of 
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these questions have been resolved by new technolo
gies developed since 1 970. 

The Anterograde Question 

A universal function of all cells is to manufacture proteins. 
To do this effectively, cell bodies have highly specialized 
uptake mechanisms for absorbing the constituent amino 
acid building blocks. In neurons, many proteins are con
veyed toward synaptic endings of axons via specific trans
port systems consisting of microtubules. One can take ad
vantage of such neuronal transport properties to highlight 
the trajectories of axons as they transmit information away 
from the cell body. This is done by ( 1 )  injecting radioac
tive amino acids, such as proline or leucine, and more 
recently many additional markers, into specific pruts of 
the brain; (2) waiting several days for incorporation into 
protein synthesis and transport down the axon; (3) slic
ing the brain into thin sections; (4) photographing the 
sections by applying very sensitive film for anywhere from 
several days to several months (a technique called auto
radiography); and (5) examining ribbons of silver 
grains produced by exposure to radioactivity. These grains 
indicate the trajectories of axonal pathways from neurons 
situated at the site of injection. Recently, additional non
radioactive fluorescent techniques have been developed 
to address similar questions. 

The Retrograde Question 

Synapses are specialized for thrifty use of their expensive 
information molecules. Since transmitters and enzymes 
require considerable energy to construct, presynaptic end
ings have specialized reuptake mechanisms that reabsorb 
many of the substances that are released into the synaptic 
cleft. One can take advantage of such specialized synap
tic functions to highlight the locations of neurons that 
transmit information to specific parts of the brain. The 
general techniques are quite similar to those used to an
swer anterograde questions, but the indicator molecules 
and visualization approaches are usually quite different. 
One of the most commonly used molecules has been the 
plant enzyme horseradish peroxidase, (HRP), but there are 
now a large variety of fluorescent dyes that can trace path
ways even more brilliantly. Many of the early dyes (such 
as Evans blue and bizbenzimide) had the troublesome 
property of fading rapidly, but newer agents such as tluro
gold remain indefinitely inside the neurons where they 
have been transported. The tluro-gold technique allows 
us to ask profound questions, such as whether early ex
periences permanently affect neuronal development. For 
instance, we can determine how early social isolation can 
change the growth and degree of branching of brain cir
cuits that mediate separation distress or other emotions. 
This experiment hasn't yet been done, but if early isola
tion does, in fact, cause permanent brain effects, then we 

may finally understand how the intensity and duration of 
early experiences help construct subsequent personality 
tendencies of humans and other animals. 

Chemical Anatomy 

Thanks to many detailed studies of the brain's chemical 
architecture, we can now add meaningful "color" to the 
static latticework of brain connectivities. The neurochemi
cal personalities of whole neuronal systems have been 
revealed through a variety of histological recipes, the most 
universal of which is immunocytochemistry. In ptinciple, 
the technique can visualize any chemical system of the 
brain. It relies upon the initial extraction and purification 
of a molecule of interest, followed by the exploitation of 
the immune response of experimental donor animals to 
generate specific-recognition molecules (antibodies). 
These antibodies are then extracted from their blood and 
used for the histological identification of target molecules 
on thin sections of brain tissue. In other words, once an 
investigator has a specific antibody for a given neuro� 
chemical, the antibody can be used in conjunction with a 
variety of visualization techniques to find the locations of 
that neurochemical within the apparent jungle of brain tis
sue. Obviously, this technique provides the most discrimi
nating infonnation when ce1tain molecules are unique to 
a specific brain circuit. Visualization of molecules that are 
genetically expressed in all circuits provides little useful 
information about functionally specific circuits. Fortu� 
nately, there are many brain systems that appear to rely 
on very specific molecules for transmission of informa
tion. Through the use of immunocytochemical techniques, 
the fine architecture of many distinct chemical transmit
ter systems have now been revealed. Comparable tech
niques exist to identify where the receptors for specific 
transmitters are situated throughout the brain (see Chap
ter 6). As we will see in many subsequent chapters, some 
of these systems are responsible for specific types of af
fective and emotional experiences. 

The General Topographic Map of the 
Brain: Global Categories and Structures 

Unlike many other bodily organs, the gross anatomy of 
the brain is not very informative about the variety of brain 
functions. External configurations provide few clues to 
the subtlety of the dynamic internal processes. They offer 
only general geographic guidelines to orient us for the 
needed inquiries into deeper issues. In the presentation 
that follows, I will employ three didactic devices to clarify 
brain organization. First, I will summarize the overall 
gross morphology of the brain; second, I will focus on 
the characteristic segregation of primary sensory and 
motor functions in the brain; tinally, I will focus on the 
"triune" organization in the brain, whereby three layers 
of mammalian brain evolution are recognized-reptilian 

(the basal ganglia), old-mammalian (limbic system), and 
neomammalian (neocortex). 

An Overview of Brain Morphology 

For our brief excursion into the external structures of 
the brain, let me start with a gross overview of a brain 
in extended or elongated form (Figure 4.5). During early 
development, the nervous system is a straight, hollow 
neural tube that lays out the basic rostral-caudal dimenM 
sion of the developing neuroaxis. As neurons prolifer
ate and migrate from the ventricular lining, the tube 
develops characteristic swellings. The majOr swellings 
lead to the classically recognized "continental" struc� 
tures, from front (rostral) to back (caudal). At the very 
rostral end we have the forebrain, or prosencephalon, 
which undergoes further subswellings to form the cere
bral hemispheres of the telencephalon, as well as two 
main subcortical zones of the upper brain stem, the 
thalamus and hypothalamus, which are jointly known 
as the diencephalon. These are followed by the mid� 
brain, or mesencephalon, which remains relatively un� 
differentiated, and then by the lower brain stem or hind
brain, or rhombencephalon, which divides into the 
pontine-cerebellar area, or metencephalon, and the 
medulla oblongata, also known as the myelencephalon. 
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Essentially, the bulk of information flows longitudinally 
up and down along the neuroaxis (i.e., along the rostral
caudal dimension), even though there are abundant 
radial connections throughout the neuroaxis. 

As the expanding brain starts to fill the cranium, a 
number of bends, or flexures, emerge as the enlarging 
brain accommodates itself, "accordion fashion," to the 
round shape of the skull. The three major bends are 
the anterior cephalic flexure at the midbrain level, the 
pontine flexure farther down in the brain stem just 
below the cerebellum, and the cervical flexure at the 
iower brain stem. The complex shapes of the ven
tricles, which provide a central avenue for the trans
port of cerebrospinal tluid (which is a filtrate of the 
arterial blood), are due to the various rotations and 
flexures of the neural tube as it swells and bends to fit 
the inside of the skulL For instance, we can imagine 
the fourth ventricle being created like the splitting of 
a pea pod if it is bent in the direction of the seam. Also, 
the growth of the telencephalic swellings from the 
anterior sides of the neural tube gradually leads to a 
rotation of the cerebral hemispheres in backward and 
lateral directions. Because of this backward rotation 
of the telencephalic hemispheres over the diencepha
lon, the cerebral hemispheres lie directly over the tha
lamic part of the upper brain stem with no direct ver
tical connections between them. All connections loop 
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Figure 4.5. On the left arc depicted the progressive swellings of the brain as a 
function of development. On the right, a more realistic depiction of the types of 
flexures and expansions that gradually lead to a mature appearance of the brain. 
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within these rotations of the neural tube; if  one could 
unfold the brain, the simple longitudinal organization 
would again become evident. 

The various stretchings and flexures of the neural 
tube have created cavities, four ventricles, at various 
points along the tube. In the forebrain, the cerebral hemi� 
spheres contain two lateral ventricles, which course 
downward to the middle of the brain to a single third 
ventricle situated right at the midline. The third ventricle 
connects via the narrow mesencephalic cerebral aqueduct 
to the fourth ventricle just under the cerebellum. The 
cerebrospinal fluid (CSF) that tills the ventricles is manu
factured by specialized cells of the choroid plexuses that 
line the ventricles. The CSF is not only a route for the 
brain to get rid of its waste products but also a major 
conduit for horrrionelike conununication and coordina
tion between distant brain areas. It now seems certain that 
information transfer in the brain is not simply synaptic 
but can also occur in a diffuse paracrine way, through 
local diffusion of neurochemicals. 

The blood supply to the forebrain (figure 4.6) is 
provided largely by the internal carotid arteries ascend
ing from the heart to the base of the brain, where it forms 
the circle of Willis. The major cerebral arteries arise 
from the circle of Willis, with anterior midline struc
tures of the forebrain receiving blood by the paired 
anterior cerebral arteries, the lateral :Surface of the fore
brain being supplied by the middle cerebral arteries, and 
the back of the brain being perfused by the posterior 
cerebral arteries. The hindbrain and midbrain are sup
plied by the single vertebral artery that ascends along 
the ventral midline of the brain stem and extends radial 
arteries along its length. At the back of the hypothala-

mus, it joins the circle of Willis to provide a rich vas
culature around the base of the diencephalon around the 
pituitary gland, which is a visceromotor, endocrine 
organ that controls the secretion of most hormones and 
hence the metabolism of the whole body. 

Overall Functional Organization of the 
Brain: Sensory versus Motor Processes 

Of course, a single neuron can do nothing important by 
itself. Brain functions emerge from the interplay of 
neuronal networks, and a long-standing hope of neuro� 
psychology has been to relate psychological functions 
not only to specific brain structures but also to specific 
brain cifcuits. Indeed, the first "lawful relation" such 
as this was discovered early in the 19th century. It is 
called theBell-Magendie law after the British and French 
scientists who discovered the principle at nearly the 
same time. This law simply asserts that sensory nerves 
enter the spinal cord toward the dorsal (back) side, while 
motor nerves exit from the ventral (front) side (Figure 
4.7). This law has stood the test of time. In fact, it pro
vides a general scheme of organization found through
out the brain: Sensory processes are generally more 
dorsally situated in the brain than are motor processes. 
A comparable segregation of sensory and motor pro
cesses is also apparent in the cortex, where motor pro
cesses are elaborated by the frontal lobe, while sensory 
processes are concentrated more posteriorly in the oc
cipital (vision), temporal (hearing), and parietal (touch) 
lobes. Another organizational pattern is the medial loca
tion of visceral (and hence emotional) systems in cen-

CEREBRAL ARTERIES 
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Figure 4.6. Blood supply depicted on the ventral smiace of the rat brain. The rostral parts 
of the brain are fed by the carotid arteries entering the circle of Willis. The blood is 
distributed to each of the hemispheres by anterior and middle cerebral arteries. The brain 
stem is fed by the ascending vertebral artery on the base of the brain, and it also contrib
utes to the perfusion of the back of the cerebral hemispheres via the posterior cerebral 
artery. 
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Figure 4.7. Left: A general 
summary of the nerves of the 
peripheral autonomic nervous 
system. The hypothalamus is 
generally -considered to be the 
centrally situated head-ganglion 
of the autonomic nervous 
system. Right: Sensory and 
motor organization for somatic 
and visceral processes along the 
neuroaxis. The basic plan that is 
evident in the gray matter of the 
spinal cord from dorsal to 
ventral (i.e., somatic sensory 
(SS], visceral sensory (VS], 
visceromotor (VMJ, and 
somatomotor [SM]) is evident at 
all levels of the neuroaxis, with 
a section through the back of 

REPRODUCTIVE ORGANS 

SOMATIC·MOTOA (SM) 
COLUMNAR ORGANIZATION 
AT 3 LEVELS OF THE CNS the diencephalon, the pons, and 

the spinal cord portrayed. 1 COCCYGEAL 

tral regions of the brain as compared with the lateral 
location of systems that control the exteroceptive senses 
and skeletomuscular body (soma). 

Because new circuits have evolved by building on 
the outside of existing systems, a medial position indi
cates that visceroemotional processes are generally 
more ancient in brain evolution than somatic processes; 
as mentioned earlier, the latter are more closely related 
to cognitive representations of the external world. Al
though many thinkers dislike the distinction between 
affective and cognitive processes, this dichotomy is 
evident in brain organization. In general, the stream of 
cognitive activity emerges from the external senses, 
whence information is conveyed to and processed in the 
thalamus before being distributed to and reintegrated 
in the cortex. By contrast, emotional activity is inti
mately linked to visceral processes first elaborated in 
medial reticular networks of the lower brain stem, the 
regions found below the midbrain level, and also in the 
hypothalamus on the ventral part of the upper brain 
stem. Emerging from these locations, emotionality is 

then intermixed with higher levels of integration, in
cluding strong interactions with cognitive processes, in .  
the higher reaches of the limbic system. 

Let us further explore the distinction between affec
tive and cognitive areas in the primitive organizational 
structure of the diencephalon (Figure 4.7). A variety of 
functional distinctions between visceral and somatic 
parts of the brain are apparent here. Thalamic tissue, on 
the dorsal portion of the diencephalon, collects infor
mation from the outside world. Its properties are quite 
distinct from those of hypothalamic tissue, located on 
the ventral diencephalon, which collects visceral infor
mation. Neurons in the thah\mus fire rapidly, up to sev
eral hundred times per second, while hypothalamic cells 
are very slow by comparison, rarely firing more than a 
couple of times per second. (Neuronalfiri/tg and action 
potentials, which are central to the process of in forma� 
tion transferral, will be discussed in the next chapter.) 
A comparable difference is apparent in the distinct 
metabolic rates of the two tissues. Thalamic ci:i'cuits 
consume considerably more blood sugar, the sole and 
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essential fuel for all brain activity, than do visceral 
hypothalamic circuits (see Figure 4.4). 

The visceral zone of the hypothalamic-limbic region 
and the somatic zone of the thalamocortical system are 
also highly compartmentalized in terms of function, as 
indicated by distinct epilepsies that invade the two 
zones. Limbic epilepsies produce psychomotor fits but 
rarely cause full-blown convulsions, since their elec
trical storms tend to be restricted to the visceral parts 
of the brain. By contrast, grand mal seizures accom
panied by full-blown, tonic-clonic convulsions are 
restricted largely to the somatic brain. It is also note
worthy that visceral parts of the brain have high con
centrations of certain neuropeptide systems, while the 
somatic parts are typically impoverished in these same 
neurochemicals (see Chapter 6). In addition to these two 
major zones of the nervous system, there is a third
the basal ganglia, which contains the basic plans for 
many instinctual movements and other basic behavioral 
processes. Both cognitive and emotional information 
converges here before coherent behavior can occur. Let 
us focus more closely on this "triune brain" concept. 

An Overview of the Triune Brain 

How can one make a functionally meaningful picture 
from the massive intricacies of the brain? This barrier 
has long blocked the assimilation of neuroscience facts 
into our thinking about psychology. The complexity of 
the brain is so vast that one can easily get mired in de� 
tails that prevent us from seeing the big picture. 

One simplification that points us in the right direc� 
tion is Paul MacLean's conception of the brain as a 
triune structure (of-the type depicted in Figure 3. 1).16 
MacLean divided a vast architecture into three layers 
of evolutionary development: ( 1 )  the ancient reptilian 
brain, which elaborates the basic motor plans animals 
exhibit each day, as well as primitive emotions such as 
seeking, and some aspects of fear, aggression, and sexu� 
aiity; (2) the more recent old-mammalian brain, or lim
bic system, which increases the sophistication of basic 
reptilian emotions such as fear and anger, and most 
especially elaborates the social emotions; and (3) the 
most recent addition, the ncomammalian brain, consist¥ 
ing largely of the neocortex, which elaborates proposi� 
tional logic and our cognitive/rational appreciation of 
the outside world. 1bis three-layered conceptualization 
helps us grasp the overall functional organization of 
higher brain areas better than any other scheme yet 
devised. Of course, exceptions can be found to all gen
eralizations, and it must be kept in mind that the brain 
is _a massively interconnected organ whose every part 
can find an access pathway to any other part. Even 
though many specialists have criticized the overall ac
curacy of the image of a "triune brain," the conceptual
ization provides a useful overview of mammalian brain 
organization above the lower brain stem. 

The BasaJ Ganglia. The oldest zone, related closely 
to various midline structures of the brain stem, is the 
reptilian brain. This area deep in the brain appears to 
organize some fundamental aspects of instinctual motor 
capabilities in animals, such as postures and large axial 
movement patterns. MacLean ( 1990) clearly envisioned 
how this "reptilian" core of the brain may elaborate 
obligatory behavioral routines-the types of behavior 
patterns that reptiles still exhibit prominently in their 
day-to-day activity cycles. These include essential 
bodily functions such as elimination, seeking shelter, 
periods of hunting interspersed with inactivity, bask
ing in the sun, and various social displays including 
courtship, aggressive challenges, and submissive dis
plays. Reptiles perform the behaviors each day as if 
following some type of habitual master routine. They 
stop doing so if the so-called reptilian brain structures 
are damaged. The deep brain structures that constitute 
this part of the brain are, as a group, known as the basal 
ganglia, the striatal complex, or the corpus striatum. 
(Unfortunately, in neuroanatomy there are occasionally 
multiple names for essentially the same structures. This 
makes things especially confusing for novices, and a 
rite of passage occurs when one suddenly becomes 
comfortable with the multiple usages.) 

The basal ganglia consist of many substructures, 
including the caudate nucleus, globus pallidus, nucleus 
accumbens, entopeduncular nucleus, ventral tegmen
tal area, and substantia nigra (Figure 4.8). Occasion
ally, the amygdaloid nuclei are included in this category, 
even though this last structure is now more commonly 
considered to be part of the limbic system. The basal 
ganglia were originally conceptualized to be a slave of 
the cortical motor system, which transmits information 
to the body via large pyramidal cells. In reference to 
this, the striatal complex has sometimes been called the 
extrapyramidal motor system, but the functions of the 
reptilian brain are surely deeper and more mysterious 
than this term would suggest. The broader view was 
poignantly encapsulated by an early neurophilosopher 
who stated that the "royal road to the soul goes through 
the corpus striatum." In addition to such daily master 
routines as described earlier, it seems likely that basal 
ganglia circuitry elaborates a primitive feeling of motor 
presence, which may represent a primal source of "will
power." The more highly evolved brain regions must 
still utilize this system as a final output pathway for 
behavior. The major connectivities of the basal ganglia 
will be detailed later in this chapter. 

The Limbic System. Surrounding this reptilian core 
and interdigitating with it at many points is the old
mammalian brain, which primarily elaborates ancient 
"family values" and other uniquely mammalian emo
tional tendencies (Figure 4.8). This intermediate layer 
interacts intimately with the visceral organs. It re
sembles a fringe around the cerebral hemispheres that 
mushroom from each side of the upper brain stem. 

NEU ROSTATICS 71 

Figure 4.8. Three-dimensional depiction of the rat brain from the anterior lateml perspective. 
Each of the three frontal (or "coronal") sections depicts major subcortical structures of the 
reptilian brain and limbic system. The stippling on each section is indicative of the density of 
opiate receptors at these levels of the brain (for a full depiction of opiate receptors in the rat 
brain, see Figure 6.8). 

Because of the backward rotation of the cerebral hemi
spheres within the cranium, this medial limbic region 
is endowed with several arching pathways, most promi
nently the fornix and stria terminalis, which, respec� 
tively, connect the hippocampus and amygdala to the 
hypothalamus. This part of the brain was t1rst conceptu
alized as the rhinencephalon, or "nose brain," because 
of its intimate connections with the olfactory bulbs. Al
though olfactory influences still penneate this system, it 
has become clear that many specific emotional and mo
tivational impulses are also intrinsically elaborated by 
neural systems that course through the limbic region. The 
litilization of olfactory functions to generate new behav
ioral systems may be an example of evolution elaborat� 
ing upon old parts. For instance, animals seek out food 
with the exquisitely sensitive chemodetectors of their 
nose, and it seems that exploratory and appetitive moti
vational tendencies (which allow animals to anticipate 
positive events in the world) emerge from neural systems 
that encourage the use of the olfactory system. 

The concept of the "rhinencephalon" was later sup
planted by MacLean's concept of the "limbic system," 
a designation that has now become virtually synony
mous with the concept of the "emotional brain." This 

concept has served as a useful generalization, although 
some anatomists find it vague in terms of its bound
aries.17 The major areas included in the limbic system 
are the amygdala, hippocampus, septal area, preoptic 
area, hypothalamus, and central gray of the mesen" 
cephalon (Figure 4.8). These zones of the brain are 
essential in elaborating a variety of emotional processes 
that characterize all mammalian species. In addition to 
providing modulatory control over behaviors elaborated 
by the reptilian brain, the limbic system helps generate 
the basic emotions that mediate various pro-social be
haviors, including maternal nurturance, associated ca
ressive behaviors, separation distress vocalizations, 
playfulness, and various other forms of competition and 
gregariousness. During the past two decades, we have 
come close to understanding the neuronal infrastructure 
that generates each of these specific emotional abilities, 
and each will be the focus of a subsequent chapter. 

The Neomammalian Brain. Surrounding the ancient 
limbic system is the six�cell-layered neocortex, the 
crowning glory of brain evolution, which varies in 
amount and complexity among mammalian species. 
Please note that there are also more ancient limbic cor-
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tical areas, such as the archicortex and paleocortex, 
which have fewer cell layers. 18 By comparison, avian 
cortex, because of its lack of cell layering (as in ancient 
mammals) is not as visually self-evident. Avian higher 
cortical structures are diffusely organized anatomically 
(with no clear columnar formation), and their sensory 
projection areas, including key integrative areas such 
as the hippocampus, are more rostral in the brain due 
to a lack of backward rotation of the telencephalic hemi
spheres. On the other hand, the subcortical areas remain 
quite similarly laid out in birds and mammals: The cor
tex in both species is specialized for associating a di
versity of sensations and innate ideas (such as a sense 
of causality and spatial referencing abilities) into per
ception, concepts, and attributions (Figure 4.8). It har
vests information from the senses through specific tha
lamic relays and processes incoming information into 
neural representations of the world. This is the brain 
tissue we must study most thoroughly in our attempt to 
scientifically understand the rational mind and its abil
ity to generate ideas. 

All neocortical areas, at least in the majority of 
mammals that have a six-cell-layered neocortex, share 
a similar wiring plan based on cylindrical columns. 
Each area of the cortex is specialized to preferentially 
process certain types of information, and each cell 
layer within a column has precise 'interactions with 
other brain areas (Figure 4.9). Although much of the 
human cortex is multimodal, in that it gets informa
tion from many senses, it can only interrelate the types 
of information which its interconnectivities permit. 
Although the possibilities for new learning and new 
concept formation within the human cortex are vast, 
especially during youth, when cortical connections are 
more plastic (see Appendix B), they are not limitless. 
There are things our brains cannot imagine, and hence 
we have only a vague glimmer of what they may be.19 

Intrinsic qualities of the human cortex give us greater 
powers of imagination than are available for other spe
cies. For instance, it is a highly Sophisticated human 
concept to realize that other people have independent 
minds. Indeed, much of the subtlety of human behav
ior arises because we recognize that others are observ
ing and appreciating the intent of our behaviors. In other 
words, humans have a "theory of mind"-an intrinsic 
tendency to try to read the minds of significant others 
around them.20 There is some evidence that chimpan
zees conduct some of their social affairs in similar 
ways,21 but there is no extensive evidence of such abili
ties in other creatures. Presumably, an evolutionary 
prerequisite of such "mind-reading" tendencies in hu
mans was the ability of ancestral animals to decode 
behavioral intentions; indeed, most mammals seem to 
have the rudiments of such abilities-especially in the 
emotional realm. It has been experimentally demon
strated that monkeys can decode the specific emotional 
vocalizations of other animals. For instance, vervet 
monkeys emit one of three distinct alarm calls for three 

types of predators-snakes, hawks, and cats. Other 
monkeys respond appropriately to taped recordings of 
these calls by scanning the ground, scanning the sky, 
and heading for the trees, respectively.22 Even domes
tic chickens are able to decode the meaning of differ
ent types of alarm calls. They assume an erect position 
and scan the ground in response to "ground alarm calls," 
but they squat and hide, in apparent fear, to "aerial alarm 
calls," which are presumably differential warnings 
against the presence of predators such as snakes and rap
tors.23 These abilities probably emerge from the highest, 
analytical reaches of their brains. Thus, even though there 
is very little evidence that the neocortex elaborates af
fective feelings, this tissue surely elaborates the appraisal 
processes that can trigger emotional responses.24 

Although the highest brain areas will receive only 
modest attention in this book, it is again worth noting 
that the evolution of many neocortical functions may 
have been constrained by the emerging cognitive needs 
of preexisting limbic-emotional operating systems. In 
other words, as simple emotional responses were no 
longer adaptive in the competition for resources, the 
cortex assumed a critical role in evaluating and gener
ating new behavioral plans to help sustain emotional and 
motivational stability, or homeostasis. Unfortunately, 
we really cannot analyze the historical paths of brain 
evolution.25 Still, it seems likely that, in a deep evolu
tionary sense, many of the complex information-pro
cessing potentials of the cortex are servants (often un
conscious, automatized servants) to the dictates of the 
affective forces that ruled behavior prior to cortical 
evolution. Consciousness seems to act only upon very 
well processed perceptual information as opposed to the 
many computations that go into the construction of 
percepts. Still, the neocortex provides an ever-increas
ing flexibility for the simpleminded dictates of the more 
primitive emotional and motivational systems (i.e., it 
tends to "open" the relatively "closed" subcortical sys
tems to more subtle fotms of environmental modulation). 

The General Road Maps of the Triune Brain: 
Major Pathways 

Starting from the cortex and working down through 
the limbic system to the basal ganglia and key com
ponents of the brain stem, I will trace the major paths 
of neural communication within the brain. My discus
sion of neuroanatomy will end at the midbrain (mes
encephalic) level, because this is approximately where 
the circuits for behavioral spontaneity end. We know 
this because when the midbrain is disconnected from 
the lower brain stem, animals lose all ability to take 
care of their basic needs. They survive only in a veg
etative state without the spontaneity and flexibility of 
behavior that are the hallmark of intact animals (see 
Chapter 3). In other words, they are no longer "active 
agents" in their environments. 
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Figure 4.9. Left: General plan of cortical organization, with a single Golgi
stained neuron on the left Can you find that neuron in the full cross section of 
cortex in the middle? It is indicated by an asterisk, and the location of that whole 
cortical section is depicted on the asterisk-highlighted coronal section of the brain. 
The other squares indicate approximate locations for the Fos immunocytographs 
depicted in Figure 15.7. Right: Summary of the six layers of cortex and their 
vario.us connections to other brain areas. The nonspecific influences from biogenic 
amine systems such as those depicted in Figures 6.5 and 6.6 are concentrated in 
the topmost layers of the cortex. Layer III connects similar locations in the two 
hemispheres. Since layer IV is small in this section, it must be motor cortex. If this 
layer were large, it would be sensory cortex, getting input from the thalamus. 
Layers V and VI send information downward in the brain. About a thousand 
cortical neurons working together as a functional unit are called a column, which 
is hard to see in this view of the brain. 
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Behavioral spontaneity is possible only when the 
midbrain and hypothalamus are intact and remain con
nected to the lower brain stem. However, the behavior 
of such animals, in which more rostral tissue has been 
removed, is still quite disorganized and fragmented. 
Even though they do initiate spontaneous actions, they 
exhibit little behavioral flexibility and coherence. For 
instance, animals in this state will become more active 
when they are hungry, but they will not direct their 
activity effectively. 

Organized and sequenced instinctual behavior oc
curs only when the basal ganglia are connected to the 
hypothalamus and brain stem. In other words, the mere 
removal of the neocortex does not lead to major defi
cits in instinctual behaviors, although such animals are 
certainly not very bright.26 Experiments of this type, as 
well as localized brain-stimulation studies that evoke 
specific emotional behaviors, suggest that a series of 
emotional circuits exist within the limbic system. There 
are operating systems for exploration, aggressive de
fense, fear, and various social initiatives, all of which 
can be demonstrated at the midbrain level. Although the 
lower brain stem and spinal cord contain most of the 
sensory and motor nuclei that actually control outward 
behavior and accompanying autonomic changes, only 
the rudiments of behavioral spontaneity are found in 
these lower reaches. I will discuss some of these struc
tures in subsequent chapters in conjunction with the 
individual emotional systems. Here I will focus only on 
the major circuits of the higher brain, which are the basic 
psychoneurological operating systems for behavioral 
spontaneity. 

The Thalamic-Neocortical Axis 

As mentioned earlier, the enlargement of the neocor
tex in recent brain evolution has resulted in expanding 
openness in circuits that were formerly closed, creat
ing greater behavioral flexibility. The most obvious way 
to increase flexibility was by expanding the overall size 
of the cortex and the number of interconnections among 
its various subareas. 27 It should be noted that the num
ber of neurons in the human neocortex is about 10 bil
lion ( 1010), and the number of synapses varies between 
I ,000 and I 0,000 per nerve cell, yielding an estimated 
J 0!3 synaptic connections! This degree of complexity 
makes it improbable that we will ever understand all 
brain functions at the resolution of a single cell. We will 
have to create understanding out of larger segments of 
the brain. Indeed, as already mentioned, the modular 
unit of the neocortex is a column, a vertically oriented 
functional grouping of about 4,000 interconnected neu
rons with comparatively weak connections to immedi
ately neighboring modules. These columns are strongly 
linked to other cortical modules and to lower brain areas 
by descending and looping connections. Coherently 
operating groups of neurons are called functional "net-

works" or ''cell assemblies." An especially important 
point to remember is that even though the human brain 
has much more neocortex than other animals of com
parable size, this is achieved by the addition of more 
columnar modules and their interconnections rather than 
by increasing the quality (i.e., complexity) of cortical 
columns. 

In addition to well-organized inputs (afferents) from 
the thalamus and other cortical areas, the major inputs 
( efferents) of the cottex are descending circuits back to 
the thalamus, as well as massive dispersion of informa
tion into the basal ganglia (Figure 4. 1 0). The output of 
the entire cortical mantle to the striatum is enormous 
and topographically organized, and most of its synapses 
transmit information via the simple amino acid known 
as glutamate. The basal ganglia send information back 
to the ventral thalamus via the output circuits of the 
globus pallidus, the ansa lenticularis. These messages 
are then processed by the thalamus and flow upward 
into the cortex once more. In this way, the "stream of 
thought" probably comes to be connected with basic 
daily plans for action that are encoded within the basal 
ganglia. 

Cognitive information presumably has to percolate 
thmugh this loop an undetermined number of times 
before coherent behavioral plans emerge. If the loop is 
experimentally broken, as can be done by placing neu
rotoxins into the caudate nucleus, animals' behavioral 
flexibility is compromised in ways that are just begin� 
ning to be documented. Indeed, in the human brain dis
order known as Huntington 's disease, this type of dam
age occurs for genetic reasons that have recently been 
identified.28 In the brains of such individuals, excessive 
levels of endogenous glutamate may gradually destroy 
the basal ganglia. Although these patients eventually 
exhibit severe motor disabilities, their mental status is 
initially compromised by a schizoid type of disorder 
characterized by disjointed .cognitive activity.29 For 
instance, a person may remember all the steps in a favor
ite recipe but not be able to sequence them into a final 
product. Apparently, the flow of information through 
striatal-thalamic-cortical loops helps solidify behavior 
sequences based on various component parts. The cor
tex contains the component parts, but the striatum welds 
them into a coherent plan. 

It is generally believed that complex factual memo
ries (often termed declarative or semantic memories) 
are stored in the interconnections of the cortex, but 
many simple memories, such as motor habits, are con
trolled by subcortical circuits. For example, the basic 
motor memory for the classically conditioned eye�blink 
reflex (e.g., the anticipatory blinking caused by a tone 
that has been paired with a puff of air directed at an eye) 
resides within an ancient part of the cerebellum,30 a 
structure that was traditionally thought to simply facili
tate motor coordination but is now known to participate 
in many other processes, including emotional ones>H 
Even in the case of such basic learning, higher brain 
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areas elaborate and rep;oduce one's cognitive knowl
edge of the conditioning. For instance, simple eye-blink 
conditioning is well represented within the hippocam
pus. However, this representation is not needed for the 
expression of "simple conditioning," where the un
conditional stimulus (UCS) follows immediately on 
the heels of the conditional stimulus (CS). It is called 
upon only if there is a long interval between the CS 
and UCS. If one uses "trace" conditioning, where there 
is an interval between the CS and the UCS, the hip
pocampus becomes essential. 32 In discussing these 
brain functions, it is important to remember that sev
eral areas often participate in a single process. Indeed, 
the creation of redundancies, with multiple represen
tation of processes through "distributed parallel pro
cessing," is the rule rather than the exception within 
the brain,33 and even subtle and unstudied brain pro
cesses such as "the self' and the various emotions 
discussed in this book may become widely distributed 
in the brain (see Chapter 16). 

Cortical control of primitive behaviors and basic 
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Figure 4.1 0. Major pathways of 
neomammalian, paleomammalian, and 
reptilian brain areas on mid-saggital 
views of the rat brain. Note that the 
neomammalian brain, or cortex (top), 
receives sensory input from the thalamus 
and sends most of its output to the basal 
ganglia (i.e., the caudate nucleus). On the 
bottom is the reptiliari brain, which 
funnels its information to thalamus and 
lower brain stem motor nuclei. The 
limbic system (middle) has a series of 
complex arching pathways that integrate 
information from a variety of internal 
systems to coordinate emotional and 
motivated behaviors. AC: anterior 
commissure; AM: amygdala; AP: anterior 
pituitary; AT: anterior thalmnus; BN: bed 
nucleus of the stria tenninalis; CC: corpus 
callosum; CG: cingulate cortex; CN: caudate 
nucleus; CP: cerebral peduncle; FC: frontal 
cortex; FR: fasciculus retroflexus; FX: 
fornix; GP: globus pallidus; HB: habenula; 
HC: hippocampus; IC: inferior colliculus; 
IPN: interpeduncular nucleus; LC: locus 
coeruleus; LH: lateral hypothalamus; MB: 
mamillary body; MFB; medial forebrain 
bundle; MH: medial hypothalamus; ML: 
medial lemniscus; MTI: mamillothalamic 
tract; NA: nucleus accumbens; ON: optic 
nerve; PAG: periaqueductal gray; PB: 
parabrachial area; POA: preoptic area; PP: 
posted or pituitary; S: septum; SC: superior 
colliculus; SM: stria medullaris; SN: 
substantia nigra; Thai: thalamus; VT A: 
ventral tegmental area. 

emotions has been achieved in several ways. One way 
was for the cortex to extend emotions in time by al
lowing organisms to dwell on past and future events. 
Another pervasive solution was for the cortex to in
hibit the actions of primitive instinctual systems situ� 
ated in subcortical areas. For instance, all humans have 
circuits within their brains that can instigate intense 
rage, but it is rare for such impulses to control our 
outward behavior. However, if certain areas of the 
cortex are destroyed, these potentials are more likely 
to emerge as actions. 34 The cortex not only helps keep 
simpleminded impulses under control but presumably 
permits selective and refined expression of primitive 
tendencies. This makes our brains resemble old mu
seums that contain many of the archetypal markings 
of our evolutionary past, but we are able to keep much 
of that suppressed by our cortical lid. Our brains 
are full of ancestral memories and processes that guide 
our actions and dreams but rarely emerge unadulter
ated by corticocultural influences during our every
day activities. 
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Connections of the Limbic System 

Within the broad continuum of the limbic system, which 
includes hypothalamic and mesencephalic areas, there 
is a series of neurochemically coded pathways for the 
control of emotional and motivated behaviors. These 
pathways can be visualized only through the use of the 
immunocytochemical techniques summarized in Chap� 
ter 6. However, there are also larger, more visually dis
tinct pathways that were discovered prior to the use of 
advanced mapping technologies. Such pathways give 
the limbic system its essential form, for they can be 
visualized with the naked eye (Figure 4.10). They in
clude the fornix, the stria terminalis, the ventral amyg
dalojugal pathway, the mamillothalamic tract, the haben
ulopeduncular tract, and the medial fOrebrain bundle. 
These are the prominent landmarks that set off a vast 
amount of reticular substance where most information 
transactions transpire (Figure 4.10). They allow us to 
outline the overall geography of the limbic system. 

These pathways include two major outputs of the 
amygdala. The arching stria terminalis, which was 
molded by the backward rotation of the developing 
cerebral hemispheres, sends descending information to 
a broad synaptic field extending from the bed nucleus 
of the stria terminalis to the ventromedial nucleus of 
the hypothalamus. The more direct ventral amygdala
fugal pathway is located at the axis of telencephalic 
rotation and hence was not displaced by the backward 
expansion of the cortex. It provides direct input to the 
basal forebrain and anterior hypothalamus. In addition, 
a great number of pathways run through the corridor 
of the lateral hypothalamus, the best known of which 
is the medial forebrain bundle (MFB). This is the area 
where self-stimulation and a variety of stimulus-bound 
emotive behaviors can be obtained with greatest ease 
through localized electrical stimulation of the brain 
(ESB). Just medial to the MFB are many nuclear groups 
that process regulatory information about the body's 
metabolic and hormonal imbalances that may require 
the organism to interact with the outside world. This 
is achieved by interactions between various incoming 
sensory systems, including the external ones of smell 
and taste, intermixing locally gathered information 
about the body's metabolic and hormonal states (via 
interoreceptors) to yield generalized instinctual behav
iors that are cdntrolled by SEEKING circuits cours
ing through the adjacent lateral hypothalamic areas 
(see Figure 3.6 and Chapter 8 for details). 

As mentioned previously, there are a great number 
of distinct neurochemically coded pathways, both as
cending and descending, that project through the hypo
thalamus. These circuits ramify widely in the brain and 
provide the best opportunity we have at present to link 
specific types of psychoemotional processes to specific 
brain mechanisms. These emotional command systems 
resemble trees, with branches reaching into the higher 
brain areas to interact with perceptual and cognitive pro-

cesses. The trunks reflect the ancient executive cores of 
each system, which are influenced by various bodily and 
simple perceptual states, and the roots lie in basal gan
glia and brain stem areas, providing connections to 
various motor processes. Indeed, these discrete neuro
chemical pathways help generate and synchronize cog
nitive, physiological, behavioral, and feeling states within 
widely distributed areas of the nervous system. By view
ing basic emotional systems in this way, we can ap
preciate why categorical, componential, and social
constructivist perspectives on the study of emotions need 
not compete but instead can work together. My preferred 
approach, the categorical one, can best characterize 
"trunk-line" issues concerning the organization of emo
tionality in the brain; the componential approach can 
identify how various fragments of experience are in
corporated into emotional states; and the social
constructivist approach can describe how these systems 
contribute to cultural evolution and the cognitive inter
pretation of our great varieties of real-life experiences. 

Connections of the Basal Ganglia 

I have already discussed the cortical connections that feed 
into the basal ganglia. This massive flow of cortical in
formation into the "reptilian brain" is repeatedly recir
culated back to the cortex through the thalamus. The over
all functions of the basal ganglia are under the control of 
one major ''power switch"-ascending brain dopamine, 
which arise.<.; from cell groups in the ventromedial part of 
the midbrain. When dopamine is available, the basal gan
glia conduct their functions efficiently. When dopamine 
activity is excessive-for instance, following administra
tion of psychomotor stimulants such as amphetamine or 
cocaine, or under the pathological clinical condition of 
paranoid schizophrenia-then repetitive behavior patterns, 
persistent thoughts, and delusions begin to emerge. When 
dopamine is unavailable, as in Parkinson's disease or fol
lowing excessive dose.<> of antipsychotic drugs, all behavior 
is diminished, and displeasure sets in, along with a lack 
of energy. As dopamine systems ascend into the striatum, 
they divide into two distinct branches-the nigrostriatal 
system, which ascends from the substantia nigra to the 
dorsal striatum (also called the caudate-putamen com
plex), and the mesolimbic!mesocortical pathways, which 
ascend from the ventral tegmental area (VTA) to the ven
tral striatum (also called the nucleus accumbens) as well 
as to the frontal cortex (see Figures 3.6 and 8.1) .  Indeed, 
there are reciprocal descending connections between both 
the dorsal and ventral striatum and the respective mesen
cephalic cell groups. These reciprocating loops help pro
tect the system from excessive arousal when it is perturbed 
by an overabundance of incoming stimulation. Each of the 
mesencephalic dopamine cell groups receives a diversity 
of inputs that probably convey information about general 
bodily states such as hunger, thermal imbalances, and other 
forms of stress. 

Although the dorsal striatum receives many inputs 
from other brain areas, including amygdaloid nuclei and 
intralaminar thalamic nuclei, the most massive influ
ence, as mentioned earlier, comes from the neocortex 
(Figure 4.10). Nonetheless, it should be remembered 
that this input is not obligatory for normal striatal func
tion, since the overall motor bearing of simple mam
mals, such as rats, is not grossly disturbed by neocorti
cal lesions: Decorticate animals continue to exhibit their 
instinctive behavior patterns. It is noteworthy that this 
is not the case for humans, except very young ones who 
have not become dependent on higher processes. Com
parable neocortical damage in humans has severe 
motor effects, namely paralysis, suggesting that adult 
human brain functions are more dependent on neocor
tical functions than the brains of lower mammals. 

The major pattern of connections of the ventral 
striatum (Figure 4.10) is similar to that of the dorsal 
striatum except for the fact that higher inputs arise from 
the limbic/visceral cortices, includingfrontal, cingulate, 
and olfactory cortices andperiamygdaloid areas, rather 
than those of the somatic neocortex (Figure 4. 1 0). This 
motor outflow is also similar, except that it is focused 
on the ventral tegmental area rather than the adjacent 
substantia nigra, which receives greater input from the 
dorsal striatum. It is generally thought that the ventral 
striatal system is one of_ the major avenues through 
which affective processes are blended with basic motor 
tendencies. A more detailed discussion of such issues 
will be undertaken in Chapter 8. 

The Mesencephalon and Lower Brain 
Stem: Executive Systems 
for Behavioral Output 

Within the midbrain, we find the lowest level of inte
gration for most of the emotional operating systems that 
we will discuss. Most emotional command systems 
make strong connections with midline visceral struc
tures-the central gray around the cerebral aqueduct 
(also called the periaqueductal gray) and surrounding 
reticular tissues. It is within these zones that we find 
the lowest integrative centers for the coherent emission 
of rage and defensive behaviors (see Chapter 1 0), for 
fear (see Chapter 1 1), for separation distress (see Chap
ter 14), for exploratory urges (see Chapter 9), for sexual 
urges (see Chapter 12), and for the experiences of plea
sure and pain. These lowermost structures of the emo
tional "trees" are absolutely essential for spontaneous 
engagement with the world. When they are even mod
erately damaged, animals become behaviorally slug
gish, and with extensive damage, a comatose state is 
common. Ascending systems at this level of the neuro
axis include basic circuits for maintenance of vigilance 
and sleep states (see Chapter 7). As we proceed later
ally from these central structures, we are confronted by 
the somatic nervous system-with ascending sensory 
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processes and descending motor processes. Although 
damage to these areas can impair certain skills, it does 
not typically compromise an animal's tendency to be a 
spontaneously active creature. As discussed in Chap
ter 16, it is probably within these central mesencepha
lic reaches ofthe brain stem that we will eventually find 
the primal neural representations of "the self." 

Two areas of the brain are especially interesting in 
any attempt to discuss subtle concepts such as the pri
mordial "self." At the very roof (or tectum) of the brain 
stem, we find two sets of moundlike, twin structures 
called the corpora quadrigemina-the more caudal 
(tail ward) twins being the inferior colliculi, which pro
cess auditory information, and the more rostral (head
ward) twins being the superior colliculi. The latter are 
primarily engaged in processing visual information, 
although their deeper layers also contai1:1 maps for au
ditory and somatosensory space and certain motor 
control functions, especially the spontaneous eye move
ments needed for rapid orientation during pursuit. The 
mesencephalic central gray is situated just below the 
colliculi; as mentioned, this tissue contains basic neu
ral components for many emotional processes, includ
ing fear, anger, sexuality, pleasure, and pain. The su
perior colliculus is especially interesting because it is 
here that we begin to get a glimmer of the. first evolu
tionary appearance of a sophisticated representation of 
self. This might be expected simply from the fact that 
this part of the brain contains multimodal sensory sys
tems designed to elaborate simple orientation responses. 
In other words, these systems may provide a sense of 
presence for the animal within its world. How this is 
achieved is an especially intriguing story that will be 
continued in the last chapter of this book. 

In sum, to appreciate brain functions, one cannot 
avoid the intricacies of neuroanatomy. To provide an 
overall picture of the key brain areas that will be of con
cern throughout this text, I have constructed a simple 
stereot:1xic atlas of the rat brain depicted in the three 
major planes of Euclidian space (Figure 4.1 1). For a 
similar depiction of opiate receptors in the brain, see 
Figure 6.8. Of course, for the mind to be woven on the 
living loom of the brain, there also has to be the dimen
sion of time. Mind consists of the dynamic temporal 
flow of information through the networks provided by 
the anatomical connectivities of the brain. However, we 
must remember that there are also other channels of 
information f1ow, including paracrine ones for the dif
fusion of neurochemistries, some of which act non
synaptically, and perhaps still others that we do not yet 
fully appreciate. 

The Hierarchical Organization 
of the Brain 

The brain is a hierarchical system (see Figure 2.2). 
Higher functions can operate only on the basis of lower 
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Figure 4.1 1 .  Stereotaxic atlas of the rat brain in three coordinates. These are actual tracings 
from photographed brain sections. Anatomical designations are: AC: Anterior Commissure; 
AL: Ansa Lenticularis; Am: Amygdala; EN: Bed Nucleus of the Stria Tenninalis; CC: Corpus 
Callosum; Cereb: Cerebellum; CG: Cingulate Cortex; CP: Caudate�Putamen; cp: Cerebral 
Peduncle; Cx: Cortex; EP: Entopeduncular Nucleus; FC: Frontal Cortex; Fx: Fornix; 
GP: Globus Pallidus; HB: Habenula; HC: Hippocampus; IC: Inferior Colliculus; ic: internal 
capsule; IPn: Interpeduncular Nucleus; LG: Lateral Geniculate; LH: Lateral Hypothalamus; 
LC: Locus Coeruleus; M: Medulla; MFB: Medial Forebrain Bundle; MG: Medial Geniculate; 
MH: Medial Hypothalamus; ML: Medial Lemniscus; MTf: Mammilothalamic tract; 
NA: Nucleus Accumbens; OB: Olfactory Bulb; ot optic tract; P: Pons; PAG: Periaqueductal 
Gray; PB: Parabrachial Area; POA: Preoptic Area; R: Raphe; RF: Reticular Formation; 
S: Septum; SB: Subiculum; SN: Substantia Nigra; SC: Superior Colliculus; Thai: Thalamus; 
V: Motor nucleus of cranial nerve tive; VTA: Ventral Tegmental Area. 
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functions; but quite often lower functions can operate 
independently of higher ones. Since the lower functions 
are essential, it is understandable why brain stem dam-. 
age is generally more debilitating than cortical damage. 
Higher functions are typically more open, while lower 
ones are more reflexive, stereotyped, and closed. For 
instance, the basic vital functions of the brain-those 
that regulate organic bodily functions such as respira
tion-are organized at very low levels. Higher levels 
provide increasingly flexible control over these lower 
functions. For instance, the higher brain stem (espe

. cially the hypothalamus) and the nearby structures of 
the basal ganglia allow animals to generate behavioral 
spontaneity and the various complex behaviors that help 
adjust activity in relation to bodily needs. The highest 
cortical levels, which surround these ancient structures, 
allow complex patterns of incoming information to be 
stored and imbued with affective and other types of 
meaning. To use our computer analogy from Chapter 
1 ,  the lower functions resemble read-only memory 
(ROM) "operating systems," which are essential for 
computers to do anything coherent, while the higher 
functions resemble random-access memory (RAM) 
space where increasingly complex computations can be 
done. As more RAM space becomes available, the same 
operating systems can accomplish more and more. The 
relative abundance of RAM-like space in humans helps 
explain the complexity and sophistication of human 
abilities. However, if we wish to understand the funda
mental sources of our human emotions and motivations, 
we will have to focus our efforts primarily on the sub
cortical operating systems that we share with other 
animals. 

AFTERTHOUGHT: Three H istorical 
Milestones in Our. Neuroanatomical 
Understanding of Emotion 

The token chapter on emotions in most neuroscience 
texts typically summarizes a few classic findings. Here, 
I present thumbnail sketches of three such discoveries 
in the area of neuroanatomy. In Chapter 5, I will simi
larly describe key work from the neurophysiological 
perspective, and in Chapter 6 from the neurochemical 
perspective. This will provide a succinct summary of 
some of the most widely acknowledged neuroscience 
contributions to our understanding of emotions during 
this century. 

1 .  The first "breakthrough" was the recognition that 
the basic urges for emotionality are situated in deep sub
cortical areas of the brain. Surgical removal of the cere
bral hemispheres (i.e., decerebration) as well as certain 
cortical regions makes animals temperamental, with 
prominent bouts of rage in reaction to minor irrita
tions. 35 Since such animals do not always direct their 
temperamental energies correctly (to appropriate tar
gets), their emotional displays were often deemed to be 
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''pseudoaffective." This usage reflected the opinion that 
the animals didn't actually experience internal affective 
states corresponding to the observed emotional behav
iors. This position was not justified. The lack of direct
edness may have simply indicated that the animals were 
disoriented. More recent work, as summarized in Chap� 
ters 8 to 15,  suggests that affective experiences do 
emerge from the arousal of the subcortical circuits that 
are released by decerebration. The subcortical localiza� 
tion of the basic brain systems for such emotional out
bursts eventually led to the concept of a limbic system, 
which still guides most of the neuroanatomical work on 
emotionality. 

2. The second set of key findings was that removal 
of several discrete brain areas, including the temporal 
lobes, the frontal lobes, the septal area, and the ventro
medial hypothalamus, dramatically modified emotion
ality in animals and humans in characteristic ways. 
Temporal lobectomy made animals hypersexual, by
peroral, and less fearful-the so-called Kltiver-Bucy 
syndrome, which is also evident in humans.36 This is 
largely due to destruction of the underlying amygdaloid 
complex. While frontal lobe lesions made animals more 
placid, they also exhibited strong tendencies for sim
pleminded emotional outbursts when thwarted. Humans 
with such brain damage seem to live intensely in the 
present, without much thought about the past or fu
ture. They tend not to plan ahead. Septal lesions pro
duced hyperemotional and hyperaggressive animals, 
as did ventromedial hypothalamic lesions. Animals 
subjected to the latter remained persistently savage, 
while the rage of septal animals diminished markedly 
as a function of time since brain damageY Indeed, 
septal-lesioned animals often become friendlier than 
normal. 38 These emotional changes are so replicable 
from experiment to experiment that they affirm the 
existence of stable subcortical brain substrates for the 
generation of emotionality. 

3. From the present vantage, the most important his
torical contribution is a set of studies, using electrical 
stimulation of subcortical areas of the brain in cats, that 
were conducted by Walter Hess in Zurich, Switzerland, 
during the second quarter of this century. 39 These stud
ies indicated that one can obtain a variety of emotional 
behavior patterns by electrically stimulating specific 
parts of the brain, especially the hypothalamic zones of 
the diencephalon and the central zones of the midbrain. 
The coordinated emotional behaviors that were acti
vated suggested the animals were experiencing emo
tional states. Animals could be induced to act angry, 
fearful, curious, or hungry, as well as nauseous, by 
stimulation of this "head�ganglion of the autonomic 
nervous system," as Hess called it. This eventually led 
to the recognition that animals craved stimulation of 
certain brain sites: They would self-stimulate circuits 
such as the MFB, which courses through the lateral 
diencephalon. In contrast, they despised stimulation of 
other nearby sites, including anterior and ventrolateral 
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hypothalamic sites, as well as many zones of the mes
encephalic perventricular gray .40 This suggested that 
"pleasure approach" and "distress avoidance" were 
elaborated by specific brain circuits. Presently a few in
vestigators are working out the anatomical and neuro
chemical details of these circuits, and this work now 
provides the deepest insights into the intrinsic emotional 
nature of the mammalian brain. For initiating this semi
nal work, Walter Hess was awarded the Nobel Prize in 
1949 "for his discovery of the functional organization 
of the interbrain as a coordinator of the activities of the 
internal organs." Hess's work continues to inspire lines 
of investigation that are bringing us ever closer to a 
lasting material understanding of emotionality in both 
humans and animals. 
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Neu rodynamics 
The Electrical Languages of the Brain 

The brain is waking and with it the mind is returning. It is as if the Milky Way 
entered upon some cosmic dance. Swiftly the head-mass becomes an enchanted 
loom, where millions of flushing shuttles weave a dissolving pattern, always a 
meaningful pattern, though never an abiding one: A shifting harmony of sub
patterns. 

Sir Charles Sherrington, Man on His Nature ( 1940) 

CENTRAL THEME 

The view of the brain as an "enchanted loom" is one of 
the most famous images of the nervous system in op
eration. To some extent it is an elegantly simple picture: 
Individual neurons convey information via a universal 
electrochemical process, speaking to other neurons in 
chemical dialects. But the simplicity is deceptive. It only 
provides the beginning of understanding as far as psy
chology is concerned. The study of the electrical re
sponses of individual neurons has yet to give us a cred
ible picture of the intrinsic neurodynamics of the mind. 
There is a yet unfathomed internal harmony to brain 
functions, with many neural systems working together 
to produce mind. One of the best ways to approach the 
operations of the brain holistically and in real time is via 
electroencephalographic (EEG) measures, which can 
monitor the joint dendritic activities of large ensembles 
of neurons. A shortcoming of this technique is its inabil
ity to reveal the deep functions of the intact human 
brain. One of the most difficult problems is that the brain 
has so many endogenous subcortical functions (i.e., ones 
that were constructed through evolutionary selection 
rather than within the individual life experiences of an 
organism), and we cannot readily study such processes 
in humans using electrical recording procedures. Jn ani
mals, we can demonstrate the role of specific subcorti
cal circuits in various psychobehaviora! processes via 
various interventions, but the dynamic electrical codes 
that operate within these circuits are difficult to decipher 
using objective procedures. There is a massive sponta
neity of neuronal activity throughout the brain. Jt is as 
if we were confronted by many hieroglyphics, with no 
Rosetta stone. Although early theorists thought the 
machinery of the brain was only set into action by ex-
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ternal stimuli impinging on the organism, we now 
know that, in addition to harvesting information from 
the various senses, the brain also has many internally 
generated activities that provide information from the 
ancestral past, thereby creating the innate functions 
of the mind. This is reflected in the ability of artificial 
brain stimulation to evoke coherent emotional behav
ior patterns and associated feeling states. 

The Dynamics of the Brain 11 Computer": From Action 
Potentials to Behavior 

The essence of psychological matters lies hidden within 
the microscopic neurochemical and neuroelectrical in
terrelations of many regions of the brain. There is no 
psychology without action potentials, synaptic poten
tials, ion channels, and a multitude of neurotransmit
ters and neuromodulators. The complex interactions of 
all of these neurophysical processes intertwine dynami
cally to yield the magic of psychological and behav
ioral processes. In analogous fashion, information pro
cessing in modern microcomputers is achieved through 
the microstructure and electrical properties of various 
component parts, dynamically interconnected by the 
central processing unit (CPU) in ways that permit them 
to behave as if by magic. But in the brain, each neuron 
has its own CPU! 

As we have already seen, computer terminology 
can only serve as a metaphoric shorthand for discuss
ing a number of neural processes, and we should re
member that the similarities are more superficial than 
revealing. As in the case of an actual brain, the sur
face appearance of computers provides few insights 
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into the magic that these electronic "brains" generate 
via the controlled flow of information. In fact, when one 
compares the underlying processes of brains and digi� 
tal computers, there are only modest relationships be� 
tween the two. While computers obey a few rigid logi� 
cal rules, biology carries out many subtle functions 
created by aeons of evolutionary selection. Brain rules 
do not follow the simple constraints of digital logic; 
rather, they reflect processes that have been refined for 
the multiple purposes of adaptive fitness. Some hints 
about these rules, and their constraints, can be obtained 
from the study of computers, especially modern "neu
ral-net" computers that concurrently process several 
streams of information.1 However, the true mechanisms 
of mind can only be understood by studying the elec
trical activities of interacting ensembles of neurons 
within living brains, in conjunction with the behavioral 
activities that living organisms undertake. 

The study of neural pathways (see Chapter 4), with� 
out a thorough consideration of their functions, is mere 
anatomy-albeit it constrains what brain circuits are 
capable of doing! The material fabric of the brain comes 
to life through a study of its dynamic activities-elec
trophysiological, neurochemical, behavioral, and psy
chologicaL These diverse levels of operation are inter
related within the brain in ways that remain poorly 
understood, although great progress has already been 
achieved in relating electrophysiological and neuro
chemical levels to behavior. More modest linkages have 
also been achieved in correlating the biophysical and 
molecular levels with psychological processes.2 

Monitoring the Electrical 
Languages of the Brain 

Neurons convey information in one direction only
from cell body down the axon, toward the dendrites and 
cell bodies of other neurons-as an intermittent flow 
of electrical impulses (Figure 5.1 ). Such neuronal fir
ings consist of progressions of electrical "waves" or 
action potentials, constituting a frequency-type code of 
information that flows from the axon hillock down the 
axon to the synapse. In other words, each firing of a 
neuron is essentially similar to all other firings (resem
bling the turning on and off of digital switches in com
puters), and it is the amount and pattern of firings that 
distributes information throughout the brain.3 But this 
digital�type information js periodically converted into 
graded analog signals: At synapses the barrages of 
frequency-modulated (FM) neuronal firings are con
verted into various chemical languages that generate an 
amplitude-modulated (AM) signal. This is achieved via 
the release of chemical transmitter substances that act 
on receiving elements known as receptors, situated on 
neuronal membranes on the other side of the synaptic 
cleft. Postsynaptically, the two main electrical messages 
conveyed by neurons are "fire more," which is called 
excitation, and "fire less," which is called inhibition, 
but there are many distinct neurochemical ways this can 
be achieved (see Chapter 6).4 

The magnitude of the postsynaptic signal is depen
dent on the quantity of neurotransmitter released at each 
synapse. In addition, many complex properties of the 
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Figure 5 . 1 .  Schematic representation of information processing in two interconnected 
neurons. The flow of information is from left to right. Top: Two enlarged action potentials 
are depicted, followed by a typical FM spike-train that one might see in a "single-unit" 
recording. At the synapse (middle insert), the FM signal is converted to an AM signal via 
the release of transmitters. The cell body transmits an AM signal, which is converted to 
neuronal firing, or an FM signal, where the axon exits the cell body (i.e., at the "initial 
segment" or "axon hillock"). FM: frequency modulated; AM: amplitude modulated. 

postsynaptic membrane also determine the magnitude 
of the graded electrical signal induced in the dendrites 
and cell body, or soma, of each receiving neuron. These 
properties include the number of available receptors and 
cascades of postsynaptic biochemical reactions. When 
the graded signal reaches a certain threshold at a suffi
cient number of excitatory synapses, a sensitive area on 
the nerve cell begins to fire. This zone, at the emergence 
of the axon from the soma, is called the axon hillock. 
In electrical terms, firing means that the electrical charge 
around the membrane rapidly shifts from internal nega

. tivity to positivity in a process called depolarization, 
which is mediated by ions (i.e., positively or negatively 
charged atoms). Inhibition, on the other hand, consists 
of graded resistance of postsynaptic elements to excit� 
atory influences. Thus, neurons "speak" to other neu� 
rons via one-way communication channels situated 
at synaptic clefts, with chemically based amplitude 
codes. The induced excitatory signals are again con
verted to frequency codes at the axon hillock and trans
mitted to other neurons in the form of discrete electri
cal waves of constant size. Each of these waves is called 
an action potential. At the next synapse, the FM infor
mation in these action potentials is again converted to 
variable amplitude codes through the variable release 
of transmitters and summated conversion of the con
verging packets of chemical information into synaptic 
potentials. 

The acquisition of this awesome knowledge was a 
long time coming, but it has been amply rewarded with 
Nobel Prizes. Still, we should wonder whether an analy
sis of pre-synaptic events or postsynaptic events will 
prove more informative for unraveling psychological 
processes. Of course, both need to be studied, but one 
could argue that we will make more progress in under
standing emotions and other mental processes by focus� 
ing our efforts on the analysis of the graded postsynap
tic (also called dendritic) events that can be recorded 
off the human scalp noninvasively using EEG and 
electromagnetographic procedures.5 Using such tech
niques, we can monitor the activities of large ensembles 
of neurons in real time from many sites off the crani
ums of individuals performing psychologically inter
esting tasks. The summated electrical waves from thou
sands of dendritic potentials at each electrode site 
provide a fuzzy estimate of the information processing 
that is occurring in the underlying brain circuits. Since 
this technique can be implemented non-invasively and 
at a fairly global level of analysis-namely, the coor
dinated activities of ensembles of neurons in real time
the EEG is presently the best way to proceed in the 
neural analysis of mental processes. But before expand
ing on that argument, let us look at some historical 
antecedents that have brought us to our present level 
of sophistication.6 

For new students of brain sciences, the classical find� 
ings in neurophysiology are as important to appreciate 
as more recent advances. The possibility that informa-
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tion in the nervous system is electrically transmitted 
was introduced by the 18th century physiologist Luigi 
Galvani ( 1737-1798), who was able to induce move
ments in frog legs by the application of electricity to 
their nerve trunks. That the mammalian nervous sys
tem is electrically excitable was confinned and extended 
by many other investigators, including some ghoulish 
work around 1870 by two German physicians, Fritsch 
and Hitzig, on soldiers with head injuries on Prussian 
battlefields. They could induce movements by electri
cally stimulating areas of the human brain just anterior 
to the central sulcus that we now know as motor cor
tex. However, it was not until 1926 that Lord Adrian 
in England actually measured the nature of the electri
cal transmission within a nerve fiber.7 Thereafter, elec
trical transmission of information was rapidly recog
nized as a universal property of all neurons. Adrian 
found that neuronal firing consisted of an aU-or-none 
electrical change known as an action potential (even 
though electrophysiologists are now prone to say they 
analyze "spikes" from "single units," which is a short
hand way of saying they are studying the action poten
tials of individual neurons). The "ali-or-none" electrical 
response means that each action potential is essentially 
the same size, and hence information is conveyed along 
the axon by frequency modulation as opposed to am
plitude modulation as occurs in the dendrites and cell 
bodies. Characterization of the action potential was 
recognized as a momentous scientific discovery, which 
would have profound implications for our eventual 
understanding of mind. It was widely believed that the 
primary "language" of neural tissue had finally been 
revealed. At present, however, many scholars believe 
that ensembles of neurons may have their own intrin
sic as well as perhaps emergent properties, so that the 
analysis of circuits may be more important for clarify
ing most psychological issues. 

At the time Lord Adrian was making the first direct 
measurements of neuronal firing in frog nerves, Sir 
Charles Sherrington was outlining how simple motor 
acts, such as spinal reflexes, might be constructed by 
the interplay of excitatory and inhibitory synaptic pro� 
cesses. Indeed, although others, including Freud, had 
suggested that there might be information transfer 
points between neurons, Sherrington coined the word 
synapse to describe the discontinuities between nerve 
cells that could be inferred from studying reflexes via 
a phenomenon now called synaptic delay, which indi
cates that information transfer across synapses is slower 
than along nerve fibers. In 1932, Adrian and Sher� 
rington were jointly honored by the Nobel Prize Com� 
mittee "for their discoveries regarding the function of 
neurons." 

Indeed, the history of these prizes reveals the esteem 
the scientific community has had for those who revealed 
the basic functions of the brain. Even relatively mod
est contributions were rewarded at times. For example, 
in 1944, Erlanger and Gasser received a prize "for their 
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discoveries regarding the highly differentiated functions 
of single nerve fibers" in recognition of their demon
stration that large-diameter nerve fibers conduct action 
potentials more rapidly than small-diameter fibers. Soon 
thereafter it was also discovered that axons that are well 
insulated with a fatty sheath called myelin transmit 
information even faster than unmyelinated fibers of the 
same size. This is because the ionic changes that cause 
neuronal firing can leap rapidly from node to node, 
between successive tiny locations along the axon where 
the myelin insulation is absent at the so-called nodes 
of Ran vier. This form of rapid conduction was named 
saltatory conduction (from the Latin saltatio, meaning 
"leaping"). 

Although the action potential is now well established 
as the fundamental and universal language of nervous 
systems, it took several investigators many years to 
work out the details of how neuronal firing actually 
occurs. In 1963, John Eccles, Alan Hodgkin, and An
drew Huxley shared a Nobel Prize "for their discover
ies concerning the ionic mechanisms involved in excita
tion and inhibition in the peripheral and central portions 
of the nerve cell membrane." To make an important 
story very short, Huxley and Hodgkin discovered that 
the action potential occurs when cascades of positively 
charged ions t1ow along the length of the axonal mem� 
brane of the neuron in a wavelike fashion from the cell 
body to the synapse (where, as already mentioned, they 
induce transmitter release). Normally, the inside of a 
neuron is slightly negatively charged because of the 
proteins that are manufactured there. This is called the 
resting membrane potential. 

Neuronal firing, or depolarization, consists of an 
influx of positively charged sodium ions (Na"�), which 
are present in much higher concentrations outside the 
cell. Immediately thereafter, the slightly larger posi
tively charged potassium ions (K+), present in higher 
concentrations inside the nerve cell, rush out to rees
tablish a re.">ting, nonfiring state. Not surprisingly, this 
is called repolarization, an essential condition for the 
neuron to fire again. In other words, when a neuron 
fires, a positive Na+current enters the cell,. and promptly 
thereafter the resting membrane potential is reestab� 
lished by a positive K+ current flowing out of the cell. 
Repolarization tends to overshoot the resting level, as
suring that action potentials flow in only one direc
tion-from axon hillock toward the synapse. These 
ionic shifts occur only in a small area surrounding the 
membrane rather than throughout the cell body, and 
they occur through specific ion pores, or channels. 

It is re,markable that these changes can occur up to 
hundreds of times per second in certain highly respon
sive neurons, which are most abundant in the sensory 
and thalamic-neocortical, "cognitive" regions of the 
brain. Other neurons rarely fire more than a few times 
per second. These slower-paced types are abundant in 
the emotional or hypothalamic-limbic regions of the 
brain. The reptilian brain is one of the few areas in the 

higher reaches of the brain where there is an abundance 
of neurons that do not fire at all unless the right en
vironmental stimulus comes along. 8 In a metaphoric 
sense, their activity resembles the sluggish arousal pat
terns of many lizards. 

At the synapse, the frequency�coded language of 
action potentials is converted to graded signals in the 
postsynaptic neuron. This is a consequence of the con
vergence of a variety of chemical transmitters. Each 
neurotransmitter or neuromodulator constitutes a syn
aptic language, conveying specific types of electrical 
messages. Taken in mass, some systems may broadcast 
distinct psychobehavioral tendencies throughout the 
nervous system (as detailed in Chapter 6). Originally it 
was thought that each nerve cell could utilize only a 
single transmitter (the so-called Dale's law), but that 
has proved to be an incorrect assumption. In fact, most 
neurons contain several types of molecules for infor
mation conveyance. One of these, the primary neu
rotransmitter, directly controls neuronal firing by induc
ing changes in ionic conductance across the membrane. 
Others, typically called neuromodulators, comprise an 
enormous class of molecules known as neuropeptides, 
which tend to modulate the intensity of the neurotrans
mitter effects, regulating the flow and patterning of 
action potentials within the brain. As we will see re
peatedly, the neuropeptides are presently among the 
best candidates for creating emotional specificity in 
the brain, and we can envision this process as being 
achieved through the selection of various potential pat
terns of neural activity. 

The actual release of neurotransmitters and modu
lators from presynaptic endings by incoming action 
potentials is instigated by a fairly homogeneous pro
cess-the inflow of calcium ions (Ca++) into the presyn
aptic ending-as Nobel laureate Bernard Katz originally 
demonstrated in his work on the highly accessible syn
aptic junction between nerve and muscle (i.e., the motor 
end plate). At this synapse the transmitter acetylcho� 
line, released from motor nerves from discrete vesicu
lar packets, generates muscular contractions via Ca++ 
inf1ux. The fact that muscular contraction and synaptic 
transmission are both triggered by the entry of Ca++ into 
cells highlights a wonderful example of how evolution 
utilized the same general principle for several different 
purposes. As assumed by the early investigators, it was 
eventually demonstrated that Ca++ entry was achieved 
through a specific ion channel, and this finding has been 
amply confirmed by subsequent research.9 

When neurotransmitters interact with specific recep
tor molecules situated on postsynaptic membranes, 
various types of graded electrical changes are evoked 
in the postsynaptic neurons. It was Sir John Eccles who 
characterized the precise electrical changes that occur 
when one neuron speaks to another across the synapse 
via the various chemical languages that convey mes
sages of excitation or inhibition (see Figure 5.1) .  His 
work indicated that receiving neurons generate graded 

inhibitory postsynaptic potentials (IPSPs) and excit
atory postsynaptic potentials (EPSPs), which arise from 
the summation of many discrete minipotentials. These 
mini potentials reflect the release ofvesiculor transmit
ter packets from presynaptic endings. Depending on 
the joint impact of many of these converging inputs on 
a postsynaptic neuron, an increasing negative charge 
(usually via chloride or Cl- inflow) yields inhibition. 
In other words, an increase of internal negative charge 
or potassium outflow makes neurons resistant to firing. 
Conversely, a decrease in internal negativity produces 
excitation, which, if the electrical depolarization passes 
a threshold level, leads to ionically driven action poten� 
tials proceeding down the axon toward synapses. Eccles 
also demonstrated that the frequency of the transmit
ted action potentials is related to the total amount of 
converging electrical pressure, or summation, exerted 
on the receiving cell by many synapses. A single neuron 
typically receives input from thousands of synapses. 
Because of such studies, it is now generally accepted 
that mind reflects the ultracomplex but organized flow 
of electrically coded information among the circuits of 
the brain. Much of the patterning of this information is 
controlled by endogenous, epigenetically refined brain 
processes. The natural patternings of these systems 
are the "inner causes" of behavior that behaviorism 
eschewed. 

The next large breakthrough in our understanding 
of how neurons "speak" was the identification of the 
exact mechanisms by which various ions cross neuronal 
membranes. Although it had long been assumed that 
ionic currents move across the nerve cell membrane 
through specialized ion channels, it took some clever 
technology to demonstrate this process objectively. In 
1991, two German neuroscientists, Erwin Neher and 
Bert Sakmann, received Nobel Prizes for developing an 
exquisitely fine procedure known as the patch-clamp 
technique for studying how individual ion pores actu
ally operate. 10 A detailed understanding of such minute 
processes should lead to a new generation of medica� 
tions for various brain disorders. Indeed, calcium channel 
blockers such as nimodipine have now been approved 
for reducing secondary brain damage that typically fol
lows the primary brain injury arising from strokes . 1 1  In 
addition, neuroscientists have suggested a technique for 
early evaluation of a person's potential for Alzheimer's 
disease by monitoring for decreased potassium chan
nels in samples of skinY Until the advent of modern 
brain imaging procedures, such brain degeneration 
could not be biologically detected until postmortem 
brain analysis. To understand why skin serves as a good 
test tissue, we might recall that in evolutionary terms, 
the source of the nervous system is the embryonic 
ectoderm. In other words, brain is specialized skin 
tissue. This also explains why cells are so much more 
tightly packed in the brain than in most other organs of 
the body. They originate from tissue that was designed 
to interact with and protect us from the outside world. 
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·In a sense, the brain-or neuroectoderm-does that in 
very unique ways. 

Most physiological psychology and neuroscience 
texts cover neuronal processes in very fine detail, with 
mathematical explanations to highlight precisely what 
goes on, including the famous Nernst equation, which 
describes how neurons actually develop asymmetrical 
distributions of electrical charge (i.e., ions) inside and 
outside their cellular membranes. The study of these 
types of molecular mechanisms continues to be a very 
active field of �euroscience inquiry, but we will not 
dwell further on such details here. That level of knowl
edge does not yet relate well to the current task, which 
is to address the nature of basic brain operating systems 
and their relations to emotional processes. We will focus 
instead on those brain electrical and metabolic activi� 
ties that have been correlated most clearly with psycho
logical and behavioral issues. 

EEG Studies versus Single-Unit 
Studies in the Analysis 
of Psychological Processes 

In sum, there are two general types of electrical activ
ity that must be considered in the analysis of neurons: 
(1)  a large number of graded synaptic potentials that 
converge on dendrites and neuronal cell bodies from 
many inputs, and (2) aU-or-none action potential out
puts that run the length of axons (Figure 5.1). Both can 
inform us about changing brain activities during spe
cific psychobehavioral conditions. The first can tell us 
how a neuron integrates inputs, and the second how it 
integrates outputs. The study of graded dendritic poten
tials in individual neurons is more difficult than the 
study of action potentials because the former can be 
captured only through the difficult technique of intra
cellular recording, in which the point of an electrode 
must enter a neuron, while the latter can be measured 
with extracellular procedures that are technically easier 
to implement. Of course, the direct recording of single
cell activities always requires the implantation of fine 
electrodes directly into brain tissue, which makes such 
a technique unacceptable for routine human studies, 
although it has occasionally been used in conjunction 
with brain surgeries performed for other medical pur
poses. Graded potentials, on the other hand, are sum� 
mated from millions of neurons and may be measured 
quite readily by large subcortical electrodes or, more 
commonly in humans, from electrodes on the surface 
of the intact skull. This is the brain activity that is mea
sured in EEG recordings, and it is the only relatively 
inexpensive and noninvasive technique that can moni
tor the ongoing neurodynamics of the human brain at 
speeds that parallel mental activities. 

While single-unit studies can tell us how a specific 
cell is behaving in a certain context, summated synap
tic potentials recorded by EEG allow us to estimate how 
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large ensembles of neurons coordinate their activities in 
the course of an actual psychobehavioral process. Be
cause a single neuron is considered to be the basic unit 
of the nervous system, behavioral neuroscientists prefer 
the apparent precision of single-unit analyses for their 
animal studies, even though the EEG may, in fact, pro
vide more compelling information about global brain 
functions that can be linked more easily to large-scale 
psychological processes, ranging from cognitive ac
tivities to emotional responsivities. Although it can be 
debated whether a study of dendritic potentials (or in
puts to neurons) or the study of action potentials (the 
outputs of neurons) provides greater insight into the 
integrative psychobehavioral functions of the nervous 
system, the EEG obviously has more potential for har
vesting the neurodynamics of the human brain. There 
are good reasons to believe that the detailed analysis 
of dendritic potentials from large cell assemblies (i.e., 
a systems analysis) can provide important neuro
psychological insights more readily than a focus on 
the action potentials of individual cells. By analogy, 
the study of whole muscle movements yields greater 
insights into the patterns of behavior than a study of 
the electrical activities of individual muscle fibers. 
One great success story has been how EEG recording 
revolutionized sleep research during the second half 
of the 20th century (see Chapter 7). 

A critical dilemma in animal brain research is how 
to orient EEG recording electrodes within the brain in 
such a way to maximize observation of distinct neural 
systems in action. Some electrode configurations and 
locations are bound to yield more noise than useful sig
nal due to the massive overlap of interdigitating sys
tems. There is no such problem when one records from 
a single cell, but now the difficulty is fathoming how 
activities of individual neurons reflect the critical prop
erties of coherently operating neural networks. Al
though the raw EEG, as classically used in epilepsy 
research, provided relatively little insight into the psy� 
chological functions of the brain, new multielectrode 
and computational approaches can now be deployed to 
yield remarkable new insights that the older techniques 
could not.13 Of course, both EEG and single-unit tech� 
niques have been exceedingly important for the devel� 
opment of neuroscience. In the following I will high� 
light how these two techniques have been used to clarify 
several psychological problems. 

Single-Unit Studies 

Because of our understanding of the basic electrical 
languages of the brain, we can now inquire how neu
rons in various brain areas respond to world events. 
Single-unit studies have provided detailed maps of all 
the major sensory and motor projection areas of the 
brain, yielding a preliminary scheme of how perceptions 
and actions are constructed. 

The initial great achievements of single-unit stud
ies were in the sensory realm, revealing the codes of 
visual feature detectors for the first time. It is now clear 
that vision is constructed from the interplay of many 
discrete neuronal functions, including systems that de
code motion, static form, dynamic form, and, of course, 
color. 14 David Bubel and Torsten Wiesel were the first 
to demonstrate that neurons in the visual cortex are 
tuned to receive such specific types of information as 
the orientation of lines and edges and their movements 
in specific directions. These highly tuned sensitivities 
are thought to constitute the basic neuronal grammar 
of vision. For their insightful and seminal work, the 
Nobel Committee honored Bubel and Wiesel in 1981 
"for discovering how sight stimulation in infancy is  tied 
to future vision and how the brain interprets signals 
from the eye." Roger Sperry was concurrently honored 
"for his research into the specialized functions of each 
side of the brain" (see Chapter 1 6  and Appendix C). The 
details of neurophysiological processes have continued 
to be a topic of major interest among neuroscientists, 
and the factual riches are so vast it would require more 
space to do them justice than is available here.1s 

Comparable analyses have allowed investigators to 
decode many other sensory and perceptual functions of 
the brain, as well as the details of motor processes. Motor 
systems have been more difficult to map, because the 
experimenter does not have as much stimulus control in 
the experiment. Instead, one must follow the flow of brain 
and behavioral change concurrently, in the hope of iden
tifying which brain areas initiate and integrate behavioral 
responses. The best results have been obtained when 
animals are placed in well-structured situations requir
ing a stereotyped motor response. A commonly used test 
requires monkeys to work for juice by twisting a "joy
stick" type of manipulandum, so that either :flexor or 
extensor muscles are selectively activated in the arm. One 
remarkable finding of such research has been that the 
frontal cortex and basal ganglia elaborate motor plans, 16 
and that one specific area of the brain, the supplemen
tmy motor area (SMA), seems to always participate in 
the initiation of movement, and hence intentionality . 17 
Neuronal activity in the SMA predictably precedes vol
untary motor actions. Indeed, one modern�day dualist, 
Nobel Prize-winner Sir John Eccles, following in the 
footsteps of Descartes, who posited a brain/mind inter
face in the pineal gland (see Appendix C), has suggested 
that the SMA is a major brain area where "mind" and 
brain interact.18 Most monistically oriented investigators 
consider this hypothesis far-fetched or even nonsensical, 
but no one has yet provided a coherent neural explana
tion for the primal source of intentionality within motor 
systems. Perhaps an answer to this question requires a 
much better understanding of the neural substrates of 
"self-representation" than has yet been developed (see 
Chapter 16). 

Only recently have investigators started to apply 
single�unit electrophysiological recording procedures 

to the more subtle aspects of mental organization. A few 
dedicated investigators have implemented these difficult 
techniques in the study of central integrative functions, 
providing a �limpse of where 

_
specific ps�chological 

subtleties begm to emerge. For mstance, remforcement 
processes appear to imbue neutral stimuli with positive 
values along a neural continuum that runs from the vi
cinity of ventral tegmental dopamine systems, through 
the lateral hypothalamic self-stimulation zones, to basal 
forebrain nuclei and the orbitofrontal cortex (see Figure 
3.6 and Chapter 8).19 We also know that temporal corti
cal neurons compute facial recognition from the flow of 
well-processed visual inf0rmation,20 and it is notewmthy 
that many nerve cells are responsive to emotional facial 
expressions. For instance, certain higher-order percep
tual cells (sometimes called "grandmother cells") extract 
information related to social dominance, such as a raised 
chin.2l We are also learning which neurochemical sys
tems-such as dopamine, norepinephrine, serotonin, and 
acetylcholine-are active during various sleeping, wak
ing, and other behavioral states. While norepinephrine 
and serotonin cells "sleep" when we sleep, dopamine neu
rons remain prepared to fire at high rates during all of 
our various vigilance states, and all of the above neuro
chemical systems exhibit increased firing during emo
tionally aroused waking states (sees Chapter 7 and 8). 
The many successes of the single-unit approach are too 
numerous to summarize here. They are primarily respon
sible for revealing which neural systems participate in 
the construction of representations from incoming sen
sory stimuli and which neurons guide motor outflow. 

However, the technique has told us rather little about 
how intrinsic behavioral tendencies are actually con
structed from the interactions of the many intrinsic 
neural systems that reside in the "great intermediate net" 
(which is a wonderful catchphrase suggested by neu
roanatomist Walle.Nauta for all of those poorly under
stood intervening processes between sensory inputs and 
motor outputs that we will focus upon in this text). In 
this context, it is noteworthy that many neurons can 
generate their own firing endogenously, often in an 
oscillatory fashion. 22 This suggests that many neuro
psychological functions are of essentially endogenous 
origin-for instance, the tendency of babies to move 
their limbs and bodies in repetitive, stereotyped ways. 
Such intrinsic brain functions are ret1ected in the per
sistent, ongoing electrical waves of EEG recordings.23 
The fluctuations in the frequency and amplitude of 
these signals reflect the interactions of internal and 
external events converging in the brain. Although the 
EEG has generally been deemed to provide undesirably 
fuzzy signals of brain activity, recent computational ap
proaches, implemented through the power of modern 
high-speed computers, add new promise to this old tech� 
nique. One recent breakthrough is the observation of 
very rapid 40-Hz EEG oscillatory bursts that may high
light brain functions related to psychological process
ing of stimuli, as well as perhaps consciousness itself.24 
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Global EEG Measures of Brain 
Electrical Activity 

EEG brain waves were first noted by Hans Berger, a 
German psychiatrist, in 1929. He found that when 
people were resting with their eyes closed, their brain 
waves went up and down in rhythms of about 10 cycles 
per second; he called this the alpha rhythm. Berger also 
noted that these resting waves disappeared when people 
opened their eyes and attended to the world. This phe
nomenon, called alpha blocking, is now known to be 
caused by a shift of the dominant frequency of the EEG 
into what is called the beta range. This type of faster 
brain activity, called desynchronization, reflects the fact 
that neurons under the electrode are no longer firing in 
phase (i.e., in close temporal conjunction with each 
other) but appear to be working more independently. 
In other words, the dominant frequency of ongoing EEG 
waves (usually described in hertz (Hz], or cycles per 
second) gives us a measure of how the brain is process� 
ing information. When the waves are synchronized in 
high-amplitude, slow patterns, we can assume that neu
rons are firing in synchrony and the cortex is not pro
cessing detailed information. When the waves become 
desynchronized in low rapid patterns, nearby neurons 
are operating more independently, and the cortex is 
typically in an aroused, information-processing mode. 25 
This relationship does not necessarily hold for all brain 
areas, and the pattern is actually reversed in regions such 
as the hippocamus where theta waves mark active in
formation processing. 

At present, five general categories of brain waves 
are recognized in humans. The slowest rhythm is delta 
(0.5�3 Hz), which generally tends to reflect that the 
subject is sleepy (see Chapter 7). The next is theta ( 4-7 
Hz), which has been related to meditative experiences, 
unconscious processing, and some negative emotional 
effects such as frustration.26 However, as mentioned, 
theta ref1ects active information processing in certain 
brain areas such as the hippocampus (HC). When this 
rhythm occurs in the HC, an organism is typically ex
ploring and the HC is presumably elaborating thoughts 
and rnemoriesY This rhythm is also characteristic of � 
the HC during rapid eye movement (REM) sleep (see 
Chapter 7). The brain's relaxed, or "idling," rhythm is 
alpha (8-12 Hz), which provides an excellent reference 
measure for detecting changes in brain arousal. In other 
words, the ongoing electrical energy in the alpha range 
can be used as a baseline for detecting how various brain 
areas become aroused during specific cognitive tasks 
and emotional situations. Beta rhythm (typically 1 3-30 
Hz) is generally considered an excellent measure of 
cognitive and emotional activation. Finally, oscillations 
above beta are usually .considered to be in the gamma 
range (i.e., more than 30 Hz); they are presently thought 
to reflect some of the highest functions of the human 
brain, such as perceptual and higher cognitive pro
cesses.28 With modern computational techniques, one 
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can easily segregate the various frequency bands 
(through a mathematical procedure called Fourier 
analysis); one can estimate the power (or amplitude) 
within the component waves and highlight their coher
ence (i.e., synchronization) at different brain sites. 

Individuals differ greatly in the characteristic types 
of brain wave parameters they exhibit. For instance 
some have a great deal of alpha and others compara
tively little; others are rich in theta while most are not. 
The manner in which these fairly stable differences re
late to personality has not been determined, but one 
possibility is that those with a great deal of alp�a tend 
to be "laid-back," concept-oriented people, while those 
with a predominance of beta are more "action-type," 
detail-oriented people. Other personality relationships 
have been suggested, but more work must be done be
fore such ideas can be accepted.29 EEG techniques have 
been most valuable in allowing neurologists to study 
various brain disorders, the most prominent being epi
lepsy, which can be monitored with scalp electrodes, 
since seizures are accompanied by rhythmic, high
amplitude delta waves that are never seen during nor
mal states of consciousness. 

There is reason to hope that modern EEG proce
dures, which can simultaneously measure small shifts 
in the distribution of power within graded dendritic 
potentials from many different sites on the cranial sur
face, can provide much better estimates than did ear
lier approaches of how psychological processes are 
organized in the brain. Recent advances in computer 
technology have made complex multielectrode analy
ses of brain electrical activity feasible. Modern com
puters can easily sift highly informative signals from 
background electrical noise through the use of sophis
ticated filtering and computational procedures. 

One of the fi:rst averaging procedures to be devel
oped was the evoked potential (EP), which monitors 
brain activity immediately after the repeated presenta
tion of brief stimuli. One can obtain the glimmer of 
interesting neuropsychological effects when this pro
cedure is used in conjunction with the so-called oddball 
procedure, whereby brain responses to two types of 
variably presented auditory stimuli are monitored, one 
tone being frequently presented and the other one rarely. 
For instance, a 1 000�Hz tone may be presented 80% of 
the time, while a 2000�Hz tone is present 20% of the 
time. The rarer stimulus generates a much stronger brain 
response, especially a positive-going wave at about 300 
milliseconds after stimulus onset. The oddball response 
pattern can even be detected to an unexpected "absence" 
of stimuli. Accordingly, this has been named the P300 
response, which is widely believed to reflect active 
attentional processing of novel stimuli,30 while others 
think that it is merely a neuronal punctuation mark sig
naling the completion of a psychologically meaningful 
unit of processing.31 Unfortunately, EPs are effective 
detectors of predictable changes in brain activity for no 
more than the first second following the presentation 

of each stimulus, after which the ongoing intrinsic vari
ability of endogenous brain activity tends to overwhelm 
any meaningful signal (i.e., the signal-to-noise ratio 
declines rapidly). 

The use of comparable signal averaging procedures 
on selected frequency components of the EEG is now 
allowing investigators to circumvent this temporal prob
lem. For instance, one can now follow small electrical 
changes across the cortical surface for many seconds 
during a cognitive task by observing how the power 
(i.e., the voltage, or height, of brain waves squared) in 
various EEG frequency domains changes after experi
mentally presented everits. 32 Another impOrtant mea
sure is that of coherence, or temporal correlation, be
tween brain waves recorded from distant sites. If brain 
waves are moving together rather than independently, 
in the absence of.an epileptic seizure, it is assumed that 
those areas are coordinating their activity. For instance, 
one of the highest levels of brain-wave coherence ever 
observed has been from musicians mentally rehearsing 
their compositions.33 

A variety of powerful new findings are emerging 
from such modern EEG studies. For instance, various 
investigators are attempting, with considerable success, 
to track simple thoughts and associations in the cortex 
by cross-correlational analysis of electrical activity from 
up to 128 electrode sites.34 Several investigators have 
developed computational procedures for representing 
waves of electrical activity across the cortical surface 
by using bands of colors, which allows one to get a real
time "feel" for the tidal changes in brain activity dur
ing psychological activities. 35 One promising approach 
of this type is a variant of the alpha-blocking phenom
enon that Hans Berger originally described. To detect 
small changes in alpha blocking, one can average many 
trials of the same experience. This event-related desyn
chronization (ERD) represents repeated arousal shifts 
from the resting alpha state with respect to specific 
environmental events. In the same way, one can map 
the patterns of event-related synchronization (ERS) to 
provide an estimate of which brain areas are process
ing less information during psychological activity.36 

Investigators have been able to detect characteristic 
brain changes in a variety of simple cognitive tasks such 
as verbal categorization. When subjects are requested to 
decide whether visually presented words belong in one 
category or another, ERD changes predictably occur 
during the stages of cognitive processing-starting with 
an initial arousal of the visual cortex, followed by arousal 
of the anterior speech areas, and then the supplementary 
motor cortex as the individual begins to behave.37 

Do specific cortical EEG changes accompany emo
tions? This area of brain research is poorly developed 
due to the difficulty of reliably inducing emotions in 
laboratory situations (although some intriguing work is 
summarized in the "Afterthought" of this chapter). To 
evaluate this possibility with the ERD procedure de
scribed earlier, many years ago I sought to become adept 

at an emotional exercise developed by Manfred Clynes, 
called "sentic cycles," whereby one can bring emotional 
arousal under voluntary controf.38 In this exercise one 
evokes such emotions as anger, sadness, love, joy, and 
reverence by voluntarily simulating specific dynamic 
expressions. In 1989 an ERD-topographic analysis was 
done on my EEG rhythms while I systematically and 
repeatedly evoked these feelings. ERD measures were 
also taken while I experienced no particular feeling at alL 
The results were striking. Each emotion produced marked 
and complex changes in EROs within the alpha band in 
many brain areas, indicating that alpha power decreases 
in distinct regions and in distinct temporal patterns for 
each emotion.39 Such results indicate the powerful effects 
that feelings can have on higher brain activities, but be
fore we can reach definitive conclusions, a great deal of 
work remains to be done on the different types of situa
tions that elicit emotional responses. 

A clinical situation in which the ERD technique has 
shown promise is presented in Figure 5.2. Normal and 
autistic children viewed a photograph of their mother in 
flashes lasting one quarter of a second. The normal chil-
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dren exhibited a brain arousal (i.e., an ERD response) 
pattern to this stimulus, but the autistic children exhib
ited the opposite (i.e., an ERS). However, two hours 
after being treated with the opiate receptor antagonist 
naltrexone, the autistic children started to exhibit mild 
arousal to the same stimulus.40 In this context, it is worth 
noting that EEG is one of the few techniques that can be 
used routinely in identical ways in both animal and 
human research. This can be claimed for no other mod
ern brain-imaging techniques (largely because of the cost 
involved). Thus, EEG analysis remains a potentially pow� 
erful procedure for evaluating how animal and human 
brains handle both cognitive and emotional information. 
Changes observed in humans can be modeled in animals, 
where there is a real possibility of working out the de
tails of the underlying neural mechanisms. 

The new EEG approaches are supplemented by a 
variety of other techniques that can analyze such fac
tors as cortical blood flow and electromagnetic changes 
in the brain. These research tools are just beginning to 
be implemented for the analysis of emotions.41 Like the 
cranial-smface EEG method typically employed in hu-
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Figure 5.2. Event-related desynchronizations (EROs, darker) and event-related synchroni
zations (ERSs, lighter) during quarter-second exposure to mother's picture on the skull 
surface of a normal child and two autistic children. Power changes in both upper (10-12 
Hz) and lower (8-1 0 Hz) alpha bands are depicted for the control child, but only the more 
responsive band for each is depicted for the autistic children. In Child P., opiate receptor 
blockade with naltrexone (0.5 rng/kg) induced arousal in left frontal and right occipital 
cortical areas; this effect was still evident a day later when the child was still exhibiting 
clinical improvement. In Child M., there was increased arousal in the high alpha band only 
in the occipital cortex, which was accompanied by increased visual attention, but this 
effect did not outlast the acute drug effect. (Adapted from Lensing et al., 1994; see n. 4.). 
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mans, these procedures can only detect changes on the 
surface of the brain. To understand the neurodynamics 
of basic emotions and motivations at their source, one 
must also monitor subcortical activities. Until recently, 
that could only be done with depth electrodes (routinely 
used only in animals), but a variety ofthree�dimensional, 
brain-imaging techniques (including the PET and MRI 
approaches described subsequently) are beginning to be 
used to analyze emotional changes in the human brain.42 
Unfortunately, their current cost tends to make them 
prohibitive for animal research, and their temporal reso
lution is poor compared with the EEG. Most of these 
techniques take snapshots of the brain over fairly long 
segments of time, which precludes any real-time dynamic 
analysis, but even these problems are being solved 
through the development of functional MRL 

New Views into the Brain 

A key question in psychobiology has been: How might 
we visualize the patterns of the dynamic processes that 
transpire throughout the brain? Only recently have tools 
been developed to allow investigators to estimate the 
subcortical locations and degrees of neuronal dynam
ics as a function of psychological and behavioral states. 

The 2-DG Technique 

The first technique of this type was 2-deoxy-D-glucose 
(2-DG)jimctional brain mapping, which traces the dis
tribution of a special type of sugar, 2-DG, that cannot be 
metabolized. The rationale for this technique arose from 
the fact that all neurons use blood sugar (D-glucose) as 
their major source of fueL Since neuronal firing is an 
energy-consuming process, one can obtain visual evi
dence of changes in neural activity by auto radiographic 
determination of radioactive glucose uptake and distri
butions in brain subregions. Since rapidly firing neurons 
consume more glucose, such autoradiographs (as de
picted on the right of Figure 4.4) give us a snapshot of 
how much sugar had been consumed in the various re
gions of the brain. However, since ordinary blood sugar 
(i.e., D-glucose) is fully metabolized within cells, it does 
not provide a good integrative marker. What was needed 
to make the technique work was a form of glucose, like 
2-DG, that would linger within cells without being ex
creted. In this way investigators could estimate which 
areas of the brain were active under which behavioral 
circumstances.43 

This technique has been quite useful for analyzing 
certain brain functions, especially sensory and motor 
processes and the effects of many pharmacological 
challenges,44 but it turned out to be less effective for 
resolving the geography of functional systems within 
the "great intermediate net" unless one used direct lo
calized electrical stimulation of the brain. In fact, after 

a period of great hopes, it did not provide significant 
new insights into the circuits of reticular tissue where 
many emotional brain systems are intertwined. The 
pictures that the 2-DG technique yielded were rather 
fuzzy anatomically, providing, at best, a vague func
tional map of the brain. The lack of resolution for ana
lyzing emotional processes may have been due either 
to massive interdigitation of diverse systems or to 
nearby opponent processes (such as inhibitory and 
excitatory systems) that may cancel out the visual im
age of each other's effects. However, there were some 
successes. For instance, as summarized in Figure 5.3, 
the trajectory of self-stimulation systems was visualized 
during application-of electrical stimulation of the brain 
(ESB).45 Neural areas that participate in imprinting were 
also identified in the avian brain.46 Although the ap
proach remains somewhat disappointing in its ability 
to clarify psychologically interesting brain functions, 
it did provide the conceptual basis for the development 
of dramatic new ways to image the living brain in hu
mans-the technique called positron-emission tomog
raphy (PET) scanning. 

PET Scans 

During the past decade, remarkable progress has been 
made in our ability to visualize what is going on inside 
the living human brain. A major breakthrough was the 
discovery by Allan Cormack and Godfrey Hounsfield 
of a noninvasive way to obtain pictures of internal struc
tures. In 1979, they received the Nobel Pri_ze "for the 
development of a revolutionary X-ray technique, com
puter axial tomography scan." Although this initially 
provided a three-dimensional static view only of ana
tomical structures, the computational procedures em
ployed for these computer-assisted tomography (CAT) 
scans were soon used by others to develop techniques 
for visualizing dynamic biochemical changes within the 
brain. After intravenous injection of various short-lived 
radioactive, positron-emitting molecules, especially 
variants of 2-DG sugars, investigators can gauge the 
local activities of individual brain regions by monitor
ing the patterns of radioactive emissions around the 
skull. These PET scans employ sophisticated mathe
matical triangulation procedures similar to those used 
in CAT scans to computationally reconstruct images of 
various planes of the brain (for orientation, see the three 
major planes of the rat brain In Figure 4. 1 1 ). In turn, 
these reconstructed sections depict the differential den
sities of isotopes within subregions of the brain, giv
ing us ballpark ideas of which brain areas participate 
in which psychobehavioral processesY 

The PET technique was first used to study rates of 
brain sugar metabolism, based on the logic of 2-DG 
studies in animals. This technology has now been re
fined to monitor the activities of specific neurochemi
cal systems inside the living brain. PET scans can now 
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Figure 5.3. Summary of major increases in brain metabolism as reflected by uptake of 
14C-2-deoxy-D-glucose (2-DG) during "rewarding" electrical stimulation of the lateral 
hypothalamic area. The electrode site was approximately at the level of section B, within 
the dark area indicating elevated glucose uptake. (Adapted from Roberts, 1980; see n. 45.) 
For anatomical locations, see labels on the corresponding sections depicted in Figure 4. 1 0. 

highlight what is happening at specific synaptic fields. 
Such procedures have verified that in Parkinson's dis
ease there are deficits of dopamine activity in the basal 
ganglia48 and that the brains of schizophrenics have 
excessive receptors for this same transmitter.49 The 
changes in brain activity during panic attacks and in 
obsessive-compulsive disorders, depression, and several 
other psychiatric disorders have now been visualized. 5° 
For instance, individuals with obsessive-compulsive dis
order tend to show excessive activity in frontal lobe areas 
(Figure 5.4 ). One of the shortcomings of these techniques 
has been the relatively long time window for observing 
brain activities. One has to harvest data for a minimum 
of several minutes during each run, although with cer
tain isotopes the time has been brought down to about 
10 seconds, which is still much too long to follow the 
tlow of ongoing cognitive activities in real time. For that, 
the EEG is still the procedure of choice, for it has a reso
lution that can follow brain activity in real time. How
ever, there is one other technique that is rapidly overcom
ing this technical problem. 

Magnetic Resonance Imaging 

For a while now, magnetic resonance imaging (MRJ) 
has been providing finer pictures of the internal 
anatomy of the living brain than could be imagined at 
the beginning of the neuroscience revolution in the 
mid-1970s. In this procedure, the magnetic properties 
of specific brain constituents are monitored/recon
structed into three-dimensional anatomical images. A 
variant of this technique, known as MRl spectroscopy, 
has recently been harnessed to monitor the dynamic 
activities of specific neurochemical systems. Coupled 
to on-line video imaging equipment, relaJed proce
dures provide "moving pictures" of neurorial activity 
(as indexed by brain tissue oxygenation) throughout 
the brain to the geographic precision of a pinhead. This 
variant is called jMRI, where the f stands for fast or 
functional. So far the technique has been largely used 
to validate classic neurological findings, such as the 
location of various sensory, motor, and association 
cortices, but it is rapidly becoming a major investiga-
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Figure 5.4. Horizontal PET (positron emission tomography, left) and MRI (magnetic 
resonance imaging, right) images through the brain of normal indiv:iduals and those 
exhibiting obsessive-compulsive disorder. The MRI scans indicated that no structural 
differences were evident. However, the functional PET scans of brain glucose uptake 
indicate hypermetabolism in medial frontal areas of the brain where behavioral plans are 
generated. Each reflects computer-averaged images from 1 0  individuals. These images 
were kindly provided by Dr. Gordon Harris of the New England Medical Center. (A full 
description of these findings iS in Harris & Hoehn-Saric, 1995; see n. 50.) 

tive tool, and recently the role of the amygdala in human 
fear has been confirmed. 51 

These developments have given unprecedented as
surance that brain/mind relations can finally be stud
ied in humans. Some specialists have even suggested 
that such approaches may eliminate the need for ani
mal brain research in psychology. But this is far from 
true. These procedures cannot yet reveal most of the 
critical neurochemical activities that control behavior, 
and their resolution for brain stem functions is still 
rather poor. In addition, many of the processes we need 
to understand cannot be brought under sufficiently 
tight experimental control in human studies. For in
stance, we cannot activate discrete emotional systems 
using electrical and chemical stimulation procedures 
in humans. 52 To understand the emotional brain, ani
mal research will be essential for a long time. Recently, 
several very powerful techniques have been developed 
for visualizing brain processes in animals. However, 

these will never be applicable for human research, for 
they require removal of the brain from the cranium 
soon after behavioral tasks are completed so that 
special types of histology can be performed on the 
tissues. 

The Promise of New Techniques 

Although measurement of electrical and metabolic ac
tivities in the brain can provide powerful markers of 
brain areas that are active during specific psychologi
cal and behavior states, they offer only limited infor� 
mation on the overall geographic trajectories of the 
brain's emotional circuits. It would be ideal if analyti
cal techniques could be developed to distinguish coher
ently operating brain circuits in action within the ani
mal brain. At present we must use other means to 
estimate the locations and neurochemical constructions 

of the basic emotional operating systems. Fortunately, 
several powerful new techniques have recently become 
available for use in animals. The anatomical techniques 
described in the following, which focus on neuronal 
DNA expression, may finally begin to answer functional 
questions in a definitive fashion. 

When certain neurons change their rate of firing, 
their DNA rapidly expresses new growth-regulatory 
genes called proto-oncogenes.53 Since some of these 
genes are turned on when neurons begin to fire vigor
ously, their products have now been used to identify the 
neuronal fields that are active during specific behavioral 
states. In other words, one can use the DNA products 
from these genes-various RNAs and proteins-as 
markers for the sets of neurons that participate in a spe
cific psychobehavioral process. So far, the most widely 
used marker has been for the protein from the gene 
known as cfos. The expression of this gene can be mea
sured directly with the techniques of in situ hybridiza
tion, which will be described in detail in Chapter 6. 
Alternatively, one can localize changes in the protein 
end product of the gene (Fos) via traditional immuno
cytochemical procedures. With such techniques one can 
record the changes of all of the neurons in the brain at 
once. For a photo depiction of the types of activity that 
can be visualized with this technique, see Figure 15.7, 
which depicts Fos changes in the brain during rough
and-tumble play. 

So far this procedure has confirmed many of the 
findings about brain-behavior relations that were made 
with more primitive techniques such as brain lesion
ing. For instance, during male sexual behavior, many 
neurons begin to express cjos in the preoptic area of 
the hypothalamus, and it has long been known that 
damage here severely compromises the sexual moti
vation of male rats. This is not the place to summa
rize the many intriguing results that are emerging from 
the widespread use of this technique, but another in
teresting example is provided in the "Afterthought" of 
this chapter. 

In general, current advances in understanding brain 
functions are being driven by the development of new 
techniques and technologies. 54 This will be even more 
evident in the next chapter when we come to the analy
sis of chemical dynamics in the brain. However, there 
is still a great deal of room for new conceptualizations 
to guide the novel use of old techniques. As mentioned, 
this type of emerging sophistication is transforming the 
EEG analysis of brain activity. This classic technique 
is now being combined with novel conceptualizations 
of brain activity, as extracted with mathematical de
scriptions of ultracomplex neuronal interactions within 
the brain. As summarized in the next section, recent 
descriptions of"nonlinear dynamics," commonly called 
"chaos" analysis, are allowing investigators to grasp 
how conscious perceptual processes may be embedded 
within EEG signals. 
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Chaos in the Electrical Activities 
of the Brain 

To understand complex processes, it is often necessary 
to simplify matters as much as possible. Parenthetically, 
this was one of Descartes's four rules for pursuing 
knowledge: "to think in an orderly fashion when con
cerned with the search for truth, beginning with the 
things which were simplest and easiest to understand, 
and gradually and by degrees reaching toward more 
complex knowledge, even treating, as though ordered, 
materials which were not necessarily so."55 However, 
sometimes a technique comes along that allows you to 
deal directly with the complexity of nature. One of the 
most impressive successes along these lines has been 
the development of mathematical procedures that can 
trace orderly progressions in seemingly random and 
unpredictable systems. Chaos theory has now been able 
to provide insights into the orderly patterns that oper
ate in a variety of seemingly random processes.56 A 
main characteristic of such systems is that initial con
ditions are very important for the eventual patterns that 
emerge, while seemingly small influences can have far
reaching consequences. Following even mild perturba
tions, chaotic systems can fall into new, seemingly un
predictable, states of organization. However, it can be 
demonstrated that the seeming random patterns are in 
fact still governed by "attractors" -systemic properties 
that generate complex but repetitive patterns. Such ap
proaches are having a growing impact on the analysis 
of complex physiological systems, including brain elec
trical activitiesY 

To give a better feel for the nature of "chaotic" but 
orderly activity in the brain, Walter Freeman has pro
vided a striking image, which, as he forewarns, is some
what oversimplified: 

I sometimes like to suggest the difference between 
chaos and randomness by comparing the behavior 
of commuters dashing through a train station at rush 
hour with the behavior of a large, terrified crowd. 
The activity of the commuters resembles chaos in 
that although an observer unfamiliar with train sta
tions might think people were running every which 
way without reason, order does underlie the surface 
complexity: everyone is hurrying to catch a specific 
train. The traffic flow could rapidly be changed sim
ply by announcing a track change. In contrast, mass 
hysteria is random. No simple announcement would 
make a large mob become cooperative. 58 

Investigators have now demonstrated that EEG re-
cordings exhibit new chaotic patterns as brains make 
sense of incoming stimuli. Some have suggested that 
these patterns may reflect fundamental ways in which 
the brain works. Walter Freeman has been at the fore
front of this work, demonstrating that me,omingful ol
factory stimulation in thirsty rabbits-namely, odors 
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that have been associated with significant events such 
as delivery of water-induce chaotic neural activity 
on the surface of the olfactory bulbs. Neural ensembles 
begin to fire in complex 40�Hz oscillatory patterns, 
which is consistent with the idea that the overall pat
terns are controlled by various attractors within the 
brain. In other words, a specific type of reverberatory 
pattern reflects the construction of a meaningful per
ceptual state in the brain. Indeed, Freeman has sug
gested that coordinated interactions of different brain 
areas are sustained by a dynamic cross talk that is es
sential for meaningful communication in the brain and 
perhaps for perceptual awareness to occur. In other 
words, when higher cortical areas re-represent the os
cillatory patterns induced within the olfactory bulbs, 
animals begin to understand the fact that the sensory 
cues are predicting forthcoming rewards. When such 
cross talk is prevented by damaging the neural con
nections between the bulbs and the secondary oscil
lations in the cortex, animals begin to lose their ap
parent appreciation of the meaning of the olfactory 
stimuli.59 

These bold ideas have profound implications for our 
understanding of how the brain may elaborate affective 
consciousness. As a first approximation, it might be 
suggested that the various basic emotional circuits of 
the brain can serve as potential "attractors" for distinct 
types of neural activity in other parts of the brain. Thus, 
when an organism becomes emotionally aroused, neu
ral ensembles throughout the brain may become capti
vated into certain repetitive firing patterns, thereby pro
moting the retrieval of a variety of stored memories and 
other brain processes relevant for each emotional state. 
Chaos theory may also suggest ways in which small 
environmental events, such as a change in tone of voice 
or a mere glance, can modify mood.60 Through the in
fluence of emotional attractors, organisms may rapidly 
shift into any of a variety of waking states depending 
on rapidly changing environmental events. Although 
this type of analysis will be essential for understanding 
how emotions are reflected in the electrical activities 
of the brain, we are presently remote from being able 
to formally characterize emotions in such terms. 

AFTERTHOUGHT: Neurodynamics of 
Emotional Processes 

How have the dynamic procedures described in this 
chapter been used to highlight the nature of emotional
ity within the brain? Although progress has been slow, 
Jet us note three of the most promising lines of inquiry
-One derived from epilepsy and brain-stimulation studies, 
one from EEG analysis of brain states during emotional 
episodes, and one from the use of PET scans. 

l .  It is well known that epileptic foci in the limbic 
system are characterized by emotional changes in hu
mans. For instance, one common type of seizure occurs 

in psychomotor epilepsy, with its source typically being 
situated in the temporal lobes. In addition to a host of 
bodily feelings, usually visceral changes, just prior to 
an attack, individuals often experience an "aura," a 
preseizure state characterized by various affective feel
ings. Most commonly observed are feelings of desire, 
fear, anger, and affection, as well as both dejected and 
ecstatic feelings.61 These changes are reminiscent of 
those that investigators have been able to induce by 
localized electrical stimulation of the brain (see Chap
ter 3). This suggests that limbic seizures may activate 
the basic brain systems of emotionality in ways resem
bling direct activation of the underlying brain circuits 
with ESB or via environmental events that trigger emo
tional -episodes. 

It is known that individuals with temporal lobe epi
lepsy tend to develop characteristic personality dis
orders.62 For instance, one of the most famous histori
cal cases is that of the great Russian novelist Fyodor 
Dostoyevsky ( 1 821-1881), who developed a chronic 
seizure disorder following his arrest for participating 
in socialist intellectual activities in the middle of the 
19th centmy. After being taken to the place of execu
tion, presumably to be shot, he was given a reprieve at 
the last moment (a form of emotional terror the czar 
sometimes used to keep creative people in line). Un
fortunately for Dostoyevsky, but fortunately for world 
literature, the ensuing post-traumatic stress disorder that 
developed during his exile in Siberia was manifested, 
for the rest of his life, by what we now recognize to be 
an acquired temporal lobe seizure disorder. The accom
panying neuropsychological changes promoted power
ful feelings of ecstatic delight and demonic despair that 
permeated much of Dostoyevsky' s anguished life and 
literary output. 

It is noteworthy that similar experimentally induced 
epilepsies can also produce permanent personality 
changes in animals. In an experimental procedure known 
as kindling, animals are induced to exhibit epileptic 
states by the periodic application of localized electri
cal stimulation to specific areas of the brain. The term 
kindling comes from the gradual induction of this per
manent brain sensitivity. The amygdala, an emotion
mediating brain area, is an ideal site for kindling stud
ies, since seizure activity can be induced here most 
rapidly. The procedure consists simply of applying a 
burst of brain stimulation through indwelling electrodes 
for a period of one second, once a day, for a week or 
two. After the first brief ESE, nothing special happens, 
unless one observes the EEG, where one will note a mo
mentary seizure immediately after the brain stimulation. 
This induced epileptic fit gets larger and larger as the 
days pass, and after a few days, the ESB begins to pro
voke brief periods of outright convulsive activity. After 
a week or so, the brief stimulation produces a full-blown 
motor fit, unambiguous both behaviorally and in the 
poststimulation EEG. Thereafter, the animal will always 
have a seizure when it receives this burst of brain stimu-

Iation. Gradually even other stimuli become capable of 
triggering seizures, especially loud sounds and flash
ing lights.63 

Kindling can also be induced by giving animals 
seizure-inducing drugs every several days or even very 
loud auditory stimulation, which provokes fits in cer
tain sensitive strains of animals.64 The induction of 
these epileptic states reflects a functional reorganiza
tion of the nervous system, since no structural changes 
have been found to result from kindling procedures. 
If one follows the development of auditory kindling 
with cfos procedures, one initially finds cell activation 
only in deep areas of the auditory system in the lower 
brain stem; but when the animal is fin'ally kindled, 
neuronal activation is evident in widespread areas of 
the limbic system.65 Thus, kindling induces a perma
nent change in the functional organization of the brain, 
without any changes that are clearly evident at the 
structural level. 

Do kindled animals exhibit changes in emotional
ity similar to humans with limbic psychomotor fits? 
Most definitely. Although relatively little work has been 
done on this most interesting issue, the emotional per
sonality of these animals seems to change as they be
come kindled. Cats tend to become temperamental and 
irritable. 66 In female rats, we have observed a form of 
"nymphomania": Normal female rats come into estrus 
(or sexual receptivity) for only a couple of hours every 
four days, but after kindling many females remain in 
constant estrus. They are willing to have sex with males 
at all times. It is as if their hormonal receptivity cycle 
has been locked in overdrive.67 The fact that one can 
obtain these types of chronic personality changes in 
animals suggests that emotional systems undergo 
chronic changes in activity as a result of certain types 
of experiences. Indeed, a variant of this procedure, 
called long-term potentiation (LTP), has become a 
popular model for memory research. In LTP, a perma
nent change in neuronal firing is induced in the hippoc
ampus by repeated activation with electrical stimula
tion.68 It has been shown that changes in LTP parallel 
changes in memory-those manipulations that reduce 
LTP diminish memory formation, and those that in
crease L TP facilitate the learning of new associations.69 
In other words, the mechanisms of memory are related 
to those of epilepsy! 

Might it be that certain psychiatric disorders emerge 
from such permanent changes in the brain? For instance, 
post-traumatic stress disorder (PTSD), common in indi
viduals who have experienced such prolonged emo
tional trauma as exposure to extreme violence and 
danger, is characterized by permanent personality 
changes, including frequent moods of intense fear and 
anger. Antiseizure medications such as carbamazepine 
are quite effective in reducing the severity of PTSD. 
Such agents also block the development of kindling in 
animals.7° Thus, there seems to be a deep relationship 
between these seemingly different phenomena. Indeed, 
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as summarized next, there appear to be relationships be
tween certain forms of brain activity and emotional 
responsivity. 

2. Many people have tried to divine the presence of 
emotional and other personality traits from the charac
teristic patterns ofEEG exhibited by different individu
als. It is clear that people often have distinct types of 
EEG patterns, but definitive conclusions are difficult 
to derive from the empirical literature. However, one 
consistent theme with regard to emotionality and EEG 
changes has recently been emerging. Several laborato
ries have now demonstrated that happy feelings, even 
sustaining a voluntary but sincere smile, will induce 
arousal (alpha blocking) in left frontal areas of the 
brain,71 while unhappy feelings, including disgust, will 
evoke larger arousal in right frontal areas. 72 Indeed, 
individuals who are prone to depression tend to exhibit 
more right frontal arousal than those who are not. 73 
These patterns can be observed even in babies. Indeed, 
infants who exhibit the highest arousal in right frontal 
areas tend to be the ones who are most likely to cry in 
response to brief periods of maternal separation.74 

These brain changes are consistent with the emo
tional changes that have commonly been observed in 
humans following right and left hemisphere strokes 
(also see Chapter 16). The right hemisphere becomes 
aroused in response to negative emotions, and darn
age here typically has few negative emotional conse
quences; often, patients remain cheerful despite the 
severity of their problems. On the contrary, comparable 
damage to the left frontal areas, which become aroused 
in response to positive emotions, can cause catastrophic· 
emotional distress, and such patients are more prone to 
become despondent and depressed.75 Presumably this 
is because they have lost the use of brain areas that 
mediate positive emotionality. Indeed, as mentioned 
earlier, the brains of depressed individuals exhibit less 
arousal of the left frontal areas than normal individu
als. It will be interesting to see whether their depres
sions can be elevated using biofeedback techniques 
aimed at increasing the resting level of left frontal cor
tical EEG arousaL Indeed, even more direct interven
tions may work. We can activate the intact brain using 
rapid transcranial magnetic stimulation (rTMS), and 
several investigators have been able to alleviate drug
resistant forms of clinical depression by selectively 
stimulating the frontal cortex just on the left side of the 
brain (see Chapter 16). 

3 .  The most compelling evidence fQ'r subcortical 
localization of emotions in normal individuals presently 
comes from PET scanning studies. Several such stud
ies have provided remarkable images of localized func
tional changes in the brain during a variety of activi
ties, ranging from simple sensory bombardment to 
cognitive tasks.76 Especially exciting is the visualiza
tion of some emotional processes. Although the results 
remain preliminary, it has been found that people prone 
to panic attacks exhibit overactivity in their right para-
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hippocampal regions, where cognitive information from 
the cortex presumably enters emotional networks.77 
During feelings of happiness, the brain tends to exhibit 
a reduction of neuronal activity, while with feelings of 
sadness such activity is increased.78 So far, these tech
niques have only yielded arousal patterns in relatively 
high brain areas during emotional episodes, and it re
mains perplexing that arousal of primitive brain stem 
systems that have long been implicated in emotional 
organization in animal work is rarely evident. This may 
be due to the fact that such techniques are not especially 
effective in detecting the arousal of compact brain zones 
where functionally opposing circuits are closely inter
digitating. Clearly, other direct measures of the neuro
dynamics of emotional states will need to be developed 
if we are ever to move from the intellectual arena of theo
retical conjectures to definitive empirical approaches in 
this important area of inquiry. 
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Neurodynamics 
Neurochemical Maps of the Brain 

The intention is to furnish a psychology that shall be a natural science: that is, to 
represent psychical processes as quantitatively determinate states of specifiable 
material particles, thus making those processes perspicuous and free from con
tradiction. , . The neurons are to be taken as the material particles. 

Sigmund Freud, Project for a Scientific Psychology ( 1895) 

CENTRAL THEME 

We have progressed remarkably far in the hundred years 
since Freud penned his materialistic thoughts as a young 
man in his late 20s. However, rather than neurons, the 
most important "material particles" we must now in" 
vestigate are the many types of molecules that serve as 
neurotransmitters and receptors, which convey infor
mation from one neuron to another. On the basis of this 
knowledge, a neurobiological revolution has trans
formed psychiatry, and new discoveries will yield more 
powerful and specific medicines than have· ever been 
available before. Without a thorough knowledge of 
transmitter "particles," this would not be possible. The 
first neurotransmitters were distovered some four de
cades after Freud expressed his great hope for a scien
tific psychology, and now several dozen major systems 
have been well characterized. Many more rem.ain to be 
discovered. We are beginning to understand how at� 
tention, emotions, and motivations, as well as percep
tions and me.mories, are constructed through the syn
aptic chemistries that mediate information transmission 
in the brain. Information transfer within a single neu
ron is an electrical process, but at synapses the electri� 
cal language of the brain is momentarily converted into 
chemical transmitter languages. After transmitters cross 
the synaptic deft and interact with specific receptor mol
ecules, the neuronal messages are passed onward in cas
cades of biochemical events that convert the various 
chemical dialects back to electrical ones. Neuroscientists 
use immunocytochemical techniques to visualize the 
chemical languages of neuronal circuits, relying on "de
tective-like" antibodies to identify and localize specific 
brain chemicals. This technique can also be used to vi� 
sualize the locations of various receptor fields, but a 
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more commonly used technique is receptor autoradiog
raphy. In fact, we now have tools to visually examine 
the exquisitely patterned distributions of nearly all 
chemical systems of the brain. We can even describe 
where and when new peptide chemistries are tran
scribed from DNA using a technique called in situ hy
bridization. We can also measure the release of many 
neurotransmitters within specific parts of the brain in 
behaving animals. Finally, we are now in a position to 
understand how primitive emotions arise from specific 
neurochemistries of the mammalian brain. This infor
mation is leading to a revolution in our conceptualiza
tion of human nature. 

DNA: The Source of Mental Life 

The central dogma of molecular biology is surnmruiz.ed 
in Figure 6. I. It asserts that all the information we need 
to construct a mammalian body, whether of man or 
mouse, is contained in the approximately hundred thou
sand genes of mammalian DNA. Individual genes, small 
segments of DNA, contain instructions for the manu
facture of specific proteins. This is how individual or
ganisms vary: DNA is identical within the nucleus of 
each and every cell of any one individual, but it differs 
in subtle yet important ways from one human individual 
and one mammalian species to the next. Some have 
genes for blue eyes, some for hazel eyes, and so on. 
Genes interact with each other in powerful ways that 
remain poorly understood, and most psychological traits 
are due to these interactions, not to the effects of single 
genes. Still, the nucleus of every cell of every mamma
lian species has essentially the same amount of DNA, 
and very similar genes, which is why all mammals ex-
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DNA 

l 
TRANSCRIPTION 

RNA 

l 
TRANSLATION 

PROTEIN _....,.,� BRAIN 

l 
EVERYTHING 

ELSE 
Figure 6 . 1 .  Summary of the current "central dogma" 
that underlies the analysis of all biological processes, 
including those that mediate basic psychobiological 
processes. The only major concept missing from this 
schematic is the environment, and these influences 
permeate all phases of these transactions. 

hi bit extensive homologies throughout their brains and 
bodies. It is remarkable to ponder how human unique� 
ness and our special cognitive complexities emerge 
from this massively shared heritage (see Appendix A). 1 

Indeed, our newfound understanding of the progres
sion of events from DNA to a fully developed organism 
is the most profound sci entitle story of the 20th century 
(Figure 6. 1). It goes like this: In every cell, the sole func� 
tion of DNA is to manufacture RNA; the sole role of 
RNA is to manufacture proteins (chains of amino acids); 
and the role of proteins is to do everything else. This 
"everything else" is a vast potentiality that emerges from 
interactions with the world-including the universe of 
biological, social, and cultural complexity that stretches 
up to the highest reaches of human achievement. DNA 
can only accomplish its appointed task in receptive en
vironments. Genetic and environmental potentials "go 
together like a horse and carriage," to borrow a phrase 
from a popular song of long ago: "You can't have one 
without the othei·." Although identical twins have simi
lar IQs even if reared apart, that estimate of heritability 
would diminish if one was reared in the lap of intellec
tual luxury, while the other was brought up in a closet. 
In short, we only inherit brain/mind potentialities. 

In supportive environments, the many differences 
among species, as well as among the various cells of our 
bodies, arise from the fact that different cells express 
different genes at different times. For instance, your kid
ney may employ 20% or so of the available genes in each 
of its cells, and muscle cells use about the same propor
tion, but each is specialized for its appointed task by the 
specific patterns of genes they have come to employ 
during tissue differentiation. Overall, the brain expresses 
more of its genetic potential, estimated at about 50%, than 
any other organ of the body. This allows it to be the most 
complex and most plastic organ in  the known universe. 
Here I will not detail our enormous knowledge about 
genetic mechanisms but will highlight key neurochem
istries made possible by DNA.2 

Fifst, let us summarize how DNA unreels its genetic 
story from a repetitive code of four nucleotides that are 
joined together in pairs: Adenine is joined with thym
ine, and cytosine is joined with guanine as a double helix 
like a long spiraling zipper. When the base pairs of DNA 
"unzip," they join with the related bases of RNA
adenine with uracil, thymine with adenine, cytosine 
with guanine, and guanine with cytosine, to form mes
senger RNAs that join up with intracellular structures 
known as ribosomes to manufacture all bodily proteins 
and peptides, which are long and short chains of amino 
acids, respectively. Amino acid sequences are dictated 
by triplet codes on RNA-that is, successive three-base 
segments of RNA represent the successive amino acids 
that are to be incorporated into the elongating peptide 
chains.3 

The conversion of DNA to RNA is called transcrip
tion. The conversion of RNA to proteins is called trans
lation. Often the initial product of genetic expression 
is a large "mother protein" from which many additional 
molecules are produced by posttranslational process
ing, whereby specific enzymes cut protein chains be
tween specific amino acids. These enzymes are com
plex proteins whose linear structures are coded in DNA 
sequences, but they must be folded into three-dimen
sional structures before they can function properly to 
maintain the economy of the body. Although enzymes 
do not actively transmit information in the brain, they 
are the clerks that manage every transaction that makes 
the transmission of neural information possible. Thus, 
all mental functions rely criticaHy upon the background 
work performed by enzymes. 

A Brief Synopsis of Neurotransmitter 
and Receptor Synthesis 

The manufacture, or anabolism, and destruction, or 
catabolism, of molecules in the body are under the con
trol of a host of enzymes, each with its own precise job. 
Enzymes promote three general types of biochemical 
transactions in the construction of synaptic neurotrans
mitters and neuromodulators: (1)  Many of the brain's 

neuromodulators are short proteins called neuropep
tides, which are clipped from larger "mother proteins" 
by specific cleavage enzymes. (2) Other brain mole
cules, such as acetylcholine (ACh), the first synaptic 
transmitter ever discovered, are produced when even 
larger molecular fragments from various brain chemi
cals are joined through the assistance of specific ana
bolic enzymes. (3) Many other transmitters are simply 
amino acids that have been enzymatically modified in 
minor ways, such as the addition of a hydroxyl (OH) 
group here or the removal of a carboxyl (COOH) group 
there. This is how the neurotransmitters dopamine, nor
epinephrine, and serotonin-which figure so heavily in  
current biological psychiatry-are manufactured. 

Most transmitters are destroyed soon after release 
by specific catabolic enzymes, or by reuptake processes, 
which remove the transmitter from the synapse. For 
instance, ACh is inactivated by the enzyme acetylcho
linesterase, or cholinesterase for short. In the follow� 
ing, we will omsider the "marriage" and "divorce" 
processes of ACh synthesis and degradation in detail 
(Figure 6.2). 

In other words, ACh arises from the enzymatically 
mediated "marriage" of the nutrient choline and the acetyl 
group (CH3CO) from acetyl CoA, a widely distributed 
molecule of the body produced by general energy me
tabolism (Figure 6.2). The enzyme that presides over this 
marriage is called choline acetyltransferase, orChATfor 
short. As mentioned, the degradative enzyme that breaks 
this union back into the two component parts is cholinest
erase. The cascade of events represented here for ACh 
typifies the processes of all other brain transmitter sys
tems. All brain transmitters require specificsynthetic(or 
anabolic) enzymes for their construction, and there are 
also a host of degradative (or catabolic) enzymes to help 
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assure that transmitters are inactivated soon after they 
have conveyed their messages to receptors. 

Receptors must also be manufactured, but they are 
somewhat more stable components of synaptic infor� 
mation transfer processes. Receptors linger for days, 
concentrated in the viscous lipoprotein fluid that con
stitutes synaptic membranes, before they are recycled 
and replaced with new receptors. In comparison with 
transmitters, receptors are gigantic, often with many 
biologically active sites. The long chains of amino acids 
that constitute receptors typically thread in and out of 
synaptic membranes many times. For example, ACh 
receptors exhibit seven such crossings, which are called 
transmembrane domains. A remarkable number of re
ceptors have similar transmembrane domains, which 
reflects the fact that they have shared a long evolution
ary history. Since invertebrates typically also have ho
mologous receptors, they must have first emerged in 
brain evolution a very long time ago. Indeed, we can 
estimate divergence times of species by counting up the 
number of amino acid changes that are contained in 
receptors, as well as all of the other long proteins of the 
body (for a brief explanation of such biological clocks, 
see Appendix A). In sum, during evolutionary diversi
fication, many ancient receptor lines have been con
served. Genetic diversification has yielded a variety of 
specific receptor subtypes in each receptor family, but 
many started their evolutionary journey from a common 
ancestral form.4 

Thus, the varieties of receptors now found within the 
mammalian brain are awesome. Not only does each 
transmitter have its own receptor, but most have mul
tiple subtypes. For instance, at present over a dozen 
receptors are known to receive messages from the trans
mitter serotonin, and identification of the functions of 
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Figure 6.2.  Summary of the 
major neurochemical processes 
that characterize acetylcholine 
(or cholinergic) synapses in the 
brain. Choline and acetyl CoA 
are joined into ACh via the 
mediation of th� enzyme 
choline acetyltransferase 
(ChAT). After synaptic release, 
ACh is degraded into choline 
and acetyl via the enzyme 
cholinesterase R-receptor. 
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each subtype is an active area of inquiry because sero
tonin figures in virtually all psychiatric disorders. In 
addition, the brain contains receptors for many periph
eral hormones, including testosterone, estrogen, and 
cortisol. It also contains receptors for mally immune 
system intermediaries such as the cytokines. However, 
for our introductory purposes, I will briefly focus on 
ACh receptors before proceeding to detail how trans
mitters are constructed in the brain. 

ACh receptor subtypes are divided into two classes, 
nicotinic and muscarinic, because of their distinct ac
tions in the body. In general, the muscarinic receptors 
modify visceral activities, while nicotinic receptors 
activate skeletal muscles. This dichotomy tends to sup� 
port the distinction between visceral-emotional and 
somatic-cognitive processes, as discussed in Chapters 
4 and 5. At the time of this writing, five varieties of 
muscarinic and seven types of nicotinic receptor sub
types are known. Their differential functions have not 
been adequately deciphered because the molecular tools 
for such work are just being developed through the 
manufacture of artificial molecules that are selective 
receptor agonists and antagonists-namely, molecules 
that can selectively activate or block the individual re
ceptor subtypes. Although the study of receptor multi� 
plicity is a very active area of inquiry, for most systems 
the complexity is not yet well interfaced with emotional 
issues. Accordingly, I will focus on presynaptic chemi� 
cal processes, where a more substantial body of data for 
the chemical coding of emotions and motivations al
ready exists. 

In presynaptic endings, all transmitters follow certain 
common rules. Most are packaged in vesicles-small, 
membrane-covered "cargo vessels"-that not only pro
tect transmitters from catabolic enzymes but also allow 
synapses to dump a substantial number of transmitter 
molecules into the synaptic cleft at one time. The pro
cess of transmitter release is initiated by calcium entry 
into the presynaptic tenninal as a result of arriving ac
tion potentials. The rdeased transmitters bind to postsyn
aptic as well as presynaptic receptors, thereby inducing 
complex cascades of intracellular events that modifY the 
electrical activities of the receiving cells. Synaptic activ
ity can be tenninated by a variety of mechanisms, includ
ing ( 1 )  active enzymatic degradation of transmitters, (2) 
specific presynaptic reuptake or transporter mechanisms 
that extract transmitters from the synaptic cleft and re� 
turn them into the presynaptic ending, where they can 
be either degraded or recycled into vesicles, or (3) pas
sive dissipation (i.e., diffusion) and slow degradation, 
which appears to be the most common fonn of degrada
tion for the many peptide neuromodulators that help cre
ate motivational and emotional specificity within the 
brain. 

An understanding of how the various transmitter 
molecules operate at synapses is essential for under
standing the psychological functions of the brain. The 
synthetic and degradative pathways for such molecules, 

their regional localizations within the brain, as well as 
interactions with postsynaptic receptor molecules are 
essential elements of processes whereby mind and be� 
havior emerge from brain matter. It is noteworthy that 
no neurotransmitter or neuromodulator has been discov
ered in humans that is qualitatively different from those 
found in other mammals. In fact, all mammals share 
remarkably similar anatomical distributions of most 
neurochemical systems within their brains. However, 
there are also distinctions in systems between different 
animals and species, which help explain their person
ality differences. One of the most dramatic contrasts 
observed so far is within brain oxytocin systems (see 
Chapter 13  and Figure 14.10) of various species. How
ever, we will have to avoid such details here and instead 
focus on those discoveries that provide the broad foun
dation for current thinking about the neurochemical 
dynamics of the living brain. 

The Discovery of Synaptic Chemistries, 
Old and New 

Chemical transmission of information at synapses was 
first substantiated by Sir Henry Dale and Otto Loewi, 
and the Nobel Committee rewarded them promptly in 
1936 "for their discoveries regarding the chemical trans
mission of the nerve impulse." The transmitter they 
discovered was acetylcholine. Many others have fol
lowed; among the most thoroughly studied are the rela
tively small molecules norepinephrine, dopamine, sero
tonin, and gamma-aminobutyric acid (GABA), which 
are simple modifications of amino acids. The scientists 
who discovered how these transmitter substances are 
synthesized, secreted, and degraded paved the way for 
the revolution in psychiatry sparked by the discovery 
of drugs that could modify emotional disorders through 
specific actions on neurons. Indeed, in 1970 Julius 
Axelrod, Ulf von Euler, and Bernard Katz were recog
nized by the Nobel Committee "for their discoveries 
concerning the humoral transmitters in the nerve ter
minals and the mechanisms for their storage, release and 
inactivation." As a group, these investigators provided 
the first detailed information about the neurochemical 
mechanisms of synaptic transmission. 

Until the early 1970s, only the handful of neurotrans
mitters mentioned above were well known. Since then 
there has been an explosion of discoveries, among the 
most spectacular being a group called neuropeptides. 
Neuropeptides are short chains of amino acids, usually 
ranging from 3 to 40; the brain contains at least several 
hundred different kinds. Many appear to provide spe
cific control over basic psychological functions such as 
appetite, stress, and discrete emotions, including sepa
ration distress and maternal and sexual feelings (see 
Chapters 12  to 14). The discovery and characterization 
of neuropeptides were made possible by the develop
ment of new analytic techniques, and Rosalyn Yallow 

received a Nobel Prize in 1977 "for the development 
of radioimmunoassays of peptide hormones." In that 
same year, Roger Guillemin and Andrew Schally, who 
capitalized on Yallow's new techniques, were jointly 
recognized "for discoveries concerning the peptide 
hormones of the brain." These pioneers led the way in 
neuropeptide research with the isolation and character
ization of the first brain peptide, a three-amino acid 
chain of glutamate� histidine-proline, commonly called 
thyrotrophin releasing hormone (TRH). 

TRH initiates the cascade of events that induces the 
thyroid gland to secrete thyroxine and thereby to in
crease the body's metabolic arousal, but it is also ex� 
pressed in widespread neural systems of the brain. Many 
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peptide systems have now been discovered; their his
torical progression is summarized in Figure 6.3� Many 
of the peptides that were first identified as hormones 
of the body (e.g., oxytocin, vasopressin, prolactin, 
angiotensin, and ACTtl) have now been found to be 
transmitters or modulators within brain circuits. Discov
ering their psychoneural functions is one of the most 
exciting current chapters of brain research. They are es
pecially important for emotion research since some, 
especially the endogenous opioid peptides, are already 
known to modify feeling states in humans and corre
sponding behavioral changes in animals. 

Logically, it could have been possible for evolution 
to build brains that relied on a single transmitter, just 

Galanine (Memory) 

NPY (Feeding, Hunger) 

CRF (Stress, Panic, Anxiety) 

Dynorphin (Hunger) 

B-Endorphin (Pain, Pleasure, Social Feelings) 

Met- & Leu Enkephalin (Pain & Pleasure) 

LH-RH (Female Sexual Arousal) 

-llliP"' Prolactin (Maternal Motivation, Social Feelings) 

CCK (Satiety, Panic, Sex) 

[!!'] B-Lipotropin (Opioid Precurser) 

-J"'-"' 
Bradykinin (Pain) 

Oxytocin (Social Processes - Female Sex, Orgasm, Maternal Behavior, Social Memory) 

Angiotensin (Thirst) 

Substance P (Pain & Anger) - - - - - - - - - - - - - - - - - - - - - - ·--�-�-�-�---
1935 1945 1952 1 960 1965 1970 1 975 

YEAR OF DISCOVERY 

1 980 1 985 

Figure 6.3. Time line of the discovery of major neuropeptides that participate in various 
brain functions related to the control of behavior and various emotional and motivational 
processes. Progress was slow in the beginning (dotted line) but sped up enormously 
around 1970. The numbers inside squares indicate the number of amino acids in each of 
these neuropeptides. 
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as computers are based on a single, electrical type of 
information carrier. To some extent that did in fact hap
pen, because simple amino acid transmitters such as 
GABA and glutamate do participate in every behavioral, 
physiological, and cognitive process that has been 
studied. However, evolution has also created a vast 
number of neurochemical languages whose functional 
codes, most of them still undeciphered, are beginning 
to provide special avenues of insight into brain/mind 
intenelationships. There is a great deal of neuropeptide 
specificity in the coding of behavior, and it is estheti
cally pleasing to note that we often observe a correspon
dence between the peripheral functions of these neu
ropeptides and their role within the brain (Table 6.1) .  
For instance, in the periphery, insulin controls metabolic 
dispersion of nutrients, while in the brain it helps me
diate satiety (see Chapter 9). Likewise, in the periph
ery, the hormone angiotensin promotes water retention 
in the kidney, while in the brain it promotes thirst. Thus, 
many neuropeptide languages highlight the tendency of 
evolution to reutilize existing elements for new tasks 
that are harmonious with previous functions. However, 
this useful principle is a double-edged sword that needs 
to be wielded carefully. 

When evolution uses existing functions for new 
purposes, the end result is typically called an exapta
tion. For instance, the use of gill arches to construct 
jawbones was such a transition. The use of some of 
those bones to construct the inner ear is another classic 
example. Thus, adaptations are exaptations if one can 
demonstrate an evolutionary progression based on the 
transformation of preexisting parts to new uses. Obvi
ously, this issue can be a troublesome one for deriving 
functions by arguments of homology. Although we 
cannot do much about this potential dilemma, we should 
always remain alert to the possibility that what we might 
be tempted to interpret as a functional homology might 
actually be an exaptation that is far removed from the 
ancestral function .. If that is the case, no special cross
species functional generalization can be derived. Thus, 
arguments by homology must always be evaluated 
empirically. Although it is common for exaptation to 

yield more complex functions, in the molecular realm 
it often yields diversification and simplification of pre
existing parts. 

Many of the larger proteins and peptides can be bro
ken down into smaller fragments, some of which may 
retain neural activity, in a process called posttransla
tional processing. This may eventually prove impmtant 
for understanding how moods are modulated by mo
lecular events. There is some evidence that a molecule 
with one function can yield a molecular fragment with 
new functions, sometimes related to the old function, 
sometimes not For instance, oxytocin, which mediates 
various pro-social processes, including maternal behav
ior and the inhibition of separation distress (Chapters 
1 2  to 14), can yield a tripeptide called PLG (proline
leucine-glycine), which mediates none of the above but 
has antidepressant effects.5 From one perspective, one 
might say there is no continuity between these func
tions; from another, one might argue that since depres
sion is most commonly precipitated by social loss, the 
antidepressant effect ofPLG is congruent with the brain 
functions of oxytocin. In short, there are bound to be 
many surprises in such analyses, and because the fer
tility of logic is always constrained by the truth of our 
premises, we will be able to twist our reasoning to either 
detect or deny various evolutionary relationships. Since 
the bottom line is that we simply cannot go back to trace 
such historical paths of inheritance, our evolutionary 
stories are useful only to the extent that they can gen
erate fruitful empirical predictions. 

Among recent neurochemical surprises, perhaps the 
most unexpected has been the identification of the gas
eous transmitters such as carbon monoxide and nitric 
oxide (which, please note, is not the same as "laughing 
gas," or nitrous oxide). Nitric oxide has a remarkable 
number of peripheral functions, from promoting breath
ing to blood circulation. In the brain, the hottest idea is 
that such gaseous transmitters may be especially impor
tant for the elaboration of memories.6 Besides convey
ing information in the brain, nitric oxide is quite toxic 
in excess and may participate in the development of 
various neurodegenerative disorders such as Alzhei-

Table 6 . 1 .  Relationships between Some Neuropeptides and Their Peripheral and Central Functions 

Peptide 

Angiotensin 
LH-RH 
Oxytocin 
CRF 
oc-MSH 
TRH 
Vasopressin 

Somatostatin 

Peripheral Function 

Control of blood pressure 
Preparation of sex hormones 
Birthing and milk letdown 
Activate adrenal stress response 
Dispersion of pigment for camouflage 
Metabolic arousal 
Kidney water retention 

Inhibit growth hormone 

Central Function 

Thirst and water intake 
Sexual readiness 
Maternal acceptance and readiness 
Central elaboration of stress 
Hiding, fear and attention 
Brain arousal, play (?) 
Memory retention 
Behavioral persistence 
Male sexual behavior 
Inhibit all behavior 

mer's disease. Thus, what is good in small quantities 
may be harmful to the brain in large amounts. 

Another neurotransmitter that is neurotoxic in ex
cess is the simple amino acid glutamate. Glutamate is 
also important for the proper mediation of memory and 
cognitive processes, but being the single most impor
tant excitatory transmitter in the brain, it is actually 
involved in everything an organism does. However, 
when secreted in excessive amounts, it damages recep
tive neurons. This may be one of the causes of such 
neuropsychiatric disorders as Huntington's disease. 
Such findings may soon be translated into new treat
ments for people with related brain problems.7 In ani
mal models, some effects of stroke can already be alle
viated with glutamate receptor antagonists, and it is 
possible that administration of such drugs at the right 
time can forestall the onset of Huntington's disease. 
However, more recently investigators have also found 
that underactivity in this system may be neurotoxic, 
producing brain damage that resembles the changes 
seen in schizophrenia.8 With these powerful molecules, 
medicine will have to carefully weigh the costs and 
benefits that can be produced by different doses of the 
available glutamatergic agents. 

Let me close this section by making some general 
comments about the many drugs that are currently used 
to m0dify neurochemical systems. We now have a great 
number of agents, especially for the nonpeptide trans
mitters, to modify various neurochemical processes at 
virtually all stages of synaptic transmission: Some drugs 
modify synthesis, degradation, and actions of transmit
ters at receptors. Others modify vesicular packaging of 
transmitters, synaptic reuptake/transporter mechanisms, 
and the efficacy of transmitters when they act upon 
postsynaptic as well as presynaptic receptors. Nonethe
less, most of the brain neuropeptide systems that elabo
rate emotions and .moods cannot yet be manipulated 
with synthetic drugs. Given orally, most peptides are 
digested like meat, and so do not enter the brain? Even 
if they gain access to the bloodstream by injection, they 
usually have considerable difficulty passing through the 
various blood-brain barriers (BBBs) that control the How 
of molecules from the circulation into the brain.  Indeed, 
this shielding of the brain from circulating molecules is 
true for most other transmitters, including serotonin, 
dopamine, and norepinephrine. Thus, the search for new 
pharmaceuticals that imitate the effects of neuropeptides 
and are sufficiently lipid-soluble to gain entry into the 
brain is an active area of inquiry. 

Nature has already provided us with some molecules 
of this type. Certain well-known alkaloid drugs, such as 
morphine and heroin, derive their power over human and 
animal feelings by interacting with a specific type of 
peptide receptor, the mu-receptor, that normally receives 
messages from the endogenous brain opioidjJ-endmphin. 
In other words, morphine and heroin, which are chemi
cally different from opioid peptides, mimic these endog
enous addictive molecules.IO 
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Because of the great medical and societal interest in 
opiate addiction, molecules have also been developed, 
such as naloxone and naltrexone, that block the mu re
ceptor and hence block the rewarding effects of opiates. 
Because of the availability of such receptor antagonists, 
we now have considerable evidence that opioids par
ticipate in pleasure and related emotional processes of 
the mammalian brain. As we will see in Chapters 8 and 
14, brain opioids promote the development of food and 
social preferences. However, there are no drugs that can 
activate most other neuropeptide systems following 
peripheral administration. In the absence of such phar
macological tools, practically the only way to study 
neuropeptide functions is to observe physiological and 
behavioral changes following direct placement into 
brain tissue. Consequently, animal research remains 
essential for understanding the role of these interesting 
molecules. 

On the Neurochemical Coding of 
Psychobehavioral Processes 

Psychobiologists are interested not only in discovering 
functions within specific brain areas but also in identi
fying the trajectories and neurochemical characteristics 
of the underlying circuits. Since all brain functions are 
ultimately subserved by chemically controlled changes 
in interneuronal communication, it is crucial to delin
eate the functions of the many neurotransmitter systems 
that exist in  the brain. The chemical coding of specific 
brain processes will eventually provide many useful 
ways to manipulate brain substrates for beneficial medi
cal and, no doubt, questionable recreational and cos
metic ends. 1 1  

A perplexing feature of psychopharmacological re
search has been the remarkably wide spectrum of be
havioral and physiological effects that certain drugs 
exert. It is not uncommon for a single neurochemical 
system, or a single psychoactive drug, to have effects 
on nearly every behavior that is measured. For instance, 
the list of behavioral functions that brain serotonin does 
not modify is very short, containing no items, whereas 
the list of functions serotonin does affect includes every
thing the animal does. 1 2  Essentially the same conclu
sion holds for ACh, dopamine (DA), norepinephrine 
(NE), glutamate, and GABA. This indicates that many 
transmitters can exert global effects on brain and psy
chological functions, but there are some consistent pat
terns with regard to the direction of change. For in
stance, facilitation of serotonin typically suppresses 
behavior, while drugs that promote DA, NE, and ACh 
activity typically facilitate behaviors. As would be ex
pected of molecules that modify moods and emotions, 
such changes modify everything an animal does. By 
comparison, steroid and peptide neuromodulators often 
have more precise behavioral and emotional effects, 13  
even though it must be remembered that specific emo-
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tional changes can often produce a diversity of second
ary consequences. 

To make conceptual sense of such wide-ranging 
effects, we may occasionally need to climb to higher 
theoretical ground from which a panoramic overview can 
help put things in perspective.14 Although this approach 
involves the ever-present danger of oversimplifying com
plex issues, it has the advantage of offering clear and 
testable behavioral predictions that may be interfaced 
with psychological concepts. To some extent, theoreti
cal risk taking is essential for advancing our understand
ing of brain functions. Following this factual summary 
of neurochemical systems, I will devote the rest of the 
book to such neurotheoretical conceptualizations. 

Neurochemical Systematics 

For organizational purposes, I will categorize brain neu� 
rotransmitter systems15 into four categories: (1)  amino 
acids that undergo only minor modification when em� 
ployed as transmitters, (2) the enzymatically modified 
amino acids, known-as the biogenic amines, (3) the chains 
of amino acids known as neuropeptides, and (4) a mis� 
cellaneous gro.up including ACh and a variety of other 
items. For instance, as mentioned, there are gaseous trans
mitters, ones that may emerge ftom fatty acids, and it 
remains possible that certain common metabolic inter
mediaries such as glucose may also participate in infor
mation transmission in the brain. 16 These latter items will 
not receive much attention here, since most do not yet 
interface clearly with emotional issues. 

1 .  The simplest, and perhaps most abundant, items 
are the amino acid transmitters. The main excitatory 
transmitter, whose task is to initiate neuronal firing, is 
glutamate, essentially the same substance commonly 
used to add t1avor to foods, especially in oriental cook
ing. There is reason to believe it participates in virtually 
all brain functions, with memory being the focus of much 
current research.17 It is tempting to speculate that in the 
"primordial soup" in which life on earth presumably 
originated, glutamate was one of the most useful and 
abundant nutrients available. Early cells developed a 
sense for it, a "taste" if you will, which eventually al
lowed it to serve as a neurotransmitter in brain circuits. 
Glutamate is the most common and abundant excitatory 
transmitter in the mammalian brain, and it is usually syn
thesized from the precursor amino acid, glutamine. Con
versely, its metabolic product, GABA, is the most abun
dant inhibitory transmitter in the brain, and it functions 
as widely as glutamate. However, in contrast to gluta
mate, which is abundant throughout the body, GABA is 
not a widely distributed amino acid, essentially existing 
only within the brain. There it is synthesized from gluta
mate via a single decarboxylation step that is mediated 
by the enzyme glutamic acid decarboxylase. Because of 
this tight metabolic interconnection between brain 
glutamate and GABA, brain inhibition and excitation can 

be efficiently balanced through the regulation of the in
tervening enzyme.l8 

Because these amino acid transmitters are so widely 
distributed in the brain and participate in so many vital 
functions, they are difficult to study using peripheral 
administration of pharmaceutical agents-simply too 
many behavioral functions are disrupted to obtain mean
ingful results. Following peripheral administration, many 
of these amino acids ar¢ excluded by various BBBs from 
entering into brain functions. 19 Thus, much of the func
tional information about these amino acids has to be 
obtained by direct manipulation of local brain systems 
(i.e., by microinjection of these agents into specific brain 
areas via small cannulae) or through the administration 
of specific amino acid receptor antagonists. 

2. A second series of well-studied transmitters con� 
sists of enzymatically modified amino acids calledbio� 
genic amines. In addition to a variety of trace amines 
and histamine, the most prominent transmitters of this 
class are DA, NE, and serotonin (which is commonly 
called 5-HT because of its chemical name 5�hydrox
ytryptamine). The first two are derived from the six
carbon ring of tyrosine, a catechol-type structure, and 
hence, as a subclass, are called catecholamines. Sero
tonin, on the other hand, is derived from the double
ring, or indole, structure of tryptophan and hence is 
called an indoleamine. The specific molding that these 
precursor amino acids must undergo to become neu
rotransmitters is summarized in Figure 6.4. For both cat
echolamines and indoleamines, the first step is hydroxy
lation through the addition of an OH group, yielding 
L-DOPA and 5-HTP, respectively, followed by decar
boxylation through the removal of a COOH group, 
yielding DA and 5-HT, respectively. In certain neurons, 
DA can be further processed into NE via another hy
droxylation that is mediated by an enzyme called 
dopamine-B-hydroxylase, or DBH. It is the presence of 
this last enzyme that makes a DA-synthesizing neuron 
an NE neuron! Thus, when NE synthesis is inhibited 
with DBH inhibitors, NE neurons become DA neurons 
until the enzyme inhibitor wears off. In two groups of 
neurons of the lower brain stem, NE can be further 
converted into epinephrine by the addition of a methyl 
group. However, epinephrine is a comparatively minor 
transmitter in the brain, although it is secreted abun
dantly in the periphery by the adrenal medulla, serving 
as a major stress hormone that recruits metabolic re
sources tfom liver glycogen stores. In the brain it seems 
to have a similar effect-dramatically increasing intra
cellular energy utilization. 

As with the amino acid transmitters, brain levels of 
biogenic amines cannot be effectively modified by pe
ripheral administration of those transmitters; however, 
the first two precursors in the metabolic chain, namely, 
L-DOPA and 5-HTP (see Figure 6.4), can cross the 
BBB and, under appropriate conditions, do increase 
transmitter synthesis. This is called the precursor load
ing strategy, and it is especially effective in neurologi� 

cal disorders such as Parkinson's disease, in which DA 
neurons have started to degenerate more rapidly than 
normai.20 Administration of L-OOP A can restore lost 
functions. However, one might ask how DA restoration 
could occur if the relevant DA neurons have degener
ated. One potential explanation is that following admin
istration of L-DOPA, serotonin neurons, whose axons 
reach the same locations as those of DA neurons, 
begin to manufacture DA. This may be due to the fact 
that the decarboxylation-the second step in both DA 
and 5-HT synthesis-is mediated by the same enzyme, 
namely, aromatic amino acid decarboxylase. Since 
L-DOPA can cross the BBB and is taken up by seroto
nin cells, these cells begin to manufacture DA This does 
not take place under ordinary circumstances because 
L-OOP A is manufactured only in dopamine cells and 
hence is not normally present in the circulation. By a 
similar flow of events, brain 5-HT can be increased by 
ingesting the immediate precursor 5-HTP, but again, 
5�HT will now also be synthesized in catecholamine 
cells. 

Can biogenic amines also be increased by giving the 
precursor amino acids? Yes, at least in the case of sero
tonin. Under normal physiological conditions, the avail
ability of the precursor amino acid is the rate� limiting 
step for serotonin synthesis, which means we can in-

TYROSINE Tyrosine 
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crease brain 5�HT substantially through dietary con
sumption of tryptophan.21 On the contrary, the avail
ability of tyrosine hydroxylase is typically the rate-lim
iting step for catecholamine synthesis, which means that 
the precursor loading strategy typically does not pro� 
duce substantial increases in brain levels ofDA and NE 
under normal dietary circumstances. However, dietary 
deprivation of tyrosine, along with its precursor phe
nyLalanine, can reduce brain catecholamine levels sub
stantially. The same is true, of course, for tryptophan 
deprivation. In general, organisms that do not have 
enough tryptophan in their diet are hyperexcitable, 
while those without adequate tyrosine and phenylala
nine are withdrawn and behaviorally sluggish.22 Our 
ability to modify other neurochemistries by dietary 
means is an important way to control a variety of brain 
functions that can potentially increase the quality of life 
without the use of drugs.23 

3. Third, there is an enormous group of peptide 
neurotransmitters/modulators made up of chains of 
amino acids that are typically cleaved from much lar
ger "mother peptides." Prominent items in this group 
are (i) various brain opioids, such as the endorphins, 
enkephalins and dynorphins, all of which are derived 
from different genes; (ii) the various peptide hormones 
of the pituitary gland, namely, oxytocin, vasopressin, 

Tryptophan TRYPTOPHAN 

� Hydroxylase � 
L-DOPA 5-HTP 

� Aromatic Amino Acid 
Decarboxylase � 

DOPAMINE DA-13 Hydroxylase SEROTONIN � 0 0 
0 0 Pre-synaptic 0 0 0 NOREPINEPHRINE Endings 

Synaptic Cleft 

R R 
R R Post-synaptic R 

R 
Endings 

I N DOLEAMINE 
CATECHOLAMINE SYNAPSE 

SYNAPSE 

Figure 6.4. Summary of the synthesis of catecholamine transmitters (dopamine 
and norepinephrine) and the major brain indoleamine transmitter (serotonin). 
Both synthetic pathways start via the enzymatically mediated hydroxylation of 
the respective amino acid substrates (tyrosine and tryptophan), followed by a 
decarboxylation step that is mediated by a shared enzyme. Dopamine can be 
hydroxylated further to form norepinephrine. Since both L-dopa and 5-HTP can 
be taken up into neurons from the circulation, administration of these substrates 
can lead to the manufacture of serotonin in catecholamine neurons and the 
manufacture of dopamine in indoleamine neurons. 
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ACTH, and prolactin; (iii) various hypothalamic releas� 
ing agents-CRF, LH-RH, TRH-which control the 
release of pituitary hormones; (iv) various gastric pep� 
tides, including CCK, bombesin, and VIP; and (v) a 
large variety of other peptides, including several that 
have no clear peripheral functions, such as galanin, 
substance P ,  CGRP, NPY, and many others (for an 
explanation of abbreviations and dates of discovery, see 
Figure 6.3). The likelihood that discrete chemical cod
ing of behavior exists for these substances is high (see 
Table 6.1) .  

In short, unlike the much smaller and more ubiqui
tous biogenic amines and amino acids, neuropeptides 
are the most promising candidates for mediating spe
cific behavioral and psychological functions. UnfortuM 
nately, there is one great problem in studying their funcM 
tions. Peptide systems cannot be readily manipulated 
by peripheral means. Peptides, like all other proteins, 
are typically broken down (digested) in the stomach and 
liver and do not enter the brain intact. Even if they could 
enter the bloodstream from the stomach (as some frag
ments do), most cannot pass through the BBB. How
ever, it is noteworthy that some rather large peptides 
such as prolactin do have active uptake mechanisms 
from the circulation to the brain. In any event, to study 
the cerebral functions of most neuropeptides in intact 
organisms, one must administer them directly into the 
brain via cannulae, which essentially precludes mean
ingful work in humans, although in some instances in
tranasal administration can be used to circumvent these 
problems. However, because nature has created a few 
nonpeptide molecules with the required structural char
acteristics to act on the relevant brain receptors, some 
peptide systems can be modified by peripherally admin
istered drugs. As already mentioned, the best-known 
examples are opiate alkaloids derived from the opium 
poppy (Papaver somniferum), which are absorbed from 
the periphery and exert effects similar to the endogenous 
brain opioid H-endorphin. 

As with all neurochemical systems, complexity is 
the rule rather than the exception. For instance, for the 
opioid peptides there are three distinct neurochemical 
families, the endotphins, enkephalins, and dynorphins, 
all of which emerge from larger peptides synthesized 
by specific genes. These opioid pcptides have distinct 
brain distribution patterns and act upon different recep
tors, called mu, delta, and kappa, respectively. 

4. Finally, there is a series of miscellaneous items, 
such as acetylcholine, that do not fall into any coherent 
category. Another such item would be the purine trans
mitter adenosine, which may be a natural sleep-promot
ing sedative system in the brain. Indeed, caffeinated 
drinks yield their arousal effects largely by blocking 
adenosine receptors, which are concentrated in the thala
mus. 24 In addition, brain activity can be modulated by 
circulating steroids such as cortisol, testosterone, estro
gen, and progesterone via specific receptor interac
tions. 25 It has also become clear that various fatty acid 

intermediates, such as prostaglandins, and immune sys
tem factors, such as interferons and cytokines, can modify 
brain activities. 26 There are undoubtedly many other 
neurochemical systems that remain to be identified in the 
vast menagerie of brain chemicals. Please remember that 
almost half the 100,000 types of genes that we possess 
are expressed within brain tissues. Even though only a 
small subset are information molecules, we have not yet 
come close to compiling an exhaustive list. 

All known transmitter molecules generate their func
tional effects by interacting with specific receptor pro
teins concentrated in synaptic. zones. This means that 
many psychoactive drugs produce their effects b'y tak
ing advantage of the brain's  natural information chan
nels. Indeed, in those instances where powerful psycho
active drugs have long been derived from traditional 
plant sources (e.g., morphine, cocaine, caffeine, and 
nicotine), receptors for brain chemical systems have 
typically been discovered before the endogenous mole
cules that interact with those receptors. This sequence 
was first exemplified by the discovery of opioid recep
tors in 1972 and of the endogenous neuromodulators, 
or ligands, for those receptors in 1975.27 Comparable 
success was soon achieved for the receptors upon which 
psychostimulants such as amphetamine and cocaine act, 
and they have now turned out to be ones that control 
DA reuptake into presynaptic endings.28 However, the 
identification of the endogenous molecules, or ligands, 
that act on other "drug receptors," such as those that 
receive antianxiety drugs of the benzodiazepine class, 
or the "angel dust" and marijuana receptors, have been 
more tortuous scientific journeys.29 

More recently, thanks to advances in biochemistry, 
many peptide transmitter systems have been identified 
prior to the receptors for those systems. The discovery 
of such transmitters in the brain has typically been made 
possible through powerful general-purpose tools such as 
immunocytochemistry, which can be used to localize all 
peptides within the brain.30 The localization of neuro� 
chemical systems in the brain not only provides basic 
information concerning the anatomical organization of 
those systems themselves, but scientists can also obtain 
useful clues concerning the potential functions of those 
neurotransmitters from anatomical patterns. Comparable 
techniques exist for the identification of receptor fields 
within the brain. This is typically achieved via the auto
radiographic analysis of the regional brain binding of 
radioactive forms of the various transmitter agents. 

The images generated in this way are enormously 
complex and remarkably beautiful. Accurate analysis 
of how the various neurochemical systems participate 
in psychological functions is obviously very difficult. 
Other techniques that can be used to estimate neu
rotransmitter utilization in the behaving animal will be 
summarized at the end of this chapter. First, however, 
I will provide a synopsis of the general anatomies and 
psychobehavioral functions of the key neurochemical 
systems of the mammalian brain. 

Acetylcholine: An Attentional/ Action 
system 

As already mentioned, ACh was the first neurotrans
mitter to be identified. This discovery occurred when 
investigators were still debating whether neurons comM 
rnunicated with each other directly via electrical changes, 
as argued by proponents of the "spark school," or via 
chemical intermediaries, as proposed by adherents of 
the "soup school." In Berlin, Otto Loewi used remark
ably simple methods to demonstrate that the theory of 
chemical transmission was the more substantive hypoth
esis. He found that electrical stimulation of the vagus 
nerve in frogs reduced heart rate by means of a chemi
cal intermediary. In an elegant cross-perfusion experiM 
ment, Loewi was able to transfer a heart rate-lowering 
factor from one heart to another via an aqueous medium. 
He called this unknown material Vagusstuffe ("vagus
stuff"), and Sir Henry Dale proceeded to demonstrate 
that the active ingredient was ACh. However, now it is 
also known that some synapses are strictly electrical, 
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requiring no chemical intermediary, but they are quite 
rare.3 1  

The definitive anatomical mapping of ACh systems 
has been achieved by immunocytochemical approaches 
directed toward its synthetic and degradative enzymes. 
Immunocytochemical analysis of choline acetyltrans
f"erase (ChAT) activity is generally deemed to provide 
the more definitive maps because the breakdown en� 
zyme, cholinesterase, is also contained in non-ACh 
neurons. This work has indicated that discrete ACh nu
clei exist throughout the nervous system-from small 
cells scattered around the cortex to clusters of long
axoned ones in the basal forebrain and various brain 
stem areas. For the present purposes, we will consider 
only the six largest ACh neuronal groups in the brain 
(Figure 6.5)-four in the basal forebrain that control 
cortical and hippocampal functions, and two in the 
midbrain that control thalamic and hypothalamic func
tions. n The distribution of cholinergic (Ch) receptors 
in the brain is even more widespread. 33 

Cholinergic (which is a shorthand way of saying that 

SEROTONIN 
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Figure 6.5. Parasaggital depictions of the dispersions of acetylcholine and biogenic amine 
(dopamine, norepinephrine, and serotonin) systems in the rat brain. LC: locus coeruleus; 
DB: dorsal noradrenergic bundle; VB: ventral noradrenergic bundle; CN: caudate nucleus; 
AC: anterior commissure; OB: olfactory bulb; CTX: cortex; BF: basal forebrain; HC: 
hippocampus; TH: thalamus; SC: superior colliculus; IC: inferior colliculus; NS: 
nigrostriatal pathway; ML/MC: mesolimbic and mesocortical pathways; HY: hypothala
mus. "A" designations indicate major norepinephrine and dopamine cell groups; "B" 
designations indicate major serotonin/raphe cell groups; "Ch" designations indicate major 
cholinergic cell groups. 
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something is related to ACh) systems have the ability 
to control much of the brain's activity and appear to be 
executive systems for broad psychobehavioral functions 
such as waking and attention. There are six major cho
linergic cell groups, designated Ch-1 to Ch-6, with 
many other more sparsely localized cells through many 
other parts of the brain. One high-density cluster in the 
basal forebrain (Ch-4) extends its axons throughout the 
cortex and is especially important for sustaining higher 
information processing. This system, along with other 
nearby ACh neuron clusters, commonly degenerates in 
Alzheimer's disease. The two major cell clusters in  the 
mesencephalon (Ch-5 and Ch-6) facilitate thalamic in
formation processing. In addition, most of the major 
somatic motor nuclei of the lower brain stem, such as 
that of cranial nerve V, the trigeminal nerve, which 
controls biting, clenching, and chewing, as well as cra
nial nerve VII, which controls facial movements, ex
hibit high-density cholinergic innervation. Scattered 
ACh neurons within the pontine reticular fields appear 
to contribute to the regulation of vigilance states, espe
cia]ly the onset and EEG arousal of REM sleep, via long 
ascending pathways to reticular fields of the thalamus 
and hypothalamus. Many smaller cell groupings, such 
as the small interneurons scattered throughout the 
striatum and cortex, appear to provide local control over 
more discrete functions, presumably local arousal pro
cesses of these brain areas. 

Because of their widespread distributions, one can 
appreciate the difficulties in ascribing unitary behavioral 
functions to ACh systems. This is why pharmacological 
studies, in which dmgs that modify cholinergic systems 
are given systemically, yield such a wide array of behav
ioral effects that they are difficult to interpret with a single 
concept Still, most investigators agree that the neuro
psychological constructs that best subsume cholinergic 
functions are attention or arousaL Further, it is also a 
system that facilitates action tendencies. When placed in 
specific subareas of the brain, ACh (or longer-acting 
cholinergic drugs, such as carbachol, which simulate 
ACh effects) can provoke numerous fonns of behavioral 
arousal such as increased aggression, drinking, and vo
calization.34 Administration of muscarinic ACh recep
tor blockers, such as atropine or scopolamine, can reduce 
memory abilities, attention, and practically all forms of 
motivated behavior. On the other hand, if one blocks 
peripheral nicotinic receptors, the predominant variety 
of ACh receptor found at neuromuscular junctions, by 
administration of curare (the South American Indian datt 
poison), a flaccid paralysis develops rapidly. Death soon 
follows L1nless artificial respiration is provided. There 
is now abundant evidence that the nicotine consumed 
during smoking can also facilitate cerebral information 
processing, and this may be one reason people become 
addicted to cigarettes. 35 

After being released into the synapse, ACh is bro
ken down into its precursors by cholinesterase. Many 
insecticides and nerve gases used in chemical warfare 

work by inhibiting this enzyme, which would lead to a 
massive buildup of ACh, which could impair movement 
because of the induction of a rigid paralysis at nicotinic 
neuromuscular ACh receptors. Excessive ACh levels at 
muscarinic receptors precipitate many dangerous auto
nomic symptoms that can also lead to death. The anti
dote that soldiers carry for such emergencies is a drug 
to counteract excessive ACh activity-namely, atro
pine-which itself is a potent poison if taken in  suffi
cient quantities. In other words, the strategy involves 
trying to balance the effect of one poison with another. 

In the right amounts and under the right conditions, 
these dangerous drugs can be useful medicines. For 
instance, when my son was just 2 years old, he acci
dentally consumed many of the eye-catching red ber
ries of the plant commonly known as deadly nightshade 
or belladonna. By the time we had taken him to the 
hospital to get his stomach pumped, his heart rate had 
increased substantially. He was also becoming deliri
ous and exhibited a hot, dry flushing of the skin-all 
anticholinergic symptoms of belladonna poisoning. The 
active ingredient of the plant is scopolamine, which 
blocks muscarinic ACh receptors and can lead to a com
pensatory overarousal of the sympathetic nervous sys
tem. Following stomach pumping, the recommended 
antidote was the cholinesterase inhibitor physostigmine, 
which elevates endogenous ACh levels so the receptor 
blockade can be overcome. Of course, in  the process 
of pitting of one poison against another, one must ad
minister just the right dose to achieve the desired cho
linergic balance. Accordingly, I kept an eagle eye on 
everything being done to help my son in our local emer
gency room. The nurses made a simple decimal-point 
error and were about to inject my son with ten times 
the dosage his pediatrician had prescribed by phone. 
Standing firm against the nurse's insistence that I should 
behave as a passive bystander, I vehemently objected 
to their injecting my son with the amount that was in 
the syringe. Finally, they agreed to recalculate and 
quickly discovered their error. If I had not been there 
with the type of knowledge contained in this chapter, 
and experience with simple dose computations, my son 
might have died. 

A small amount of physostigmine can also be a good 
medicine in various disorders where there is not enough 
ACh activity in the nervous system-for instance, 
myasthenia gravis, a disease characterized by abnor
mally rapid development of muscular weakness and 
fatigue during the course of the day. Eventually, af
fected individuals even have difficulty swallowing and 
commonly die from suffocation. We now know that this 
is an autoimmune disease, in which an individual gen
erates antibodies to his or her own nicotinic ACh re
ceptors, the receptors that mediate all of our skeletal
muscular movements.36 Physostigmine can improve 
motor abilities by making more ACh available at these 
understaffed synapses. Likewise, Alzheimer's disease 
is partly due to the destruction of ACh systems in the 

brain (Ch-1 to Ch-4), and thus it is not surprising that 
physostigmine, and other more modern cholineserase 
inhibitors such as Tacrin® (which is approved for the 
treatment of Alzheimer's), can improve memory in  
these individuals, since i t  allows their low ACh levels 
to be stretched farther. Unfortunately, such drugs are 
rather short-acting and have many side effects. A more 
promising avenue for treating this devastating brain 

· disorder is to find a molecule that can stimulate the rele
vant ACh receptors, which remain intact even though 
their presynaptic elements have degenerated. Animal 
·
data indicate that one specific subtype of muscarinic 
receptor must be targeted for extra stimulation, namely, 
the M l  variety .37 Although there are now many experi
mental drugs available that can selectively activate the 
M l  ACh receptor, considerable testing still needs to be 
completed before they can be made available for human 
use. 

Biogenic Amines: Central State 
Atlentional Controls 

The revolution in biological psychiatry of the past 40 
years has been based, more than anything else, on the 
discovery of drugs that affect brain DA, NE, 5-HT, and 
the leSS well understood histamine systems, which, as 
already mentioned, are collectively called the biogenic 
amines. The metabolic and neural pathways that oper
ate via these biogenic amines are now well understood, 
and we have a vast number of dmgs to manipulate them 
rather precisely. Daniel Bovet received a Nobel Prize 
in 1957 for his seminal work on the development of 
drugs that affect these systems. In 1970, Julius Axelrod 
became a Nobel laureate for his detailed work on how 
the nerve terminals of biogenic amine systems operate. 
Thanks to these and ·other investigators, our detailed 
understanding of these systems is impressive, and we 
have excellent ideas to explain why many ofthese drugs 
help people with psychiatric problems. For instance, 
antipsychotic drugs reduce activity in DA systems, 
various antidepressants can increase synaptic activity 
of all three systems, and the antimanic dmg lithium may 
exert its effect by regulating excessive brain NE activ
ity. However, it must be remembered that most drugs 
have several effects on the brain, and it is sometimes 
difficult to sift the true therapeutic causes from the many 
other effects. 38 For the present purposes, however, let 
us consider the catecholamines and indoleamines sepa
rately, since they appear to exert functionally antago
nistic effects on the brain. 

Central Catecholamines: 
Arousal Systems of the Brain 

In the previous chapter, I described some aspects of the 
organization of brain DA systems. DA is just one of a 

NEUROCHEMICAL MAPS OF THE BRAIN 109 

triumvirate of related transmitters that arise in sequence 
from the amino acid tyrosine (Figure 6.2). NE and epi
nephrine are the other major transmitters. The striking 
anatomical organization of catecholamine systems was 
first revealed in  the 1 960s by a group of Swedish 
histochemists who developed fluorescent procedures for 
highlighting the location of these transmitters in  the 
brain. Their results were fully confirmed by subsequent 
immunohistochemical studies on the various synthetic 
enzymes (e.g., tyrosine hydroxylase and dopamine
B-hydroxylase). Up to 15 discrete NE and DA cell 
groups, designated AI to A17, have been discovered, 
scattered like islands in an archipelago, from the lower 
to upper reaches of the hypothalamus, with A 1 6  being 
in the olfactory bulbs and A l 7  in the retina (which is 
still part of the central nervous system). The lower ones 
(A1 to A7) contain NE, and all the higher ones contain 
DA. Finally, the two lowermost catecholamine cell 
groups (designated C t  and C2) contain epinephrine. 
Each of these nuclei contains anywhere from a thou
sand to several thousand neurons. It has been estimated 
that the total number of DA neurons in the rat brain may 
be about 20,000, while the NE groups have only about 
a quarter of that number. However, these small num
bers belie their influence, which is remarkably wide
spread in the brain. 

Since some of the most rostral and caudal cell groups 
are quite small, I will focus on the larger ones, with long 
axons that control much of the brain's activity, which 
are situated from the pons to the caudal hypothalamus. 
These cell groups, from A6 to A lO, transmit informa
tion to many areas of the brain (Figure 6.5). The three 
rostral nuclei of this intermediary group mam1facture 
DA, and there are two especially famous regions there. 
The most lateral one, A9, which arises from the part of 
the midbrain known as the substantia nigra pars com
pacta, send axons largely to the dorsal striatum (cau
date nuclei) via the nigrostriatal tract. The more medial 
group, A10, which is part of the ventral tegmental area 
(VTA), innervates the ventral striatum (nucleus ac
cumbens) and frontal cortex via the mesolimbic and 
mesocortical tracts, respectively. Compared with DA 
systems, which restrict their outputs to the reptilian 
brain (i.e., the basal ganglia) and frontal cortex, the 
projections of the caudally situated NE systems are 
more widespread. 

The ability of these systems to control widespread 
areas of the brain is especially well highlighted by the 
best-known NE cell group, the locus coeruleus, the A6 
cell group, which controls higher brain activity via the 
dorsal NE pathway. This group sends inputs to the cor
tex, hypothalamus, cerebellum, lower brain stem, and 
spinal cord-exerting global control over brain activity. 
The more caudal groups innervate the hypothalamus and 
limbic system via a ventral NE pathway. As far as we 
know, all of these neurons contain internal pacemaker 
mechanisms to maintain spontaneous activity requiring 
no incoming int1uences.39 This does not mean they are 
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unresponsive to input. For instance, NE cells are exquis� 
itely sensitive to environmental stimuli, especially pow� 
erful emotional events.4° Clearly, these brain systems 
control holistic aspects of brain functioning rather than 
discrete behavioral processes. Accordingly, their func
tions are better expressed in psychoneural rather than 
mere behavioral terms. 

It is tempting to speculate that epinephrine may have 
been the first catecholamine to have a major neural func
tion since it is situated in the lowermost, primitive parts 
of the brain, and its axonal influence only reaches up 
to the hypothalamic level. On the basis of the assump
tion that more caudal structures are more ancient, it is 
reasonable to assume that the evolution of NE neurons 
preceded the evolution of those that contain DA. As 
summarized schematically in Figure 6.6, a functional 
theme seems evident in the evolutionary progression of 
this system, reflecting, once again, the tendency of natu
ral selection to adapt, or more precisely exapt, preex
isting parts to new functions. Since one of the major 
peripheral functions of epinephrine is to control the rate 
of metabolism (it is one of the most powerful hormones 
to stoke up the intracellular furnace by increasing break
down of glycogen and oxidative metabolism), the func
tions ofNE and DA may reflect successive refinements 
on this ancient arousal function. Existing evidence sug
gests that NE promotes sensory arousal, while DA pro
motes motor arousal.41 As we would expect from such 
functional considerations, NE terminals are concen
trated in sensory projection areas of the cortex, while 
DA terminals are more prominent in motor areas.42 

L -TYROSINE 

In short, these systems mediate the alerting, arousal, 
and efficiency of information processing. In this role, 
catecholamines probably influence performance in a 
classic inverted U-shaped fashion: Behavior increases 
from the initial point of arousal up to a certain level and 
then diminishes as excessive arousal begins to preclude 
behavioral flexibility. This relationship is commonly 
called the Yerkes-Dodson law.43 Thus, with excessive 
DA activity, animals begin to exhibit repetitive behav
ior patterns known as stereotypies; with low NE activ
ity, they tend to perseverate on a task despite changes 
in stimulus contingencies (presumably because of atten
tional deficits). Without adequate cortical NE, organ
isms are also prone to act impulsively rather than de
liberately. The common childhood condition known as 
attention deficit disorder (ADD, or hyperkinesis, as it  
used to be called) is partly due to low brain NE activ
ity. These children seem excessively active and unable 
to stay on task in classroom settings. For a long time it 
was perplexing that psychostimulants, such as amphet
amines that can facilitate both NE and DA arousal in 
the brain, tend to reduce the hyperactivity of such chil
dren. How could an arousal-promoting drug reduce 
behavioral overactivity? The resolution of this appar
ent paradox is actually quite simple. The children have 
too little cortical arousal, which permits their subcorti
cal emotional systems to govern behavior impulsively .44 

When cortical arousal is facilitated with psychostimu
lants, ADD children are able to better utilize their atten
tional abilities to stay on task. In other words, ADD kids 
resemble decorticate animals, which are also hyperactive 

Figure 6.6. Schematic representation of the possible evolutionary progression of 
catecholamine arousal systems in the brain, with the most ancient epinephrine groups 
mediating metabolic arousal, the more recent norepinephrine cell groups mediating 
sensory arousal, and dopamine systems mediating psychomotor arousal. DBH: dopamine
B-hydroxylase; PNMT: phenethylamine-N-methyl-transferase. (Adapted from Panksepp, 
198 1 ;  see chap. 3, n. 25.) 

and jump rapidly from one activity to another. Thus, we 
must always remember that behavioral arousal is not a 
unitary construct. It has many forms. 

One might wonder at this juncture how arousal in
duced by ACh may differ from that which results from 
NE activity. Although the psychological answer is not 
yet clear, the neurophysiological one is becoming ap
parent. NE dampens the background "noise" or corti
cal neural activity irrelevant to a given task. This makes 
the influence of specific incoming signals more promi
nent in the cortex-namely, the ratio of the signal to 
background noise is increased.45 0� the other hand, 
ACh actually appears to be a gatekeeper for incoming 
sensory signals into the thalamus and cortex.46 From 
this, one might expect that with high NE activity, organ
isms can better process information that already has 
access to the cortex, while high ACh activity might 
allow more information to come to bear on the solution 
to a problem. Under normal circumstances, both pro
cesses probably go together. 

lndoleamines: Rest and Relaxation 
Systems of the Brain? 

A detailed description of brain serotonin systems was 
also achieved first by the Swedish histochemists Falck 
and Hillarp, who first visualized the catecholarnines. 
Their findings have now been amply confirmed and 
extended with immunohistochemical visualization of 
both serotonin and tryptophan hydroxylase. The neu
rons that manufacture serotonin are clustered in specific 
brain stem areas, and they have been divided into nine 
nuclei, which were given "B" designations. All seroto
nin nuclei are situated at the very midline (or seam) of 
the brain indicating that they are very ancient in brain 
evolution. They are. generically called the raphe nuclei 
(which in French means "seam"). The axons of the low
ermost cell groups (B l-B6) are restricted largely to the 
pons and medulla, with most of the pathways descend
ing into the lower brain stem and spinal cord. B8 pro
vides local controls to the midbrain as well as the cere
bellum. Those systems will not receive much attention 
here. The more rostral systems, including B7, also called 
the dorsal raphe nucleus, and 89, the medial raphe 
nucleus, have extensive ascending axonal projections 
that parallel the ascending catecholamine projections 
and also control higher brain activitie_<; in rather global 
ways all the way from the midbrain throughout the 
higher reaches of the cortex. In general, B7, the dorsal 
raphe, tends to control dorsal brain activity in the hip
pocampus and neocortex, while B9 controls ventral 
brain activity in the hypothalamus, limbic system, and 
striatum. These neurons, just like NE ones, also have 
endogenous pacemakers, and their activity fluctuates 
systematically as a function of sleep-waking cycles (see 
"Afterthought," Chapter 7). Unlike NE cells, however, 
their activity is more modestly affected by environmen-
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tal events, requiring quite stressful stimuli to jog them 
into a faster firing rate.47 

There are good reasons to believe that this system 
mediates a relatively homogeneous central state func
tion. All motivated and active emotional behaviors, 
including feeding, drinking, sex, aggression, play, and 
practically every other activity (except sleep), appear 
to be reduced as serotonergic activity increases.4S How
ever, the conclusion that serotonin mediates behavioral 
inhibition is tempered by the discovery of a vast diver
sity of distinct serotonin receptors. At this writing, the 
number of 5-HT receptors stands at 15. When seroto
nin acts on certain receptors, emotional behaviors such 
as anxiety (as measured by behavioral inhibition) in
crease, but when other receptors are involved, emotion
ality is reduced.49 Why such complexity exists on the 
postsynaptic side, with comparative simplicity at the 
presynaptic side, remains perplexing. In other words, 
these systems release a single transmitter, 5-HT, rather 
globally in the brain, but this substance can operate on 
a vast number of receptors with apparently very differ
ent functional prope1ties. One possible way to make 
sense of this is that at the various synaptic fields, sero
tonin release is also controlled by local presynaptic 
mechanisms (i.e., via axoaxonic synapses). Through 
such local controls, it is possible to have regionally 
restricted release of 5-HT onto only a subset of seroto� 
nin receptors. 

The Neuropeptides: Systems for 
Psychobehavioral Specificity 

At one time, neuroscience accepted a law, called Dale's 
law, which asserted that each neuron contains a single 
transmitter. Then it was discovered that many neurons 
contained the "classic" neurotransmitters, such as ACh 
and the biogenic amines, as well as a diversity of neu
ropeptides. Many of these colocalized neuropeptides 
may not be transmitters in the sense that they directly 
induce excitatory and inhibitory postsynaptic potentials. 
In other words, they do not directly control depolariza
tion, which causes neuronal excitation, and hyperpo
larization, which causes neuronal inhibition; rather, they 
may be modulators that control the intensity of neuronal 
responses. The discovery of the vast array of neuropep� 
tide circuits has added a dramatic new dimension to our 
understanding of the chemical coding of behavior. For 
the first time, a series of neuroactive molecules truly 
appears to exert control over specific physiological and 
behavioral functions. Some have well-restricted ana
tomical trajectories, but many can affect widespread 
areas of the brain via paracrine routes, namely, by 
means of diffusion through brain tissue with the help 
of the ventricular system. I will focus on many neu
ropeptide systems throughout upcoming chapters. For 
now, let us simply introduce four systems that will fig
ure prominently in our discussions. An overview of the 
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anatomical dispersion of 13-endorphin, corticotrophin 
releasing factor (CRF), cholecystokinin (CCK), as well 
as a pair of related peptides known as oxytocin and 
vasopressin, is provided in Figure 6.7. 

l .  Most of the B-endorphin within the brain arises 
from a clustered group of neurons within the medial 
hypothalamus. These neurons can also express a-mel
anocyte stimulating hormone (aMSH) and adrenocor
ticotrophic hormone (ACTH), which generally have 
behavioral effects diametrically opposite to those of 
B-endorphin.50 In other words, these hormones facili
tate negative emotional arousal, while the endorphins 
reduce them. For an overview of opioid receptors, see 
Figure 6.8. 

2. CRF neurons are concentrated in two nuclei, the 
para ventricular and supraoptic nuclei, which project to 
the anterior pituitary to control ACTH release from 
anterior pituitary cells. CRF axons emerge from these 
cells, as well as from many others scattered in  the ante
rior hypothalamus/bed nucleus of the stria terminalis, 
and project throughout the medial peri ventricular areas 
of the brain stem. A high concentration of terminals is 
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B-ENDORPHIN 

(Function: Counteracts homeostatic 
imbalances; creates pleasure) 

VASOPRESSIN/OXYTOCIN 

found on the NE cell group A6 (the locus coeruleus), 
where it promotes a general form of brain arousal. The 
B-endorphin and CRF systems seem to have a yin-yang 
relationship in the brain. CRF activates a general stress 
response, with many specific emotional repercussions, 
whereas B-endorphin promotes an anti-stress response 
and an overall calming of negative affective arousal,SI 

3. Quite specific social-emotional processes appear 
to be mediated by oxytocin and vasopressin. Oxytocin 
promotes a female-typical tone of calm nurturance, 
while vasopressin conveys a message of male sexual 
persistence and aggressive assertiveness (see Chapter 
12). Along with 13-endorphin and CRF, these systems 
are prominent in specific subcortical areas of the brain 
but are poorly represented in the cortex. n 

4. There are others, such as CCK, which operate 
prominently in both cortical and subcortical neuronal 
areas. This peptide, widely considered to be a satiety 
transmitter in the body, is now receiving considerable 
attention as a potential mediator of panic attacks (see 
Chapter ! 1 ).53 This highlights the care we need to take 
in trying to interpret various behavioral effects. Surely 

0 0 

(Function: Promotes effects of stress 
and negative emotional stimuli) 

CHOLECYSTOKININ 

(Functions: AVP promotes male-typical persistence; 
Oxytocin, female-type nurturance and acceptance) 

(Functions: Regulation of emotional systems: 
feeding, sex, exploration, anxiety, and pain) 

Figure 6.7. Parasaggital depiction of the dispersions of fom major neuropeptide systems. 
LC: locus coeruleus; DB: dorsal noradrenergic bundle; VB: ventral noradrenergic bundle; 
CN: caudate nucleus; AC: anterior commissure; OB: olfactory bulb; CTX: cortex; BF: 
basal forebrain; HC: hippocampus; TH: thalamus; SC: superior colliculus; IC: inferior 
colliculus; CC: corpus callosum; POA: preoptic area; VTA: ventral tegmental area. Small 
circles in the cortex indicate the presence of local interneurons for CRF and cholecystoki� 
nin systems. 

panic can reduce food intake without being a natural 
control system for energy regulation in  the body. Thus, 

it is clear that we can easily misinterpret simple behav
ioral changes if we do not fully consider the affective 
nature of the animal mind! 

Amino Acid Transmitters: Transmitters 
for the Basic Prpgrams 

The anatomies of simple amino acid transmitter systems
such as glutamate, aspartate, glycine, and GABA-have 
been quite difficult to study not only because they are 
widespread in the brain but also because most of the mol
ecules participate in various aspects of general cellular 
metabolism. Since these transmitters appear to mediate a 
large number of essential behavioral and physiological 
processes in the brain, it is simply very difficult to study 
their functions in specific psychobehavioral systems us
ing peripherally administered pharamacological agents. 

For instance, glutamatergic transmission may be an 
essential ingredient in most incoming sensory systems. 
Also, descending glutamate systems from the whole 
neocortical mantle into the basal ganglia probably con
trol every thought, every perception, and every emoM 
tiona! attribution that the brain can make. For several 
years, glutamate transmission through its various recep
tor subtypes (the main ones being NMDA [N-methyl
D-aspartic acid], kainate, and AMPA [a-amino-3-hy
droxy-5-methylisoxasole-4-propionic acid]) has been 
the hottest neurochemical system for understanding 
learning, memory, and consciousness. 

The simplest amino acid neurotransmitter is glycine, 
but unlike glutamate, it usually serves inhibitory func
tions in the brain. For instance, within the brain stem, 
glycine exerts inhibition over a wide range of motor 
processes. One of the most powerful ways to increase 
startle is to pretreat an animal with the glycine antago
nist strychnine. A little more of this poison will cause 
convulsions. However, it is noteworthy that there is 
another glycine ;receptor in the brain, which functions 
in higher regions to control the intensity of glutamate 
transmission. This may prove to be an especially effec
tive site for facilitating cognitive activity. A series of 
recent studies have found that high doses of glycine can 
ameliorate some of the cognitive disorganization that 
characterizes schizophrenia. 54 

Likewise, GABA is widely distributed in the brain. 
Indeed, it is the most common transmitter in inhibitory 
interneurons that exerts local homeostatic control within 
neuronal circuits. Small regional shifts in GABA inhibi
tion may be one of the major ways specific behaviof 
pattems and psychological functions may be selectively 
initiated in various parts of the brain. As with glycine, if 
we globally reduce GABA in the brain, animals exhibit 
seizures, and most antiseizure medications facilitate 
GABA activity. Thus, the most cogent way to study the 
role ofGABA in specific behaviors would be via regional 
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brain manipulation of GAB A synaptic activities, by local 
intracerebral administration of drugs. For instance, block
ade of GABA receptors within the hypothalamus can 
markedly increase fear,55 but the same manipulation in 
most other brain areas will not. Indeed, this principle 
applies to all of the amino acid transmitters. One should 
be highly suspicious of psychobehavioral studies that 
employ peripherally administered agents that globally 
modify activity in these systems. This is simply not the 
way these brain systems normally operate, and hence they 
cannot be studied effectively using peripheral routes of 
drug administration. Only central administration into 
specific brain areas can clearly inform us about the nor
mal mental, emotional, and behavioral functions of these 
transmitters. But even at such levels of analysis, the overM 
lap of antagonistic psychobehavioral systems can make 
investigations difficult. 

The Promise of New Molecules 

In addition to the molecules that control the dynamic 
transfer of information in the brain, there is also a host 
of recently discovered molecules that establish the neu� 
raJ connections upon which information is transmitted 
on the complex neuronal highways and interconnections 
of the brain. These connections are sometimes grossly 
severed, as in spinal and head injuries, but there are also 
many children who are born with neurodevelopmental 
disorders in which brain disconnections are more subtle. 
Although the symptoms of some of these disorders can 
be ameliorated with medicines that act upon the neural 
systems already discussed, none can presently be ade
quately rectified. There is hope, but o.nly hope, that 
some of these brain problems will eventually be treat
able with new generations of medicines that act upon 
the biochemical systems that govern the growth of 
interconnections within the developing brain. Let me 
briefly discuss these molecules in the context of the 
childhood disorder known as autism, which is accom
panied by complex cognitive and emotional problems, 
many of which arise from defects in the connectivities 
of the brain. 

As recent work has clearly indicated, many children 
with autism have a brain disconnection syndrome, es
pecially between cerebellar and limbic zones with other 
higher brain areas.56 In other words, neural systems that 
should be working in close unison appear not to have 
developed normal synaptic interchange in various brain 
areas that control socialization, communication, and 
imagination. What might be able to restore the connec
tions? Certainly no human surgeon is likely to ever have 
the skill to restitch the fine neural cloth of the brain, 
but there is now hope that we will eventually find mole
cules that might be able to do the job. The reason for 
optimism along these lines is the massive recent prog
ress in identification of various growth factors and their 
receptors in the brain. 
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A class of molecules called neurexins are neural 
recognition molecules that exist as proteins on nerve 
membranes and help guide the construction of the ner
vous system. 57 During posttranslational processing of 
these proteins, thousands of variants may be created that 
could confer biochemical identities to various types of 
neurons. Another class of molecules callednetrinspro
vide guidance for the growth of axons.58 Some of these 
molecules can also repel other axons, presumably to 
increase the likelihood that brain connections are made 
precisely .59 But let us here focus on the neurotrophins, 
a class of nerve growth factors that seems most likely 
to enter clinical practice in the near future. 

A series of complex peptide molecules have now 
been identified that govern the maturation and devel
opment of specific neural systems. They go by such 
fancy names as nerve growth factor (NGF), brain
derived neurotrophic factor (BDNF), epidermal growth 
factors, fibroblast growth factors, glial-derived growth 
factors, insulin-like growth factors, and many others. 
These molecules control very specific growth processes 
in the brain, and they can also protect neurons against 
various forms of toxicity. For instance, BDNF and NGF 
can protect cerebellar granule cells and Purkinje cells.60 
These are the types of neurons known to be deficient 
within cerebellar tissues of many autistic children, rais
ing the possibility that certain grOwth factors may have 
been lacking during certain periods of development. 

This remarkable episode in neuroscience started with 
the initial discovery, in the late 1940s, of a factor in 
neural tissue that could specifically promote growth of 
nerves of the autonomic nervous system. The pioneer 
was a young Italian scientist working at Washington 
University in Saint Louis during World War II, and the 
molecule she discovered was called nerve growth fac
tor (NGF). Rita Levi-Montalcini was awarded the Nobel 
Prize for this work. NGF has already been used exten
sively to restore some function in damaged ACh sys
tems of the animal brain (i.e., the systems that are 
especially deficient in Alzheimer's disease), but so far, 
therapeutic effects in human trials have been limited. 
Infusion of NGF into the brain of some Alzheimer's 
patients has led to modest restoration of function, but 
not of sufficient scope for that specific therapy to be� 
come routine. However, we now know that BDNF has 
a much stronger effect on the growth of those neurons 
than NGF and may prove to be more effective in treat
ment of Alzheimer's. In  any event, the cholinergic tar
gets for NGF are known to be important in all aspects 
of attention and cognition, and recent work suggests that 
many of the other neurotrophins modulate learning and 
memory in these circuits.61 

It presently seems that each of the newly discovered 
nerve growth factors or neurotrophins exerts its effect 
on specific neural systems, many of them sensory ones 
that are known to be deficient in autistic disorders. Each 
of the NGF-like neurotrophins works through specific 
membrane receptors that share a family resemblance, 

and all operate through the so-called Trk (pronounced 
"track") receptors, because they are derived from the 
tyrosine kinase receptor superfamily. These include 
TrkA, which receives the NGF message; TrkB, which 
receives the BDNF and neurotrophin-4 messages; TrkC, 
which receives the neurotrophin�3 signal, and so forth. 

One recent noteworthy feat is the biochemical con
struction of a pan-neurotrophin, which can interact with 
all three receptor sites,62 but this peptide still has to be 
delivered directly into the brain to achieve broad-ranging 
nerve growth effects. An equally remarkable feat has 
been the production of various "knockout" mice in  
which the genes for each of  these receptors have been 
deleted from their genetic libraries; the consequences 
have been thought-provoking for all of us who are 
interested in the possible sources of autistic disorders. 

Mice missing these genes exhibit very specific neu
rological deficits, many of them resembling sensory 
problems commonly encountered in autistic children. 
For instance, mice missing the TrkA, TrkB , and TrkC 
genes grow up with severe pain sensitivity and soma
tosensory and auditory deficits.63 

Could it be that autistic children have internal defi
ciencies in  some of these growth factors? At this point 
we do not know, since the levels have never been mea
sured (and for various reasons the assays are not pres� 
ently feasible), but this is bound to be a productive line 
of inquiry. There is a reasonable chance that one day 
we will be able to treat the specific neurological prob
lems of an autistic child with these miniature sur
geons-or perhaps "architects" would be a better anal� 
ogy. Researchers have recently developed permanent 
nerve growth factor delivery systems through gene 
transfer to carrier cells that can be transplanted into the 
brain to facilitate restoration of specific neurochemical 
systems, such as cholinergic innervation from the sep
tal area to the hippocampus.64 

None of this knowledge is yet close to clinical prac
tice-certainly not for poorly understood disorders such 
as autism. The initial clinical trials will target disorders 
in which the underlying neuropathologies are reason
ably well understood-disorders such as Alzheimer's, 
Huntington's, and Parkinson's diseases, and various 
rare single-gene genetic disorders in children. These 
powerful growth-control molecules must be stt1died 
more closely and then tamed before they help us restore 
health and normality to broken brains. 

Currently, the best help we can provide for autistic 
children are various forms of education that can also 
increase neuronal plasticity in yet unknown ways. One 
of the oldest findings in the field is that sensory enrich
ment can increase cortical growth by increasing the size 
and number of neural interconnections.65 It seems quite 
possible that scientifically yet unproven therapeutic 
approaches such as sensory integration therapy66 and 
auditory integration training67 exert many of their ef
fects by stimulating various growth-promoting mol
ecules to increased efforts on behalf of neural growth 

in the brains of autistic children. It is known that vari
ous neurotrophic growth effects in the brain are depen
dent on neuronal activity.68 Although we do not yet 
know for a fact that neural plasticity and neural growth 
are promoted by rich sensory experiences in autistic 
children, the probability is so high that it is foolish for 
parents not to provide as much sensory-motor and re
lated cognitive-affective stimulation for their children 
as is possible. 

The extent to which the molecules described here 
exert effects on the growth of emotional systems in  the 
brain remains unstudied. However, considering the fact 
that all other neural systems that have been studied, 
mostly within the somatic thalamic-neocortical axis, 
exhibit use-dependent changes, we can anticipate that 
specific growth-control molecules also exist for the 
various visceral emotional command circuits discussed 
in this text. 

The Promise of New 
Neurochemical Techniques 

Ultimately, the most definitive information about the 
neurochemical control of behavior has to emerge from 
our ability to specify which neurochemical systems are 
active in  the brain under specific psycho behavioral cir
cumstances. Accordingly, progress in our materialis
tic understanding of neuropsychic processes will de
pend on the development of new approaches to study 
neurochemical changes in living animals. Until reM 
cently, only pharmacological manipulations of living 
animals and measurement of neurochemistries in brain 
subareas of animals no longer living could afford a 
glimpse of how various brain chemistries control be
havior. As already mentioned, refined assays can now 
be done using immunocytochemical procedures on 
thin tissue sections, which allow one to estimate 
whether specific cells have been involved in specific 
behaviors. In addition, recently developed techniques 
allow investigators to estimate the chemical changes 
that transpire between neurons within the living ani
mal. Although some of these techniques are still 
being developed and refined, they are worth noting, 
for our future insights will depend largely on the 
wider-scale implementation of such experimental 
approaches. 

Push-Pull Approaches 

The first way investigators tried to determine what was 
being released at synaptic interfaces was by placing fine 
concentric double-barreled cannulae (essentially two 
stainless steel syringe needles, one inside the other) into 
specific parts of the brain and pushing in fluid through 
one chcinnel while pulling out fluid at the same rate from 
the other channel. The recovered fluid was then assayed 
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for levels of neuroactive molecules using any of a vari
ety of analytic techniques, especially high-performance 
liquid chromatography (HPLC), which can readily seg
regate molecules of various sizes and electrical charges. 
In some more recent approaches, the collection of brain 
fluids is done through dialysis membranes, which con
sist of fine cellophane having very tiny pores that allow 
molecules of only a certain size to pass through into the 
collection fluids, simplifying the assay procedures.69 

In Vivo Volta.metry 

Many neurotransmitters can be oxidized by the impo� 
sition of electrical currents, and the electrical poten
tials generated during such procedures can be used to 
identify which types of molecules are being released 
at the electrode sites. Although there has been much 
controversy over which molecules these techniques 
actually measure, they have recently become an espe
cially effective tool for determining the conditions 
under which the biogenic amines are released within 
the brain. Some provocative results will be shared in 
Chapter 8. 70 

Subtractive Autoradiography 

A technique that has not yet come into common use is 
the administration of radioactive transmitters or drugs, 
which bind to synaptic receptors in living animals as they 
perform certain behaviors, followed by autoradiography, 
in order to estimate whether levels of receptor binding 
vary as a function of the actions animals have per
formed.7 1 The assumption is that if a specific brain chemi
cal system is activated it should occupy a proportion of 
the available receptor sites, leaving fewer sites available 
for binding the externally administered ligand. Reduced 
binding would highlight zones of the 'brain where spe
cific neurochemical systems were active. 

A useful aspect of this approach, as well as the fol� 
lowing one, is its ability to provide "snapshots" of 
changes throughout the brain. Serial sections, as de� 
picted in Figure 6.8, indicate that opiate binding is wide
spread, which clearly indicates that brain opioids are 
involved in a large number of functions. Some key 
anatomical areas are highlighted in the figure for didac
tic purposes. 

In Situ Hybridization 

This has become a powerful technique for determining 
how the genetic expression of transmitters and other 
brain chemicals is modified by past experiencesJ2 On
going genetic expression is a dynamic process, highly 
responsive to an animal's specific history. The tech
nique relies on the availability ofDNAprobes that can 
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CAUDATE NUCLEUS AMYGDALA 

MEDIAL RAPHE 

INFERIOR COLLICULUS 

Figure 6.8. Frontal sections of autoradiographs depicting tritiated diprenorphine binding 
in the rat brain. The most anterior is the upper right, and the most posterior is the lower 
left. Can you find some of these brain areas o:ri. the other anatomical depictions in Chapter 
4 (Figures 4.4, 4.8, and 4.10)? To help in using anatomical nomenclature, each section has 
one major brain area highlighted. (Adapted from Panksepp and Bishop, 198 1 ;  see n. 7 1 .) 

identify the location of corresponding mRNA segments 
within tissues. When the gene for a specific neuropep
tide has been identified, a complementary segment of 
DNA can be constructed. This can serve as a recogni
tion molecule to localize expression of that gene in tis� 
sue, since the DNA probe will bind to the correspond
ing RNA molecules that have been transcribed within 
a cell. This technique has been used to effectively dem
onstrate that the birthing process and subsequent ma
ternal behavior can activate oxytocin systems in the 

brain. Perhaps this has answered the age-old question 
of where mothers find the psychological strength to 
begin mothering so soon upon the birth of their first 
child, although they may have doubted their compe
tence to be mothers before receiving that genetic boost 
in confidence. As we will see in Chapter 13,  oxytocin 
is a brain system that controls nurturance and probably 
facilitates the affective dimension of human emotional 
experience called acceptance. 

The nature of the organic systems that control psy� 

chological processes can finally be revealed by such 
technical approaches. And so Freud's early vision, cited 
in the epigraph for this chapter, is coming to pass: Many 
psychological processes, including our basic emotions, 
are finally being explained by "specifiable material 
particles." 

AFTERTHOUGHT: The Neurochemistry of 
Some Emotional Processes 

Just as I covered three major lines of evidence concern
ing the nature of emotions from neuroanatomical and 
neurophysiological perspectives in the previous two 
chapters, here I focus on three of the best-developed 
lines of neurochemical evidence. I provide ( 1 )  a syn
optic review of how modern psychoactive drugs modify 
psychiatric disorders, (2) a very brief description of 
advances in our understanding of drug craving and 
addiction, and (3) an overview of the brain "stress re
sponse" and other issues related to the peripheral auto
nomic nervous system. 

1 .  Most of the medicines used in current psychiat
ric practice emerged from our understanding of the 
neurochemical systems depicted in Figure 6.5. It is re
markable how many of the successes of biological psy
chiatry have arisen from our ability to manipulate just 
a handful of neurochemical systems,73 but that is be
cause these systems are so widespread in the brain, af
fecting all brain functions in fairly predictable ways
catecholamines facilitating the energization of affective 
responses (both positive and negative), and se 
systems generally decreasing negative affec1 
spouses and behaviors, even though positive re� 
can also be diminished. 

Of the drugs currently used to alleviate depi 
some prolong the synaptic availability of bi 
amine transmitters, while others slow degrada 
the former dass are the many tricyclic antidepr 
that can facilitate norepinephrine, serotonin, or ( 
ine reuptake at synapses. More recently, other s 
reuptake inhibitors have been developed, perh: 
most famous being the selective serotonin reupt 
hibitors (SSRis). Representatives of the other 
class of drugs inhibit the enzyme monoamine C 
(MAO) that normally helps degrade biogenic • 

following release. MAO inhibitors are less com 
used than the reuptake inhibitors because the: 
more side effects, such as the increased toxicity 
tain foods that are high in the amino acid tyn 
However, recent developments (e.g., discovery 1 
eral forms of MAO in the brain) have yielded som 
and more specific drugs of that class. Some of 
such as phenelzine, are also quite effective fot 
disorders, such as "social phobias," the strong discom
fort that some people feel during social interactions. 
Others like deprenyl have been found to increase life 
span in animals. 
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The class of drugs known asantip�ychotics generally 
dampens DA activity. Since there are several different 
DA receptors, modern work has sought to more specifi
cally target the D2 receptors, which are present in abnor� 
mally high quantities in the schizophrenic brain. Most 
antipsychotics are receptor blockers, which means that 
they prevent dopamine from having nonnal physiologi
cal interactions with its receptor. Other drugs that stimu
late receptors are called agonists; such drugs can promote 
schizophrenic symptoms. For instance, the indirect ago
nists such as cocaine and amphetamines can induce suf
ficiently strong paranoid symptoms that psychiatrists 
have difficulty distinguishing them from the real thing. 

Most modern antianxiety agents interact with their 
own receptor, a benzodiazepine receptor, which can fa
cilitate GABA activity in the brain. More recently, some 
totally new types of antianxiety agents have been discov
ered, such as buspirone, which interact with serotonin 
receptors. With the revelation of the role of many other 
neuropeptides in the genesis of anxiety, perhaps specific 
anxieties, it is likely that even more specific antianxiety 
agents will be developed in the future. 

Many investigators presently believe that functional 
psychiatric disorders result from neurochemical imbal
ances (i.e., lack of regulation) among many transmitter 
systems as opposed to a pathology in a single one, so 
there may be many ways to restore overall balance. The 
recent discovery of a large number of neuropeptide 
transmitter and receptor systems has opened the door 
to the development of a new generation of psychiatric 
medicines, which may be able to modify distinct mood 

'pase of bulimia, in which 
inge-and�purge feeding 
I neuropeptide Y (NPY), 
rain, can induce animals 
Jd. This peptide is also 
1uid of individuals who 
sal relationship between 
t NPY receptor antago-
in humans. To the con

ight precipitate bulimia. 
ot be tested in humans 
that can cross the BBB 
)y receptors. But such 
Jed, and then we will be 
� how this peptide con
or.74 
tanding of neuropsychic 
)Servation that animals, 
� desire for certain phar
iates andamphetamine
udies are now bringing · the neurochemistry of 
J cravings.75 A detailed 

understanding of the brain chemistries that permit these 
drugs to produce their effects (e.g., the brain opioid and 
ascending dopamine systems, which arise from AlO cell 
groups of the ventral tegmental area; Figure 6.5), has 
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opened up a Pandora's box-or a treasure chest, de� 
pending on your perspective-of ways to modify the 
moods and emotions of humans by pharmaceutical 
means. For a summary of opioid receptor distributions, 
see Figure 6.8. 

Down through the ages, two of the most emotion
ally attractive types of drugs have been narcotics, such 
as morphine and heroin, and psychostimulants, such as 
cocaine and more recently the amphetamines. We nbw 
understand why people and animals are strongly at
tracted to voluntarily self-administer these agents. The 
drugs interact with specific receptors in the brain that 
normally help mediate various pleasures and psychic 
excitement. 

Although there are many environmental and psy
chosocial reasons for people to take such drugs, ulti
mately the only reason there is heroin addiction is be
cause the brain contains mu-opiate receptors. These 
receptors normally control an animal's urges to main
tain various brain and bodily balances (i.e., homeostatic 
balance) via feeding, sexual/social behavior, and so 
forth. The psychic reflections of doing "the right thing 
biologically" are feelings of satisfaction and pleasure 
(see Chapter 9). Which of the many brain opiate sys
tems actually mediate this subjective feeling is not well 
understood, but animals will self-administer opiates 
directly into various parts of the biain. The most effec
tive locations are in the brain stem, near the central gray 
of the midbrain, and the ventral-tegmental area, where 
the A l O  mesolimbic DA cells are situated. 

Cocaine and amphetamine produce their psychic 
appeal via this same system-namely, by increasing DA 
availability at synapses of the mesolimbic circuit. Ifthis 
system is damaged, self-administration ofpsychostimu
lants declines. One of the normal functions of this sys
tem is to energize appetitive behavior (see Chapter 8). 
Thus, it is no wonder that humans develop a strong 
craving for these drugs, since the normal function of 
the underlying brain system is to facilitate a general
ized form of appetitive behavior. Through the availabil� 
ity of psychostimulant drugs, animals can directly acti� 
vate the brain systems that normally motivate them to 
explore and investigate their world and to vigorously 
pursue courses of action. When they get into the vicious 
cycle of self-stimulating this system, everything else in 
the world decreases in their value hierarchy. The psy� 
chic appeal of cocaine seems to be mediated by the 
dopamine reuptake site, since knockout mice without 
this receptor do not appear to desire psychostimulants.76 
Also, it should be noted that the euphoria and craving 
that are induced by elevated DA at synapses apparently 
are due to interactions with one type of receptor (02) 
rather than the other major variant of the dopamine re
ceptor (D1) 77 

.It is likely that certain addictive behaviors in hu
mans, such as compulsive gambling, are strongly con
trolled by internal urges that are generated by dopam-

ine chemistries. One of the key questions in controlling 
these addictions is how to diminish the craving for these 
agents once the desire to do so has been established. 
Recently, investigators have been able to reduce cocaine 
intake in animals by inducing them to generate antibod
ies to cocaine. 78 

3. Psychologists have traditionally had a difficult 
time generating a satisfactory definition of "stress." In 
psychobiology, it is much easier: Stress is anything that 
activates the pituitary-adrenal system (the ACTH-cor� 
tisol axis). Everything that is typically considered to be 
a stressor in humans gerierates this brain response.79 The 
overall response is now well understood (Figure 6.9). 
A variety of neuroemotional influences converge on 
cells of the para ventricular nucleus (PVN) of the hy
pothalamus, which contain CRF. These neurons, via 
axons descending toward the pituitary, can trigger 
ACTH release from the pituitary. ACTH, which is re
leased into the bloodstream, seeks out target tissue in 
the adrenal cortex, where it triggers the release of cor
tisol. Cortisol helps promote energy utilization in the 
body, and obviously more bodily resources need to be 
used in all stressful situations. This peripheral system 
is aroused in response to essentially all emotional stres
sors. As we will see in Chapters 1 1  and 14, the central 
CRF pathways within the brain help organize and co
ordinate various negative emotional responses. 

Cortisol also feeds back onto brain tissue, where 
there are specific receptors for the steroid hormone, 
especially in the hippocampus (which controls cogni
tive processing), as well as on the CRF neurons of the 
PVN. Cortisol normally exerts an inhibitory effect on 
the PVN cells and thereby regulates the intensity of 
the stress response. In many individuals with depres
sion, this self-regulatory, negative feedback mecha
nism no longer operates properly. Stress responses do 
not diminish normally once a stressful episode is over. 
The clinical test used to evaluate the patency of this 
negative feedback mechanism is the dexamethasone 
suppression test (DST). This entails injecting an indi
vidual with dexamethasone, a potent synthetic form 
of cortisol, and observing whether his or her endog
enous cortisol level is reduced. If not, the feedback 
loop is not working properly and there is a good chance 
that the individual is clinically depressed. Although 
the failure of the DST can have other causes, com
monly the response does return to normal as the de
pression lifts. 

The feedback of cortisol onto hippocampal tissues 
also modifies cognitive abilities relevant to stress. Ex
actly what cortisol does there is not certain, but it may 
help promote cognitive strategies to cope with stressors. 
However, this feedback mechanism is also subject to 
imbalances. The neurons that contain the cortisol recep
tors can tolerate only so much stimulation. If cortisol 
secretion is sustained at excessive levels, the metabolic 
resources of hippocampal neurons become depleted and 
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die prematurely. In  short, a sustained stress resp1. 
kill certain brain cel1s! At present, we know t 
neurotoxic effect can be produced in both expi 
tal laboratory animals and those confronting r 

stressors in the wild, and that comparable chan! 
occur simply as a function of aging. 80 Since bral 
are not replaced, this can pose a serious probli 
subsequent cognitive abilities.81 

Although the pituitary-adrenal stress responi 
greatly clarified the nature of stress, there are obvi 
many other aspects to the overall response. For inst 
a second major limb of the stress response is via an 
pathway arising from the hypothalamus and des6cuu� 
ing to the spinal cord, which, via "sympathetic" effer� 
ents, activates the release of epinephrine and norepi
nephrine from the adrenal medulla (Figure 6.8). These 
hormones help to break down liver glycogen rapidly and 
make abundant blood sugar available for the stressed 
organism. 

Indeed, practically all visceral organs and many 
other brain and immune responses are recruited during 
stress. I will not attempt to summarize these lines of 
evidence in this text, since they are well covered else
where,82 but it is worth highlighting the fact that the 
peripheral autonomic nervous system has long been 
recognized as the output system for emotions. Now, 
however, we appreciate that there is also a separate vis
ceral, or enteric, nervous system that is critical for elabo
rating organ responses during emotions,83 This nervous 
system consists of an endogenous plexus of nerves that 
line the gastrointestinal system and other organs; they are 
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Figure 6.9. Summary of the 
pituitary-adrenal (solid lines) 
and sympathoadrenal (dotted 
lines) stress response systems. 
The pituitary-adrenal response 
is instigated by stress releasing 
corticotrophin releasing factor 
(CRF) from the paraventricular 
nucleus of the hypothalamus 
(PVN), which triggers release 
of ACTH from the anterior 
pituitary, which releases 
cortisol (or corticosterone in 
rats),from the adrenal cortex . 
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PART II 

Basic Emotional and 
Motivational Processes 

In  the preceding chapters, we have seen the great esteem that Nobel Commit
tees have had for major advances in our basic understanding of how the brain 
functions. Most of the recognition has gone to individuals who have worked out 
mechanisms that have broad implications for understanding neural actions. By com
parison, the pursuits of individuals who have worked on the integrative functions 
of the whole brain have not been comparably lauded. The work of Hess was an 
exception. When recognition for integrative work was offered again, it went not 
to the behaviorists who had been working on the nature of learning but to the 
ethologists who had been working on. the spontaneous behavior patterns of ani
mals. In appreciation of the fact that an understanding of instinctual processes is 
of first-order importance for understanding brain functions, in 1973 the Nobel 
Committee recognized the work of Konrad Lorenz, Nico Tin bergen, and Karl Von 
Frisch, the founding fathers of modern ethology "for their discoveries concerning 
organization and elicitation of individual and social behavior patterns. " 

The work of these ethologists has generated lasting understanding of behav
iors in our fellow animals. Lorenz characterized the rapid imprinting or social at

tachment processes that emerge between mother geese and their offspring soon 
after birth. He also found that under artificial conditions this type of social bond
ing or preference would develop for members of other species, including Lorenz 
himself. Tin bergen demonstrated that animals are prepared to respond in stereo
typed ways to certain aspects of their environments. For instance, young seagulls 
would beg for food by pecking the feeding spot on the bills of inanimate models 
that barely resembled the beaks of their parents. He also demonstrated that such 
"sign stimuli" also existed in stickleback fish, which exhibited aggression simply 
toward the bulging red belly of a model fish. Von Frisch was the first to work out 
the innate communication system of another species, namely, the ability of hon
eybees to inform other members of their hive about the location of food sources 

by performing a "waggle dance." In  fact, the ethological tradition represented 
by these works goes back to the 1872 classic The Expression of the Emotions in 
Man and Animals, in which Charles Darwin promoted analysis of the various 
emotional behavior patterns animals and humans exhibit in nature, a tradition that 
is being pursued vigorously to this day through the analysis of facial expressions 
of emotions in humans and postural expressions.of emotions in animals. 

For a while, ethology, this uniquely European tradition of studying animal be
havior, provided a credible alternative to the traditions started by American be
haviorists, such as J. B. Watson and B. F. Skinner. While behaviorism pursued the 
general research strategy of observing the learning behavior of animals in artifi
cial environments, the ethologists sought to clarify how animals spontaneously 
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behaved in their natural environments. For many years, ethologists and behav
iorists quarreled over which was the proper approach. 

We now recognize that each was partially right. Ethology deals more effectively 
with the relatively " closed programs" of the brain, and behaviorism deals better 
with the more "open programs" that permit behavioral flexibility via new learning. 
The two finally started to come together when it was realized that the so-called 
misbehavior of organisms (see Chapter 1 )  arose from the fact that in the midst of 
difficult learning tasks, animals would often tend to revert to their instinctual be
havioral tendencies. Likewise, it was gradually recognized that animals are " pre
pared" to learn certain things more easily than others. In other words, evolution 
had constructed different animals to subsist best in different environments. 

Although both traditions provided many new and lasting " laws of behavior, " 
until quite recently, neither tradition tried to link itself to the other or to brain re
search. Both now recognize that their scientific future is l imited if they do not 
cultivate connections to neuroscience, and so the powerful new disciplines of 
neuroethology and behavioral neuroscience have emerged. Mainstream psychol
ogy is also slowly coming to realize that it must pay closer attention to the nature 
of the brain in order to make progress in understanding the causes of basic psy
chological processes. 

It is becoming increasingly clear that humans have as many instinctual operat
ing systems in their brains as other mammals. However, in mature humans such 
instinctual processes may be difficult to observe because they are no longer ex
pressed directly in adult behavior but instead are filtered and modified by higher 
cognitive activity. Thus, in  adult humans, many instincts manifest themselves only 
as subtle psychological tendencies, such as subjective feeling states, which pro
vide internal guidance to behavior. The reason many scholars who know little about 
modern brain research are still willing to assert that human behavior is not con
trolled by instinctual processes is because many of our operating systems are in 
fact very "open" and hence very prone to be modified by the vast layers of cog
nitive and affective complexity that learning permits. Still, the failure of psychol
ogy to deal effectively with the nature of the many instinctual systems of human 
and animal brains remains one of the great failings of the discipline. The converse 
could be said for neuroscience. 

Instinctual operating systems of the brain must underlie sophisticated human 
abilities. For example, the general urge and ability of young children to pick up 
language is instinctual (i.e., based on specific brain operating systems that are 
coming to be well understood; see Appendix B). Of course, these genetically pro
vided abilities are remarkably "open" and hence permeable to many environmental 
influences, so that the end results exhibit incredible diversity of external forms in 
the real world. However, diversity is always supported from below by a variety of 
shared mechanisms. When the underlying brain programs are damaged in adults, 
language abilities are predictably impaired. As linguist Noam Chomsky has force
fully argued, there is a "deep linguistic structure" in the human brain ,  which un
folds spontaneously during early development, giving a distinctive human stamp 
to all human languages around the world. Here I will begin to analyze the propo
sition that human emotions are controlled l ikewise-by the deep structure of emo
tional circuits that we still share with other animals. The best way to understand 
these emotional systems in human brains is to analyze the corresponding emo
tional behavior patterns generated by animal brains. 

Before discussing the details of some of the emotive systems in animal brains, 
let me first summarize the perspective developed so far. The basic emotions ap-
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pear to arise from executive circuits of the brain that simultaneously synchronize 
a large number of mental and bodily functions in response to major life-challeng
ing situations. Although many emotional nuances can be "socially constructed" 
by the human mind, usually designed by the textures of specific human cultures, 
the affective strength of the basic emotions arises from intrinsically "motivating" 
neurophysiological properties of genetically ordained subcortical emotive systems. 

Since brain emotive systems were designed through evolutionary selection to 
respond in prepared ways to certain environmental events, it often seems from 
our "mind's-eye" perspective that world events are creating emotions as opposed 
to just triggering evolutionarily prepared and epigenetically refined states of the 
brain. In fact, many of the feelings and behavioral tendencies that characterize 
the basic emotions reflect, more than anything else, the intrinsic, genetically pre
pared properties of brain organization. Although the underlying emotional circuits 
influence and guide learning, their initial adaptive functions were to initiate, syn
chronize, and energize sets of coherent physiological, behavioral, and psychological 
changes that are primal instinctive solutions to various archetypal life-challenging 
situations. The subjective experience of emotions presumably allows organisms 
to code the value of environmental events so as to facilitate the expression of 
various learned behaviors. 

In the second part of this book, I will discuss five types of emotional and mo
tivational systems that all mammals share. I discuss (1)  the concept of "state con
trol systems" as highlighted by an analysis of the sleep-waking mechanisms in 
the context of which all behavior has to occur; (2) how SEEKING circuits for inter
est, curiosity, and eager anticipation help generate expectations and direct ani
mals to the positive rewards to be had from the environment; (3) how those sys

tems help maintain physical "drive" states, such as water and energy balance, 
which need to be regulated, in part, by behavioral means via interaction with 
specific environmental " incentives" ;  (4) RAGE circuits for anger and impassioned 
aggression that help counter irritations, frustrations, and other threats to one's 
freedom of action; and (5) various FEAR and anxiety circuits that help protect an 
animal from physical harm. Although there are many other social-emotional and 
motivational systems in the brain, as summarized in the final third of this text, the 
systems covered in this section provide a solid cross-species foundation for the 
complexities to follow. 



7 

Sleep, Arousal , and Mythmaking 
in the Brain 

Dreams tell us the way we really think and feel, not the way we pretend we think 
and feel. We can blind ourselves and fool ourselves while we are awake, but not 
while we sleep. Through our dreams we have access to vast stores of memory, 
amazing depths of insight, and common sense as well as to resources of creative 
thinking, which offer us a richer and more productive life. 

G. Delaney, Breakthrough Dreaming (1991) 

CENTRAL THEME 

Shakespeare proposed one possible function of sleep 
when he suggested that it "knits up the raveled sleeve 
of care.'' A great number of functions have now been 
attributed to sleep and dreaming, but few have been 
definitively demonstrated with the tools of science. 
One thing is certain, though. Each day our lives cycle 
through the master routines of sleeping, dreaming, and 
waking. All  our activities are guided by the age-old 
rhythms of nature, and many neural mechanisms as
sure that we remain in tune with the cycling of days 
and nights across the seasons. Our brains contain en
dogenous daily rhythm generators and also, perhaps, 
calendar mechanisms that respond to monthly lunar 
cycles, as well as the transit of the seasons. Brain sci
entists have been. especially eagerto study the mecha
nisms that control these processes, and our various 
states of vigilance have been pursued vigorously thanks 
to highly objective electroencephalographic (EEG) pro
cedures to monitor the brain in action. During waking, 
the EEG is typically full of low-amplitude, high-fre
quency beta waves, which indicate that the brain is 
processing information. As one goes into q uiet sleep, 
which deepens through several stages, the cortex ex
hibits increasingly large high-amplitude slow waves. 
This reflects a brain state where· very little active pro
cessing is transpiring. Slow wave sleep (SWS) is typi
cally followed by a highly activated form of sleep, ac
companied by cortical arousal (more energized than the 
waking EEG), a flaccid muscular paralysis (atonia), and 
rapid eye movements accompanied by vivid dreaming 
(i.e., rapid eye movement [REM] sleep). It is generally 
believed that SWS reflects ongoing bodily repair pro-

cesses, while dreaming sleep reflects active informa
tion reintegration within the brain. Although we do not 
know for sure what the various sleep stages do for us, 
aside from alleviating tiredness, we do know a great 
deal about the brain mechanisms that generate these 
states. All of the executive structures are quite deep 
in the brain, some in the lower brain stem. To the best 
of our knowledge, however, the most influential mecha
nisms for SWS are higher in the brain than the active 
waking mechanisms, while the executive mechanisms 
for REM sleep are the lowest of the three. If we ac·· 
cept that caudal structures are generally more primi
tive than rostral ones, we are forced to contemplate 
the strange possibility that the basic dream generators 
are more ancient in brain evolution than are the gen
erators of our waking consciousness. In this chapter, 
we will try to resolve this paradox by focusing on pos
sible interactions between dreaming processes and 
ancient emotional systems of the brain. 

The Varieties of Consciousness: 
To Sleep, Perchance to Dream 

The brain goes through various "state shifts" du ring 
both waking and sleep. Surprisingly, it has been more 
difficult for scientists to agree on the types of discrete 
states of waking consciousness than on those that occur 
during sleep. This is because there are relatively unam
biguous EEG indicators for various sleep states. Neu� 
roscientists are more enthusiastic about pursuing brain 
vigilance states that can be objectively distinguished, 
and the EEG clearly discriminates three global vigilance 
states of the nervous system-waking, SWS, and dream-
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ing or REM sleep. SWS can be further divided into sev� 
eral stages-light SWS to deep SWS in animals, with 
four SWS stages typically being recognized in humans. 
Since the nature of SWS staging is not critical for our 
purposes, it will not be detailed further. 

Although the waking states have typically not been 
subcategorized, it eventually may be possible to do so 
by focusing on the many different emotional and mood 
states organisms can experience. Once we better under
stand the various affective states and develop objective 
brain indicators for them, we may come to agree that 
distinct waking states can exist within the brain. At 
present, however, we understand the brain generators 
for the two major sleep states-SWS and REM-bet� 
ter than those fOr the various waking sy,stems. In this 
chapter, I will focus on their neural underpinnings and 
the various theories that have been put forth to explain 
their existence. I will also pay special attention to the 
relations between REM and the brain mechanisms of 
emotionality. 

The sleep state that fascinates everyone most is dream
ing. Some call it REM sleep; others call it activated sleep 
or paradoxical sleep. There are many theories about the 
role of REM sleep in the brain economy, ranging from 
those that suggest it helps construct memories to those 
that would have us believe it helps destroy useless memo
ries. Unfortunately, there are more ideas than definitive 
knowledge in the field.1 Indeed, I will share a new theory 
in this chapter, which is as likely to be true as any other. 
But before I proceed to the details, let me first share a 
few dreams that may help highlight the underlying 
psychodynamics and then proceed to the neurodynamics 
of dreaming. The two dreams I will relate have not been 
selected for any special heuristic value; they are simply 
the most recent ones that my spouse and I shared with 
each other as I was about to write this chapter. First, my 
wife's dream in her own words: 

First, I am in a large institutional shower room put
ting some caustic treatment on my hair-peroxide 
or a straightener-and I know I must get it rinsed 
out quickly, not just because it will burn my skin, 
but because I already know that I am in the midst of 
urgent circumstances which may require flight and 
escape. Then the scene shifts to a large office, like 
editorial rooms of city newspapers as depicted in the 
movies. It's located at the end of a long hallway of 
what appe-ars to be an institutional building-a hos
pital, perhaps. I am in the office with two or three 
people, an Asian couple and one or more weakly 
defined members of their family; other people are 
also around. It is daytime. My hair is now dry and 
I 'm dressed for work. Suddenly we "know," or find 
out somehow, that two armies are approaching our 
vicinity, and we may become surrounded by a fierce 
battle. Somehow I know that it is the Union and Con
federate armies of the Civil War, although everything 

visual in the dream corresponds to our contempo
rary times. For example, I see the Asian woman talk� 
ing on a cellular phone. I urge her to find out from 
whomever she is speaking to the direction of the 
armies' approach; I feel that we must leave imme
diately to avoid getting entrapped by the battle. 
Helping and protecting these foreign guests seems 
to be my responsibility. While talking on the phone, 
the woman learns that one of her young female rela
tives (maybe a sister or niece) has just been awarded 
the "Nobel Prize for Birdwatching" because she 
sighted a rare "chipping bunting" for the first time 
in over 60 years! Suddenly, it becomes clear that this 
young woman is with us, and I feel even greater 
urgency to get us all safely out of the building so 
that the Nobel laureate will not be captured by hos
tile forces. 

We hurry down several corridors, having great 
difficulty finding a route of escape, until I decide we 
must crawl out a window on the first floor. Several 
obstacles, mostly chairs, are in front of the window 
and have to be moved. Finally, I clear the way and 
show the others how to climb out After successfully 
leading the way, I am very concerned by how long 
it is taking them to follow. 

I drop down to the ground and hide in a large 
bush waiting and calling in an urgent whisper for 
the others to follow. I see that I am now located in 
the backyard of my childhood home, but this does 
not surprise me. The others are very slow, and I keep 
urging them. I feel a great deal of anxiety and care
fully keep my gaze lowered, so that the scouts of the 
approaching armies won't catch any gleam from my 
eyes. I see, however, that my daughter is near me, 
cleverly hiding in the next bush, following my ex
ample. She was not with us inside. I don't know 
who, if anyone, follows me as I move away from 
the building. I ' m  satisfied that someone at least
my daughter-made it outside. I walk through a 
forest toward a railroad (similar to the one near my 
childhood home), keeping a careful watch for ad
vance scouts of the approaching armie.'>. I wake up. 

Perhaps Freud, Jung, or some other famous dream 
interpreter would have had a fine time with this, but let's 
admit once more-we do not yet know, scientifically, 
what function the dream serves in our cerebral homeo
stasis. No one really knows i f  there is any deep and 
profound symbolic meaning in dream content It could 
simply be a random by-product of the brain's attempt 
to restabilize its circuits or clear its memory banks of 
useless clutter. We do not know whether the dream is 
an extraneous glimmer (an epiphenomenon) of a criti
cal brain process that we do not fully comprehend or a 
meaningful reflection of the functionally important 
shuffling of our cognitive and/or emotional files that 
has true implications for our personality and cognitive 
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.structures. It is sad to say that we know more about the 
brain mechanisms that control the physiological changes 
that are aroused during REM sleep than about the neuro� 
and psychodynamic balances that arise from dreaming. 

However, several universal characteristics seem 
evident in my wife's dream. Not only is it full of emo
tion, 2 but it has incorporated recent cognitions into a 
new schematic pattern. The hair-washing episode in her 
dream is reminiscent of one in the movie Malcolm X 
that we had recently seen. Surely having recently sat 
through the poignant weeklong PBS Civil War series 
had something to do with the overall setting although 
it may have also represented the conflict she had re
cently experienced with university administrators. Per
haps the Asian woman in the dream was somehow re
lated to my wife's hopes of being hired by the Foreign 
Service around the same time. Also, not long before this 
dream, a species of bird from Europe that had never 
been sighted in America had mistakenly migrated across 
the Atlantic and was being eagerly pursued by bird� 
watchers up and down the Atlantic seaboard, but instead 
of existing species such as chipping sparrows and 
painted buntings, here we have a new composite spe
cies, the nonexistent "chipping bunting." It is almost 
as if we are seeing new ideas being created and old 
worries being blended in the crucible of the brain. 

But some have also thought that dreaming is the 
crucible of madness, and they may well be right. Many 
have suggested that schizophrenia reflects the release 
of dreaming processes into the waking state. Several 
investigators have tried to prove this hypothesis, but 
solid evidence has been elusive. Schizophrenics do not 
exhibit any more REM than normal folks, except dur� 
ing the evening before a "schizophrenic break," when 
REM is in fact elevated.3 Of course, this turning point 
can be recorded only in individuals who have episodic 
schizophrenic breakdowns. This suggests that the emo
tional "energies" that are aroused during the initial florid 
phase of schizophrenia may be released within the 
dreaming process. 

There may also be commonalities between schizo
phrenia and the unique electrical events (i.e., PGO 
spikes) that occur during dream periods (which will 
be described more fully later). For now, let us just 
imagine them as bolts of "neuronal lightning" shoot
ing through the brain. These massive nerve discharges 
do not occur during normal waking states, but similar 
types of electrical events have been recorded from 
deep limbic areas of the schizophrenic brain.4 The only 
other conditions in which this electrical signature of 
the dream has been regularly observed during the 
waking state are in organisms under the influence of 
LSD or when brain biogenic amines are rapidly de� 
pleted and serotonin synthesis is concurrently de
creased by pharmacological means.5 Indeed, there may 
be a deep neurophysiologiCal commonality between 
the dream, the LSD experience, and schizophrenic 

hallucinations-even though the former two are 
largely vi�ual, while the latter is largely auditory. In  
fact, all three states share low brain serotonin activity 
(see the "Afterthought" of this chapter for more de� 
tail on this intriguing matter). 

In any event, the dream is a place of fantasies-a 
place where we sometimes Jive within our wishes and 
within cherished, as well as dreaded, memories of the 
past And so, in my wife's dream we see how the old 
important memories of childhood emerge unexpectedly 
(but not with any accompanying surprise) from some 
deep recesses of the mind, perhaps as hidden wishes for 
the securities of times lOng past When one is in dan
ger, one should seek the safety of home! And among 
all the new faces, dear old ones often join us without 
much warning. My wife's daughter suddenly appears, 
and she may feel better to be continuing on her peril
ous journey with her beloved child by her side. I have 
also dreamed about my own daughter, Tiina, during the 
past few years. Let me briefly share one that I had a few 
nights before I sat down to write this chapter early in 
the 1993 school year. Tiina should have been entering 
college that falL 

I am standing at a professorial podium looking at 
several dozen students sitting in scattered groups 
around the auditorium-groups of girls on the left 
with a few guys scattered around and a group of four 
happy-looking black male students on the right, all 
with very fancy dreadlock hairdos. There is no one 
I explicitly recognize, although some of the girls 
look a bit familiar. All of a sudden, a girl enters 
through a back door, and I recognize her immedi
ately, Tiina, my daughter; a feeling of joy fills me, 
for it seems I have not seen her for such a very long 
time. She smiles and waves to me in acknowledg
ment (in her ve1y characteristic and endearing way). 
More gracefully than I have ever seen before, almost 
as if floating, she comes toward the .front and sits down 
alone just in front ofthe group of Afro-American stu
dents. I am so happy to see her, but after a while the 
students behind her begin to tease her, and with no 
show of ill will she simply gets up and moves to a 
seat closer to the front. She looks radiant, a bit older 
than I remember her. All of a sudden the auditorium 
meeting is finished, and I am milling in the front with 
some students, all the while trying to catch a glimpse 
of Tiina. I can't see her anywhere. I become pan
icky and start to push through what is now a crowd. 
All of a sudden I realize she is dead, but I do not 
think that realization was in the dream, but in the 
panicked moment that I woke up as I went into a cold 
sweat. Everything in the dream is vividly engraved 
in my mind. I can't shake the dream for hours. 
It influences my mood for days. 

At that point in time, my precious daughter, Tiina, 
who had a large, culturally diverse range of friends, had 
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been dead for two and a half years, killed in a horrible 
car accident along with three friends (Stephanie, Mag� 
gie, and Kevin). A drunken driver being pursued by a 
careless policeman careened into their car. I have had 
many horrible dreams (as well as thoughts and feelings, 
of course) about this accident and its horrendous after
math. 6 Tiina would have been starting college that year, 
and she was on my mind as I watched the many bright 
and eager new students traversing the campus. Tiina is 
dead, yet in my dreams she is often still alive. In some 
corner of my mind, the past exists unchanged! Maybe 
Freud was partly right in saying that all our dreams, if 
we understand their hidden meanings correctly, reflect 
"wish fulfillments" or "complexes" (emotional tender 
spots) that arise from our innermost desires and deep
est fears. In the dream, emotional realities may stand 
up to be counted as the less important details and pre
tenses of our conscious lives fade with the onslaught 
of sleep. Great and small hopes for the future lie side 
by side within the brain along with the awful realities 
of the past. 

There seem to be two distinct worlds within our 
minds, like matter and antimatter, worlds that are often 
180 degrees out of phase with each other. Indeed, as is 
discussed more extensively later, the electrical activity 
of the brain stem during dreaming is the mirror image 
of waking-the ability of certain brain areas to modu
late the activity of others during waking changes from 
excitation to inhibition during REM.7 In other words, 
areas of the brain that facilitate behavior in waking now 
inhibit those same behaviors. Many believe that if we 
understand this topsy-turvy reversal of the ruling poten
tials in the brain, we will better understand the nature 
of everyday mental realities, as well as the nature of 
minds that are overcome by madness. 

What a strange thing, this dreaming process, that has 
now been the focus of more scientific inquiry than any 
other intrinsic mechanism of the brain. In terms of the 
EEG, it looks like a waking state, but in terms of behav
ior it looks like flaccid paralysis. Indeed, perhaps what 
is now the REM state was the original form of waking 
consciousness in early brain evolution, when emotion
ality was more important than reason in the competition 
for resources. This ancient form of waking conscious
ness may have come to be actively suppressed in order 
for higher brain evolution to proceed efficiently. This is 
essentially a new the01y of dreaming. It is remarkable that 
with the number of ideas that have already been proposed, 
there is still room for more. But maybe that is, in fact, 
what dreaming provides-an endless variety of ideas, 
especially when life is stressful and we need to entertain 
new alternatives. Indeed, it is a demonstrated fact that 
the amount of dreaming sleep goes up when organisms 
are confronted by stressful, emotionally challenging situ
ations. 8 I will elaborate upon existing theories toward the 
end of this chapter, but I will first present some impor
tant factual details concerning the nature of sleep and 
dream generators in the brain. 

Sleep and Waking as Active Functions 
of the Brain 

Before certain critical experiments were done, it was 
thought that the waking state was sustained by the bom
bardment of the brain by incoming stimuli from the 
senses and that sleep ensued only when stimulation from 
the environment was sufficiently diminished. It is now 
clear that the brain has active mechanisms for the in
duction of waking (arousal and attention), as well as 
distinct endogenously active mechanisms for the induc
tion of SWS and REM. During SWS, which is normally 
an essential neural gateway for entry into REM (except 
in cases of narcolepsy, where organisms fall directly 
from waking into REM), the cortex is gradually capti
vated by deepening tides of slow waves, which, as 
mentioned, are commonly subcategorized in human 
sleep research into four stages that ret1ect the gradual 
deepening of sleep. SWS is interspersed with periods 
of activated REM sleep, so that, as the night progresses, 
the episodes of SWS get shorter while REM episodes 
get longer.9 Children exhibit much more REM than 
older people, and deep SWS also diminishes markedly 
with age. 10 

When neuronal action potentials are analyzed dur
ing the three states of vigilance, we generally get a pic
ture of waking activity as accompanied by a great deal 
of spontaneous neural activity, with only some cells 
being silent, waiting for the right environmental stimu
lus to come along. This generally yields a fast, low
amplitude beta pattern of electrical activity on the cor
tical surface. In SWS, the total amount of neural activity 
in most parts of the brain, such as the cortex, dimin
ishes marginally, but there is a large redistribution of 
firing. Many neurons in the thalamic-neocortical axis 
begin to fire synchronously, yielding sleep spindles (an 
oscillatory waveform characteristic of oncoming SWS) 
and delta waves, as if cortical zones are under the in
fluence of a powerful new executive system that dimin
ishes attention.11 In fact, many of these brain changes 
arise from rhythmic pacemaker neurons that appear to 
be situated in old nonspecific reticular (i.e., intralaminar) 
areas of the thalamus. There are also other brain areas, 
especially in the basal forebrain and anterior hypothala
mus, from where cortical slow-wave activity can be 
promoted. Repetitive electrical stimulation of these 
parts of the brain in awake animals readily induces 
sleep, and a very specific site in the ventrolateral pre
optic area has recently been identified as a potential 
SWS generator.12 

During REM sleep, most of the brain exhibits 
slightly more neuronal activity than during waking, with 
storms of intense activity sweeping through certain 
areas of the brain. However, many neurons that are most 
active during waking (e.g., norepinephrine [NE] and 
serotonin [5-HT] neurons) cease firing completely dur
ing REM (see the "Afterthought" of this chapter). PET 
scan images of the brain during dreaming highlight clear 
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arousal in the limbic system, especially the amygdala. 
Indeed, many emotion-mediating areas of the brain 
"light up" during REM, but one surprise has been that 
the prefrontal areas, which generate active plans, remain 
quiescent, as they do during SWS.13 

One area of the braih-namely, the hippocampus
exhibits highly synchronous rhythmic theta activity dur
ing REM. During waking, this type of hippocampal syn
chronization (also known as theta rhythm, which is 
common when animals are exploring their environment) 
usually indicates that the circuits are systematically en
coding information (i.e., translating recent experiences 
into long-tenn memories).14 Does this reflect a similar 
process transpiring during REM, even though it is well 
known that we have great difficulty consciously remem
bering our dreams? Perhaps this is not a paradox, if the 
theta activity during REM reflects infonnation process
ing that is allowing transient memory stores to become 
integrated into subconscious behavioral habits. Perhaps 
the dream theories of Freud and Jung, which suggested 
that dreams reflect unconscious and symbolic emotional 
forces affecting an individual, may still hold some basic 
truths, even though they are hard to evaluate empirically 
and have been criticized by many. 

Although we do not presently know exactly how 
memories are consolidated during REM, we can antici
pate�that the hippocampus will be in the middle of the 
neuronal action. After all, the hippocampus is the brain 
area that is well established to be a mediator between 
short- and long-term memories, and it goes into a char
acteristic theta state during REM. Also, it is now clear 
that the types of information processing that were under
taken by the hippocampus during waking are rerepre
sented during the endogenous dynamics of the REM 
state. 15 

The REM state is usually categorized into two com
ponents ( 1 )  the tonic or sustained components of REM, 
like the pervasive muscular relaxation (atonia) that 
keeps organisms from acting out their dreams, and (2) 
the phasic components, which are reflected in the many 
muscular twitches (i.e., dream actions) that break 
through the atonia. During these twitches, the brain is 
bombarded by endogenous bolts of neural "lightning" 
called PGO spikes (since they are especially evident in 
the visual system represented in the pons, lateral 
geniculate bodies, and occipital cortex). During these 
neural storms, organisms remain recumbent (in a state 
of muscular atonia) because of a massive inhibition, 
probably induced by the amino acid transmitter glycine, 
exerted on the motor neurons that control the large anti
gravity muscles of the body . 16 Later I will describe the 
behavior of animals in which this atonia mechanism 
(situated just below the locus coeruleus, which is situ
ated at the pontine level of the brain stem) has been 
damaged, whereupon animals begin to act out the emo
tionality of their dreams. The massive PGO neuronal 
discharges are accompanied by REMs, bodily jerks, and 
muscular tremors that break through the motor inhibi-

tion and often resemble fragments of motivated/emo¥ 
tional behaviors (e.g., weak barks and snarls in dogs, 
with slight running movements of the paws, which pre
sumably reflect their dream content). 

Although this "activated" or "paradoxical" phase of 
sleep has been most common! y called REM sleep, the 
initials could just as well stand for rapid ear movement 
sleep, for there are corresponding muscular twitches in 
the auditory apparatus of the middle ear, as well as in 
many other parts of the bodyY For instance, in olfac
tory creatures such as rats there is a lot of whisker 
twitching and sniffing during REM-a behavior that is 
normally seen during exploration of the environment 
and investigation of objects (see Chapter 8). 18 Males 
have a high probability of having erections during REM 
periods, humans almost continuously, 19 and rats only 
periodically.20 Usually the most vivid, affectively laden 
dreams occur during REM episodes; they are especially 
intense during the gales of PGO spikes. The occasional 
dreamlike reports that occur during SWS (as noted in 
selective awakening studies in the laboratory) are se
date by comparison.21 One common misconception is 
that nightmares, night terrors, and sleepwalking occur 
during REM sleep; in fact, they typically emerge dur
ing the deepest SWS (i.e., stage 4, or delta, sleep).22 

The architecture of sleep staging is not random but 
reflects an underlying order that remains poorly under
stood. The average rate at which animals cycle through 
a full set of stages (i.e., the average REM-to-REM inter
val) is called the basic rest-activity cycle (BRAC). It is 
directly related to the metabolic rate of animals, with 
smaller creatures having short BRACs (e.g., 20 minutes 
on the average for cats) and larger animals having longer 
cycles (90 minutes on the average for humans).23 The 
question of whether the BRAC can also be detected in 
waking activity has been resolved for both of these spe
cies. For instance, if one obtains a continuous ongoing 
measure of behavior during waking (as can be done by 
having animals work for a brain stimulation reward), cats 
exhibit a 20-minute rhythm in the rate of responding.24 
Likewise, it has been found that if one unobtrusively 
observes humans, they tend to show invigorated periods 
of facial grooming (e.g., touching the face, including 
nose picldng) approximately every 90 minutes.25 These 
rhythms, which are shorter than a day (ultradian), are em
bedded within daily (circadian) rhythms, as well as in 
longer cycles (infradian) such as the ones that govern 
monthly and annual cycles. The manner in which sleep 
and the various waking routines are embedded within the 
circadian rhythm has come to be understood in consid
erable detail. 

The Master Clock of the Brain 
and Melatonin 

Elucidation of the brain mechanisms that control the 
daily 24-hour circadian rhythm has been a great sue-
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cess story. The major pacemaker mechanism for the 
daily clock is situated in paired, circular groupings of 
neurons called the suprachiasmatic nuclei (SCN), 
which, as their name implies, are situated directly be
hind the eyes above the optic chiasm (Figure 7 . 1).26 The 
neurons in this nucleus not only maintain their firing 
rhythm for approximately 24 hours after being discon
nected from all other brain areas but also continue to 
cycle for some time when removed from the body and 
kept in tissue culture.27 In rats, the peak of SCN neu
ronal activity is during the daytime (when animals are 
typically resting), which suggests that the nucleus op
erates primarily by actively inhibiting many behavioral 
control systems.28 Indeed, despite the discovery of other 
potential SWS generators in the ventrolateral preoptic 
area, it may still be that the outputs of this nucleus and 
others promote SWS during anterior hypothalamic 
stimulation. The multiple output pathways from the 
SCN contrQl practically all behavioral rhythms that have 
been studied, from feeding to sleep. Under constant 
environmental conditions, the two SCN can sometimes 
become desynchronized, yielding two independent free� 
running rhythms, which are normally either slightly 
longer or shorter than 24 hours. Damage to one SCN 
reestablishes a single free-running rhythm.29 When both 
nuclei are destroyed, however, animals scatter their 
behavior rather haphazardly thioughout the day instead 
of maintaining a cyclic routine of daily activities.30 
However, rhythmic behavior can be restored in such 
animals by transplanting neonatal SCN neurons into 
their brains_3l Generally, light is a powerful time setter 
(zeitgeber) for the SCN. Even a brief pulse of bright 
light given once a day will synchronize rhythms under 
constant 24-hour lighting conditions. 32 However, activ
ity in the nucleus is coordinated by a variety of addi-

tiona! influences, ranging from caffeine intake to the 
pineal hormone melatonin. 

One can entrain the free-running rhythms typically 
observed under constant environmental conditions 
by administering melatonin at a set time each day.33 
Within the pineal gland, melatonin is normally syn
thesized from serotonin in two enzymatic steps: with 
the aid of the enzymes N-acetyltransferase (NAT) and 
hydroxyindole-0-methyltransferase (H!OMT). Mela
tonin is typically released into the circulation of most 
mammals when illumination diminishes and they are 
preparing for sleep. Melatonin reduces SCN activity 
directly by acting on the high density of melatonin re
ceptors situated throughout the nucleus (Figure 7 . 1  ). 34 
Investigators are still discovering what a remarkable 
molecule melatonin is; it not only serves as a power
ful inducer of SWS but also synchronizes circadian 
rhythms and beneficially regulates a variety of other 
bodily processes, including growth and puberty. It has 
been reported to alleviate anxiety and to modify de
pression (some individuals become less depressed, but 
in others depression is increased),3:5 and can even in
hibit cancerous tumor growths when taken in the late 
evening, the time of day when it is normally secreted.36 
It can increase life span by about 20% under special 
conditions in experi'mental animals.37 It exerts a glo
bal control over the brain, and, more than any other 
natural agent presently known, can serve as a safe and 
highly effective sleep-promoting agent.3S During the 
past few years, as information about this remarkable 
hormone has become increasingly available to the 
public, there has been a great increase in use, since it 
is available without prescription in many countries. 
Although cautious investigators are fond of indicat
ing that the long-term consequences of melatonin use 

Figure 7 . 1 .  Giving radioactive 
melatonin to rats very nicely 

highlights the locations of the 
suprachiasmatic nuclei (SCN) of 

the hypothalamus that control 
practically all circadian rhythms 

exhibited by animals. Quite a 
similar picture is obtained, except 

much of the rest of the brain is 
also dark, when animals are given 

radioactive 2-DG during their 
sleep phase (i.e., the light-phase of 

the circadian illumination cycle). 

FRONTAl SECTION 

In other words, the nucleus is 
most active when behavior is 

inhibited. Anotomical designa
tions: CG: cingulate gyrus; CC: 

corpus callosum; CP: caudate� 
putamen; S: septal area; BN: bed 

nucleus of the stria terminalis; Fx: 
fornix; AC: anterior comissure; 

OC: optic chiasm. 

THROUGH SU PRACHIASMATIC NUCLEUS 

MELATONIN VERY SELECTIVELY BINDS TO T H E  SCN 
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are not known, blind people have now taken it on a 
regular basis for over a decade to stabilize their circa
dian rhythm with no ill effects. 

Although melatonin is a remarkably safe and ef� 
fective endogenous sleep-promoting molecule, the 
brain contains a large variety of others. 39 About 30 
have been identified, but it remains unclear which are 
the natural inducers of sleep. Right now, certain mol
ecules of the interleukin class, which are part of the 
immune response that can help inform the nervous 
system about bodily problems, appear to be especially 
potent sleep� promoting agents, as is a recently discov
ered lipid that builds up in the brains of cats that are 
deprived of sleep.40 Also, a sedating, adeno�ine-based 
transmitter system is heavily represented in the thala
mus and the rest of the somatic nervous system.41 
Caffeine is a natural antagonist for the adenosine re
ceptor,42 which helps explain why people can sustain 
arousal with beverages like coffee, and why some 
people have great difficulty sleeping following con
sumption of caffeinated beverages. 

Brain Mechanisms of Sleep and Arousal 

Clarification of the active brain mechanisms that con
trol sleep and waking represents one of the great ac
complishments of psychobiology. It has also provided 
the main rationale for accepting that the brain is spon
taneously active with a variety of distinct internally 
generated vigilance states. In order to identify the criti
cal brain areas that mediate the major states of con
sciousness-namely, waking, SWS, and REM-in� 
vestigators transected (sliced) the living brain (usually 
cats) at various anterior-posterior locations to deter
mine whether the front or back was still able to medi
ate these states. 

Before summarizing the results of these highly 
invasive experiments, let me emphasize that they do 
not tell us anything about how many brain areas actu
ally participate in normal sleep�waking states. They 
only tell us where in the brain essential generators for 
these states might be situated. Thus, the finding that 
executive structures for a brain state such as REM are 
situated in the lower brain stern does not eliminate the 
potential importance of higher brain areas for the 
dreams that organisms experience. In fact, dreaming 
and REM can be dissociated in the brain. For instance, 
psychologically disturbed people who were subjected 
to frontal lobectomies during a bygone era of ps)rcho
surgery (the 1940s and 1950s) continued to exhibit 
normal physiological indices of REM sleep, but they 
reported no dream content when woken from REM.43 
Thus, the physiological indices of REM are not always 
accompanied by psychic experiences of dreaming, 
which suggests that dreaming is a higher brain func� 
tion, while the ability to get into this state is a lower 
brain function. 

The Waking Systems 

The initial identification of the brain zones that are pri
marily responsible for governing sleep and waking was 
achieved by radical transections of the brain stem at vari
ous levels (Figure 7 .2).44 The higher brain, disconnected 
from the sensory inputs· of the body, is quite sufficient 
for maintaining the normal cycling of sleep-waking 
states. An animal crippled in this way, with the spinal 
cord separated from the rest of the brain, is called the 
encephale isoli preparation. Such quadriplegic animals 
still exhibit normal BRACs within their EEG records but 
not, of course, in their bodily behaviors. If transections 
are made in the brain stem at the high midbrain level, in 
a procedure called thecerveau isolipreparation, animals 
become comatose, and their forebrains remain in almost 
continuous slow-wave activity. Only after many weeks 
of recovery will cerveau isolrJ animals exhibit some 
modest return of EEG desynchronization suggestive of 
some waking activity, while EEG indicators of REM 
sleep never return to brain areas anterior to the cut. How
ever, the lower brain stem of such animals continues to 
exhibit a spontaneous cycling between waking and acti
vated sleep, implying that basic mechanisms for both 
waking and REM exist in brain areas below the cerveau 
isole cut-that they both lie below the rostral half of the 
midbrain. In discussing additional cuts between these 
foregoing ones, it will be important to remember that in 
the cerveau isoli preparation only 4 of the 12 cranial 
nerves remain attached to the forebrain-namely, the ol
factory bulbs (!), optic nerves (II) for two major chan
nels of sensory input, and oculomotor (Ill) and trochlear 
nerves (IV) for eye movements. 

A most remarkable finding was that by moving the 
cuts slightly farther back from the classiccerveau is ole 
transection, one eventually obtains animals that exhibit 
a great deal of waking-type EEG activity in the fore
brain, without any indication of REM in those higher 
brain areas.45 Even more remarkably, this can be 
achieved without allowing any additional sensory input 
into the forebrain. In other words, with a cut that is still 
just anterior to the entry point of the fifth cranial nerve
namely, the trigeminal, which conveys facial sensations 
into the brain stem-the forebrain comes to exhibit a 
great deal of waking EEG activity .46 The spontaneous 
appearance ofEEG indices of waking in this midpontine 
pretrigeminal preparation suggested to early investiga
tors that a spontaneous generator for the maintenance 
of waking resides within a narrow zone of brain stem 
near the mesencephalic-pontine junction. Because the 
midpontine pretrigeminal cut did not allow any addi
tional sensory influences into the forebrain, it was con
cluded that the basic waking mechanisms of the brain 
do not require sensory input from the body to sustain 
arousaL It is apparent that the small wedge of brain stem 
between the cereveau isoli cut and the midpontine 
pretrigeminal cut contains an endogenous pacemaker 
for the generation of waking. 
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Figure 7 .2. Overview of the types of brain transections that led to the general 
locations of major waking, SWS, and REM systems within the neurO- axis. For 
instance, with the midpontine pretrigeminal cut, waking and SWS were left in the 
forebrain, while the potential for REM was only manifested in neural and bodily 
systems below the cut. When·the cut was slightly further rostral, through the 
midbrain (i.e., the cereveau iso!J cut), the forebrain remained perpetu-ally in the 
darkness of SWS, while tissue below the cut cycled between waking type arousal 
and activated sleep states. Also, note that growth honnone secretion from the 
pituitary occurs in conjunction to SWS episodes, while ACTH secretion is 
entrained to REM periods. 

In additional work, when this reticular zone of the 
brain was electrically stimulated in sleeping animals, 
the animals woke up immediately. These findings led 
to the classic idea that the brain has an ascending re
ticular activating system (ARAS) to generate waking 
arousal.47 Although such global concepts as the "lim
bic system" and ARAS have been scorned as gross 
oversimplifications by subsequent generations of in
vestigators, those conceptualizations should be respected 
for the powerful advances they represented in their time. 
Only successive approximations can guide our search for 
substantive knowledge concerning the many other intrin
sic brain functions, especiaUy the emotional ones, that 
remain to be studied within the "great intermediate net.'' 

The other remarkable characteristic of the midpontine 
pretrigeminal preparation was that while waking returned 
to the forebrain, the brain stem below the cut retained 
the potential for generating REM sleep. This was clear 
since the body, which is under the control of neural tis
sue below the cut, showed periods of atonia accompa� 
nied by the phasic changes characteristic of activated 
sleep.48 This confirmed that the basic brain systems for 
waking and REM sleep could be anatomically distin
guished. Further, because of its more cauda] location 
(which suggests increasing primitiveness), the executive 
circuitry for the REM mechanism seemed outwardly 
more ancient than the waking ARAS mechanisms. Al� 
though this perplexing issue has rarely been addressed 

in the literature, it does raise the seemingly absurd pos� 
sibility that the essential trigger circuits for dreaming 
emerged before waking during the long course of brain 
evolution. As will be discussed in more detail later, this 
paradox provides a clue to the fundamental nature of 
REM arousal within the mammalian brain. 

But first, several major questions concerning the 
nature of the waking mechanism need to be resolved. 
The most important is: Does the aroused EEG in the 
forebrain of the pretrigeminal animal truly reflect the 
presence of a functional waking consciousness? For 
instance, is the pretrigeminal cat aware of its surround
ings and capable of integrating events going on around 
its paralyzed body? This could only be answered by the 
ability of such an animal to exhibit new instrumental 
learning within its isolated forebrain. This was an es
pecially difficult question to answer, since such a fore
brain can experience only vision and smell and can 
communicate with the world only through its eyes 
(since only the oculomotor and trochlear motor nerves 
remained connected to the forebrain). It would have 
been absurd to try to achieve learning in such animals 
through the administration of traditional rewards such 
as food, water, warmth, and touch, since the incoming 
nerves for these sensations lie well below the cut. In 
other words, taste, which comes in via cranial nerves 
VII, X, and XI (the facial, vagus, and glossopharyngeal 
nerves, respectively), and the sensations of warmth and 
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touch, which arise largely from the spinal cord, had been 
surgically disconnected from the forebrain processes of 
consciousness that investigators wished to analyze. 
Hence, one could only use olfactory and visual stimuli 
from the outside world as potential rewards to modify 
instrumental movements of the eyes-reinforcement 
channels that are not commonly used to study animal 
learning. Rather than attempting such difficult experi
ments, investigators decided to evaluate the efficacy of 
central "rewrird" evoked by stimulation of the lateral 
hypothalamus-which, because of its anatomical tra
jectory, should have remained intact in the isolated fore
brain (see Chapter 8). It turned out that pretrigeminal 
cats readily learned to move their eyes to self-administer 
rewarding hypothalamic stimulation.49 Thus, we may 
conclude that their waking EEG was probably accompa
nied by conscious awareness. The alternative, of course, 
is that animals can learn such responses without any 
consciousness. 

Another key question was the precise nature of the 
waking mechanism that was situated within the rostral 
pons between the cerveau isoli and pretrigeminal cuts. 
A partial answer to this appears to be the existence of 
two cholinergic cell groups in this area, namely, Ch-5 
and Ch-6, Which operate in tandem with the nearby 
locus coeruleus, the large norepinephrine cell group 
(A6) (see Figure 6.5). These nuclear groups are all situ
ated at the pontomesencephalic tissue that was added 
to the telencephalic part of the cerveau isoli prepara
tion by the pretrigeminal cut (Figure 7 .2). It is well 
established that these ascending neural systems partici
pate in cerebral arousal and attention, but there are also 
several additional arousal mechanisms, such as dopam
inergic, histaminergic, glutamatergic, and various neu
ropeptide systems situated even farther up in the brain 
stem. However, those higher systems alone do not seem 
able to maintain waking consciousness within the iso
lated forebrain. What is needed for waking conscious
ness is the influence of the aforementioned cholinergic 
and noradrenergic innervation of the forebrain. The 
cerveau is ole surgery severs the ascending axons of both 
of these systems. 

It is now certain that the cholinergic cell groups situ
ated near the rostral pons are a central feature of the 
ARAS. These attention-promoting sytems can control 
activity in many anterior brain areas, as well as in many 
areas in the lower brain stem, including cranial nerve 
nuclei. so In short, brain stem cholinergic systems open 
neural gateways that promote the processing of sensory 
information within widespread areas of the brain dur
ing waking, especially via sensory information chan
nels that course through the thalamus. One can induce 
clear facilitation of neural activity in ascending sensory 
pathways of the thalamus by electrical stimulation of 
the brain stem cholinergic cell groups. The effect also 
substantially outlasts the stimulation. For instance, one 
second of stimulation to nerve group Ch-6 can increase 
the excitability of thalamic systems for up to six min-

utes,51 which suggests that such stimulation, in addi
tion to releasing ACh, also releases neuromodulators 
that sustain the short-term arousal provoked by ACh. 
If one blocks the effects of cholinergic systems by 
administering muscarinic receptor antagonists such as 
atropine or scopolamine, one can generate powerful 
slow wave activity in the cortex. This can occur without 
induction of behavioral sleep! Such animals are awake 
even though they appear disoriented. Indeed, they are 
in a confusional state with often horrid hallucinations, 
if human subjective experience can be accepted as a 
guide for understanding ihe animal mind. 

It is now well accepted that during reduced cholin
ergic activity in the brain, attentional and memory con
solidation capacities of both humans and animals are 
severely ·compromised. Indeed, many of the cognitive 
problems of Alzheimer's disease are due to deteriora
tion of these neurochemical systems, especially of the 
rostral basal forebrain cholinergic cells (cell groups 
Ch-1-Ch-4).52 In short, the widespread cholinergic sys
tems of the forebrain and brain stem are essential for 
sustained waking arousal and attention of higher brain 
areas in broad and nonspecific ways. As will be dis
cussed later, there is also reason to believe that the more 
scattered cholinergic neurons farther down in the brain 
stem are essential for the arousal of REM sleep. This 
finding suggests that some kind of neurobiological con
tinuity exists between REM armlsal and waking arousal 
within the brain. It is possible that the widely scattered 
ACh neurons that now govern the phasic aspects of 
REM originally mediated a more emotional form of 
waking in our ancestral species. 

The role ofNE neurons in sustaining waking behav
ior seems more modest than that of cholinergic systems. 
Destruction of NE cell groups deepens SWS and in
creases REM sleep.53 Although sleepiness and tiredness 
are increased by depletion of brain NE systems, this 
system appears to control selective attention rather than 
the overall capacity for normal waking consciousness. 
When one observes the actual effects of NE release on 
sensory processing within the cortex, one finds that 
there is an amplification of signal�to�noise ratios, which 
is effected more by a reduction of the seemingly ran
dom background chatter (i.e., neural noise?) rather than 
an amplification of incoming sensory signals. 54 Thus, 
while cholinergic cell groups intensify all sensory sig
nals headed for the cortex, NE may focus attention on 
specific components of the world. 

NE cells typically respond to any novel sensory 
event, but these effects habituate fairly quickly;55 how
ever, the changes are more sustained if the environmen
tal events have substantial emotional impact. For in
stance, a eat's locus coeruleus becomes very active 
when the cat is confronted by a barking dog. 56 Some 
have suggested that the NE system of the locus coer
ulcus is a specific emotional system promoting fear,57 
but there is little evidence for such affective specific
ity. To the best of our knowledge, NE participates to 
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some extent in all cognitive and emotional activities, 
pleasant as well as unpleasant ones. 

Brain Mechanisms of Slow Wave Sleep 

Since cholinergic cell groups of the basal forebrain help 
mediate attention and memory formation, a reduction 
in their activities will promote SWS. However, this 
effect by itself does not seem to be sufficient to put an 
organism to sleep, even though anticholinergics used 
to be the most common active ingredient in over-the� 
counter sleep medications. The same can be said for 
reductions in brain NE activity. Other factors must con� 
tribute to the equation befme sleep can solidify. Per
haps a certain amount of adenosine or GABA activity 
has to build up. As already mentioned, arousal of spe
cific preoptic nuclei within the anterior hypothalamus 
is highly effective in promoting SWS, and those neu
rons contain GAB A. In sum, there is probably no single 
SWS generator in the brain. Many factors can reduce 
brain arousal. As with so many other functions, SWS 
is multiply and perhaps hierarchically controlled within 
the brain. 

Historically, one biogenic amine system has been 
recognized as a facilitator of SWS: the serotonin-con
taining raphe neurons of the brain stem. But it is un
likely that this is an active sleep-promoting system as 
opposed to one that normally participates in generat
ing calm behavio'rs during waking. Electrophysiologi
cal analysis has never demonstrated increased raphe cell 
firing during the onset of sleep. Indeed, raphe neurons 
actually fire less during the transition from waking to 
sws,ss so we must consider their activity in the con
text of the whole spectrum of ongoing brain changes. 
For instance, perhaps mild serotonin activity may be 
especially relaxing in the presence of diminished ACh 
or NE tone. In any event, pharmacological facilitators 
of serotonin activity are typically quite powerful sleep
promoting agents: The serotonin precursors, tryptophan 
and 5-hydroxytryptophan, markedly promote SWS, as 
do serotonin-releasing drugs such as fenfluramine and 
serotonin reuptake inhibitors (especially certain tricy
clic antidepressants such as amytriptiline, which also 
has especially strong anticholinergic effects). 59 It is 
unlikely that all of these forms of induced sleep re
semble the natural process. Finally, it should be reem
phasized that one metabolic product of  serotonin
namely, melatonin-is a remarkably powerful promoter 
of natural SWS. Indeed, melatonin-induced sleep seems 
deeper than normal sleep, which may explain why those 
who take it sometimes get by with less overall sleep each 
night. Unfortunately, the increased deepness cannot be 
measured with surface EEG recordings. 

It is noteworthy that all of the manipulations that in
crease serotonin availability at synapses uniformly and 
markedly reduce REM sleep, even though people who 
initially start to take melatonin often describe more 

vivid dreams. As will be discussed later, it may well be 
that one function of REM sleep is to rejuvenate the sero
tonin system; if the availability of serotonin is pharma-
cologically amplified at synapses, animals do appear to 
have a reduced need for REM sleep. 

While facilitation of serotonin activity can increase 
SWS, depletion of serotonin can reduce the amount of 
SWS, as one might expect. 60 Inhibition of serotonin 
synthesis with the tryptophan hydroxylase inhibitor 
parachlorophenylalanine (PCPA), promotes insomnia 
and hence increases arousal (although there are remark
able and still unexplained species differences in this 
effect, with cats being much more severely affected than 
rats or humans).61 In sum, the overall regulation of SWS 
is complex, and many additional factors contribute to 
sound sleep, ranging from a wide variety of neuropep
tides such as delta sleep-inducing-peptide (DSIP) as 
well as some metabolic products of GABA such as 
gamma-hydroxybutyrate.62 

Brain Mechanisms of REM Sleep: 
Is Dreaming Older Than Waking 
in Brain Evolution? 

As mentioned earlier, following a pretrigeminal brain 
stem transection, basic waking mechanisms exist above 
the cut while neurons that turn on REM sleep remain 
below the cut (Figure 7 .2). Further transection studies 
indicate that the REM executive mechanism resides 
within the lower pons, since a cut between the pons and 
the medulla leaves the REM mechanism in rostral brain 
areas.63 There are several distinct REM functions within 
this general zone of the brain stem, since a cut right 
through the middle of the pons tends to impair the inte
gration of REM, leaving the mechanisms for atonia 
above the transection and those for the phasic compo
nents below. With such damage, the coherence of the 
REM state disintegrates. The area of the brain that 
maintains the tonic functions of REM such as atonia is 
situated just below the A6 NE nucleus of the locus 
coeruleus, while the phasic mechanisms are situated in 
the dorsolateral pontine reticular formation. When these 
respective areas are individually lesioned, the tonic and 
phasic components of REM are selectively attenuated.64 
Both systems for REM are built to a substantial extent 
around cholinergic neural influences. Placement of 
drugs that promote ACh activity into these lower brain 
stem regions can trigger REM sleep episodes.65 

In this context, it is noteworthy that many of the 
giant cells of the reticular tegmental fields (the so-called 
FTG neurons) exhibit dramatic bursts of firing during 
REM sleep. It is generally thought that they contribute 
substantially to the phasic components of REM. It has 
been noted that these same cells mediate rapid orienta
tion movements during waking, indicating that their 
activities are not simply confined to REM, but this does 
not minimize their importance for helping generate the 
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neural storms of REM (e.g., PGO spikes).66 Indeed, 
from the perspective that the ancient REM mechanisms 
originally contributed to an ancient form of waking 
arousal, the continued participation of such cells in some 
primitive orienting reflexes makes considerable sense. 

Although both waking arousal and REM arousal 
have strong cholinergic influences, it is noteworthy that 
the REM state is no longer just a waking state masked 
under the massive motor relaxation of atonia; it is a 
distinct brain state. The entire brain stem appears to 
make a dramatic " 180-degree state-shift" during REM: 

· The reticular formation begins to actively promote in
hibition as opposed to excitationP This has been dem
onstrated by analyzing the effects of reticular stimula
tion on the jaw-closing reflex aroused by direct 
activation of the motor nuclei of the trigeminal (i.e., the 
motor component of cranial nerve V). In the waking 
state, prior reticular stimulation facilitates the biting 
reflex, but during the REM state, stimulation applied 
to exactly the same sites inhibits the reflex. This star
tling finding indicates that the function of certain re
ticular zones is diametrically reversed during dreaming 
sleep, and this con�ributes to the massive motor inhibi
tion that characterizes REM sleep. 

As noted previously, it is remarkable how far down 
in the brain stem the executive mechanisms for REM 
sleep�are situated: The heart of the major concentration 
of REM-initiating neurons lies caudal to the ARAS 
waking mechanism. Brain mechanisms that evolved 
earlier are typically lower within the neuroaxis and in 
more medial positions than more recent additions. Are 
we to believe that REM mechanisms are somewhat older 
than waking ones? However unlikely this may seem on 
the face of it, the above brain localizations coax us to 
consider such an absurdity. 

We should note that although REM is an ancient 
brain function in mammals, to the best of our knowl
edge, fish and reptiles exhibit no such state. REM sleep 
is also rudimentary in birds, occurring only in brief and 
infrequent episodes.68 Indeed, one ancient egg-laying 
mammal, the echidna (the marsupial spiny anteater of 
Australia, which has a number of unusual brain features 
such as enlarged frontal lobes and no corpus callosum), 
apparently exhibits no REM sleep.69 Using this evolu
tionary context as a background, it is unlikely that REM 
evolved de novo within the lower brain stem of early 
mammals. It seems more reasonable to assume that the 
brain mechanisms that now mediate REM in essentially 
all mammals once subserved some other type of brain 
function in ancestral creatures. Indeed, from a range of 
facts summarized earlier, we might surmise that what 
is now known as the REM mechanism originally con
trolled a primitive form of waking arousal. With the 
evolution of higher brain areas, a newer and more effi
cient waking mechanism may have been needed, lead
ing to the emergence of the ARAS. The more ancient 
form of arousal may have been gradually overridden and 
relegated to providing a background function such as 

the integration of emotional information that seems to 
occur during dreaming. People who hold dream expe
riences in great esteem may be correctly affirming the 
importance of the affective information that is encoded 
through our ancient emotional urges for the proper con
duct of our waking activities. 

If this is true, what type of waking was mediated by 
the ancient system that now mediates dreaming? One 
reasonable possibility, suggested by the high affective 
content of most dreams, is that what is now the REM 
sleep mechanism originally mediated the selective 
arousal of emotionality. Prior to the emergence of com
plex cognitive strategies, animals may have generated 
most of their behavior from primary-process psycho
behavioral routines that we now recognize as the primi
tive emotional systems-such as those covered in this 
middle part of the text. In other words, many of the 
behaviors of ancient animals may have emerged largely 
from preprogrammed emotional subroutines. These 
simpleminded behavioral solutions were eventually 
superseded by more sophisticated cognitive approaches 
that required not only more neocortex but also new 
arousal mechanisms to sustain efficient waking func
tions within those emerging brain areas. 

As the new thalamocortical cognitive mechanisms 
evolved, the old emotional arousal system may have 
assumed the subsidiary role of doing computations on 
the environmental relationships that had transpired 
during waking, especially those with a strong emotional 
content. In other words, the REM system may now 
allow ancient emotional impulses to be integrated with 
the newer cognitive skills of the more recently evolved 
brain waking sytems. This could help explain many 
striking attributes of REM sleep, ranging from its heavy 
emotional content to its apparent functions of enhanc
ing learning and solidifying memory consolidation, 
which will be discussed later in this chapter. 

Is Sleep Essential for Survival? 

Researchers have no problem suggesting an overall func
tion for waking. It is the state during which organisms 
gather the fruits of the world needed for survival, avoid 
dangers, and spend time together propagating the spe
cies. Because of cultural evolution, especiaily the effec
tive development of agriculture, modern humans also 
have time left over for the pursuit of many creative ac
tivities. By comparison, the psychological functions of 
sleep are not so evident, and even though there is much 
speculation, no proposed function has yet been demon
strated unambiguously. Still, a general assumption of 
most investigators is that SWS and REM sleep states 
serve distinct functions in the body and brain. Obviously, 
with a phenomenon as complex and pervasive as sleep, 
there are bound to be several correct answers to functional 
questions, depending on one's levels of analysis. Indeed, 
since sleep systems operate at so many different levels 
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of the brain and body, we must avoid the temptation to 
take unitary theoretical perspectives too seriously. Just 
like eating serves many functions, ranging from social 
functions to the a.">Similation of macro- and micronutri
ents, the stages of sleep are bound to have many ramifi
cations for the lives of organisms. 

Still, the most basic question is whether sleep is 
necessary for survival. At one time it was widely be
lieved that animals did not really require REM sleep, 
and the need for SWS could not be properly evaluated 
since it cannot be selectively eliminated (i.e., by block
ing access to SWS we also block access to REM). None
theless, work using a devilishly clever methodology for 
total sleep deprivation and prolonged selective REM 
deprivation eventually yielded some unambiguous find
ings. Sleep is essential for lifeP0 Rats were housed on 
circular island platforms surrounded by water. The plat
forms were divided in ·half by an immovable partition, 
and an experimental animal and a yoked (i.e., tightly 
matched) control animal were allowed to live on each 
side of the partition. The floor began to rotate when
ever the experimental animal fell asleep, as determined 
by EEG criteria. The EEG of the yoked control animal 
had no such effect. If the experimental animal did not 
wake up, the rotation gradually pushed it, but usually 
not the control, into the surrounding water, which cer
tainly did provoke arousaL The experimentq.l rats began 
to die approximately two weeks following the initiation 
of total sleep deprivation and five to six weeks after the 
beginning of selective REM deprivation (even if the 
total amount of dunking received by experimental and 
yoked animals was strictly controlled). The yoked con
trols who lived on the other side of the periodically 
rotating platforms, but whose BEGs did not govern 
rotation, continued to thrive. In short, control animals 
remained healthy, because their sleep was only mod
estly disrupted by the rotation of the platform. 

The precise reason the experimental animals died 
remained elusive for a long time. Their inability to sus
tain thermoregulation may have been a major cause. In
deed, they ate more than normal, while still losing weight. 
Apparently, they were unable to properly store and uti
lize energy. Their ultimate death may reflect an immune 
system collapse; recent work suggests that many of the 
animals deprived of sleep may eventually die of a bacte
rial infection of the bloodstream.71 Thus, they may be 
succumbing to a chronically sustained stress response. 
Although these expetiments seem cruel, they have pro
vided definitive evidence that sleep does help sustain the 
health of the body. However, the specific brain functions 
of SWS and REM sleep have remained more elusive. 

Sleep and Its Basic Bodily 
and Brain Functions 

One way to view sleep is within the context of the many 
bodily changes that transpire during the various vigilance 

states. Specific hormonal changes tend to occur during 
specific components of sleep and waking cycles. For 
instance, during waking, the release of insulin is linked 
to the act of eating-being secreted in proportion to the 
amount of energy consumed that needs to be tucked away 
in fat stores (see Chapter 9). These stores eventually need 
to be distributed for tissue repair, and apparently the body 
prefers to concentrate many of its restorative activities 
into periods of SWS when the body is not being used 
vigorously. Thus, many now believe that SWS is a per
missive period for tissue repair processes.n 

One impressive line of evidence that SWS does re
store bodily functions is the fact that secretion of growth 
hormone (GH) from the anterior pituitary is tightly 
linked to SWS onset. Usually there are several pulses 
of GH during the night, with the largest one occurring 
during the early periods of SWS, which are typically 
the longest of the night, with secondary secretions dur
ing subsequent SWS periods (Figure 7.3). Further, the 
amount of GH secretion during the initial SWS period 
is positively related to the metabolic status of the ani
mal, being larger in well-fed animals than in hungry 
ones.73 This permits especially accurate redistribution 
of available energy resources during sleep. As an im
portant corollary, this suggests that brain tissue can 
directly gauge overall energy intake during the day. If 
this is the case, a most reasonable location for the 
energy-sensitive brain tissue would be in the ventrome
dial hypothalamus, directly above the pituitary stalk, 
where GH secretion is regulated. A great deal of re� 
search now indicates that this is indeed the case (see 
Chapter 9). Since GH promotes tissue repair, especially 
of muscles, we can also appreciate why work and physi
cal exercise would tend to promote SWS. 

The secretion of GH during SWS is critically depen
dent on the occurrence of SWS episodes. If SWS is dis
turbed, so is GH secretion. 74 Also, since GH can in
crease subsequent REM periods,75 sleep disruptions that 
block GH secretion can have effects on subsequent sleep 
staging. In childhood, GH promotes linear bone growth, 
so the strong GH-SWS relationship may help explain 
why certain children fail to thrive in emotionally dis
turbing environments. Indeed, the syndrome of psycho
social dwarfism, which arises from chaotic family 
circumstances, often leads to disturbed sleep patterns, 
which then lead to diminished GH secretion in the af
flicted childrenJ6 When emotional stress levels are de
creased by placement into more stable and supportive 
environments where the children can sleep well again, 
they resume their growth. 

The direct dependence of GH on the presence of 
SWS poses no major problems for world travelers or 
shift workers. When sleep patterns

.
change, the pattern 

of GH secretion adapts promptly. This is not the case 
for other hormonal rhythms, such as pituitary adreno
corticotrophic hormone (ACTH) secretion, which is 
entrained to REM sleep but not actually triggered by 
REM episodes. 
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Figure 7.3. Patterns of hormone secretion (bottom) and possible neurochemical changes 
(top) as a function of cycling stages of SWS and REM. Different phases of sleep probably 
promote different types of brain and body restoration. It is possible that the successive 
phases of SWS and REM help regulate overall excitatory and inhibitory potentials in the 
brain so as to sustain a balance of neurochemistries to help mediate coherent behaviors 
during waking. (Adapted from Panksepp, 1 98 1 ;  see n. 99.) 

REM periods, like SWS periods, have their own 
hormonal signatures, the most prominent one being the 
preferential secretion of ACTH (Figure 7.3).77 This, of 
course, triggers the secretion of the glucocorticoid cor
tisol from the human adrenal gland (see Figure 6.8). 
During normal sleep, such "stresslike" hormone secre
tions intensify with each successive REM period as the 
night progresses. There is reason to believe that these 
secretions gradually prepare the body for waking activi
ties by facilitating catabolic activities-promoting energy 
utilization in the body. Adrenal glucocorticoids do this 
by facilitating gluconeogenesis (the production of glu� 
cose from protein) and also by producing some insulin 
resistance in body tissues, making more energy available 
to the brain, which, unlike other bodily tissues, does not 
require insulin to utilize glucose efficiently. Presumably 
then, REM-related cortisol secretion helps to extract 
available body energy stores for promoting waking ac� 
tivities. It is not far-fetched to assume that ACTH pulses 
may also serve as a natural alarm clock that gradually 
helps wake us when the body is ready once more to ex
hibit efficient waking behavior. 

However, ACTH secretion is only a passive servant 
that comes to be coupled to REM episodes. In other 
words, the circadian rhythm of ACTH secretion is not 
causally controlled by our REM periods. The real masH 
ter is the biological clock in the SCN. Hence, ACTH 

secretion does not shift rapidly following major shifts 
in sleep patterns. For instance, a 1 2-hour shift (i.e., as 
if you had traveled to the other side of the earth) requires 
up to two weeks for full readjustment.78 This helps ex� 
plain why one tends to feel sluggish and strange fol
lowing a reversal of sleep-waking patterns (as in shift 
work or with jet lag). The body is no longer distribut
ing its resources at the regular time, so mental abilities 
cannot properly match environmental demands. Judi
cious administration of bright light and melatonin prior 
to jet travel can help the biological clock synchronize 
fasterJ9 For instance, if you are traveling from the 
United States to Europe (leading to a "phase advance" 
in bodily rhythms), small amounts of melatonin, taken 
on several successive evenings prior to departure, ap
proximately an hour earlier each time, can markedly 
speed up clock readjustment on reaching your destina
tion. Getting a lot of bright light early in the morning 
also helps considerably. 

Also relevant to its role in emotionality, ACTH is 
one of the prime hormones that allow the body and brain 
to cope with stress (Figure 6.8). It is secreted from the 
pituitary in response to practically any stressful situa� 
tion, regardless of the cause.80 As discussed at the end 
of the previous chapter, the pituitary adrenal stress re
sponse is initiated by physical or psychic stressors that 
can gain access to the corticotrophin releasing factor 
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(CRF) neurons of the hypothalamic paraventricular 
nucleus (PVN). Part of this activation arises from as� 
cending NE systems which synapse on the PVN (but 
this cannot be the cause of CRF secretion during REM, 
since NE neurons are silent at that time). In any event, 
activated PVN neurons trigger the release of ACTH 
from the anterior pituitary (see Figure 6.8). The adre
nal glucocorticoids that are thereby released feed back 
onto the PVN and exert a negative feedback or braking 
effect on the further release of CRF.81 Parenthetically, 
since CRF controls several anxiety-related emotions in 
the brain (see Chapters 1 1  and 14), the concurrent re
lease of this peptide within the brain during REM may 
promote the emergence of emotionally aversive dream 
content. 

It is noteworthy that this hormonal feedback loop is 
broken in certain psychiatric disorders that are com
monly accompanied by sleep disturbances. For instance, 
depressed individuals often do not exhibit a suppres
sion of cortisol secretion in response to administration 
of glucocorticoid hormones such as dexamethasone 
(hence a diagnostic test has been developed that is called 
the dexamethasone suppression test, as discussed in 
Chapter 6).82 In fact, many depressed individuals ex
hibit excessively high secretions of ACTH and cortisol 
during REM sleep in the middle of the night. This tends 
to waken them in the early mornin'g hours.83 Also, it is 
important to note that some of the feedback effects of 
adrenal steroids, such as cortisol, on the brain may 
worsen depression. For instance, it is not uncommon 
to observe depression during steroid therapy for other 
disorders, even though some individuals also exhibit 
mania or elation. 84 

From this perspective, it is not too surprising that 
artificial prevention of REM sleep or total sleep depri
vation can counteract depression as effectively as any 
of the available antidepressant drugs.85 Presumably this 
is achieved, at least in part, by blocking honnone secre� 
tions that accompany REM, and perhaps through the 
overall reduction of neurochemical changes that nor
mally result from sleep. Indeed, it remains possible that 
many antidepressant drugs exert at least part of their 
therapeutic effects indirectly by suppressing REM. It 
is well established that drugs that block the uptake of 
biogenic amines from the synaptic cleft (i.e., the tricy
clic antidepressants and selective serotonin reuptake 
inhibitors) are all quite potent inhibitors of REM, How
ever, it remains to be empirically demonstrated that the 
antidepressant effects of these drugs arise from their 
effects on REM-related brain processes. 

The Potential Adaptive 
Functions of REM Sleep 

A remarkable number of ideas have been generated 
concerning the possible functions of REM sleep. They 
include rather improbable items such as providing an 

exercise period for "binocular coordination," "drive 
discharge," and even "periodic arousals from sleep for 
enhancing predator detection" (even though it is evi
dent that predators typically exhibit more REM sleep 
than do prey species).86 An especially creative albeit 
improbable theory, generated by Nobel Prize�winner 
Francis Crick, the codiscoverer of the structure of DNA, 
suggests that REM is a permissive period for the for
getting of excess memory traces.87 In other words, REM 
dumps excess memories that might otherwise inundate 
the brain with useless "cognitive litter." Although it might 
explain the bizarre, apparently random, spilling of infor
mation into dream consciousness during REM, the theory 
has practically no credible support at the present time. 

There are any number of more plausible hypotheses 
related to the possible role of REM sleep in the control 
of developmental processes and information process
ing. The idea that REM sleep may have a special influ
ence on early development arose from the observation 
that young animals exhibit the greatest amount of REM 
sleep, followed by a systematic decline with age. Ac
cordingly, REM may provide an opportunity for certain 
critical but as yet undetermined processes to transpire 
in the growing brain. One of the foremost investigators 
of how the brain controls sleep has posited that REM 
sleep may facilitate the activation and exercise of 
genetically determined behavior patterns.88 Jouvet sug
gested that REM sleep resembles a "burn-in" process 
comparable to that used by computer manufacturers to 
assure that all components are operational and thereby 
to minimize failure rates. In other words, REM may 
facilitate the transmission of instinctual behavior pat
terns from genetically specified neuronal codes into the 
efficient dynamic activities of brain circuits. 

Although the idea is provocative, it has proved dif
ficult to confirm, and at present it has no clear empiri
cal support. In our own lab, we tested Jouvet' s idea by 
preventing REM sleep in young rats soon after birth 
with the drug chlorimipramine (a tricyclic antidepres
sant drug that selectively blocks serotonin reuptake and 
can essentially eliminate REM sleep for long periods 
of time).89 This treatment was continued for slightly 
over three weeks throughout the period of early devel
opment, after which the animals were evaluated on their 
readiness to indulge in rough-and-tumble play, a rela
tively complex instinctual behavior pattern that juve� 
nile rats exhibit even in the absence of relevant early 
social experience (see Chapter 15). We observed only 
a marginal tendency for the REM-deprived animals to 
be deficient in play. Generally, their play was normal, 
but there were mild changes in some behaviors, such 
as a slightly slower development of stable dominance 
patterns. In any event, these findings provided no clear 
support for Jouvet' s intriguing hypothesis. 

Of course, the high level of REM during early de
velopment may be related to new information process
ing and neuronal growth, a massive task for young 
organisms, rather than to any "burning in" of brain cir-
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cuits. Since REM sleep has been implicated in memory 
consolidation and protein synthesis, it would logically 
be expected to be high during early life.90 There is wide
spread agreement that REM does have some special role 
in the processing of learned information, even though 
the empirical findings have often been confusing. REM 
increases following some, but not all, learning tasks. 
REM deprivation following learning tends to unde1mine 
memory consolidation for some types of learning but 
not for others. Investigators have sought to make sense 
ofthis puzzling array of results by suggesting that REM 

· is only involved in the solidification of complex memo
ries but not in the consolidation of memories for which 
the nervous system is fully prepared by evolution.9l 

A variant of the preceding is that REM allows the 
basic emotional circuits of the brain to be accessed in a 
systematic way, which may permit emotion-related in
formation collected during waking hours to be reac
cessed and solidified as lasting memories in sleep. REM 
periods may allow some type of restructuring and sta
bilization of the information that has been harvested into 
temporary memory stores. During REM, neural com
putations may be done on this partially stored in forma� 
tion, and consolidation may be strengthened on the basis 
of reliable predictive relationships that exist between 
the various events that have been experienced. The 
dream may reflect the computational solidification pro
cess as different emotionally coded memory stores are 
reactivated, and the web of associated relationships is 
allowed to unreel once more and to coalesce into long
term memories and plans, depending on the predomi
nant patterns of reevaluation. The highest statistical 
relationships between events that regularly reappear 
together may be selected as putative causes for emo
tional concerns in the real world, and hence stored in 
long�term memory to be used as anticipatory strategies 
on future occasions when similar circumstances arise. 
In other words, REM may generate what cognitively 
oriented investigators call "attributions." For instance, 
we may solidify certain assumptions about causal in
fluences in the world through the REM process, but it 
is certainly possible that the perceived relationships are, 
in fact, delusional. This may help us see the potential 
relations between dreaming, schizophrenia, and more 
everyday forms of madness. 

If REM arousal mechanisms are in fact the descen
dants of ancient arOusal mechanisms for energizing 
emotional states, this view would help explain many 
striking characteristics of dreaming, from its pervasive 
emotionality to the fact that the executive generators are 
situated remarkably deep within the brain stem. From 
this vantage, REM may be a selective time for complex 
emotion-laden information patterns encountered during 
waking to be reprocessed into long-term affective 
memory stores, More than anything, these new stores 
may contribute to the unconscious, subconscious, or 
preconscious habits and personality development of the 
animal, which may help explain the amnesia we typi-

cally exhibit for our dreamwork. It may help solidify 
our emotional strengths as well as our weaknesses. Of 
course, this view (which resembles those of Freud and 
Jung) also remains with little empirical support. It is fair 
to say that despite thousands of excellent studies, we 
rem�in on the near shore of a definitive understanding 
of this fascinating brain process. 

REM Sleep, Emotionality, and Learning 

The relationship between dreaming, emotionality, and 
learning is widely recognized, and, as mentioned ear
lier, it is possible that REM reflects the ancestral brain 
"residue" of an ancient waking system �hat served to 
selectively arouse emotional processes. Indeed, there 
are still many relationships between dreaming and 
emotions. As previously indicated, the amount of REM 
sleep is routinely elevated after organisms are con
fronted by new environments and stressful situations. 
This is also true for early development, when the world 
is new and emotions are raw. As noted, animals exhibit 
more REM when they are young than at any other time 
of life. Presumably these effects arise from the fact that 
encounters with a great deal of new information and 
intensification of emotional patterns can, in some pres
ently unknown way, feed back on the basic REM gen
erators of the brain stem. It is becoming clear that REM 
is intimately involved in emotions and new information 
processing, but REM does not facilitate all forms of 
learning. 

The imposition of REM deprivation after a learning 
task does not impair the consolidation of simple emo
tional memories (like one-way avoidance of electric 
shock, which resembles running away from a preda
tor).92 These simple tasks are very easy for animals to 
learn since they are concordant with the natural dictates 
of their emotional systems (i.e., it requires no great 
cognitive skill to run away from approaching danger). 
In other words, animals appear to be evolutionarily 
prepared to learn such simple emotional tasks. The 
same amount of REM deprivation severely compro
mises learning of complex emotional tasks that are not 
prefigured in the animal's evolutionary history, such as 
"two-way avoidance," which requires continual move
ment back and forth between safe and danger zones of 
a test chamber. In the natural world, such devilish situ
ations do not normally arise. A safe area does not turn 
into a danger area, and back to a safe area again, over 
and over, within the span of a few moments. Only the 
cleverness of behavioral researchers has brought these 
nightmarish circumstances into a rat's life. Without 
posttraining REM sleep, rats take very much longer to 
master such emotionally diftkult tasks. Apparently they 
cannot extract the meaningful, but counterintuitive, 
relationships that exist in the situation. Exposure to two
way avoidance learning tasks also markedly elevates the 
amounts of posttraining REM that rats exhibit, while 
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simple one-way avoidance learning yields no compa
rable elevations.9? 

The relations between REM and emotionality have 
been demonstrated most clearly by studies in which the 
atonia mechanisms situated just below the locus coer
ulcus have been damaged.94 Instead of becoming im
mobilized during REM, such animals act out their 
dreams. This provides our clearest porthole into the 
nature of animal dreams and affirms that the REM state 
is laden with emotional storms. Cats exhibit only four 
major behavior patterns--exploration, fearfulness, anger, 
and grooming behaviors. It is almost as if the phasic 
REM mechanisms were repeatedly, but in some as yet 
uncharted order, activating the executive machinery for 
instinctual brain processes related to emotionality. Not 
only does this work affirm that REM sleep is intimately 
related to the emotional machinery of the brain, but it 
also indicates that the psychic, hallucinatory compo
nents of dreaming are activated by the phasic REM 
mechanisms (PGO spikes and the bursting ofFTG cells) 
rather than by the atonia mechanism. 

Although dream content is closely linked to PGO 
generators, one must ultimately make a distinction be
tween phasic REM generators and the hallucinatory 
dream content of REM sleep. The human dream prob
ably arises from the many higher brain systems upon 
which the PGO spikes impinge. As mentioned earlier, 
people who have had frontal lobectomies still exhibit 
normal amounts of the objective indicators of REM 
sleep, but they lose the dream content that normally 
accompanies the state (or at least any memory thereof). 
When such individuals are woken from REM, they 
describe no vivid experiences, only gray emptiness. 
This could be interpreted as an illogical and perplex
ing finding, since the frontal areas consist largely of 
motor association cortex. Does this observation tell us 
another important thing about REM-that much of the 
dream content that we experience is critically depen
dent on the motor side of our higher brain apparatus 
rather than on the sensory side? Although this may seem 
unlikely on the surface, we should remember that the 
frontal cortex contains neural circuits that help elabo
rate intentions, plans, expectancies, and probably some 
of the higher affective aspects of consciousness (see 
Chapter 16). Perhaps without these hopes and fears for 
the future, the sensory side of the brain simply does not 
become fully activated during REM. Perhaps motor 
planning mechanisms are necessary to retrieve sensory
perceptua'! images from more posterior cerebral areas. 
It is also noteworthy that the frontal areas of the brain 
rather than the posterior sensory areas are more strongly 
innervated by the diverse subcortical emotional systems 
that are discussed throughout this book. However, this 
view of dream organization does have one serious flaw: 
Recent PET scanning data indicate that the prefrontal 
cortex is relatively quiescent during REM (see note 13). 

Focusing on the higher reaches of the brain gives 
us a more realistic view of the ultimate complexity of 

the neural substrates of dreams. Since the cognitive and 
emotional challenges that animals experience tend to 
increase subsequent REM, there are bound to be regu
latory feedbacks from higher areas back to the brain 
stem REM generators. Indeed, the possibility of such 
linkages has been suggested by experiments in which 
the neocortex is destroyed. Removal of the neocortex 
in cats has profound effects on sleep; both REM and 
SWS are dramaticaUy reduced,95 probably because of 
the removal of tonic inhibitory influences that normally 
allow the subcortical systems to function in a well
ordered fashion. 

We can be certain that the executive mechanisms for 
sleep have not been truly disrupted by such brain dam
age. If these hyperaroused animals (remember, decor
tication releases subcortical impulses) are sedated with 
barbiturate anesthetics, both SWS and REM return to 
normal levels.96 The inhibition within the brain stem is 
sufficiently restored by these anesthetics to allow the 
primitive executive mechanisms to operate efficiently 
once more. This suggests that higher brain influences 
can feed back upon the executive machinery of the 
lower brain stem. This point is further highlighted by 
the fact that various waking experiences can either in
crease or decrease the amounts and types of sleep ani
mals exhibit. At present, we have no clear evidence how 
that is achieved. Such issues are closely related to the 
largest unresolved question of sleep research: What are 
the precise functions of the various sleep stages in brain 
homeostasis? 

Possible Neurochemical 
Functions of REM 

It is generally agreed that sleep stages have some type 
of restorative effects on the neurobiological functions 
of the brain. The most common hypothesis has been that 
they allow certain transmitters to be rejuvenated. The 
most well-developed idea has been that brain NE is 
restored during REM. 97 Even though no support has 
been found for this idea when brain levels of NE are 
measured, it is possible that REM selectively facilitates 
synaptic efficacy. In other words, REM may control NE 
postsynaptic receptor regulation, and it has been found 
that during waking, when NE systems are active, brain 
NE receptor sensitivity does decline. Conversely, dur
ing REM sleep, when NE neurons cease firing, there is 
an up-regulation of receptors, promoting restoration of 
normal synaptic transmission.98 Parenthetically, these 
findings do seem paradoxical from the perspective that 
REM deprivation can alleviate depression (i.e., some 
antidepressants also facilitate NE activity), but it is no 
doubt the case that REM helps restore many other neu
rochemical systems, including presumably some that 
intensify negative affect. Also, it is possible that REM 
helps solidify affectively negative cognitions, which can 
then intensify depressive episodes. 
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I favor an alternative neurochemical viewpoint that 
sees REM as providing a period of relatively selective 
rejuvenation in the synaptic efficacy of the serotonin 
(i.e., 5-HT) system,99 with no clear hypothesis whether 
this is achieved through increases in presynaptic avail
ability of the transmitter, postsynaptic receptor sensi
tivity, or other changes such as differential synaptic 
reuptake of amines. This hypothesis is based on the 
rather obvious resemblances between the spontaneous 
behavioral tendencies of serotonin-depleted animals and 
those that have been selectively deprived of REM sleep. 

, These animals do not appear 6red but instead exhibit 
frantic energy. In a phrase, such animals are behavior
ally disinhibited: They are more active, more aggres
sive, hypersexual, and generally exhibit more motiva
tional/emotional energy than "REM-satiated" animals. 
In short, they appear to be manic. Little wonder that 
REM deprivation alleviates depression. 

We have tested the serotonin rejuvenation proposi
tion fairly straightforwardly. _First, we selected a physio
logical response, thermoregulation, which is quite sen
sitive to serotonin availability in the brain. Because 
serotonin participates in a heat-generating system in the 
body, JOO ifREM�deprived animals have a serotonin defi
cit they should be less capable of sustaining body tem
perature in response to cold. In fact this proved to be the 
case ih young rats. REM-deprived animals did not restore 
body temperature as rapidly as normal animals after ex
posure to cold. Then we determined whether biogenic 

amine reuptake inhibitors that were specific for seroto
nin (e.g., fluoxetine) orNE (desipramine) would rectify 
the thermoregulatory deficit. The answer was clear cut. 
As summarized in Figure 7 .4, the serotonin reuptake 
inhibitor alleviated the deficit, while the NE inhibitor did 
not. 101 Of course, it should be emphasized that a seroto
nin-specific measure was selected, and it might be the 
case that the opposite result would have been obtained 
if an NE-specific measure, like selective attention, had 
been used. In fact, considering that both neuronal sys
tems cease firing during REM (see the "Afterthought" 
of this chapter), it seems likely that both would have an 
excellent opportunity to be rejuvenated. In any event, 
both of these hypotheses face the same dilemma: Why 
would REM deprivation produce antidepressant effects? 

More to the point, the restorative effects of sleep may 
be even broader, permitting restoration and rebalanc
ing of many neurochemical systems in the brain. Fu
ture research should consider the possibility that SWS 
is a special period when behavioral excitatory processes 
in the brain are restored, while REM sleep is a period 
when inhibitory processes are restored (see Figure 7 .3). 
Through the gradual reciprocity of these states, the brain 
may be brought back to a balance point of optimal func
tioning. Sleep is a phenomenon full of paradoxes. Let 
me address one final one that has been alluded to sev
eral times in this chapter. 

If one of the major functions of REM sleep is to 
facilitate information processing, it is remarkable that 
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REM DEPRIVATION AND BODY TEMPERATURE 

Figure 7.4. Changes in body 
temperature in REM-deprived 
animals as a function of 
treatment with a selective 
norepinephrine reuptake 
inhibitor (desipramine) and a 
serotonin reuptake inhibitor 
(t1uoxetine/Prozac®). REM
deprived rats lose more body 
heat than control animals to 
the same cold-water challenge. 
The smaller reduction and 
faster restoration of normal 
body temperature recovery 
following fluoxetine, which 
selec-tively enhances 
serotonin activity, suggest 
that, in addition to many other 
brain effects, REM sleep may 
promote restoration of 
serotonin functions in the 
brain. (According to unpub� 
lished data, Bishop & 
Panksepp, 1980.) 
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humans have such great difficulty remembering the 
content of their dreams. The vast majority of dream 
material is never recalled, and many scientists believe 
that the consolidation mechanisms of the brain are shut 
down during REM. It is almost as if humans experience 
an amnesic syndrome similar to that which follows hip
pocampal damage. A famous neurological patient 
known as H. M. had such a syndrome-of living in the 
perpetual present-following bilateral temporal lobe 
surgery. 102 He, like many similar patients since then, 
was unable to transfer short-term memories to long-term 
stores. During the transition of dreaming to waking, we 
are all like H. M. The memory of the dream dries up 
like a shallow pool of water in the desert. Postdreaming 
amnesia may be due in part to the cessation of NE ac
tivity during the dream. It is known that facilitation of 
brain NE activity can promote memory consolidation, 103 
and the dreaming brain has very little NE activity. 

How then can the brain be actively processing in
formation in REM, when subsequent conscious retrieval 
of this processing is so drastically compromised? Per
haps it is a consolidation of a subtle type. Perhaps con
solidation during REM involves material destined to 
become so habitual that it no longer needs to be accessed 
by conscious awareness. Perhaps REM helps solidify 
the many unconscious habits that are the very founda
tions of our personality. In the final accounting, dreams 
may construct the powerful subconscious or precon
scious affective psychological patterns that help make 
us the passionately creative, frustratingly average, or 
tediously boring people that we are. It may help con
struct the many emotional myths and beliefs around 
which our individual lives revolve. But, as usual in this 
nebulous area of"knowledge," the critical experiments 
to support such views remain to be done. 

AFTERTHOUGHT: Activities of 
Neurochemically Characterized 
Neurons and Hallucinations 

In Chapter 6, I discussed the geographies of the major 
biogenic amine systems of the brain: norepinephrine, 
dopamine, and serotonin. Since such biogenic amine 
neurons are tightly clustered in the brains of rats, it has 
been possible to characterize the neuronal activities of 
each of these systems during the various vigilance 
states. The results have been clear and striking. 

Brain NE and 5-HT systems exhibit their highest 
levels of activity during waking. They slow down sub� 
stantially during SWS, and a few moments prior to 
REM they cease firing and remain inhibited through
out the ensuing REM period.104 In short, they are inac
tive during dreaming. By comparison, DA cells show 
comparatively little change from one vigilance state to 
the next, even though they begin to exhibit bursts of 
firing when animals seek rewards. Otherwise, they fire 
at a steady rate throughout waking, SWS, and REM, 

suggesting that they are prepared to perform their func
tion at any time of day or night.I05 

The lack of firing in 5-HT systems during REM is 
especially intriguing, since this helps explain the hallu
cinatory activity of dreaming. On the surface, dreaming 
resembles an LSD�like state, and LSD is an excellent 
serotonin receptor blocker. As mentioned earlier, we can 
also generate REM-typical PGO storms in the waking 
brain by reducing brain serotonin activity, whether by 
administering LSD or giving serotonin synthesis inhibi
tors (e.g., PCPA) in combination with biogenic amine 
depletors (such as reserpine).106 Indeed, drugs that reduce 
the availability of serotonin and other biogenic amines 
at synapses (e.g., reserpine) also tend to intensify LSD� 
induced hallucinatory states in humans and animals. 107 
Conversely, drugs that promote brain serotonin activity 
usually attenuate LSD-induced hallucinations as well as 
REM sleep. JOS In general, it seems that one higher cere
bral function of brain serotonin is to sustain stability in 
perceptual and cognitive channels. When this constraint 
is loosened by a global reduction of 5�HT activity, the 
probability of information from one channel crossing into 
another channel is increased. Thus a mild reduction in 
brain serotonin activity may be an important ingredient 
for the generation of new insights and ideas in the brain, 
while a sustained reduction of serotonin might lead to 
chaotic feelings and perceptions, contributing to feelings 
of discoherence and mania. 

.In sum, perhaps it is this loosening of sensory
perceptual barriers between different brain systems that 
characterizes dreams, hallucinations, and the florid 
phases of schizophrenia, as well as normal creativity. 
Maybe this loosening of information flow between 
various sensory and perceptual channels is one way in 
which REM sleep helps initiate the integration and con
solidation of information that animals have faced dur
ing their waking states. It may also generate totally new 
permutations of associations. Only more research can 
shed further light on such intriguing possibilities. But 
in line with our theme that dreaming is related to emo
tionality, it is worth noting that just as low brain sero� 
tonin characterizes the dream·state, it also promotes 
heightened emotionality, both positive and negative. It 
is a neurochemical state that leads to impulsive behav� 
iors in humans, 109 even ones as extreme as suicide.1 10 
Probably the most striking and highly replicable neu
rochemical finding in the whole psychiatric literature 
is that individuals who have killed themselves typically 
have abnormally low brain serotonin activity. Was Freud 
right that there is a death wish hidden in the human soul? 
If so, it must be especially active during dreaming sleep. 
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SEEKING Systems and Anticipatory 
States of the Nervous System 

"I feel saved," he would say, "resurrected, reborn. I feel a sense of health amount
ing to Grace . . . .  I feel like a man in love. I have broken through the barriers 
which cut me off from love." The predominant feelings at this time were feel
ings of freedom, openness and exchange with the world; of a lyrical apprecia
tion of a real world, undistorted by fantasy, and suddenly revealed; of delight 
and satiety with self and the world. 

Leonard L. in Oliver Sacks, Awakenings ( 1973) 

CENTRAL THEME 

The desires and aspirations of the human heart are end
less. It  is foolish to attribute them all to a single brain 
system. But they all come to a standstill if certain brain 
systems, such as the dopamine CDA) circuits arising 
from midbrain nuclei, are destroyed. Such was the trag
edy that overtook Leonard L. in his childhood, and it 
was not until he was a grown man that he was able to 
partake again of worldly delights. What allowed him 
to achieve the feelings of success described by Sacks 
was L-DOPA, the precursor of DA This medicine had 
already alleviated the psychomotor problems of ordi
nary parkinsonian patients, who had weaker forms of 
deterioration in their ascending DA systems. ln such 
individuals L-DOPA can dramatically alleviate the in
ability to initiate movements, allowing them to enjoy 
everyday pleasures. Now we know that ascending DA 
tracts lie at the heart of powerful, affectively valenced 
neural systems that allow people and animals to oper
ate smoothly and efficiently in all of their day-to-day 
pursuits. These circuits appear to be major contribu
tors to our feelings of engagement and excitement as 
we seek the material resources needed for bodily sur
vival, and also when we pursue the cognitive interests 
that bring positive existential meanings into our lives. 
Higher areas of the motor cortex are also energized into 
action by the presence of DA Without the synaptic 
"energy" of DA, these potentials remain dormant and 
stilL Without DA, human aspirations remain frozen, as 
it were, in an endless winter of discontent. DA synapses 
resemble gatekeepers rather than couriers that convey 
detailed messages. When they are not active at their 
posts, many potentials of the brain cannot readily be 

manifested in thought or action. Without DA, only the 
strongest emotional messages instigate behavior. 
When DA synapses are active in abundance, a person 
feels as if he or she can do anything. Is it any wonder 
that humans and animals eagerly work to artificially ac
tivate this system whether via electrical or chemical 
means? Cocaine and amphetamines are psychologi
cally addicting because they facilitate activity in brain 
DA systems. When the activities of these synapses are 
excessive, however, in ways that we do not fully under
stand, people may be in the florid early phases of schizo
phrenia, seeking spiritual heights and philosophical in
sights that may not even exist. Many schizophrenics 
eventually become consumed by an emotional chaos 
that the rest of us can only imagine. Are we justified 
in labeling the functions and dysfunctions of brain DA 
systems in unitary psychological terms? I think so, if 
we wish to communicate effectively. But what word 
or phrase shall we use? Here J will call this emotional 
circuitry the SEEKING system of the brain, as opposed 
to the expectancy or behavioral activation system as 
originally proposed.1 

The Appetitive Motivational 
or SEEKING System of the Brain: 
A Goad without a Goal 

It may be hard for us to accept that human strivings are 
ultimately driven by the welling up of ancient neuro
chemicals in primitive parts of the brain. This view does 
not easily fit our conception of ourselves as moral and 
spiritual beings. Although the details of human hopes 
are surely beyond the imagination of other creatures, 
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the evidence now clearly indicates that certain intrin
sic aspirations of all mammalian minds, those of mice 
as well as men, are driven by the same ancient neuro
chemistries. These chemistries lead our companion 
creatures to set out energetically to investigate and ex
plore their worlds, to seek available resources and make 
sense of the contingencies in their environments. These 
same systems give us the impulse to become actively 
engaged with the world and to extract meaning from our 
various circumstances. When these systems become 
overactive, our imagination outstrips the constraints of 
reality. We begin to see causality where there are only 
correlations. 

In previous times, such individuals probably found 
places in society as soothsayers, seers, shamans, or sa
cred clowns. But if such a person's vision was limited 
or excessively bizarre, he or she was probably consid
ered simply odd. Today we call many of the more seri
ously afflicted individuals schizophrenic or manic (or 
one of the other subvarieties of psychosis). Milder cases 
may pass as the creative inspiration of artists, some of 
them geniuses. 2 How shall we understand the neural 
systems that underlie such imaginative excess? Perhaps 
we can approximate the truth with theoretical leaps of 
the imagination, which help guide the conduct of one 
experimental step at a time! 

To make mechanistic sense of certain brain systems 
in humans, we must imagine how the simplicity of cer
tain animal behaviors relates to the vast complexity of 
human experience, and vice versa. This is surely a haz
ardous undertaking, but in this chapter I will pursue the 
idea that the mammalian brain contains a "foraging/ 
exploration/investigation/curiosity/interest/expectancy/ 
SEEKING" system that leads organisms to eagerly 
pursue the fruits of their environment-from nuts to 
knowledge, so to speak. Like other emotional systems, 
arousal of the SEEKING system has a characteristic 
feeling tone-a psychic energization that is difficult to 
describe but is akin to that invigorated feeling of antici
pation we experience when we actively seek thrills and 
other rewards. Clearly this type of feeling contributes 
to many distinct aspects of our active engagement with 
the world. 

The critical circuits for this intrinsic brain function 
are concentrated in the extended lateral hypothalamic 
(LH) corridor. This system responds unconditionally to 
homeostatic imbalances (i.e., bodily need states) and 
environmental incentives. It spontaneously learns about 
environmental events that predict resources via poorly 
understood reinforcement processes (Figure 8.1 ). I be
lieve that these transhypothalamic circuits lie at the very 
heart of the SEEKING system. The LH continuum, 
running from the ventral tegmental area (VTA) to the 
nucleus accumbens, is the area of the brain where local 
application of electrical stimulation will promptly evoke 
the most energized exploratory and search behaviors an 
animal is capable of exhibiting. For instance, stimulated 
rats move about excitedly, sniffing vigorously, pausing 

at times to investigate various nooks and crannies of their 
environment. If one presents the animal with a manipu
landum, a lever that controls the onset of brain stimula
tion, it will readily learn to press the lever and will 
eagerly continue to "self-stimulate" for extended periods, 
until physical exhaustion and collapse set in. The out
ward behavior of the animal commonly appears as if 
it is trying to get something behind the lever. In other 
words, an invigorated exploratory attitude is sustained 
throughout. This is not the type of behavior one sees 
when animals are either pressing levers to obtain con
ventional rewards or when they are actually engaged in 
consuming them. Thus, this system is unlikely to be a 
simple "reward" system that tells us a cettain food is tasty. 

On Labeling the Appetitive 
Motivational/SEEKING System 

There is growing acceptance that this emotional func
tion of the brain-the basic impulse to search, investi
gate, and make sense of the environment-emerges 
from the circuits that course through the LH. The anat
omy of brain DA circuits (see Figure 3.6) corresponds 
to the general trajectory of this psychobehavioral sys
tem, and brain DA itself is an essential ingredient in 
allowing the circuitry to operate efficiently, although 
many other brain chemistries are involved in the over
all construction of the SEEKING response. Investiga
tors have generated diverse names for this system. 
Originally I called it the foraging/expectancy system, 
while Jeffrey Gray called it the behavioral activation 
system;3 more recently, Richard Depue chose to call it 
the behavioral facilitation system,4 and most investiga
tors now working in the field are beginning to agree that 
it is a general "incentive or appetitive motivational sys
tem" that mediates "wanting" as opposed to "liking."5 

Competition among terminologies can promote con
fusion, especially for students just being exposed to the 
relevant information, so I hesitate to contribute more 
variability to that trend. However, since there are prob
lems with all of these terminologies,6 SEEKING seems 
to be a more suitable term for psychology becauSe it 
implies a distinct psychological dimension as opposed 
to a mere behavioral process. This harmoniously oper
ating neuroemotional system drives and energizes many 
mental complexities that humans experience as persis� 
tent feelings of interest, curiosity, sensation seeking, 
and, in the presence of a sufficiently complex cortex, 
the search for higher meaning. Although this brain state, 
like all other basic emotional states, is initially without 
intrinsic cognitive content, it gradually helps cement the 
perception of causal connections in the world and there
by creates ideas. As we will see, it appears to translate 
conelations in environmental events into perceptions 
of causality, .and it may be a major source of "confir
mation bias," the tendency to selectively seek evidence 
for our hypotheses. The mental effects of psychostimu-
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Figure 8 . 1 .  The SEEKING system is 
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sensitized by ( 1 )  regulatory imbalances to 
yield general arousal and persistent forward 
locomotion and (2) external stimuli that can 
either have strong or weak interactions with 2. EXTERNAL STIMULI 

this emotional system, and (3) it helps mediate 
appetitive learning so that animals will 

become eager and exhibit expectancies in 
response to cues that have been previously 

associated with arousal and disarousal of this 
system. Stimuli that have innate strong 

interactions with the SEEKING system are 
unconditional incentives (Le., they are 

intrinsically relevant for survival), while those 
that have weak interactions are potential cues 

(and hence are designated as "biologically 
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irrelevant" because their s_timulus properties 
are not intrinsically associated With environ

mental events than can unconditionally 
promote survival). Fluctuations in the activity 
of this circuitry presumably mediate one form 

of "reinforcement." A general way this may 
be achieved is via the conversion of "weak 

interactions" in the system into "strong 
interactions" when reward-induced reductions 
in SEEKING arousal are registered as relevant 
events (which may solidify access routes from 
correlated stimuli into the SEEKING system). 

(Adapted from Panksepp, !986; see n. I .) 

!ants such as cocaine and amphetamines that arouse the 
DA system provide a direct porthole into the feelings 
evoked by this emotional system. The affective state 
does not resemble the pleasurable feelings we normally 
experience when we indulge in various consummatory 
behaviors. Instead, it resembles the energization organ
isms apparently feel when they are anticipating rewards. 

Traditionally, all motivated behaviors have been di
vided into appetitive andconsummatmycomponents. This 
distinction is premised on the recognition that one must 
not only seek out and approach the material resources 
needed for survival (except for oxygen, of course) but also 
interact with them in specific ways once they have been 
found: One must eat, drink, copulate, or carry the desired 
items home. The SEEKING system appears to control 
appetitive activation-the search, foraging, and investi
gatory activities-that all animals must exhibit before they 
are in a position to emit consummatory behaviors. 

(lNCENTJVES) MOTOR OUTPUT 
EXPLORATION 
APPROACH·SNIFF!NG 

INVESTIGATION 
SPECIES-TYPICAL FORAGING 

Because of the type of evidence summarized in this 
chapter, there are reasons to believe that the trunk of 
this emotional system courses through the ventrolateral 
regions of the diencephalon-areas of the brain called 
the medial forebrain.bundle (MFB) of the lateral hypo
thalamus (LH), which contains many neurochemically 
specific tracts. One major set of pathways, the ascend
ing DA circuits, outlines the sites from which this 
psychobehavioral state can be most easily evoked with 
localized brain stimulation (see figures 3.6 and 8. 1 ).7 

Where Is the "Reinforcement" 
in Self-Stimulation Systems? 

When given the opportunity, animals fitted with elec
trodes in most LH locations voluntarily self-administer 
electricity into this system. In short, they self-stimulate. 
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In the behaviorist lexicon, this system was called the 
brain "reinforcement" or "reward" system; some of the 
more courageous investigators even dared to call it 
the "pleasure" system. All of these labels now seem to 
be misleading because they suggest a close relationship 
between arousal of this brain system and the consum
matory phase of behavior. As already mentioned, the 
emotive tendencies aroused by this type of brain stimu
lation most clearly resemble the normal appetitive phase 
of behavior that precedes consummatory acts. As we 
will see, the pleasures and reinforcements of consum

. matory processes appear to be more closely linked to a 
reduction of arousal in this brain system. It makes sense 
that the many reward objects that naturally satiate 
appetitive behaviors-such as food, water, and sex
should be closely linked to internal processes that signal 
encounters with objects of clear biological relevance. 
Indeed, consummatory behavior causes a transient in
hibition of appetitive arousaL As the animal encoun
ters a need-relevant reward object and shifts into the 
consummatory mode, the appetitive urge to move for
ward ceases temporarily. It is hypothesized that this 
rapid shift in the patterns of neural activity may estab
lish the neural conditions that engage reinforcement 
processes in the brain (Figure 8. l).s 

The transient external cues associated with lifeH 
Sustaining events may be the ones that gradually develop 
conditioned neural routes back to the appetitive system. 
In other words, the SEEKING system is initially activated 
by the unconditional distal incentive cues of rewards, 
such as smells and sights; eventually, through learning, 
neutral cues can come to arouse and channel activity in 
this system through a reinforcement process that is linked 
to the inhibition of approach in some presently unknown 
manner (as schematized in Figure 8.1).  In other words, 
the search system automatically evaluates the importance 
of environmental events and stores that knowledge for 
future use, perhaps through some type of "reinforced" 
memory process. Although we now know where the 
unconditional brain systems for foraging behavior are 
situated, we do not yet know precisely how they work. 
Nor do we know precisely how neutral cues gain condi
tional access to this system, although the best current 
hypothesis would be that they achieve such control 
through glutamate circuits from the cortex, hippocam
pus, and several subcortical areas such as thalamic nuclei 
that descend onto the SEEKING system. We can be cer� 
tain that the SEEKING system does interact with higher 
brain circuits that mediate each animal's ability to antici
pate rewardsY Later in this chapter, I will discuss one type 
of learning ("autoshaping") that appears to be an intrin
sic function of this system. 

Historically, it was all too easy to believe that the 
onset of brain stimulation contained all of the emotionaJJ 
affective goodies, so to speak. Actually, both the onset 
and offset may have affectively desirable components, 
but they differ from each other: The onset may be de
sh·able because of the energized anticipatory excitement 

that is induced, while certain types of offset may be 
desirable because they help signal that important events, 
perhaps even pleasurable ones, have occurred. In fact, 
it is quite possible that termination of"rewarding" brain 
stimulation is more intimately linked to the arousal of 
associative "reinforcement" processes than is the onset 
of stimulation.10 This is a diametric reversal of tradi
tional behaviorist thinking concerning the underlying 
nature of self�stimulation (SS). There is substantial 
evidence to supp01t such an alternative view, although 
these lines of evidence have often been ignored because 
they do not fit into traditional modes of thinking. 

Consider some relevant empirical findings. In one 
of the first studies to measure neuronal action poten� 
tials within the trajectory of the SEEKING system, it 
was found that neurons were typically aroused in the 
LH when animals were searching for food and shut 
down promptly when the food was found and feeding 
began . 1 1  In other words, the appetitive phase of behav
ior corresponds to high arousal of the LH system, while 
consummatory pleasures are more closely re'lated to 
offset of neuronal activity in this system. This type of 
finding has been affirmed by a great deal of subsequent 
research. In monkeys, the system is more active in re
sponse to cues that predict reward than in response to 
the reward itself, 1 2  even though some neurons in the LH 
do respond during the actual experience of the reward.13 
This goes to show that no single psychological concept 
fully describes the functions of any given brain area or 
circuit. There are no unambiguous "centers" or loci for 
discrete emotions in the brain that do not massively 
interdigitate with other functions, even though certain 
key circuits are essential for certain emotions to be 
elaborated. Everything ultimately emerges from the 
interaction of many systems. For this reason, modern 
neuroscientists talk about interacting "circuits," "net
works," and "cell assemblies" rather than "centers." 
Still, specific circuits do have psychological spheres of 
influence, and it is now evident that the LH behavioral 
arousal SEEKING system is much more devoted to 
anticipatory-appetitive arousal rather than simply to 
consummatory reward processes, which are even more 
ancient functions of the brain. 

Historically, it has been of some interest to deter
mine which aspect of brain stimulation-its onset or 
offset-is more attractive to an animal. 14 Consider an 
animal in a chamber with only two objects in sight. 
During training, "rewarding" stimulation is always 
turned on when the animal touches one object and off 
when it touches the other. During testing, when no more 
brain stimulation is available, where would the animal 
prefer to spend more time-at the site where the brain 
"reward" always came on or where it went off? If stimu
lus onset truly produces most of the reward, as tradi
tionally assumed, one would predict animals would seek 
out the "onset object." This experiment has been done 
only in cats, and the answer was clear. 1 5  When tested 
in such an arena without any brain stimulation, cats 
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spent significantly more time investigating the area 
where the stimulation had gone off rather than the area 
where it had come on! These results suggest that the 
offset signaled psychological relevance or positive re
ward value more than the onset. At the very least, the 
"off location" ranked higher in the animal's internal 
interest hierarchy than the "on location." Perhaps a type 
of reinforcement or relevance mechanism, distinct from 
the exploratory arousal induced by the onset of brain 
stimulation, had been repeatedly engaged at the off site, 
and hence the animal was most attracted to that loca
tion when it had nothing else to do. 

From the present theoretical perspective, this para
doxical result makes good sense, for items in the world 
that can normally terminate foraging are typically goal 
objects that reduce the specific physiological deficits 
an animal is experiencing. Although LH brain stimu
lation may not evoke the neural representation of any 
specific deficit, it does evoke an aroused investigatory 
state characteristic of animals experiencing bodily 
need states, such as hunger. Behavior induced by LH 
stimulation most clearly resembles the type of arousal 
that animals exhibit in the presence of cues predict
ing the availability of appropriate rewards, such as a 
dog expressing eagerness at the sight of the leash that 
signals a walk or the sound of a can opener that sig
nals forthcoming food. It is reasonable to suppose that 
termination of artificially induced arousal in this sys
tem may resemble the brain state that normally sig
nals biological relevance. Of course, every scientific 
observation has several potential explanations. Per
haps the cats in the aforementioned experiment did not 
go to the "on location" simply because brain stimula
tion had induced a brief period of amnesia in which 
they forgot the importance of that location, 16 or be
cause the stimulation had evoked aversive feelings, 
and relief from those feelings at the point of stimulus 
termination made the offset location an attractive place 
to be. 17 Obviously, more work needs to be done on this 
interesting issue. 

In any event, all of the aforementioned processes 
must be conceived in dynamic terms, and mere words 
are ce1tainly not sufficient to capture the real-life flow 
of the underlying brain systems in action. In fact, when 
animals eat, drink, or have sex there appears to be a 
chaotic, dancelike tension between the consummatory 
and appetitive phases of behavior. As the animal rho� 
mentarily settles down to eat, each swallow is followed 
by the urge to reach out for more. Just picture yourself 
eating potato chips or some other favorite snack: Your 
hand repeatedly reaches out with an apparent mind of 
its own. In the present view, such cyclic urges to reach 
out and seek rewards constitute the basic adaptive func
tion of the underlying SS circuits. Of course, this does 
not exclude the possibility that this system is also im
portant in an organism's attempt to seek escape from 
negative events. 

The Extent of the Self-Stimulation/ 
SEEKING System in the Brain 

Besides the difficulties involved in delimiting the psy
chobehavioral function of this system, there are also prob
lems in specifying its complete anatomical trajectory. SS 
can now be obtained from a great number of brain sites 
(for a visualization of the extended zones, see Figures 
3.6 and 5.3), and it can be accompanied by several dis
tinct behavioral characteristics. From major SS sites 
within the LH, behavior tends to be frantically energized, 
while from other sites, such as the medial septal area and 
locus coeruleus, it is slow and methodical. Clearly, all 
brain sites that sustain SS need not be considered part of 
the same psychobehavioral system. Accordingly, we 
must refer to other behavioral criteria than the mere act 
of SS in designating the location of the SEEKING sys
tem. One useful crit6rion is whether the brain stimula� 
tion can motivate complex investigatory behaviors, or 
even provoke more simple manifestations of such behav
ioral tendencies when animals are anesthetized. 

One such simple behavior in rats is sniffing. This 
behavior is present whenever a rat is searching, investi
gating, or expecting positive rewards. As will be dis� 
cussed later, sniffing can be evoked by electrical brain 
stimulation (ESB) within the LH, as well as from more 
rostral frontal cortical areas and downstream mesen
cephalic ones to which LH circuits are interconnected.18 
Pharmacological activation ofDA systems with psycho� 
stimulants such as cocaine and amphetamines also 
increases spontaneous sniffing. DA blocking agents (i.e., 
the anti psychotics), on the other hand, decrease the spon
taneous behavior but have very little effect on electrically 
evoked sniffing behavior, suggesting that ESB-induced 
sniffing is provoked more by the activation of descend� 
ing rather than ascending neural components such as DA 
axons. At present, we consider the whole trajectory of 
the sniffing system (both ascending and descending com
ponents) to constitute a coherently operating SEEKING 
system that helps place the animal in a distinct waking 
state characterized by exploration, investigation, and 
foraging-accompanied, presumably, by internal feel
ings of anticipatory eagerness. 

It should be emphasized that even though the system 
is nicely outlined by the trajectory of DA circuits (see 
Figure 3.6), especially the mesolimbic and mesocmtical 
ones from the VTA, the SEEKING system is not simply 
the DA system. There are powerful descending compo
nents, probably glutamatergic in part, that remain to be 
functionally characterized, 19 but they may be just as 
important for the generation of appetitive and SS behav
iors as the DA systems whose participation is now well 
documented. When those descending systems are fully 
characterized, they may have powerful implications for 
understanding such psychiatric disorders as schizophre
nia, which reflect, in part, some yet unfathomed derange
ment of this emotional system. 20 
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To highlight an example of a powerful SS site that 
does not appear to be a major component of the SEEK
ING system, consider the case of the medial septal area. 
Animals will respond persistently to stimulation of that 
brain site, with no outward agitation. Indeed, these ani
mals outwardly appear to be relishing a highly satisfy
ing pleasure. They periodically shiver, as if their expe
rience is remarkably intense. In fact, humans who have 
been stimulated at such locations report pleasurable 
sexual feelings, suggesting the location of a "sexual 
pleasure" system in the brain.21 Although this system 
anatomically connects up with the SEEKING system, 
it appears more likely to be part of a separate pleasure� 
type response. Of course, SEEKING systems and plea
sure systems must be intimately intertwined in the brain. 
As already mentioned, the present analysis suggests that 
pleasure emerges from the neural conditions that nor
mally inhibit seeking-namely, from the many consum
matory acts that are the terminal components of success
ful bouts of foraging. 

The SEEKING System and Human 
Affective Experience 

Before summarizing additional intriguing facts concern� 
ing the SEEKING system, let us briefly consider how its 
activation modifies subjective experience. This is espe
cially important since many investigators who discuss 
human emotions have had difficulty agreeing what emo� 
tional state this system is supposed to mediate. I would 
suggest that "intense interest," "engaged curiosity," and 
"eager anticipation" are the types of feelings that reflect 
arousal of this system in humans. Obviously, in humans 
such a neural system has a vast reservoir of cortical po� 
tentials to interact with, yielding a menagerie of specific 
cognitive changes. However, at a mOre basic level of 
analysis, two issues concerning the nature of such 
psychobehavioral state,<.; are pertinent. 

The first and more confusing issue is whether we 
should even consider an appetitive engagement or "in
terest" type of mental state to be an emotion. Although 
the affective expression of interest is quite clear and evi
dent in young infants,22 typically there is no intense out� 
ward expression of this state in adults. Of course, we 
should remember how socially important it is for humans 
to give the appearance of being "cool and collected" on 
the outside, even though they may be jumping up and 
down with childish excitement in their minds. The culti� 
vated appearance of detachment may in fact be a learned 
human convention, used to promote a sense of power, 
control, and even useful deception in the practice of ev
eryday social politics If you want to succeed, it is often 
best to keep a "poker face" rather than reveal the intense 
excitement or interest you may have. 

Second, curiosity and interest seem to be relatively 
stable personality traits as opposed to passing emotional 

states. In fact, contrary to most other emotional re
sponses, the SEEKING system is commonly tonically 
engaged rather than phasically active. As noted in the 
last chapter, DA neurons remain active throughout the 
various vigilance states. The level of sustained neural 
firing in this system may have clear psychological ef
fects, as revealed by pencil-and-paper tests designed to 
evaluate relevant affective dimensions in humans. For 
instance, the level of activity in this system may be re
lated to the personality dimensions of positive emo
tionality,23 sensation seeking,24 and other measures of 
appetitive engagement with the world. 

Spielberger's State Trait Personality Inventory (STPI) 
is a well-standardized emotional test that aims to evalu� 
ate present levels (states) of anxiety, curiosity, and 
anger, as well as overall personality tendencies (traits) 
on those same dimensions. It asks 60 simple questions, 
1 0  for each of the three emotional "states" and 10 for 
each of the "traits" (i.e., anxiety, curiosity, and anger). 
In analyzing all the intercon·elations among the six re
sulting scores, one finds only one stable relationship. 
"State curiosity" and "trait curiosity" exhibit high posi
tive relationships across diverse subject populations.25 
In other words, the person who is likely to be engaged 
with curiosity "here and now" is likely to view him- or 
herself as highly "curious." This stability between state 
and trait variables does not hold clearly for anger or 
anxiety, or for the various other possible interrelation� 
ships. In other words, the neural substrates for the other 
emotions are not as chronically active. 

Of course, the best way to gauge the feelings medi
ated by lateral hypothalamic SS circuits would be to 
monitor subjective feelings in humans while the sys
tem is being stimulated. This has been done, with a 
perplexing pattern of results. One aspect, however, is 
highly revealing from the present theoretical per
spective. People typically have not repmted simple sen
sory pleasures from the LH stimulation, but, rather, in� 
vigorated feelings that are difficult to describe. They 
commonly report a feeling that something very inter� 
esting and exciting is going on.26 This contrasts with 
electrical stimulation of the septal area, where, as al
ready mentioned, feelings of sexual pleasure have been 
evoked. 

Finally, as mentioned earlier, the analysis of subjec
tive responses to psychostimulants such as cocaine and 
amphetamines suggests that an energized psychic state 
accompanies arousal of the SEEKING system, while a 
sluggish depressive state accompanies blockade of the 
system with antipsychotics. 27 

Why Should We Consider SEEKING 
to Be an Emotional System? 

In Chapter 3, neurobehavioral criteria were provided for 
considering certain brain systems as emotional ones. 
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The SEEKING system highlights the utility of neural 
criteria in defining basic emotional systems. Not only 
does this LH circuitry mediate a positive affective state, 
but it fulfills the other criteria outlined in Chapter 3. Let 
me summarize evidence for each of those criteria.28 

1 .  The underlying circuits are genetically prewired 
and designed to respond unconditionally to stimuli 
arising from major life-challenging circumstances: 
That this system is innate is indicated by the ability to 
obtain SS in neonatal rats. The system is not dependent 
on higher brain functions, for it continues to operate 
effectively in adult animals even though most of their 
higher cognitive mechanisms have been surgically re
moved. The survival value of this system is indicated 
by the fact that damage along its trajectory at an early 
age reduces the probability of survival much more than 
damage at older ages. 

2. The circuits organize behavior by activating or 
inhibiting motor subroutines (and concurrent auto
nomic-hormonal changes) that have proved adaptive 
in the face of life-challenging circumstances during the 
evolutionary history of the species: The meso limbic/ 
cortical DA circuits, which are deemed to lie at the heart 
of this system, allow animals to perform a large num
ber of motivated goal-seeking behaviors. If the system 
is damaged, a generalized behavioral inertia results; if 
the system is stimulated, either pharmacologically or 
electrically, a large number of motivated behaviors and 
a variety of physiological changes are invigorated. 

3. Emotive circuits change the sensitivities of sen
smy systems relevant for the behavior sequences that 
have been aroused: Electrically induced arousal of this 
system leads to more effective cortical processing, and 
the effect is restricted to the ipsilateral cerebral hemi
sphere. Such stimulation also metabolically arouses 
widespread sites on the ipsilateral side of the brain, 
including certain cortical areas. 

4. Neural activity of emotive systems outlasts the 
precipitating circumstances: It has long been known 
that behavioral arousal induced by rewarding brain 
stimulation outlasts the stimulation. The original drive� 
decay theory of SS and the priming effects (behavioral 
excitation) that are comnwnly induced by activating this 
circuit are premised on the fact that the neural system 
sustains activity for some time beyond the point of 
stimulation offset. 

5. EmOEive circuits can come under the conditional 
control of emotionally netllral environmental stimuli: 
The SEEKING substrates of the brain exhibit sponta
neous learning, as reflected by single-cell activity dur
ing simple forms of appetitive conditioning, as well as 
in the spontaneous anticipatory shaping of uncondi
tional response systems, such as sniffing, during sys
tematically administered brain stimulation (as will be 
detailed later). Recent evidence also indicates that ven
tral tegmental DA cells exhibit anticipatory learning 
during appetitive conditioning, and the meso limbic DA 
system exhibits vigorous release of DA especially dur-

ing the anticipatory phase of behavior during various 
tOnns of appetitive conditioning. Whether the system also 
responds to the anticipation of aversive events has yet to 
be resolved. My view predicts this will not be the case, 
at least not to the extent as in appetitive conditioning. 

6. Emotive circuits have reciprocal interactions 
with brain mechanisins that elaborate higher decision
making processes and consciousness: When this sys
tem is mildly aroused, one would expect people's sub
jective experience to be filled with a pleasant energy 
that leads them to eagerly pursue various interests and 
life-sustaining activities. Vivid documentation of such 
effects is found in the life stories of the parkinsonian 
patients described by Oliver Sacks in Awakenings.29 
These men and women were placed on L-OOP A to fa
cilitate activity in their impaired brain DA systems. 
Prior to medication, they were living a life of "sus
pended animation," in which time progressed with a dull 
monotony. As highlighted by Leonard L.' s description 
of his own awakening in the epigraph to this chapter, 
L-DOPA restored life's vibrancy in individuals whose 
DA systems had been damaged by disease. Although 
tragic tribulations eventually followed, as excessive 
psychomotor arousal and schizophrenic symptoms were 
induced by the L-DOPA therapy, the power of DA to 
"fire" a positive, interest� filled engagement with the 
world was apparent in all individuals who received the 
medication. The psychic attractions of cocaine and other 
psychostimulants emerge largely from the ability of 
these drugs to arouse this fundamental emotional sys
tem of the brain. The precise biochemical effect has 
been delimited to the dopamine transporter sites that 
mediate the reuptake of synaptically released dopam
ine back into presynaptic endings.30 The affective state 
these drugs induce is not simply "pleasure" but a highly 
energized state of psychic power and engagement with 
the world during which one is eager to pursue a variety 
of goal-directed activities. 

A H istorical Overview of the 
Self-Stimulation System 

It is remarkable how long it has taken psychobiologists 
to begin to properly conceptualize the function of 
the SS system in the governance of behavior. The his
tory of this field highlights how an environmental
behavioral bias, with no conception of internal brain 
functions, has impeded the development of compelling 
psychobehavioral conceptions of SS-one of the most 
fascinating phenomena ever discovered in biopsychol
ogy and one that is still largely ignored by mainstream 
psychology. 3 1  

Still, i t  i s  historically understandable why the SS 
system of the brain was initially characterized as one 
that mediates reward, pleasure, or reinforcement. But 
ever since James Olds and Peter Milner of McGill Uni
versity first stumbled upon the phenomenon in 1954, 
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there has been an abundance of dilemmas and para
doxes. These remain unresolved from the theoretical 
perspective that the underlying brain system mediates 
reinforcement or pleasure. Perhaps the most puzzling 
feature of the behavior pattern during these bouts of SS 
was the fact that the animals simply did not have the 
behaviorally settled outward appearance of animals 
consuming conventional rewards. Self-stimulating ani
mals look excessively excited, even crazed, when they 
worked for this kind of stimulation. When a normal 
animal begins to eat, it tends to calm down rather than 
get more and more excited (even though it does get 
highly excited between rewards if only very small por
tions of food are provided intermittently, especially 
when it is very hungry). A generation of behaviorally 
oriented investigators (who refused to deal in psy
chological concepts) may have been misled when they 
allowed their animals to self-stimulate. Perhaps the 
arousal of the system did not activate an internal expe
rience of reward but instead excited the animal into an 
appetitive search strategy, and the SS was more reflec
tive of an animal caught in a "do-loop" (i.e., a repeti
tion of the same instruction), where each stimulation 
evoked a reinvigorated search strategy. Few investiga
tors chose to emphasize that self-stimulating animals 
did not appear to behave as if they were experiencing 
anything akin to the pleasure of eating or being touched. 

Investigators seemed loathe to suggest the obvi
ous-that self-stimulating animals appeared to be in a 
state of anticipatory eagerness. It was not clearly rec
ognized that such a state might have positive incentive 
properties of its own. To better appreciate this issue, 
perhaps an apt analogy would be male sexual behav
ior, which consists of at least three phases: the initial 
appetitive behavior (some have called it "cruising and 
courting"), the actual copulatory behavior (which is a 
proximal appetitive behavior), and ejaculation/orgasm, 
the climactic terminal component, which may contain 
the most pleasurable aspects of the behavior sequence. 
In feeding there is a comparable trichotomy, with the 
generalized approach pattern being the initial compo
nent, the biting, chewing, and tasting reflecting the 
proximal appetitive component, and swallowing the 
terminal component. In any event, lateral hypothalamic 
SS did not provoke behavior resembling the terminal 
components, when the body becomes quiescent. Indeed, 
that was the component that seemed to be largely miss
ing from SS, even though there were some sites where 
males would eventually ejaculate in the midst of their 
excitement. This, of course, was "spontaneous," since 
the animals had no partner in the cage, nor had they 
physically stimulated their own genitalia. However, the 
animals did not typically cease behaving when this 
happened. They continued self-stimulating in an appar� 
ent anticipatory frenzy. 

In any event, when "rewarding" brain stimulation is 
applied unconditionally into the LH, without requiring 
animals to work tOr it, one always observes a sustained 

exploratory-investigatory pattern. It would have been 
straightforward to postulate that this reflects the action 
of a basic neural system for exploration, but the prevail
ing modes of behavioristic thinking led investigators to 
infer that they had discovered the brain's fundamental 
reward or reinforcement system. Instead of suggesting 
that the evoked search behaviors actually reflected the 
most evident function of the underlying brain circuit, they 
proceeded to suppose that those behaviors were second� 
ary consequences of animals having been given the neu
ral essence of reward, which they then proceeded to seek 
avidly within their immediate environments. By a strange 
quirk of logic, the searching was presumed to be second
ary to an unobserved internal event ("reinfOrcement" or 
a feeling of reward) as opposed to the primary reflection 
of an exploratory urge! 

Why was there no clear conception that animals 
needed a brain system to seek rewards? Because behav
ioral psychologists were loathe to discuss any "inner 
causes." Obviously, rewards in the world are meaning
less unless animals can search them out. All organisms 
need powerfully ingrained emotive systems to make 
sure they get to the available resources in a timely fash
ion. Now, almost half a century after the discovery of 
SS, investigators are still assimilating the possibility that 
"rewarding" brain stimulation actually evokes search 
strategies, not the intrinsic neural representation of spe
cific reward or pleasure processes. 

Just as the sea hare Aplysia described in Chapter 2 
goes into a search mode to find a stable footing when it 
is suspended in a tank of water, all mammals go into a 
search mode when their bodies are hungry, thirsty, cold, 
or desirous of social/sexual companionship. Indeed, it 
is hard to imagine that an organism could survive if such 
an appetitive function was not well ingrained within its 
basic neural infrastructure. Since nature did not always 
provide the necessary resources for survival immedi
ately at hand, each animal has a spontaneous tendency 
to explore and learn about its environment. When an 
animal has established a knowledge of its local terrain 
(probably through the development of cognitive maps),32 
it can move about flexibly and efficiently to find the 
things it needs. It also begins to spontaneously antici
pate occurrences that are important in its quest for sur
vival by using informative temporal or environmental 
cues. 

Of course, animals pursue most of these behavioral 
endeavors mechanically, presumably without much 
fOrethought, but there are now many reasons to believe 
that forethoughts (e.g., positive expectancies/anticipa
tory states) do in fact emerge from the interactions of 
the SEEKING system with higher brain mechanisms, 
such as the frontal cortex and hippocampus, that gen
erate plans by mediating higher-order temporal and spa
tial information processing. Indeed, circuits coursing 
through the LH can trigger a hippocampal theta rhythm, 
which, as noted in the previous chapter, is an elemental 
signal of information processing in that stmcture.33 At 
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the peak of each theta wave, there is a glutamate-induced 
strengthening of the hippocampal marker of learning 
known as long-term potentiation. The hippocampus also 
has strong downward connections with the hypothala
mus via the descending fiber bundle of the fornix (and 
these connections may convey cues from spatial maps 
to foraging impulses).34 Other projection zones of this 
system, such as those in the basal ganglia, also have 
strong downward influences onto the hypothalamic 
sources of the SEEKING system. 35 

The Many Paradoxes in the Study 
of This Emotional System 

Ever since the discovery of SS, a variety of oddities and 
paradoxes have been evident in conceptualizing this 
system as one that simply encodes the positive reinforc
ing properties of external reward. Let us first consider 
one behavior that frequently disrupts ongoing SS
namely, grooming.36 To the chagrin of early investiga
tors, highly excited self-stimulating animals often would 
run away from the lever and stop responding. Instead 
of returning promptly, they would go into a prolonged 
grooming sequence of the type that is common after 
animals finish their meals or complete their sexual ac
tivities. Such animals would not readily resume SS, 
especially early in training. However, it was noted that 
giving the animal a few free priming stimulations would 
often reevoke the appetitive mood. This was often nec
essary to induce animals to behave at the beginning of 
the test session as welL No such priming was necessary 
for hungry and thirsty animals working for conventional 
rewards. 

The comparatively weak motivation for the stimu
lation suggested to some investigators that there was 
something motivationally unusual about brain-stimu
lation "reward." An intriguing early suggestion was that 
the stimulation had two distinct effects: It evoked a drive 
(an internal feeling of being in a state of homeostatic 
imbalance, sort of like a hunger) and the concurrent 
appropriate "reward" or satisfaction of that drive. Since 
the artificially induced drive decayed after the offset of 
stimulation, the animal would gradually exhibit a di
minishing level of motivation. 37 This drive-decay or 
"dual-process" theory sought to explain several odd 
properties of SS, including phenomena such as rapid 
acquisition, overresponding, and extinction without 
reward, but two factors were really not needed. 

Subsequent investigators demonstrated that these 
unusual behaviors could be more simply explained by a 
single factor-an "incentive" process independent of nor
mal homeostatic imbalances (i.e., the drive state) that nor
mally tend to sensitize responsivity to potential sources 
of external rewards.38 Thus, the same odd properties of 
SS could be obtained with conventional rewards in 
nondeprived animals if one sustained behavior using 
similar response contingencies by administering high-

incentive rewards, such as chocolate milk, directly into 
the mouths of rats when they pressed levers. 39 The 
trouble with the early "incentive" concept of brain
stimulation reward was that it was defined with respect 
to properties of objects in the world as opposed to cir
cuit functions in the brain. At present, it is essential to 
conceptualize an incentive process-a fundamental 
appetitive motivation process-as an intrinsic brain 
function. 

Let us examine this issue in greater detail. From the 
behaviorist perspective, the incentive properties of a 
reward were traditionally defined in terms of attributes 
such as the quality, quantity, and delay of reward rather 
than in terms of any conception of what the nervous 
system experiences or undergoes when it is confronted 
by highly desirable objects. In fact, the high incentive 
state, from the nervous system perspective, may be the 
arousal of an emotive process that invigorates search 
and foraging behaviors. In other words, the uncondi
tional incentive state within the brain may largely con
sist of the arousal of a psychobehavioral integrative 
system (e.g., SEEKING) of the brain. An increasing 
number of studies measuring DA cellular activity, as 
well as dopamine release in the pathways emanating 
from the VTA, now indicate that this system is espe
cially highly tuned to stimuli that predict rewards, rather 
than to rewards themselves.40 

LH Self-Stimulation as a Unitary Process 

In the 1970s and 1980s, most investigators focused their 
attentions on the anatomical and neurochemical details 
of the LH-SS system.41 Because of its rich microanat
omy, and the many goal-directed behaviors that could 
be elicited during LHstimulation, it was widely doubted 
that a single psychobehavioral process could really be 
the foundation of the LH-SS phenomenon. Although a 
few attempted to conceptualize the DA system as a plea
sure or hedonic system,42 their efforts eventually fal
tered as many experimental inconsistencies with the 
pleasure interpretation were revealed. 43 

Clearly, the LH contains many ascending and de
scending neural systems with many interconnections to 
other brain areas. It seemed overly simplistic to assume 
that a homogeneous motivational system coursed through 
this brain area. Indeed, many other basic emotional and 
homeostatic sytems are represented in nearby zones of 
the hypothalamus, but the"se facts do not preclude the 
possibility that the main trajectory of the LH-SS sys
tem was functionally homogeneous. Obviously, many 
distinct neural subcomponents may operate in a coor
dinated and harmonious fashion to generate a single 
psychobehavioral response. Activation of that LH-SS 
trajectory has long been known to evoke a singular 
neuropsychological process. One line of evidence was 
derived from animals' ability or lack of ability to dis� 
criminate the internal brain states evoked by activation 
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of two SS electrodes at distant locations within the tra
jectory of this system. Another line emerged from the 
analysis of the many specific consummatory behaviors 
that can be evoked by activation of the LH. 

First, the discrimination studies indicated that stimu
lation at many distinct SS sites evoked a single type of 
internal experience. This conclusion was ba.">ed on the 
fact that if one evaluates the dis.criminative cue proper
ties of electrical current applied to two distant electrodes 
within the trajectory of this system-with one electrode 
signaling the availability of a conventional reward 
(CS+) and the other indicating that reward is not avail
able (CS-)-animals exhibited great difficulty acquir
ing the discrimination.44 For instance, hungry rats re� 
quire only a few dozen trials to discriminate lights from 
tones in this type of situation when food is used as a 
reward, but it takes them several hundred trials to dis
criminate between the activation of two separate elec
trodes placed at distinct sites along the LH. 

The fact that discrimination is eventually obtained in 
such experiments does not argue against a single type of 
process being activated, since there must always be sev
eral distinct neural components to every emotive process, 
and also because other emotive systems, such as those 
that mediate fear, rage, and various social processes, 
overlap massively in the LH. In any event, discrimina
tiort learning, which is one of the few experimental ways 
to get at the internal states of an animal, progresses much 
more rapidly when one of the electrodes is outside the 
bounds of the SEEKING system. For instance, rats 
readily make the discrimination if one electrode is in the 
LH and the other is in the septum. As discussed previ� 
ously, there are good reasons to believe that septal SS 
electrodes evoke a psychic process that is more akin to 
feelings of pleasure. 

On the Nature of Consummatory 
Behaviors Evoked from the 
SEEKING System 

The other powerful line of evidence for the existence 
of a unitary emotive system within the SS zone of LH 
circuitry comes from the study of the many distinct 
types of consummatory behavior patterns that can be 
evoked by stimulation in this part of the brain. Through
out the 1960s it was demonstrated that a diversity of 
specific "stimulus-bound" behaviors could be triggered 
from the LH by electrical stimulation of the brain 
(ESB)-for instance, feeding, drinking, wood gnawing, 
sexual behavior, pup canying, and even tail preening. 
There was considerable hope that the close study of the 
underlying circuitry would yield an understanding of 
how specific instinctual behaviors were mechanistically 
coded within specific neural circuits of the brain. 

Then Elliot Valenstein and his colleagues did a se
ries of experiments with "stimulus-bound" feeding, 
drinking, and gnawing that startled the behavioral neu-

roscience community.45 These results laid to rest the 
simpleminded mechanistic hope that distinct circuits 
would be found in the LH for all the observed consum
matory behaviors. The experiments indicated that the 
hypothalamic motivational system that was activated 
when animals exhibited distinct behaviors was nonspe
cific. The LH apparently mediated some process other 
than the specific behaviors that were being observed 1 
However, because of existing preconceptions in the 
field, Valenstein's finding sent both research and think
ing in the area into a nosedive from which it is only 
recently recovering, largely because of the development 
of new analytical neuroscience tools that can tell us 
precisely what is happening in this system at neuro
physiological and neurochemical levels. A few insight
ful behavioral experiments are also again appearing. For 
instance, through a detailed analysis of taste-induced 
facial response patterns in rats (i.e., lip-licking re
sponses), it is clear that ESB-induced feeding is not 
accompanied by a pleasurable state resembling gusta
tory pleasure.46 

Why specifically were the findings of Valenstein and 
colleagues so devastating for traditional thinking in the 
field? What these researchers did, quite simply, was to 
study "stimulus�bound" eaters, drinkers, and gnawers 
after they took away each animal's preferred goal ob
jects, while leaving the other two goal objects available 
throughout prolonged overnight periods of intermittent 
ESB. By morning, most of the animals had shifted to 
another behavior. And this was not just a modest shift 
in preference, for when the originally preferred goal 
object was returned, the newly acquired consummatory 
behaviors competed effectively with the original behav
iors. Many additional observations further undermined 
the notion of motivational "specificity." For example, 
the stronger the initial""stimulus-bound" behavior (vig
orous eating, etc.), the more rapidly the animal would 
shift to a new consummatory behavior (e.g., it would 
become a vigorous drinker). Along the way it also be� 
came clear that the initially exhibited consummatory 
behaviors were not really motivationally specific. Even 
the most vigorous stimulus�bound eaters were not 
really highly focused on getting food; if one replaced 
an animal's initially preferred food with another type, 
the probability of remaining a "stimulus-bound" eater 
was no higher than the probability of shifting to another 
behavior such as drinking. For animals that were drink
ers, one could remove the water from a bottle and place 
it in a dish; some of the animals became stimulus-bound 
eaters, while others continued licking the now empty 
tube.47 Normal thirsty rats simply are not so foolish as 
to begin eating just because their water is moved to a 
nearby dish. 

These researchers made many other perplexing ob
servations, all suggesting that "stimulus-bound" con� 
summatory behaviors evoked with LH stimulation were 
deceiving us about the actual motivational process that 
was being artificially aroused. Valenstein sided with the 



154 BASIC EMOTIONAL AND MOTIVATIONAL PROCESSES 

idea that the underlying neural substrates, presumed to 
be evenly distributed throughout the hypothalamus, 
exhibited considerable motivational "plasticity." He 
chose not to advocate a clear theoretical position as to 
what psychobehavioral process was actually being 
activated by the brain stimulation. Rather, he simply 
emphasized the broad possibility that the underlying 
hypothalamic substrates were motivationally nonspe
cific, and that learning was the critical process determin
ing which specific behaviors an animal would exhibit. 
Unfortunately, Valenstein failed to clearly indicate that 
a variety of other behaviors, such as fear and rage like 
aggression, which can also be obtained from many 
nearby sites in the hypothalamus, could never be modi
fied into the types of consummatory behaviors that he 
was studying. 

Instead, the whole explanatory burden was placed 
on learning, perhaps because that jibed with traditional 
behavioristic (and humanistic) conceptions of how the 
nervous system was organized. In fact, Valenstein made 
an inaccurate statement when he suggested that all parts 
of the hypothalamus could learn to generate consum� 
matory behavior. That would certainly have indicated 
a remarkable degree of plasticity for the underlying tis
sues activated by the ESB. Actually, when one statisti
cally computes the locations ofValenstein's own effec
tive electrode sites, one finds the heaviest density 
situated within the dorsolateral quadrant of the hypo
thalamus, where most of the ascending DA fibers are 
concentrated (Figure 8.2). This distribution of electrode 
sites corresponds to the circuits that are here conceptuM 
alized as the SEEKING system. 

Although investigators who promoted motivational 
specificity suggested some clever counterinterpretations 
ofValenstein' s observations (e.g., that many overlapping 
fiber systems for specific consummatory behaviors were 
being stimulated), their own experiments finally proved 
that this was not the case. For instance, if there were many 
systems coursing through the LH, one would have pre-

dieted that a movable electrode could be repositioned into 
different sites to yield different motivated behaviors as 
it passed through different neural systems. In fact, a single 
animal tended to show a single behavior in such experi
ments,48 and animals also tended to show essentially the 
same behavior pattern when the two sides of the brain 
were stimulated with different electrodes at substantially 
different locations.49 Furthermore, it was demonstrated 
that the animal's emotional temperament could predict 
what type of stimulus-bound behavior it would exhibit. 
Rats would exhibit "stimulus-bound" predatory behavM 
ior, such as attacking mice, only if they already had a 
natural tendency to indulge in it. Animals that appeared 
especially likely to exhibit what ethologists call "dis
placement activities" (motivational spillover between 
emotive systems) were most likely to exhibit strong 
appetitive behaviors. so 

The conclusion seemed inescapable: The LH�SS sys� 
tern activates a unitary motivational process. However, 
the prevailing intellectual zeitgeist was not conducive 
to conceptualizing this single process in psychological 
terms. This would have required a discussion oftheinner 
neurodynamic aspects of the animal's "mind"-includ
ing perhaps a discussion of the nature of intentionality 
and subjective experience in animals-rather than sim
ply focusing on how behavior was controlled by exter
nal events. That was, and still is, considered anathema 
in behavioral neuroscience. Accordingly, most investi
gators decided to remain in a theoretical limbo that is now 
only slowly dissipating. 5 1  

On the Unity U nderlying the Behavioral 
Diversity That Emerges from the 
SEEKING System 

The preceding results are highly consistent with the idea 
that a unitary neuropsychological process is evoked by 
LH stimulation. Even though animals are prone to ex-

DORSAL 

Figure 8 .2 .  Relative 
frequencies of "stimulusM 

bound" appetitive behaviors 
in quadrants of the hypothalaM 

mus, with horizontal and 
vertical coordinates running 

through the fornix bundle. 
(Reprinted with permission 

from Panksepp, 198 1 ;  see 
chap. 3, n. 25.) 
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hi bit many distinct consummatory behaviors when this 
system is activated, depending on their "personality" 
tendencies and bodily needs, there is one behavior that 
is exhibited by all. All animals move forward in an 
energetic search pattern, sniffing vigorously and inves
tigating, mouthing, and manipulating prominent objects 
in the environment. Every rat stimulated in the LH ex
hibits this behavior pattern, even though they go in 
many different consummatory directions if provided a 
variety of interesting objects with which to interact. 
Indeed, one might expect that with the right choice of 
an environment, all animals might, in fact, exhibit a 
single type of "stimulus-bound" appetitive behavior, 
and that is precisely what happens. 

Several investigators configured experimental situ
ations in such a way that ESB was applied only when 
the animal was on one side of a test chamber, the side 
that had been provisioned with a variety of "junk" ob
jects, while the other side, where stimulation went off, 
was empty. After some experience with this situation, 
most animals begin to systematically carry the objects 
from the stimulation side to the no-stimulation side. 52 
The end result was that the pile of junk was transferred 
from one side of the chamber to the other. One way to 
understand this is to surmise that LH stimulation arouses 
a brain state that normally occurs when animals forage 
for worldly goods outside of their home burrow, and 
that animals tend to drop objects when this type of neu
ral activity ceases: The foraging impulse naturally de
clines when they reach home. Although this procedure 
yielded consistent behavioral results, object-carrying 
behavior is still rather complex and perhaps not the ideal 
choice for a mechanistic analysis of the underlying func
tional process. 

What, then, is the best single behavioral measure to 
focus upon when one is interested in analyzing the 
basic nature of this brain system? In my estimation, the 
best way to study the unconditional behavioral proper
ties of the SEEKING system in rats is via the analysis 
of "stimulus-bound" sniffing. All animals exhibit this 
response during the arousal of the circuitry. The re
sponse can be readily quantified, and it can even be 
studied in the anesthetized animal. Indeed, the presence 
of ESB-induced sniffing at an electrode site during 
surgery is an excellent indicator that the site will subM 
sequently support SS. Also, the level of electrical cur
rent needed to provoke sniffing is almost perfectly re
lated to the threshold for SS at various points in the 
trajectory of the system (the correlations are above 
.90).53 It is noteworthy that the number of microamperes 
(i.e., electrical current threshold) for evocation of sniff
ing is never higher than that for SS. This suggests that 
the sniffing response may be a more primal indicator 
of the function of the system than is the SS response. 

However, the ESB-evoked sniffing response is prob
ably elaborated by both ascending and descending conM 
nections in the brain and is not controlled directly by 
ascending DA systems. It is not diminished markedly 

by DA receptor blocking agents (a manipulation that 
markedly reduces SS from the same electrodes).54 On 
the other hand, it is clear from a great deal of research 
that natural exploratory sniffing does require DA ac
tivity. Injections of DA blocking agents that have no 
effect on ESB-induced sniffing markedly reduce explor
atory sniffing. 55 This suggests that electrical stimula
tion evokes sniffing at a point in the neural circuitry that 
is beyond the DA control point, perhaps via descend
ing glutamatergic circuits that provide regulatory con
trol over bursting activity within the DA system. 56 As 
highlighted later in this chapter, by measuring sniffing, 
one can begin to untangle how animals spontaneously 
learn about the resources in their environments. 

It was not until recently that one could put some of 
these ideas to a direct test via the analysis of DA reM 
lease in behaving animals. Now it has been demon� 
strated that DA is released from the ventral striatum (i.e., 
nucleus accumbens) of rats quite vigorously during.the 
anticipatory phase of behavior but not during the con� 
summatory phase. 57 Comparable DA release is not evi
dent in the dorsal striatum (caudate nucleus), which 
receives DA projections mainly from the more lateral 
nigrostriatal system arising from A9 DA neurons. In a 
typical experimental situation, a male rat is exposed to 
a sexually receptive female, but physical access is pre� 
vented by a wire mesh cage placed over the female. 
Brain DA is released selectively in the ventral striatum 
while the male eagerly investigates the situation and 
searches for a way to get into the cage. DA release di
minishes when a route of entry is provided and copula� 
tion occurs. 

A similar pattern of DA release is seen when ani
mals are anticipating other rewards, such as food. 58 In 
sum, data from in vivo neurochemical analyses have 
confirmed that the activation of DA systems is related 
more closely to the appetitive than to the consummaM 
tory phase of motivated behavior. However, the possi
bility that this system also responds to stressors and the 
anticipation of aversive events has received provisional 
support, suggesting that it responds not simply to posi
tive incentives but also to many other emotional chal
lenges where animals must seek solutions. 59 

Although a great deal of detailed work remains to 
be done on this system, the idea that the LH contains a 
variety of distinct consummatory behavior circuits is no 
longer tenable.60 Many investigators now accept the 
simple alternative that a great deal of behavioral learnM 
ing can emerge from the intrinsic flexibility of broad� 
reaching emotional systems in the brain. Behavioral 
variety is further promoted by the motivationally gen� 
eralized SEEKING system because it can be modulated 
by a variety of specific homeostatic detectors within 
medial strata of the hypothalamus. As will be summa
rized in the next chapter, many need-specific regulatory 
systems in the hypothalamus can modulate the arous
ability of the SEEKING system. Interoreceptive neu
rons, which detect water, energy, thermal, and other 
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imbalances, energize the search for vital resources in 
part by promoting the arousability of the SEEKING 
system. 

The Neurodynamics of the Self
Stimulation System: Single-Unit 
and Neurochemical Studies 

Although the SEEKING system is certainly more ex� 
tensive than the brain DA system, the best electrophysi
ological evidence of how the system operates can be 
obtained from a study of how DA neurons fire in re
sponse to environmental contingencies. Studies of this 
sort in awake animals have been made possible by the 
identification of an electrophysiological "fingerprint" 
for the activity of these cells. DA neurons typically fire 
in a fairly rhythmic pattern, with two or three spikes at 
a time, diminishing spike amplitudes, and longer than 
normal durations of the action potentials.61 · It is worth 
noting again that DA neurons have endogenous pace
maker activities. They continue firing at a fairly stable 
rate throughout the day, including during· REM sleep, 
when other biogenic amine neurons are "sleeping." This 
may suggest that the system is ready to mediate behav
ioral arousal at a moment's notice. Also, it may be a 
way for the brain to keep abreast of the passing of time. 
It is almost like the second hand of a watch. When the 
system is aroused and begins to actively mediate behav
ior, the neurons assume a bursting pattern-whereby a 
series of action potentials are generated in a row-that 
more effectively promotes dopamine release in the syn
aptic fields.62 Also, this type of bursting may help speed 
up the internally sensed passage of time, thereby lead
ing to the elevation of anticipatory behaviors, as is seen 
in the scalloped response patterns animals exhibit when 
working for rewards on fixed-interval schedules (see 
Figures 1 .4 and 8.4). 

There is also now a ·great deal of evidence that VT A
DA neurons are exquisitely responsive to "incentive 
stimuli"-namely, stimuli that predict the occurrence of 
rewards in the environment. In one of the most compel
ling initial studies, investigators analyzed the activity of 
mesencephalic DA neurons in primates as a function of 
"go" and "no-go" stimuli predicting the availability and 
nonavailability of reward, respectively, and how the ac
tivity of these neurons related to the animal's reward
seeking am1 movements.63 To facilitate the discrimina
tion of sensory-perceptual and motor responses, ann 
movements had to be inhibited until the door to the re
ward boxes was opened. Essentially, the researchers 
found that "go" stimuli were especially effective in arous
ing DA neurons (i.e., during a time when no explicit 
motor response was evident), while similar "no-go" 
stimuli were not. T�e "door-opening" stimulus also pro
voked a comparable response in DA cells, but this was 
accompanied by motor movements. 

Extensive analyses of neurophysiological respon·ses 

of neurons in the DA terminal fields in the amygdala 
and basal ganglia have also been conducted.64 It has 
been observed that many neurons there are especially 
responsive to learned contingencies, suggesting that 
instinctual tendencies and acquired behaviors blend in 
those areas. Several investigators have also identified 
putative areas of the brain where reward registration 
occurs. Temporal and frontal cortices contain an abun
dance of neurons that fire only in response to stimuli 
that have acquired meaning by being predictably asso
ciated with rewards.65 

The Neurochemistry of Self-Stimulation 

And so the core of the SEEKING system is remarkably 
we11 highlighted by the trajectory of brain DA systems, 
especially the mesolimbic and mesocortical components 
which ascend from the A l O  DA neurons of the VTA to 
the shell of the nucleus accumbens, and areas of the 
frontal cortex and amygdala (see Figure 3.6). Manipu
lation of this system by any of a variety of means yields 
highly consistent effects on SS: Reductions in DA ac
tivity reduce SS, and increases facilitate it. Moreover, 
SS clearly promotes the release of DA in the brain.66 
However, many other systems are also involved, and 
there is good evidence that ascending norepinephrine 
(NE) and epinephrine systems play a modest facilita
tory role, while serotonin generally inhibits SS. How
ever, at some sites near the mesencephalic central gray, 
serotonin promotes a form of SS. 67 

At present, it is widely believed that ascending DA 
systems are only one link within the complex chains of 
electrophysiological and neurochemical events that 
mediate SS, and it is certain that the system also has 
important descending components that can promote 
sniffing behaviors, perhaps via glutamate release. 68 
Acetylcoline fibers, apparently acting on muscarinic 
receptors on DA neurons, may constitute an important 
stage within the system, since muscarinic blockers 
placed into the VTA can reduce SS.M In addition, many 
neuropeptide systems converge on VTA neurons, in
cluding strong neurotensin, opioid, and substance 
P systems, all of which can promote SS to some extent70 
Also, cholinergic and GABAergic influences are promi
nent in the system, and animals will self-inject cholin
ergic agonists and GABA antagonists into the VTA.71 

One key task is to determine how these various 
chemistries control normal appetitive behavior. The 
most comprehensive analysis of various points along 
the extended SEEKING system indicates that appetitive 
approach is affected more substantially than consum
matory behaviors following local neurochemical manip
ulations.72 In general, the manipulation& that selectively 
decrease appetitive approach behavior to a sucrose re
ward are DA and cholinergic receptor blockade, and 
facilitation of GABA activity, which match results ob
served with SS. It should be an intriguing future chap-
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ter of psychobiology when investigators unravel the 
distinct types of information that modulate the SEEK
ING system through these and other chemistries. Do 
different categories of cognitive, classically condi
tioned, and unconditioned (olfactory, gustatory, and 
homeostatic) sources of information access DA cells via 
different neurochemical inputs? 

Sometimes it seems that most of the important facts 
about SS are already known, but then we find, once 
more, how much remains to be discovered. There are 
bound to be many more surprises in our analysis of these 
systems. As mentioned earlier, it is clear that sniffing, 
the superlative indicator of arousal of this system in rats, 
operates through neurochemistries other than DA Why 
does haloperidol, a potent antipsychotic DA receptor 
blocker that severely impairs SS, have practically no 
effect on "stimulus-bound" sniffing, while the same 
doses can essentially eliminate spontaneous exploratory 
sniffing?73 Presumably, the sniffing evoked by ESB is 
aroused by activation of a descending neural system 
beyond the DA synapse. No one has yet identified the 
neurochemistry that mediates this output pathway, but 
since glutamate is the most prolific excitatory transmit
ter in both cognitive and emotional systems of the brain, 
there are good reasons to suspect that glutamate is 
essential for the sniffing response. 

Further, since the sniffing response is at the very 
heart of the SEEKING system in rats, we can expect to 
achieve a new and deeper understanding of SS when 
the neurochemistries of the descending components are 
identified. Indeed, because of the relationships of SS 
to learning processes, as well as to schizophrenia (see 
later discussion), it is possible that such knowledge may 
yield novel ways of controlling certain spontaneous 
forms of learning that elaborate delusional thinking.74 

Role of the SEEKING System 
in learning and Memory 

It is widely believed that the SS system exerts a key role 
in learning. James Olds, who along with Peter Milner 
discovered SS in 1954, spent the last 15 years of his 
life trying to identify precisely how the brain constructs 
a fundamental form of knowledge-the knowledge that 
one is about to be rewarded. Olds and his colleagues 
recorded action potentials from neurons in SS systems, 
as well as many other areas of the brain, while rats were 
learning a very simple classically conditioned appetitive 
task-namely, anticipatory behavior during a state of 
hunger. 75 When a one-second tone was sounded, the 
hungry rat learned to anticipate the delivery of a small 
pellet of food (for summary see Figure 8.3). The rats 
typically exhibited no behavioral signs of learning dur
ing the first 20 trials, but neuronal indications of learn
ing were evident in the LH and anatomically related 
areas (midbrain, preoptic area, pons, and amygdala) 
during trials 1 0  to 20. Learned behaviors, although 

poorly executed, were apparent from trials 20 to 30, and 
during this period various thalamic and hippocampal 
areas indicated learning. From trials 30 to 40, clear 
purposive behavior became evident, and the basal gan
glia (caudate and globus pallidus) began to exhibit 
learned responses. By trials 40 to 50, behavior typically 
became skilled, and the animal seemed to know what 
was happening. Only at this late stage did the medial 
geniculate of the thalamus, which decodes auditory 
stimuli, and the cortical projection areas for auditory 
processing exhibit learning. 

Olds and his colleagues not only identified how 
learning was prioritized in the brain but also sought to 
identify the neurons that first exhibited learned changes 
in individual trials with well-trained animals. To answer 
the latter question, the investigators sought to identify 
the neurons that first responded to the onset of the tone 
signaling food. Again, neurons within the LH exhib
ited primacy, responding within the first 20 thousandths 
of a second following onset of the tone. However, other 
parts of the brain that had taken longer to exhibit ini
tial learning, such as the cortex and posterior nuclei of 
the thalamus, also exhibited such early responses. Rela
tively late players in this knowledge game were the 
frontal cortex, the hippocampus, and the basal ganglia, 
suggesting that they represented other aspects of the 
knowledge, perhaps conscious perception of the reward 
contingencies. 

This pattern of results suggests that the LH-SS or 
SEEKING system is one of the first brain areas to learn 
an appetitive task, and in well-trained animals it is 
among the first to express its learning. These results 
suggest that a fundamental appetitive learning mecha
nism, which generates positive expectancies, resides 
within the lateral hypothalamic tissue. Other· investiga
tors have affirmed the importance of neurons along the 
trajectory of this circuit for appetitive learningJ6 In
deed, an animal's ability to exhibit anticipatory excite
ment is severely compromised by LH damage.77 How
ever, investigators have hesitated to exploit these 
findings theoretically, since LH lesioned animals are 
globally debilitated: It is entirely possible that general
ized motor incompetence rather than learning capacity 
prevents these animals from exhibiting anticipatory 
behaviors. In any event, these results do affirm the 
importance of the SEEKING system in the appetitive 
competence of animals. 

If this brain area contributes to animals' intrinsic 
ability to generate appetitive learning, the mere appli
cation of electrical stimulation to this circuitry on a 
predictable schedule should spontaneously generate 
anticipatory learning. Indeed, one would predict that the 
pattern of responding on fixed-interval (FI) schedules 
may reflect the natural operations of this brain system. 
Specifically, on a FI schedule, where the possibility of 
obtaining reinforcement occurs only at set times, ani
mals tend to withhold their responses during the first 
half of each postreward interval, and operant behavior 
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Figure 8.3. Changes in neuronal activity during simple appetitive learning consisting of a 
tone followed by food one second later. (A) summarizes behavioral changes and learned 
neuronal changes during acquisition of the task. (B) summarizes the temporal sequence 
with which brain areas start to exhibit neuronal changes in the well-trained animal. 
(Adapted from Panksepp, 1981 ;  see chap. 3, n. 25.) 
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increases gradually during the second half of the inter
val, before there is any realistic opportunity to obtain 
rewards. Thus, animals appear to be natural "optimists," 
invariably underestimating the amount of time they 
need to wait. After their first response of each FI seg
ment, they begin to respond at ever-increasing rates as 
the time for reward approaches, yielding a "scalloped" 
response pattern (see Figure 1 .4). Although behavior
ists are loath to use terminologies such as expectan
cies,?S it seems as if animals working on FI schedules 
exhibit a gradual intensification of behavioral excite
ment, or anticipation, as each interval draws to a close. 

In fact, rats spontaneously exhibit learned behavioral 
changes resembling the "scalloped" response pattern of 
FI schedules when they are given free "rewarding" brain 
stimulation at set intervals: The natural instinctive be-

havior that exhibits this form of spontaneous learning 
is exploratory sniffing, the same response that can be 
evoked by rewarding brain stimulation.79 Specifi
cally, when free stimulation is administered into reward
ing LH sites for 1 second every 20 seconds, anticipa
tory eagerness develops. During the initial trials, the ani
mals go into a sustained exploratory pattern, with 
intense sniffing, throughout the interstimulation inter
val (see Figure 8.4). Gradually, the sniffing begins to 
diminish following each stimulation but systematically 
increases as the interval progresses. At the end of train
ing, animals exhibit scalloped sniffing patterns dur
ing the interstimulation intervals. This pattern closely 
resembles the operant behavior animals normally ex� 
hibit on such schedules of reinforcement. The differ
ence is that, in this situation, animals did not need to 
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Figure 8.4. Elaboration of sniffing during free fixed-interval 20-second administration of 
rewarding LH stimulation. During the beginning of training (first 10  trials), animals 
exhibited only generalized overall energization of sniffing throughout the interstimulation 
interval. By the end of training (trials 190-199), animals were exhibiting a scalloped 
pattern, which is reminiscent of animals working for conventional rewards on a fixed
interval schedule (see Figure 1 .4). An important point to note is that all of these stimula
tions were free, and the animals did not have to change their behavior patterns to obtain all 
"rewards." However, the system spontaneously developed an instrumental pattern of 
behavioral output. This can explain how patterns of behavior emerge on the schedules of 
reinforcement that have long been described in the behavioral literature. (Adapted from 
Panksepp, 198 1 ;  see chap. 3, n. 25.) 



160 BASIC EMOTIONAL AND MOTIVATIONAL PROCESSES 

do anything systematic to obtain rewards. The under� 
lying neural system spontaneously exhibited a scalloped 
response pattern. Thus, since this acquired behavior 
served no formal instrumental function, it could be 
deemed delusional. 80 Of course, it could be assumed that 
the behavior helps animals prepare for receiving avail
able rewards efficiently. Indeed, that is why I originally 
called this the "expectancy system." 

To determine whether this spontaneous form of an
ticipatory conditioning has primacy over scalloped op
erant responding, the spontaneous sniffing of rats was 
monitored while they were working for sugar water on 
an FI schedule.s1 It was of special interest to detennine 
what happened during the moment just prior to the first 
"voluntary" lever press within each FI response segment. 
In fact, the rats exhibited an invigoration of sniffing just 
before they made their first lever press. Sniffing contin
ued to increase further after this initial "optimistic" but 
invariably ineffective response (Figure 8.5). Thus, the 
brain system that generates sniffing became engaged a 

moment before the animal emitted its first operant re
sponses. This suggests that the spontaneous arousal of 
the SEEKING system helped arouse the instrumental 
behavior. If we understood the mechanisms that allow 
the SEEKING system to spontaneously generate scal
loped sniffing patterns, we would gain a profound under
standing of how the brain spontaneously mediates antici
patory states. Presumably this occurs through the ability 
of LH circuits to generate theta rhythms that sensitize 
both the associative abilities of the hippocampus and 
DA-mediated timing functions of the striatum. A neuro
physiological understanding of these brain systems can 
explain how animals spontaneously generate solutions 
to the various environmental contingencies they encoun
ter in their lives. Presumably, these same systems allow 
us to devel<?P a sense of causality -from the perception of 
correlated environmental events. This type of spontane
ous associative ability characterizes nonnal human think
ing, as well as the delusional excesses of schizophrenic 
thinking. Indeed, as highlighted in the "Afterthought" of 
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Figure 8.5. Elaboration of sniffing in rats working for rewarding brain stimulation on 
a fixed-interval schedule of reinforcement. It is noteworthy that spontaneous sniffing 
increased markedly one second prior to the first lever press within each response 
segment. This suggests that the brain substrates that arouse sniffing, namely, the 
circuits of the SEEKING system, mediate appetitive behavior patterns seen when 
animals are required to exhibit operant responses in order to obtain food. It should be 
noted that the theta rhythm, which invades the hippocampus when it is integrating 
information, is of the same frequency as sniffing, and the neuronal systems that activate 
theta arise from the brain stem and course through the lateral hypothalamus. (Reprinted 
with permission from Panksepp, 198 1 ;  see chap. 3, n. 25.) 
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this chapter, profound relationships exist between the 
neural underpinnings of SS in rats and schizophrenia in 
humans.82 

The SEEKING System and Sources of 
Delusional Behaviors in Animals 

Arousal of the SEEKING system spontaneously con� 
structs causal "insights" from the perception of corre� 
Iated events. Some of the relationships may be true, but 
others are delusional. Indeed, all forms of inductive 
thought, including that which energizes scientific pur
suits, proceed by this type of logically flawed thinking 
(see Figure 2.3). An intrinsic tendency for "confirma
tion bias" appears to be a natural function of both human 
and rat minds. 83 Indeed, the classically conditioned 
confirmation bias that characterizes many brain learn
ing systems, including the SEEKING system, perplexed 
investigators when it was first discovered. 

An example of this type of spontaneous learning is 
called "autoshaping," which reflects an animal's ten
dency to spontaneously behave as if correlated cue
reward contingencies reflect causal relationships. In the 
classic demonstration of this phenomenon, pigeons 
were exposed to an illuminated key just prior to the 
deliVery offood.84 With repeated exposure to this con
tingency, pigeons exhibited anticipatory pecking at the 
illuminated key, even though there was no formal con
nection between anything the animal did and the appear
ance of food. It was as if the animal believed its behav
ior was instrumental in procuring the food, although, 
in fact, it was not. Of course, this is a very effective way 
to train animals to do various things, even though at a 
formal level such behaviors reflect delusional thinking. 
Comparable phenomena have now been observed in all 
mammalian species that have been studied. The "rain 
dances" of Indian shamans and the prayers of the de
vout may reflect such processes in humans. If performed 
long enough, such rituals are bound to "work," even 
though there may be no causal relationships between 
the dances or prayers and events in the world. None
theless, we should note that it is possible that the dust 
kicked up during hours of rain dancing may help seed 
colloidal suspensions of moisture that can promote pre
cipitation. Also, prayer may put individuals in a frame 
of mind to behave in ways that may change the social 
world. However, to the best of our current knowledge, 
most of such autoshaped behaviors simply reflect a form 
of classical conditioning within the SEEKING system 
of the brain. The role of DA in the generation of this 
type of behavior is affirmed by the ability of DA block
ing agents to reduce autoshaping.85 

Another bizarre behavior generated by the SEEK
ING system is schedule-induced polydipsia (SIP). This 
is the excessive drinking that can be produced in hun
gry rats by giving them small portions of food on an Fl 
schedule; using about two-minute intervals between 

food delivery produces the maximal response.86 If 
water is not available, the animal will exhibit other be
haviors such as compulsive shredding of available ob
jects or schedule-induced wheel running. One can even 
obtain aggression if another animal is nearby. Animals 
appear to vent the frustration of neuroernotional energy 
emerging from unfulfilled expectations on any avail
able target. 

As a group, these behaviors are called ''adjunctive" 
or "displacement" behaviors, and they resemble the 
"superstitious" behaviors that Skinner described in his 
pigeons when they worked on FI schedules of reinforce
ment. 87 During the interreinforcement intervals, some 
would strut around the cage and flap their wings in pre
dictable patterns, as if their dance had some meaning
ful consequence for world events. These behaviors were 
explained by "adventitious reinforcement"-the chance 
pairing of randomly emitted behaviors with the deliv
ery of rewards. A deeper cause may be overarousal of 
the brain's SEEKING system. Adjunctive behaviors 
probably emerge from the same neural substrates as the 
"stimulus-bound" behaviors evoked by electrical stimu
lation of the LH: Animals can dissipate their appetitive 
"energies" on any of a number of goal-directed behav
iors. Indeed, rats that exhibit the most intense SIP be
havior are also the most likely to develop intense 
"stimulus-bound" behaviors.88 In other words, hungry 
animals may experience sustained foraging arousal, 
and if they cannot satisfy this urge by homeostatically 
appropriate consummatory behavior, they will start to 
exhibit alternative consummatory behaviors that can 
partially alleviate feelings of excessive appetitive arousal. 
The fact that LH lesions as well as DA receptor block
ade can markedly reduce schedule-induced behaviors 
affirms such a conclusion.S9 

Such adjunctive behaviors may resemble the obses
sive-compulsive (OC) behavior patterns that humans 
exhibit under stressful circumstances. However, one of 
the cardinal attributes of OC psychopathology in hu
mans is the conscious desire to avoid the compulsions. 
Since we cannot measure the thoughts of animals, the 
obsessive component of OC disorders may never be 
properly evaluated in animal models, although adjunc
tive behaviors may help highlight the nature of impulse 
control disorders: compulsive acts that are not accom
panied by the internally experienced need to withhold 
behavior.90 

Another remarkable finding in this area is that most 
of the behaviors evoked by LH stimulation in rats can 
also be evoked by applying mild pressure to their tails.91 
Behaviors induced by tail pressure include feeding, 
drinking, and gnawing, all of which can be diminished 
by DA receptor blocking agents. This suggests that the 
phenomenon also arises from excessive activity of the 
SEEKING system. 

Thus, the SEEKING system can promote many dis
tinct motivated behaviors, and the underlying neural 
system is prepared to jump to the conclusion that cor-
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related environmental events reflect causal relation
ships. It is easy to appreciate how this may yield a con
sensual understanding of the world when the underly
ing memory reinforcement processes are operating 
normally (i.e., yielding a "reality" that most of the so
cial group accepts). It is also easy to understand how it 
might yield delusional conclusions about the world. If 
the system is chronically overactive, it may be less con
strained by rational modes of reality testing. The fact 
that the meso limbic DA system is especially responsive 
to stress could explain why paranoid thinking emerges 
more easily during stressful periods, and why stress may 
promote schizophrenic thinking patterns. 

One critical task for better understanding how this 
system operates is to identify which neural change actu
ally constitutes reinforcement within the dynamic op
eration of such brain circuits. In line with the suggestion 
that positive reinforcement may be linked to reductions 
in firing within the SEEKING system, we might antici
pate that in schizophrenics bursting patterns and inter
nally generated cessations of such patterns may occur 
with abnormal frequency in response to internal cues 
rather than to real-life events.92 Perhaps neurons of the 
VTA-DA system exhibit excessive bursting, leading to 
many cessations of bursting for internal as opposed to 
external reasons. If the spontaneous, internally generated 
relationships between certain perSistent thoughts and the 
modulation of neuronal bursting are sufficiently system
atic, then we can envision how schizophrenics might de
velop delusional insights from poor regulation of neu
ronal firing in the SEEKING system. 

Relationships of the SEEKING System 
to Schizophrenia 

Some psychobiologists believe that SS of the LH cir
cuitry is an excellent model for type I, or paranoid, 
schizophrenia, as opposed to type II schizophrenia, 
which is characterized by demonstrable brain damage 
(CAT technology reveals ventricular enlargement, sug
gesting deterioration of surrounding brain tissues).93 
There is general agreement that paranoid schizophre
nia is characterized by excessive brain DA activity. The 
most commonly observed biochemical correlate is an 
increase ofDA receptors (the 02 variety), especially in 
the ventral striatum,94 with occasionally reported abnor
malities such as elevated DA levels in the amygdala of 
the left hemisphere.95 All antipsychotic drugs reduce 
DA activity at D2 receptors, and here is where the par
allel between schizophrenia and SS circuitry becomes 
striking: Virtually all drugs that reduce schizophrenic 
symptoms also reduce SS along the SEEKING system. 
Conversely, drugs that worsen schizophrenic symptoms 
generally increase SS behavior.96 For instance, psycho
stimulants facilitate SS and, when administered re
peatedly, eventually precipitate symptoms of paranoid 

schizophrenia that are psychiatrically indistinguishable 
from the spontaneously occurring variety.97 

Since schizophrenic breaks can also be precipitated 
by stress, it is especially noteworthy that the meso limbic 
DA system (AIO) is highly stress-responsive, more so 
than the other brain DA systems.98 During stress, cer� 
tain ascending DA systems become rapidly depleted of 
DA, with consequent development of hypersensitivity 
in the receptors to the little that is left, causing increases 
in psychological symptoms resembling schizophrenia. 
Functionally, this may reflect an adaptive process: One 
should exhibit increased amounts of seeking behaviors 
when one is under stress in order to ferret out resources 
to alleviate the stressful situation. 

Similar long-term brain changes can be induced by 
chronic administration of psychostimulants such as 
cocaine and amphetamine, reflecting a permanent eleva
tion in the sensitivity of the underlying brain systems.99 
This "sensitization" may reflect a long-term brain ad
justment that is important for understanding not only 
schizophrenia but also such phenomena as drug crav
ing and other obsessions, as well as overall reductions 
in the ability to tolerate stress. It is now clear that a 
number of neurochemical influences can facilitate such 
sensitization, including opiates and other drugs of 
abuse, while drugs that reduce memory consolidation, 
such as glutamate receptor antagonists, tend to block 
sensitization. A different syndrome is precipitated by 
chronic treatment of animals with the direct DA recep
tor agonist apomorphine, which can influence both 
postsynaptic and presynaptic DA receptors (i.e., ones 
situated on DA neurons). Rats that have received such 
drugs eventually begin to exhibit a high spontaneous 
level of fearlike emotionality as well as aggression.1oo 
Many investigators believe such findings are of consid
erable importance for understanding such psychiatric 
disorders as mania, but the precise relations have not 
been determined. 

The ideas and facts that presently predominate in bio
logical psychiatry are quite astounding. We can finally 
make some sense of schizophrenic symptoms by concep
tualizing SS circuitry as an appetitive emotional system 
that can become unstable. If the normal function of this 
system is to mobilize the organism for seeking out re
sources in the world, then we begin to appreciate how 
the SEEKING system might also generate delusional 
thoughts. Apparently when this emotional system is over
taxed and becomes tfee-xunning, it can generate arbitrary 
and unrealistic ideas about how world events relate to 
internal events. Is delusional thinking truly related to the 
unconstrained operation of spontaneously active associa
tive networks that are uncoupled from the reality testing 
that is created by the brain's normal ability to compute 
relationships among events? If so, we may have a great 
deal more to learn about schizophrenia from a study of 
the SEEKING circuits that mediate SS behavior in ani
mals. Through a study of this system, we can also begin 
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to understand the natural eagerness that makes us the 
emotionally vibrant creatures that we are. This emotion 
is harder to visualize than the others, but we have tried 
to capture the essence of this pervasive emotional pro
cess in Figure 8.6. 

AFTERTHOUGHT: Self-Stimulation 
and Dreaming 

Jn the previous chapter, I focused on possible relation
ships between schizophrenia and dreaming. As we have 
now seen, there is also a credible linkage between 
schizophrenia and SS. Accordingly, one might predict 
that there is an intimate relationship between SS and 

. dreaming. Indeed, interesting connections between the 
two have been found in REM-deprived animals. REM 
deprivation in rats leads to an increased sensitivity of 
the LH-SS system: Animals work at higher rates for 
lower current levels, as if REM deprivation sensitized 
the substrates of the SS system.101 Conversely, it has 
also been found that allowing animals to self-stimulate 
for a few hours during the course of ongoing REM dep
rivation eliminates the need for subsequent REM recov
ery sleep. In other words, the drive for increased levels 
of REM following REM deprivation is apparently dis
charged by allowing animals to self-stimulate during the 
deprivation period. 

It is noteworthy that schizophrenics also fail to ex
hibit compensatory elevations of REM sleep following 
imposed periods of REM deprivation.102 Thus, there 
appears to be a fundamental relationship between the 
schizophrenic process and the neuropsychological ( emo-

Figure 8.6. The SEEKING system in action. 
(Adapted from photograph in Panksepp, 1989; see 
chap. l 1 , n. 5.) 

tional?) discharge that occurs during both REM sleep 
and SS. These findings suggest that there may yet be 
considerable substance to psychodynamic theories that 
relate dreaming mechanisms to symbol- and reality
creating mechanisms of the brain.l03 

Such findings also bring to mind old theories of the 
function of REM sleep, for example, that it provides a time 
for the discharge of excessive "bottled-up" psychic ener
gies.1041f we add to these observations the common specu
lation that there may be a fundamental relationship be
tween REM sleep and schizophrenia, one is led to wonder 
whether the type of psychic discharge that occurs during 
SS might also help alleviate schizophrenic symptoms. 
Could one dissipate the excess energies of this system 
through various life activities? Could the symptoms of 
schizophrenia be alleviated simply by providing more 
outlets for the foraging tendencies of individuals? Can one 
dissipate SEEKING urges simply through new types of 
emotional exercises? Of course, speculative ideas such 
as these-provocative products of brain SEEKING sys
tems-will remain without substance until they are evalu
ated through rigorous empirical studies. 
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Energy Is Delight 
The Pleasures and Pains 

of Brain Regulatory Systems 

As the human understanding surpasses that of the ape, and that of the ape surw 
passes that of the fishes, so in almost as extreme a degree the vertebrate brain 
surpasses the nervous organs of the invertebrates. A reason for this difference, 
one thinks, is to be found in history, and in a very elementary biological fact. 
All animals are dependent on either plants or animals for food, and from its 
beginnings the evolution of the animal kingdom has in the main presented a 
pageant of predator and prey-eat or be eaten! 

H. W. Smith, From Fish to Philosopher ( 1953) 

CENTRAL THEME 

Mammals can survive only if they maintain relative 
constancy of various bodily processes, including oxy
gen and carbon dioxide content in blood, body water 
levels, salt and energy balance, and body temperature. 
Complex brain and body systems sustain these con� 
stancies, and the overall concept used to describe this 
ability is homeostasis. Some people prefer the word 
heterostasis, since the level of regulation sometimes 
changes as a function of environmental conditions as 
well as internal bodily cycles (e.g., 24-hour rhythms). 
Homeostasis is sustained by a diversity of mechanisms 
ranging from rapid physiological changes, such as re� 
flexive modification of breathing rate as a function of 
oxygen need (which is actually signaled to the brain 
by carbon dioxide buildup in the bloodstream), to in
stinctual behavioral tendencies, such as an animal's 
urge to seek resources needed for longer�term survival, 
including food, water, warmth, and micronutrients such 
as vitamins and minerals. Bodily needs instigate distinct 
forms of bodily arousal and psychological feelings of 
distress such as hunger, thirst, and coldness. Animals 
have exquisite sensory systems to identify the most 
important items they need-for example, the ability to 
taste sweetness identifies foods laden with sugar, and 
saltiness identifies sources of sodium. Jt is commonly 
believed that color vision evolved, in part, to help pri
mates identify the ripest fruit. The needed items that 
cannot be identified by taste-for instance, many vi-

tam ins and other micronutrients-can usually be regu
lated via learned selection of foodstuffs, based on their 
postingestive consequences. Most interesting from 
the affective point of view are the intrinsic brain 
mechanisms that mediate pleasure and displeasure to 
provide an intrinsic guide for food selection. The plea� 
sures of sensation arise from the interactions of many 
sensory systems with poorly understood hedonic 
mechanisms of the brain. Sensations generate pleasure 
or displeasure in direct relation to their influence on the 
homeostatic equilibrium of the body. For instance, if 
one is depleted of energy resources, foods taste better 
than when the body is already replete with enetgy. Al
though it is difficult to study internally experienced 
pleasures and displeasures in animals, for an accurate 
description of certain brain functions it will be essen· 
tial to conceptualize how such processes are elaborated 
by specific neural circuits. A variety of distinct pleasures 
may arise from essentially the same types of neuro
chemical systems, such as the release of endogenous 
opioids. Likewise, regulation requires some type of 
set� point mechanisms, resembling the thermostats 
that control furnaces in our homes, which help specify 
deviations from physiologi.cal equilibrium and thereby 
promote SEEKING behaviors. To highlight genetal 
principles of how regulatory processes operate, in the 
present chapter I wil l  focus largely on the physiologi
cal, behavioral, and psychological mechanisms that 
help sustain body energy balance. In more than a 
poetic sense, energy is delight. 
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Feeling States Related to Homeostasis 

por· those who have never been extremely hungry or 
thirsty, it is hard to imagine the distress that such bodily 
imbalances create within the brain. Consider this arche� 
typal situation: the Black Hole of Calcutta, the horror 
of 146 survivors of the British garrison that lost Fort 
William to a Bengali attack on a summer evening in the 
middle of the 18th century. The prisoners were crammed 
into a room 1 8  feet square, and only a few survived that 
sultry Indian night. The description, by the officer in 
command, tells of the agony of thirst and the manner 
in which powerful motivations funnel mental energies 
to one single goal-survival: 

We had been but a few minutes confined before 
every one fell into a perspiration so profuse, you can 
form no idea of it. This brought on a raging thirst. 
. . .  Water! water! became the general cry . . . .  [A 
little was brought by the guards] . . . .  There ensued 
such violent struggles and frequent contests to get 
it. . . .  These supplies, like sprinkling water on fire, 
only seemed to feed the flame. Ohl my, how shall I 
give you a just conception of what I felt at the cries 
and cravings of those in the remoter parts of the 
prison, who could not entertain a probable hope of 
obtaining a drop, yet could not divest themselves of 
eXpectations, however unavailing, calling on me by 
the tender considerations of affection and friendship. 
The confusion now became general and horrid . . . .  
Many, forcing their way from the further part of the 
room, pressed down those in their passage who had 
less strength, and trampled them to death . . . .  My 
thirst now grew insupportable . . . .  I kept my mouth 
moist from time to time by sucking the perspiration 
out of my shirt-sleeves, and catching the drops as 
they fell like heavy rain from my head and face; you 
can hardly imagine how unhappy I was if any of 
them escaped my mouth. . . I was observed by one 
of my companions on the right in the expedient of 
allaying my thirst by sucking my shirt�sleeve. He 
took the hint, and robbed me from time to time of a 
considerable part of my store, though, after I de� 
tected him, I had the address to begin on that sleeve 
first when I thought my reservoirs were sufficiently 
replenished, and our mouths and noses often met in 
contact. This man was one of the few who escaped 
death, and he has since paid me the compliment of 
assuring nie he believed he owed his life to the many 
comfortable draughts he had from my sleeves. No 
Bristol water could be more soft or pleasant than 
what arose from perspiration . . . .  At six in the morn
ing the door was opened, when only three and
twenty out of the hundred and forty-six still breathed.1 

Clearly, a broad range of subjective feelings are 
associated with intense regulatory imbalances and the 
many specific sensations that accompany the satisfac� 
tion of bodily needs-the hungers, thirsts, cravings, and 
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the various sensory delights that arise from interacting 
with needed resources. These types of feelings have 
posed troublesome issues for investigators devoted to 
a scientific analysis of motivations. It has been diffi� 
cult to conceptualize mechanistically how such feelings 
might actually participate in the causal control of ani� 
mal behavior, but here we recognize that they are the 
brain's value-coding devices, which can be studied 
through the analysis of various behavioral indicators, 
ranging from food choices to facial gestures. 

Although the preceding topics may seem somewhat 
remote from our main goal of clarifying emotional pro
cesses, they do highlight the types of neuropsychological 
analyses of animal feelings that will be required in order 
for us to make sense of energy-balance regulation. We 
will eventually need to understand the affective nature 
of hunger, as well as the more nebulous feeling of meta
bolic well�being. At the end of this chapter, I will also 
tackle the important issue of gustatory pleasures. In gen
eral, I trust the reader appreciates that we will have to 
understand the various regulatory mechanisms of the 
brain and body in order to really understand the nature 
of the many affective experiences that sun·mmd our eat� 
ing habits and other regulator�y behaviors. To achieve 
such knowledge, we must be willing to use measures of 
behavioral events as indices of mental events. The logic 
is the same as the use of cloud chambers to track the 
movements of subatomic particles in physics. 

Many other related feelings are impossible to study 
in animal models. For instance, the problems people 
develop with their self-image when they are anorexic 
or obese cannot be addressed in animal models, prob
ably because they emerge from the higher reaches of 
the human brain, which can generate thoughts beyond 
the imagination of other creatures. However, the sim� 
pier feelings that are more directly related to primitive 
homeostatic processes shared by all animals can be in
directly (i.e., inferentially) studied in animals by care� 
fully observing their behaviors. Let us consider one 
example that has received virtually no experimental 
attention. 

One of the most powerful and rapidly acting regula
tory urges is our continual need for oxygen. Of course, 
breathing regulation is very different from the other 
motivations, since the needed resource, under most cir
cumstances, is readily available. Most other motivations, 
such as the need for food or sex, can be fulfilled only by 
active exploratory and search behaviors generated by the 
SEEKING system. Breathing does not require such as� 
sistance. When breathing proceeds normally, the controls 
remain totally at a subconscious leveL Obviously, evo
lution has automated and eliminated choice in the most 
important aspects of homeostasis. Indeed, our bodies do 
not actually detect oxygen need directly. Our brain only 
monitors correlated variables such as the buildup of car
bon dioxide in the body and changes in the acid-base 
balance of the bloodstream. 

An increase in systemic carbon dioxide elevates the 
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rate and depth of breathing, without being accompanied 
by major psychological distress. What causes respira
tory distress is impairment of our rhythmic breathing
for instance, by airway obstruction, suffocation, or 
strangulation. When such events occur, a very power
ful emotional state arises-a paniclike condition that 
reflects the existence of a primitive brain stem response 
system, called the "suffocation alarm" reflex. When this 
happens, one's mind is rapidly filled with a precipitous 
anxiety, and one begins to flail about in anguish. In
deed, human "panic attacks" may emerge, in part, from 
activation of this powerful emotional response system. 2 
This example exquisitely indicates how rapidly feeling 
states and behaviors can change in response to a regu
latory crises. Although the spontaneous activation of 
such an emotional state leads to a large number of cog
nitive evaluations, there is no reason to believe that the 
suffocation-alarm response itself is normally activated 
by any higher appraisal mechanism. This highlights the 
normal flow of motivational events in the brain-emo
tions and regulatory feelings have stronger effects on 
cognitions than the other way around. 

Obviously, several types of cognitive and emotional 
arousal occur in any strong motivational situation. 
Consider the simple cases of excessive bladder or rec
tal distention. The concern these sensations often cause 
derives from the type of social inhibitions that do not 
seem to worry other animals. Still such feelings of dis
tention can become incredibly insistent, filling our 
minds with nothing but the urge for relief. The feelings 
are so insistent that it is difficult to sustain other 
thoughts in one's mind. Unfortunately, we know little 
about the neural systems that subserve such feelings, 
but it is possible that they are organized qu_ite low in 
the neuroaxis, perhaps at the brain stem level. If we 
could specify the exact neural systems that create such 
feelings, we would probably understand more about 
consciousness than can presently be found in most of 
the learned texts on the topic (see Chapter 16). 

Regulatory urges rarely become as intense as in the 
examples described earlier because we can anticipate 
their coming and their consequences. To some extent, 
our cognitive abilities allow us to anticipate such events 
and relieve ourselves of potential embarrassments. The 
higher cognitive processes can also promote, at least in 
humans, many other subtle emotional concerns that are 
not directly related to aroused needs. For instance, dur
ing one's search for resources, anxiety can easily arise 
from contemplations such as "Will I find what I need? 
Will there be enough? And what if someone gets there 
before me?" Frustration and anger may be engendered 
if a competitor is successful in snatching away a val
ued resource. If the needed resources are rare or con
sistently lost in competitive encounters, one may de
velop such chronic behavioral tendencies as hoarding 
or learned affective habits such as greediness. Indeed, 
these tendencies also appear to be part of the instinc
tive potential of the mammalian nervous system, even 

though they are typically expressed only if resources 
are perceived to be scarce for prolonged periods.3 

Conversely, it should be noted that virtually aU 
emotional states affect the intensity of our motivations. 
Most animals, even humans, are unlikely to eat much 
or exhibit any inclination for play or sex when they are 
very scared or angry. One long�term emotion that is 
especially incompatible with normal appetite is sepa� 
ration distress. When young animals are socially iso
lated, they typically lose weight even if they have free 
access to lots of food. When the young are reunited with 
their kin, and a mood of apparent contentment is rees� 
tablished, appetite returns. From this vantage, it is not 
surprising that one's appetite is best in the presence of 
social companionship and social facilitation of feeding 
is such a robust phenomenon in nature.4 

Because of the lack of relevant brain data, we will 
rarely address the cross-modal influences among emo� 
tiona! and motivational systems, but the available be
havioral data indicate that such interactions are perva
sive-which makes it difficult to study regulatory 
influences, such as satiety factors, without also consid
ering a host of other affective changes in the organism. 

As a heuristic exercise into the nature of regulatory 
feelings associated with bodily need states, I will pro� 
vide a fairly detailed brain overview of one major moti
vational system-the one that mediates body energy 
regulation. I will also seek to illuminate the nature of 
the affective feelings that accompany energy need 
states-the distress engendered by hunger, as well as 
the pleasures arising from consummatory acts. 

Regulatory Behaviors 
and the SEEKING System 

As we saw in Chapter 8, the SEEKING system can 
motivate animals to pursue a diversity of distinct re� 
wards in the environment. The nervous system does 
most of this automatically, with no obvious delibera
tion. Many bodily needs access the SEEKING system 
and thereby arouse appetitive search tendencies that 
motivate animals to approach and learn about available 
resources. It would have been wasteful for evolution to 
have constructed separate search and approach systems 
for each bodily need. The most efficient course was for 
each need-detection system to control two distinct func
tions: a generalized, nonspecific form of appetitive 
arousal and various need-specific resource-detection 
systems. In addition, learning would increase the effi
ciency with which the SEEKING system could guide 
animals to appropriate goal objects. This is, in fact, what 
transpires in the mammalian brain. 

Thus, resource depletions within the body can lead 
to a generalized arousal of seeking behaviors regard
less of the specific regulatory imbalances that exist, and 
specific need states that sensitize distinct consumma
tory reflex tendencies (e.g., licking, biting, chewing, and 

swallowing) and key support mechanisms, such as sen
sory, perceptual, and memory fields relevant for the 
specific needs. By the interplay .o� these p

_
roces�es, a 

generalized search system can efftctently gmde ammals 
to relevant environmental goal objects. In other words, 
the nonspecific SEEKING system, under the guidance 
of various regulatory imbalances, external incentive 
cues, and past learning, helps take thirsty animals to 
water, cold animals to warmth, hungry animals to food, 
and sexually aroused animals toward opportunities for 
orgasmic gratification (Figure 9.1). 

Existing evidence suggests that the SEEKING sys
tem is under the control of internal homeostatic recep
tor systems that detect various bodily imbalances. This 
is suggested by the fact that many imbalances can 
modify the rate at which animals self-stimulate lateral 
hypothalamic (LH) electrode sites.5 For instance, hun
ger reduces the current threshold needed to sustain LH 
self-stimulation while also increasing the rate at which 
animals behave. Similar effects can be evoked by thirst, 
cold, and various sex hormones, even though these have 
not been studied as thoroughly as the effects of food 
deprivation. The exact manner in which the various 
interoreceptive systems interface with the foraging sys
tem remains to be worked out in detail, but there are 
many candidate neurons with the right anatomical and 
physiological characteristics throughout the LH and 
adjacent zones of the medial hypothalamus. 

The axons of many medial hypothalamic neurons 
make synaptic contact with the ventral tegmental area 
(VTA). Their dendrites extend radially across the ascend
ing and descending axons of the SEEKING system, pro
viding feedback loops that can regulate the vigor of for-
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aging.6 Many of these neurons are sensitive to circulat
ing nutrients such as amino acids, fatty acids, and blood 
sugar, or glucose.? Other nearby interoreceptive neurons, 
known as osmoreceptors, are sensitive to the osmotic 
concentrations of solutes in the blood. Various others, 
known as thermoreceptors, are sensitive to bodily (core) 
and peripheral temperature fluctuations. 8 There are also 
specialized neurons that are sensitive to the various 
honnones that control sexual tendencies (e.g., steroid
receptive neurons for testosterone, dihydrotestosterone, 
estrogen, and progesterone). 9 There are bound to be other 
detectors (e.g., sodium and perhaps other micronutrient 
detectors), but our knowledge about their locations and 
properties remains more rudimentary. 

It is important to note that electrode locations that 
readily yield self-stimulation in rats typically yield 
predatory aggression in cats. 10  Obviously, this is a rea
sonable species-typical SEEKING behavior for a car
nivorous animal that subsists at the top of the food 
chain. Outward behavior can sometimes mislead us 
about the functions of an underlying brain syStem. The 
failure to recognize this appears to have been another 
instance in which the variety of behaviors evoked 
by LH stimulation has deceived investigators about 
the generalized emotive functions of a brain circuit. 
As we will see in the next chapter, a great deal of evi
dence suggests that predatory aggression is a result of 
arousal of the SEEKING system, as opposed to acti
vation of a distinct emotional system. As discussed in 
the previous chapter, a comparable mistake was the 
idea that activation of the LH self-stimulation system 
evoked consummatory pleasure or reward responses 
in animals. 1 1  

HOMEOSTATIC INPUTS INTO A GENERALIZED SEEKING SYSTEM 

PATHWAYS 

NON-SPECIFIC 
SYSTEMS 

BRAIN-STEM CONSUMMATORY 
REFLEX CONTROL AREAS 

MEDIAL HYPOTHALAMIC 
HOMEOSTATIC DETECTORS 

Figure 9 . 1 .  A conceptual schematic of how specific regulatory detector systems in the 
medial hypothalamus access a shared SEEKING system in the lateral hypothalamus. 
(Adapted from Panksepp, 198 1 ;  see n. 5.)  
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Drives, Incentives, and Appetitive 
Arousal in the Brain 

In the old psychological terminology, the bodily need 
detection systems of the brain were thought to gener
ate "drives," but the use of that concept has diminished 
as we have come to realize that such a broad abstract 
intervening variable cannot be credibly linked to uni
tary brain processes. Indeed, it has been recognized 
that at a logical level, the notion of drive may be re
dundant for a coherent explanation ofbehavior. lncen
tive concepts may suffice, especially since specific 
deprivation states primarily facilitate an animal's re
sponse to specific external incentive stimuli.12 Here, 
we will use the concept of a bodily need state as op
posed to drive to indicate the presence of regulatory 
imbalances. For instance, need states such as energy 
depletion lead to dramatic increases in motor arousal 
only when animals are in the presence of incentive 
stimuli-namely, those stimuli that predict the avail
ability and characteristics of relevant primary rewards 
such as food. At a physiological level, increased arousal 
can be measured by the intensification of reflexes as 
well as neural changes. D 

It should also be noted that there are problems with 
the traditional concept of incentive, as defined by the 
attributes of quantity, quality, and delay of reward. If 
the incentive process is defined only with respect to the 
external qualities of rewards, we may tend to overlook 
important properties of brain systems that evolved to 
respond to these attributes. In other words, the incen
tive process, as instantiated by specific properties of 
neural circuits, may respond to certain properties of 
external rewards so as to integrate an affective/motiva
tional state within the brain. Once the incentive stimuli 
have interacted with such circuits, the aroused psycho
logical response is only indirectly related to the outward 
properties of rewards. 

As summarized in the previous chapter, a major type 
of incentive-related process in the brain is arousal of 
the SEEKING system. It is reasonable to consider this 
an incentive system because it establishes an appetitive 
arousal bias within animals so they can seek and even
tually come to anticipate the diversity of rewards the 
environment has to offer. As an animal learns about the 
rewards in its world, the degree of conditioned arousal 
of the SEEKING system appears to be systematically 
related to external incentive properties of reward ob
jects-namely, the quantity, quality, and delay of re
ward. The SEEKING system presumably integrates this 
information spontaneously through its exposure to pre
vious reward experiences. However, the arousability of 
this emotive system is more than the sum of those ex
periences. In other words, the brain's intrinsic, evolution
arily derived mechanisms add a new dimension to those 
inputs-namely, the incentive-directed psychobehavioral 
"energy" of the animaL The system sensitizes animals 

to respond vigorously when there are predictable rewards. 
Presumably this activation optimizes the likelihood 
that an animal will "be first in line" to obtain available 
resources. Evolution has provided a special psychic 
"energy" to the arousal of this system. Of course, this can 
easily lead to a behavioral free-for-all if the brains of 
several animals, each seeking to be first in line, are 
aroused in the same way at the same time. 

Although the SEEKING system is well situated to be 
influenced by an array of bodily need states (Figure 9.1), 
the extent to which those sources of arousal produce di
rect or indirect effects on the SEEKING system remains 
unanswered experimentally. There are many possibili
ties. For instance, do homeostatic interoreceptors directly 
modulate SEEKING by sending synapses to VTA
dopamine neurons, or do they merely gate various sen
sory inputs into the system? As with any set of scientific 
alternatives, the tmth often lies somewhere in between. 
Thus, it is to be expected that energy balance detectors 
may promote searching, both directly and indirectly, via 
the amplification of relevant sensory inputs that can also 
energize the search process. 

However, the key question for this chapter remains: 
How do specific neurons know that the body has too little 
or an overabundance of available energy? This appears 
to be achieved in large part through specialized cells in 
medial and lateral zones of the hypothalamus that inter
act with various bodily factors. Indeed, this serves as one 
specific example for the general principle of how hom eo� 
static imbalances operate through the auspices of the 
SEEKING system. However, before exploring those 
details, I will first focus on the diversity of behavior 
patterns that animals exhibit in harvesting energy from 
their environments. Obviously, there is great variability 
in the feeding patterns of different species. After all, each 
is adapted to its own ecological niche. 

Meal-Taking Behavior and 
Energy Homeostasis 

There are as many unique feeding strategies in the wild 
as there are nutritional environments in which differ
ent species subsist. No two diets or feeding methods are 
exactly alike. Seed-eating birds often cache supplies of 
food far and wide and use remarkable spatial memo
ries in retrieving their hidden tidbits. Indeed, birds that 
actively hide seeds for later use have larger hippocampi, 
the brain areas that specializes in processing spatial 
information, than those that do not. Omnivores such as 
rats also show energized exploratory behaviors for scat� 
tered food items and often exhibit hoarding; they typi
cally consume many small meals each day. Herbivores, 
on the other hand, spend much time grazing on more 
readily available, energy-dilute resources. Hence, their 
foraging systems are designed to progress methodically 
across a field as the animals consume large meals. Car-

nivores, on the other hand, must stalk, chase down, 
pounce upon, and kill their quarr� before they have a.n 
opportunity to g�rg.e on energy.-nch �eals. Par�nt�eu
cally, it is more dtfflcult to obtam conststent self-stimu
lation from the LH of cats than of rats, perhaps because 
of the predatory foraging style of carnivores. The high 
degree of behavioral inhibition necessary for stalking 
followed by rapid pursuit may be incompatible with 
vigorous self-stimulation behavior. 

. Although the goal of energy balance regulatiOn can 
be achieved by a variety of easily observed behavior 
patterns-from the consumption of one meal a day to 
continual nibbling-the nature of the regulated pro
cess is not as evident. The essence of energy regula
tion is well hidden from scientific view, apparently 
in the deep metabolic recesses of the hypothalamus. 
Because of the difficulty of studying such hidden pro
cesses, investigators have generally focused on the 
clear and measurable characteristics of feeding pat
terns, rather than on the intrinsic nature of internal 
processes that can only be inferred from outward be
havioral signs. Indeed, for a long time it was assumed 
that if we carefully study the relationships between 
meals and intermeal intervals, special insights would 
emerge concerning the underlying regulatory pro
cesses. This hope has been fulfilled only marginally, 
since the balancing of energy intake is typically only 
accurate in the long term, with many inaccuracies in 
the short term. One reason that individual meals tell 
us rather little about the regulatory mechanisms of the 
brain is because regulatory patterns change during the 
animal's circadian metabolic cycles. In addition, many 
other psychological processes, from fear to pleasure 
mechanisms, can easily subvert the brain's regulatory 
actions for extended periods. For instance, fearful 
animals eat little-. On the other hand, animals take large 
meals if their food is especially tasty but become fin
icky nibblers if it is not. They also take large meals if 
food is hard to find but tend to make many small meals 
if food is abundant.14 

Let us consider in some detail one example of why 
a ·single meal may tell us little about regulation. Omni
vores, such as rats and humans, are opportunists. If 
given sudden access to rich and appealing food, they 
typically gorge like carnivores, with little heed for their 
immediate energy needs. This "dessert effect" makes 
the analysis of overall energy regulatory processes prob
lematic unless one uses constant dietary conditions, 
which obviously makes human research especially dif
ficult. Humans actively seek culinary variety, which can 
temporarily override regulatory signals. The variabil
ity in short-term regulation also appears to be greatest 
among individuals who have a constitutional tendency 
toward obesity and those who follow sedentary life
Styles. Likewise, if rats living in small cages are given 
continuous access to a variety of tasty foods, compa� 
rable to a typical human diet (the so-called supermar-
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ket diet), they generally become poorer regulators and 
plateau at substantially higher body weights than they 
would normally sustain.15 In other words, constant ac
cess to tasty junk food (cookies, chocolates, etc.) pro
motes overeating and fat deposition in both rats and 
humans. On the other hand, if maintenance food is not 
tasty, animals tend to sustain chronically lower body 
weights. Thus, to study the underlying principles of 
body energy regulation, one has to minimize the influ
ence of such external variables. It is best to test the feed
ing behavior of animals kept on maintenance diets to 
which they have been well habituated. It is also well 
established that animals regulate their body weight more 
effectively when they have access to abundant exer
cise.16 Thus, it is now accepted that long-term energy 
homeostasis in all mammalian species is accomplished 
only across many discrete eating episodes. One meal 
does not suffice. 

When one does control all of the many factors that 
can affect spontaneous meal taking, one can obtain a 
clear understanding of what normally regulates feed� 
in g. It is the energy content of food. It does not matter 
whether the calories come from fats, proteins, or car
bohydrates; animals seek enough to maintain a certain 
level of available bodily energy. This can be demon
strated in a large variety of ways, the most common of 
which has been to modify the caloric density of food. 
Animals rapidly adjust intake downward or upward 
depending on whether their diet is concentrated or di
luted. Animals also correctly adjust feeding if part of 
their daily energy intake is infused directly into their 
stomachs (Figure 9.2).11 

This type of overall energy intake adjustment, now 
observed in hundreds of studies, suggests that regula
tion is linked to the body's energy extraction processes, 
namely, intracellular metabolism. For instance, all 
macronutrients converge on the Krebs cycle, where 
more than 80% of the energy content of food is extracted 
into a metabolically usable form. Also, it appears that 
the brain can indirectly monitor the amount of energy 
that is retained in long-term storage pools such as adi
pose tissue. It seems that the long-term results of these 
processes of energy extraction and disposition are even
tually sensed by specialized areas of the hypothalamus, 
and certain forms of obesity arise from disruptions of 
these mechanisms. Thus, the brain's regulatory mecha
nisms resemble centers of gravity around which relevant 
psychobehavioral processes revolve. For instance, these 
systems control the intensity of the desire to eat, the 
pleasure reactions elicited by foods, the amount eaten 
during each meal, and the length of time animals wait 
before taking subsequent meals. Clearly, our under
standing of regulatory processes, as well as many re
lated behavioral changes, hinges on our ability to fathom 
the details of long-term homeostatic mechanisms. At 
present, we are only partway there, but the last few years 
have seen dramatic advances. 
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Figure 9.2. Daily food intake of rats during a nine-day period when animals receive 
approximately a quarter of their daily caloric intake directly into the stomach, but all of 
the nutrients infused are fats, proteins, or carbohydrates. (Adapted from Panksepp, 1971; see n. 17.) 

Methodological Difficulties in Sifting 
Important Regulatory Energy Balance 
Effects from Trivial Feeding Ones 

Before discussing what we do know about long-term 
energy regulation, let us not underestimate the complex� 
ity of short-term feeding control mechanisms. The sig
nals include ( l )  many oral factors; (2) a large array of 
stomach and gastrointestinal factors that act upon vari
ous brain mechanisms; (3) a diversity of metabolic fac
tors from various body compartments, especially the 
liver, which are reflected in circulating nutrients, some 
of which can affect the brain; (4) a great many neuro
chemical factors; and (5) a vast array of nonspecific 
influences that have little to do with energy regulation, 
such as feelings of sickness and malaise, as well as 
emotional and mood changes that can dramatically af
fect feeding behaviors. Indeed, an enormous number of 
short-term factors have been shown to control feeding
from rattling an animal's cage to giving drugs that make 
them ill-but most tell us little about the mechanisms 
that normally mediate long-term body-energy regula
tion. On the other hand, various short-term controls, 
such as rapid distention, and also metabolic signals from 
the gastrointestinal system, which ascend into the brain 
via the vagus nerve, are essential for the normal short
term patterning of food intake.1s Obviously, we must 

always be concerned about the behavioral specificity 
of our manipulations and must utilize various experi
mental means to distinguish nonregulatory affective 
influences from those that normally control appetite. 
Since so many factors can reduce feeding in the short 
term without having much to do with the physiology 
of normal regulatory mechanisms, how shall we dis
criminate the important physiological factors that nor
mally reduce feeding from those that decrease intake 
for trivial and temporary reasons? 

This is no simple matter. Obviously, such issues are 
especially problematic in studies that analyze feeding 
for short periods after experimental manipulations, es
pecially when psychoactive drugs are used. We must 
seriously consider the feeling states of animals in order 
to avoid misleading ourselves about the types of effects 
that are reducing appetite. Accordingly, manipulations 
that increase feeding generally provide more insight into 
the nature of the underlying physiological controls than 
manipulations that reduce feeding. However, ongoing 
research is still strongly biased toward the study of 
agents that inhibit feeding, because the discovery of a 
truly effective long-term appetite control agent would 
be financially lucrative. In any event, careful investi
gators agree: To interpret appetite-inhibition effects cor
rectly, one must conduct a variety of controls to evaluate 
whether the effects are behaviorally specific. Unfortu-

nately, the recognition of such interpretive problems is 
more widespread than are empirical solutions. 

The most common way to evaluate behavioral speci
ficity is by determining whether agents that reduce food 
intake also produce conditioned taste aversions (CTAs).19 
This procedure relies on the fact that animals will typi
cally not eat foods that have been followed by illness. 
All drugs that make animals sick will provoke learned 
rejections of novel foodstuffs with which the feelings 
of malaise have been associated. A single incidence of 
sickness is usually sufficient to establish a specific food 

· aversion, and the illness can even occur many hours 
after exposure to a new food source. Thus, if appetite
reducing drugs also produce conditioned food aver
sions, investigators typically infer that the agent reduces 
food intake by nonregulatory means. For instance, one 
widely touted "satiety agent" called cholecystokinin 
(CCK), a neuropeptide, has been found, upon close 
analysis, to reduce food intake by causing gastrointes� 
tina! distress, transmitted up to the brain via the vagus 
nerve, rather than a natural feeling of satiety.20 It has 
also recently become apparent that CCK fragments may 
precipitate panic attacks in humans.21 Many other puta
tive "satiety agents" may be comparably flawed. 

One potential shortcoming of the CTA criterion is 
that animals can also learn "conditioned satieties." Thus, 
the reduced intake of a novel foodstuff that has been 
associated with an experimental treatment may simply 
indicate that the animal is treating it as a very high
energy food source. Of course, this could be evaluated 
by testing the animal under conditions of hunger. If the 
aversion persists, it is unlikely to have been a "condi-
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tioned satiety," but investigators rarely implement such 
control maneuvers.22 Another shortcoming is that many 
substances produce CTAs, including presumably plea
surable items such as amphetamines and opiates, so it 
remains possible that the CTA measure also detects 
agents that simply produce new and powerful feelings 
other than malaise. 

Another suggested control procedure has been to 
monitor the behavior patterns of animals after a normal, 
satisfying meal. This typically consists of a sequence 
of grooming, exploration, and then a nap.23 However, 
this is a fairly diffuse behavioral criterion of satiety, 
since an animal behaves in this way even if a meal is 
prematurely terminated or following other satisfying 
activities such as sex. Thus, it would be useful to have 
more specific behavioral assays that leave less room for 
ambiguity. 

One measure that has not received the attention it 
deserves is the tendency of animals to rapidly eat mas
sive amounts of tasty food they receive only occasion
ally, even when they are not hungry. Indeed, well� fed 
rats will eat as much of foods they greatly prefer, such 
as raw ground meat, as very hungry rats. By compari
son, starved animals eat much more of their normal 
maintenance chow than nondeprived animals (see Fig
ure 9.3). This "pig-out" phenomenon, whereby animals 
become quite insensitive to the cues of long-term energy 
balance because of the overwhelming effect of taste, 
could be used as a credible measure of normal satiety. 
For instance, if one has a drug that is presumed to evoke 
a normal feeling of satiety, the drug should selectively 
reduce intake of a maintenance food to which an ani-
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Figure 9.3. A summary of the effects 
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and much lower-incentive food (the 
animals' normal maintenance chow) 
on intake as a function of degree of 
prior food deprivation. (According to 
unpublished data, Panksepp, 1974.) 
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mal is habituated but have little effect on the intake of 
a very tasty food that is provided infrequently. A feel
ing of sickness should reduce the intake of both types 
of food. Unfortunately, this test has rarely been em
ployed in feeding research.24 

An even better way to evaluate this troublesome 
issue might be to identify an active behavior that is 
markedly increased by normal satiety. We have identi
fied one such behavior: rough-and-tumble social play 
in young rats.25 Hunger produces a dramatic reduction 
in their play behaviors, as do other aversive states (see 
Figure 1 . 1  ), but a single meal brings play right back to 
normal. One could argue that the ability of a substance 
to restore play could be used to determine that a nor
mal "satiety process" has been activated. Thus, not only 
should an agent reduce feeding; if it produces normal 
satiety it also should increase play. In our attempt to 
evaluate several agents in this way, we have found that 
opiate antagonists, which are quite effective in reduc
ing eating, have no ability to increase play in hungry 
animals. Similar problems have been observed with 
CCK. However, some increase in play was observed 
following treatment with bombesin, another potential 
satiety peptide that is released into the circulation from 
the stomach following eating. More recently, I evalu
ated the ability of another new "satiety agent," named 
glucagon-like peptide-1 (GLP-1 ),26 to reverse play inhi
bition caused by hunger; if anything this "satiety fac
tor" reduced play even further, suggesting it was pro
voking anxiety rather than satiety.27 

+ 

p 

Much more work needs to be done on the many pos� 
tulated "satiety agents." Until adequate work along these 
lines is conducted, we simply will not know whether the 
ability of specific agents to reduce feeding should be 
deemed important for clarifying the underlying physi
ological issues. For this reason, the exceedingly long list 
of substances that have been found to reduce short-term 
food intake will not be discussed in this chapter. There 
are many reasons to believe that short-term satiety pro� 
cesses and long-term regulatory processes, which surely 
interact, can also be distinguished in the brain.2& 

The Underlying Nature 
of Energy Regulation 

We have already seen that feeding controls are subser
vient to the body's energy-regulating processes (Fig
ure 9.2). To understand how animals maintain their 
body energy at stable levels, we must examine the na
ture of the specific nutrient detector systems that moni
tor bodily energy transactions, especially in the long 
term, and we must clarify their interconnections to be� 
havioral control networks such as the SEEKING sys
tem (Figure 9.1 )  . .In other words, to fathom the under
lying regulatory processes, we need to know as much 
about what food does to the animal's body as we know 
about what animals do to food. 

To maintain a stable level of energy and hence stable 
body weight, animals must consume as much food as 

750 KCal + 20,000 KCal � 1000 KCal + 19,750 KCal 
RAT CHOW RAT H EAT 

Daily Intake Error 
< 0.7 KCal 

Figure 9.4.  A female rat's approximate yearly energy balance equation. A 
great deal is eaten without much change in body weight. With the small 
increase in body weight, the daily intake error was less than a kilocalorie. 
The remaining energy was dissipated as heat, most of it in the conduct of 
essential metabolic transactions. (Adapted from Panksepp, 1978; see n. 32.) 
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Figure 9.5. Average daily feeding cycle across three to four days in a group of 10 
normal rats and 10 diabetic rats given free access to food. The satiety ratios 
(postmeal interval/meal size) reflect the duration of feeding inhibition for each unit 
of food eaten. The low points indicate where the animal is eating many meals that 
do not quell its appetite for a long period, while the peaks reflect periods during the 
day when the animal eats fewer meals and the meals are much more satiating. The 
equations reflect the best-fitting cosine function for these results. (Adapted from 
Panksepp, 1978; see n. 32.) 

they dissipate in metabolic activity (Figure 9.4). In 
animals maintained under routine laboratory conditions, 
the daily difference or error in input and output is mi
nuscule. This is also generally the case in most humans 
across long spans of time, even though inactivity and 
free access to many tasty foods promote instabilities in 
the regulatory system.29 

Unlike energy utilization, depicted on the right side 
of the equation in Figure 9.4, the process of energy 
acquisition (i.e., meal taking) is discontinuous. Feed
ing is a periodic series of discrete events, and a great 
deal of effort has been devoted to analyzing the tempo
ral structure of these events in the laboratory rat. One 
finding stands out: Animals can maintain stable body 
energy patterns through a variety of behavioral strate
gies.30 Even under conditions where animals are al
lowed to eat a single large meal a day, they tend to 
maintain a weight only slightly below normaL Also, this 
is the type of regulation animals exhibit when they are 
given distasteful food or when they must expend a great 
deal of effort to get meals. In other words, when rats 
must work on very high fixed-ratio schedules (see the 
"Afterthought" of Chapter 1 for a description of sched
ules of reinforcement) to gain access to a feeding dish, 
they typically take infrequent, large meals. On less de
manding schedules of reinforcement, they take smaller 
and much more frequent meals. Thus, under various 
economic conditions, animals regulate their energy bal-

ance equally welL However, the behavioral details dif
fer,31 indicating that regulation can be achieved through 
several distinct behavior patterns. 

Overall, one of the strongest influences on the pat
terning of feeding when there is plenty to eat is the in
fluence of circadian variables (see Chapter 7). Humans 
and animals alike eat quite differently at different times 
of day. A key to understanding the nature of energy 
regulation is that circadian differences are also evident 
in the way our bodies process food. 

Meals and the intervals between them have differ
ent effects depending on the time of day. The satiating 
capacity of food and the hunger-inducing capacity of 
time without eating vary across the day.32 Units offood 
are more satiating during the half day when animals 
normally sleep. Similarly, long intervals between meals 
are less likely to evoke hunger during those times of 
day (Figure 9.5). Conversely, during the half day or so 
when animals are typically active, food is relatively less 
satiating, and time without eating is more liable to pro
voke hunger. The overall result is that during half of 
the day, animals typically consume more energy than 
their bodies need, whereas during the other half, they 
eat less than they need. Of course, nocturnal animals 
such as rats and light-loVing animals such as humans 
exhibit these phases at different times. The two distinct 
phases of the daily feeding cycle correspond to high 
energy storage (i.e., the anabolic phase when fat is 
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deposited) and high energy utilization (the catabolic 
phase when lipids are extracted from stores) of the daily 
energy cycle.33 This cycling is distally due to the inter
nal 24-hour clock of the suprachiasmatic nucleus (see 
Chapter 7). It is proximally linked to the cyclic hor
monal tides that control the dispersion of energy 
throughout the body (e.g., Figure 7.3). 

The body's daily energy cycle is largely regulated 
by the pancreatic secretion of insulin,34 the primary 
energy storage (anabolic) hormone. Insulin allows glu
cose to enter cells in most tissues, especially ih adipose 
tissue. The brain is the only organ that extracts glucose 
from the bloodstream completely without assistance 
from insulin, except for the small groups of neurons at 
the base of the hypothalamus that regulate long-term 
energy balance. This insulin insensitivity allows animal 
brains to continue to function efficiently when energy 
resources are low so they can continue to seek food. 
Indeed, when animals are starved, their insulin levels 
drop to very low levels. 

Insulin secretion normally occurs promptly at the 
outset of eating as a conditioned response to the taste 
of food; this is called the cephalic phase of insulin secre
tion. 35 This anticipatory surge of insulin reduces glu
cose output by the liver and allows increased absorp
tion of blood glucose into muscles and adipose tissue. 
These rapid changes probably contribute to the "appe
tizer effect" that small units of tasty food exert when 
given just prior to a larger meaL It is known that in rats 
a small reduction of blood sugar begins to occur a few 
minutes before the initiation of meals, suggesting that 
such a reduction either triggers meal irritation or is a 
conditioned "appetizer" response when animals begin 
to "think" about eating.36 

After the meal is consumed, there is a larger surge 
of insulin secretion in the metabolic phase, which is 
proportional to the food consumed. This serves to dis
tribute the incoming energy to long-term storage pools 
of adipose tissueY There is no reason to believe that 
the energy deposited in these peripheral fat stores has 
any direct effect on the brain's feeding�control mecha
nisms, since surgical removal of body fat has relatively 
little effect on appetite.38 However, as will be discussed 
later, molecules signaling satiety do appear to emanate 
from the fat. Fat stores may also affect feeding meta
bolically when the energy CUITency is slowly withdrawn 
during the course of each day. During the half day when 
these stores are being utilized, appetite remains low for 
long periods, and eating tends to be light and infrequent. 
One can easily imagine the weight problems that could 
emerge if the normal mechanisms that control this 
energy withdrawal process were compromised. If one 
stored energy effectively but could not retrieve the 
stores, one would get hungry easily, overeat, and soon 
become obese. Indeed, many feeding and body weight 
disorders arise because certain organisms tend to per
sist in the storage phase of their daily energy cycle. In 
short, the normal balancing of the daily energy account 

has gone awxy in certain forms of obesity. Some of the 
problems arise from peripheral dysfunctions, while oth
ers, as we will see, reflect disorders in several brain 
mechanisms that monitor energy flow within the body .39 

These issues cannot be overstated. To really under
stand the manner in which the brain regulates long-term 
energy balance, we will need to know as much about 
the details of energy metabolism, and correlated neu
rochemical events, as about feeding behavior. It will 
probably be in the area of long-term metabolic and regu
latory feedback processes that truly effective medical 
maneuvers for the control of eating disorders will even
tually be found. Indeed, results obtained in the last few 
years are true breakthroughs. 

Recently it has been found that genetically obese 
rodents (i.e., ob/ob mice) lack certain fat-derived plasma 
proteins, called leptins (after the Greek leptos for "thin"), 
that are abundant in their lean counterparts. When 
leptins have been restored by injections, the obese mice 
begin to sustain normal body weight.40 Although we do 
not yet understand what these proteins normally do 
within the metabolic system, the lure of profits has led 
biotech firms to spend fortunes to purchase the patent 
rights to develop and market such gene products as 
potential weight-control agents. Obviously, an effective 
medicine to control obesity will reap great profits, but 
it presently seems unlikely that much money will be 
made directly from leptin. There is no evidence that 
obese humans typically have a deficit of this protein.41 
As I will describe in detail later, some forms of human 
obesity may be due to a lack of the receptor for this 
peptide signal rather than to a deficit in the amount of 
leptin released from the adipose tissue. 

Brain Mechanisms of Energy 
Balance Regulation 

The promise of substantive biomedical help for long
term body-weight problems remains on the horizon. 
Most of the pertinent work has been conducted on the 
omnivorous laboratory rat, which, fortunately, appears 
to have an energy regulatory system closely resembling 
that of humans. Adult rats exhibit a remarkable ability 
to balance their body energy equation (Figure 9.4), and 
this is accomplished partly by metabolic changes on the 
output side of this equation. For instance, the regula
tion of energy output can be achieved by changes in 
muscular activity in addition to spontaneous changes 
in metabolism. However, a great deal is also accom
plished on the input side, through changes in feeding 
behavior. Variations in nutrient absorption from the 
gastrointestinal tract do not appear to be a major factor 
in either input or output regulation, since all available 
metabolic energy is absorbed by a healthy digestive 
system. The fact that energy balance is typically sus
tained over time suggests that the brain is sensitive to 
the overall flow of energy, and modifying factors on 

one side of the equation are balanced by compensatory 
changes on the other side. 

Although most investigators assume that an energy
regulatory mechanism exists somewhere in the hypo
thalamus, our knowledge about its precise nature re
mains incomplete. A key question that needed to be 
answered before one could actually study the regula
tory mechanisms in the brain was: What is regulated? 
There have been many proposals concerning the major 
signals that may mediate the homeostatic control of 
feeding, including glucostatic, aminostatic, lipostatic, 
and thermostatic theories of regulation. These perspec
tives viewed blood sugar, blood amino acids, some as
pect of adipose tissue metabolism, or the overall abil� 
ity of the body to maintain a consistent temperature to 
be the regulated variables.42 

Although all of these factors surely participate in feed
ing control, the common denominator for long�tenn regu
lation appears to be the overall ability of the body to 
sustain energy metabolism. Hence anenergostatic theory 
has been proposed by sevet:al investigators as the "cen
ter of gravity" around which feeding behavior and bodily 
energy balance are regulated.43 The basic evidence for 
this theory is that animals adjust their daily food intake 
quite well when a proportion of their daily energy need 
is administered directly into their stomach, regardless of 
the energy source. If animals are given a sufficient 
amount of time to adjust, the compensation is quite pre� 
cise and comparable for all the major macronutrients
fats, proteins, and carbohydrates (Figure 9.2). However, 
this does not really tell us much about the exact mecha
nisms by which the regulation is achieved. 

In general, how might the brain's energy balancing 
mechanism work? Conceptually there are two possibili
ties: ( l )  that the brain merely senses circulating nutri� 
ents or correlated substances in the blood and adjusts 
feeding accordingly, and (2) that the brain itself sus
tains an ongoing energy-dependent integrative process 
that parallels bodily processes and adjusts feeding in 
response to its own local energy transaction mechanisms 
or highly correlated processes. It presently seems likely 
that both types of mechanisms are operative, and it 
seems clear that the key to overall bodyMenergy balance 
resides in some type of longer-term regulatory process 
that operates throughout the day rather than among the 
short-tenn signals that arise from individual meals. Two 
intriguing findings highlight the need for a clear dis
tinction between short-term feeding control and long
term energy-regulatory factors. 

First, many years ago investigators joined two rats 
together in parabiotic union ("Siamese twins," who 
shared each other's blood circulation via a surgically 
produced skin-flap connection).44 Each of these normal 
animals gradually ate less, and eventually each con
tained only half the body fat that a normal rat contains. 
This peculiar result suggests that each animal's brain 
was perceiving their joined metabolic dynamic as if two 
bodies constituted a single fat mass (Figure 9.6). This 
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suggests that the circulating metabolic signals were 
integrated as if each animal was contributing one half 
of a critical signal to the other's brain. The critical area 
of the brain that probably receives this signal is the 
ventromedial hypothalamus (VMH). VMH lesions have 
long been known to produce overeating and eventual 
obesity, and when a VMH-lesioned animal was joined 
to a normal nonlesioned partner, the results were strik
ing. The VMH-lesioned animals were not affected by 
the signal emerging from the neurologically normal 
"Siamese twins." On the other hand, the normal part� 
ners detected too much of a repletion sigrial from the 
VMH-lesioned animals. While the VMH-lesioned ani
mals still overate and became obese, their partners lost 
their appetite completely and became emaciated. 

We still do not know exactly what the fat-repletion 
signal is in this situation, although it might arise from 
the leptin protein mentioned earlier, since normal ani
mals parabiosed to an oblob animal also lose weight. 
However, such weight patterns may also reflect meta
bolic energy from the excessive eating of the VMH 
animal as it is monitored by the long-term energy inte
grator in the VMH of the normal animal. In other words, 
if the brain's integrative systems sense more meals com� 
ing into the body than are actually consu:ffied, feeding 
behavior may be reduced. 

The second finding was related to the long-standing 
assumption that the VMH senses some type of "satiety 
signal" that normally terminates bouts of feeding (Fig
ure 9.7). This part of the brain clearly contains gluco
receptive neurons, but, surprisingly, direct administra
tion of glucose into this brain area does not reduce the 
size of subsequent meals. Animals without this brain 
area fail to exhibit normal responsivity to food depri
vation. These paradoxes led to a simple modification 
of the notion of a "satiety center": The VMH does not 
elaborate a shprt-term satiety signal but rather a longer
term signal of body-energy integration.45 Accordingly, 
the prediction would be that direct administration of 
glucose into this brain area would reduce daily food 
intake, but not necessarily the size of the meal that 
followed. In fact, this is the ca<;e,46 and many of the para
doxes in our knowledge of brain feeding control sys
tems were resolved by this shift of theoretical per
spective. Of course, such facts concerning regulatory 
signals form only a small, albeit central, part ofthe feed
ing story. 

Considering the essential role of energy intake in 
sustaining survival and reproductive fitness, it is not 
surprising that feeding�control systems are located in 
several areas in the brain, from frontal cortical and tem
poral areas that register the value of specific foods to 

. brain stern levels that govern chewing, swallowing, 
and simple gustatory acceptance.47 However, the most 
important findings in the field have been made at the 
hypothalamic level (Figure 9.7). Damage to theLH was 
found to produce severe feeding deficits, and for a while 
that area of the brain was thought to contain a "feeding 



Figure 9.6. Changes in body fat 
content as a function of parabiotic union 

of two normal rats, as well as that 
between normal rats and those with 

ventromedial hypothalamic lesions that 
cause obesity. (Adapted from Panksepp, 

1975; see n. 44.) 

Figure 9.7. Overall summary of 
the major regulatory effects 

resulting from lateral (left) and 
medial hypothalamic (right) 

lesions of the hypothalamus. It is 
generally believed that the lateral 
hypothalamus is necessary for the 
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facilitation of feeding and 
probably the short-term inhibition 

of feeding via nutrient inhibition 
of the SEEKING system, while 

the medial hypothalamus provides 
long-term regulatory control of the 

body-energy equation. This 
probably is achieved by a 

sustained bias (excitatory when 
the animal is hungry and inhibi

tory when the animal has too 
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many nutrients) over lateral 
hypothalamic SEEKING impulses. H UNGER BRAKE 

system." In fact, as we have already seen, the circuits 
of the LH elaborate seeking strategies, which require 
a great deal of sensory and motor integrat!on. Many 
of these psychobehavioral routines are governed by in
teractions with the basal ganglia, especially ventral 
striatal areas such as the nucleus accumbens, as well 
as ventromedial zones of the caudate nucleus (i.e., of 
the dorsal striatum). With massive lesions in the LH, 
animals are essentially parkinsonian and have diffi
culty doing anything. They typically have an abnor
mally high metabolic rate and proceed on a downhill 
course toward death unless they are given extended 
nursing care. 48 

With smaller LH lesions, animals gradually re
cover, but they always remain sluggish in both regu
latory and behavioral situations that require them to 
respond to metabolic and environmental stressors.49 
With quite small lesions, the behavioral deficits are 
minimal, and the animals simply sustain a lower than 
normal body weight. This lower level of body weight 
continues to be actively defended, so enforced weight 
reductions lead to increased feeding and experimen� 
tally induced weight increases lead to appetite reduc
tion. Accordingly, some have suggested that the LH 
contains a body-weight set-point mechanism. 5° This 
conclusion remains controversial, since m�rely giving 
a rat .. a relatively unpalatable diet has the same effect. 
Obviously, it would be incorrect to suggest that a pal
atability manipulation can modify a physiological set
point mechanism. Since the LH probably contains not 
only SEEKING circuits but also ones that contribute 
to the pleasure of eating,5l it remains possible that LH 
lesions may simply be making the available food less 
palatable or attractive. Such deficits, in addition to 
impairments of sensory-motor and foraging abilities, 
seem to be sufficient to explain the feeding deficits of 
these animals with no involvement of a long-term 
energy regulatory mechanism. 

There is substantial evidence that the VMH actually 
contains the metabolic information integrators of the 
long-term energy balance system, even though the func
tion of this area was originally misconceptualized as a 
meaHerminating "satiety center." Early investigators 
thought that the VMH harvested incoming information 
by which individual meals were brought to an end. In 
fact, short-term satiety stimuli may operate directly on 
the LH SEEKING system to inhibit foraging activi
ties. 52 The medial hypothalamus, rather than contain
ing a short-term satiety mechanism, appears to contain 
a long-term metabolic detector by which overall energy 
balance is regulated. In short, it is not a lack of sensi
tivity to short-term internal factors that causes VMH
lesioned animals to overeat. Their gluttony reflects the 
fact that they are perpetually stuck in the lipogenic phase 
of the daily energy regulatory cycle (i.e., the phase of 
the day when they eat more than their bodies need) and 
hence they become imprecise regulators because they 
cannot accurately detect body energy repletion or deple-

ENERGY IS  DELIGHT 177 

tion. Their failure to detect hunger is indicated by re
duced motivation when they have to work for their food, 
the fact that they only become obese when given rea
sonably palatable foods, and their willingness to exhibit 
severe anorexia if given unpalatable diets. In general, 
they still appear able to integrate short-term signals that 
normally terminate meals. 53 

Metabolically, VMH-lesioned rats remain perma
nently in the nighttime, lipogenic phase of their energy 
dispersion cycle. Is this due simply to changes in bodily 
metabolic control mechanisms or to their brain's inabil
ity to sense their Long-term internal energy stores? Both 
mechanisms probably are impaired. VMH-lesioned ani
mals do oversecrete insulin, which automatically leads 
to increased storage of body fat in peripheral adipose 
depots (after all, insulin injections are the most effective 
way to induce obesity in nmmal animals),54 and they may 
also overeat because their brain can no longer gauge the 
metabolic output of those energy stores. In any event, 
there is compelling evidence that the integrated signal of 
body energy depletion and repletion enters the 'brain via 
the medial hypothalamic gateway. However, the exact 
location and anatomical dispersion of the mechanisms 
may be more extensive than originally envisioned, ex
tending to dorsomedial zones of the anterior hypothala
mus such as the paraventricular nucleus, since lesions 
there can also elevate food intake. 55 

Behavioral evidence suggests that detectors along 
this neural corridor to the pituitary gland detect an 
animal's overall energy storage status. In other words, 
this system integrates daily energy flow and provides a 
signal of body energy depletion and repletion to the 
nearby SEEKING system of the LH. lt monitors longer
term deviations from optimal body energy conditions 
rather than the short-term signals that terminate meals. 
In order to understand the puzzle of overall energy bal
ance regulation, we have to understand the metabolic 
and neurochemical properties of these medial hypotha
lamic cells. Parenthetically, it is noteworthy that the 
brain location of this long-term energy regulatory 
mechanism is very appropriate. It sits astride the pitu
itary stalk, in an ideal position to orchestrate the many 
hormonal changes that control body energy transactions 
(including the control of thyroxine, growth hormone, 
and cortisol secretion). 

We will find that this same area of the brain also 
controls female sexual receptivity (see Chapter 12), and 
it is important to note that reproduction is generally 
reduced by starvation conditions (it is not wise to have 
children when food is scarce!). The onset of female 
puberty is also triggered to some extent by weight (if 
one has abundant food, one should begin to reproduce 
earlier), which indicates how closely energy detectors 
and female sexual receptivity systems are coupled in the 
brain. 

Being situated just adjacent to the SEEKING sys
tem in the LH, the VMH is in an ideal position to regu
late appetitive eagerness. How, then, is this achieved? 
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It is due in part to the ability of cells to detect periph
eral adipose tissue metabolism through signals such as 
those provided by the leptin peptide discussed earlier,56 
but part of the job is probably achieved metabolically. 
Let us first consider recent evidence suggesting that 
special signaling molecules from adipose tissue influ
ence the long-term regulatory mechanisms of the VMH. 
I will then discuss the less well appreciated possibility 
that the VMH may directly integrate long-term meta
bolic information. 

Direct Long-Term Signals 
from the Adipose Tissue 

In addition to metabolic information, it now seems 
likely that the VMH also detects the status of periph
eral energy stores directly through information mol
ecules such as leptin. Animals that do not properly 
manufacture this protein, such as the genetically mu
tant oblob mice, become grossly obese. 57 However, 
other genetic variants, such as the db/db mouse and 
Fatty rat, which also become obese, appear to be miss
ing the hypothalamic receptor for this protein. If a simi
lar deficit occurs in many human obesities, it is unlikely 
that administration ofleptin will be of much help in con
trolling excess body weight, and presently it is hard to 

genetically restore leptin receptors to individuals who 
do not express them normally. 

It is evident that the db/db type of deficit prevails 
over the ob/ob deficit. Parabiotic union of db/db mice 
with normal controls as well as oblob mice has yielded 
clear results (Figure 9.8). Both normals and ob/ob ani
mals lose weight as a result of this union. There is a clear 
asymmetry in the effect of the two animals when the 
two types of obese mice are joined. The oblob animal 
is affected much more by the db/db animal than vice 
versa, presumably because the db/db animals are restor
ing a substantial amount of the leptin protein that the 
oblob animal is missing. 58 However, from the perspec
tive that this is the only signaling pathway for body fat 
control, the reduction of weight by the db/db animals 
is perplexing because they are presumably simply miss
ing the leptin receptor. The fact that their weight is still 
affected by being connected to ob!ob animals suggests 
an alternate control factor, such as the local metabolic 
pathways in the VMH discussed in the next section. 
Indeed, there are already several manipulations that 
paradoxically reduce circulating leptin level and reduce 
food intake, 59 and others that increase leptin levels and 
increase food intake.60 

In addition to the newly discovered leptin system, 
several less well understood body�weight information 
systems in the hypothalamus may eventually provide 
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Figure 9.8.  Body weight changes of different types of genetically obese 
mice (db/db and ob/ob) parabiosed to each other as well as lean controls. 
(Adapted from Panksepp, 1975; see n. 44.) 

additional ways to control body weight. A variety of 
endogenous molecules, most of them neuropeptides, 
have now been found that can dramatically reduce appe
tite and body weight in normal animals. Among the 
most exciting recently discovered ones are items such 
as GLP- 1 ,  fibroblast growth factor, and urocortin.61 Of 
course, as already discussed, it will be critical to deter� 
mine which of these is actually producing a normal type 
of satiety as opposed to illness or some other emotional 
effect. Good control experiments of the type described 
earlier remain to be done, and they will be needed to 
resolve such issues. 

It should also be remembered that most of these mol
ecules, which are fairly large peptides, do not cross the 
blood-brain barrier readily. Chemists would have to de
velop new variants of regulatory molecules that could 
get into the right areas of the brain before we could ever 
use them as magic bullets to curb appetite. Also, in the 
regulation of bodily functions such as energy balance, 
everything is multiply determined. Thus, it may be es� 
sential to use several strategies concurrently, including 
ones that take advantage of metabolic mechanisms to 
help balance the body's energy equation. Recent work 
with mutant mice, where one enzyme that is important 
for fat metabolism has been changed, leads to chronic 
leanness, even when animals are challenged with high
fat diets. 62 Clearly, better ways to control metabolic 
information transactions may be essential for long-term 
control of appetite and body-weight problems. 

What Type of Metabolic Information 
Does the VMH Integrate? 

The VMH has metabolic properties that distinguish it 
from the rest of the brain. For instance, as mentioned, 
it contains cells that are insulin�sensitive. Thus, it is 
likely that the VMH elaborates a long-term signal of 
body energy status partly via the local storage of nutri� 
ents. Local VMH energy stores may help generate a 
neural signal that dampens feeding during repletion 
states and facilitates food seeking during depletion 
states. For instance, local oxygen consumption of this 
brain area is more responsive to starvation than are other 
brain areas, and the VMH also retains radioactivity for 
a longer time following isotopically labeled glucose 
loads than do other brain areas. These VMH nutrient 
stores may reflect an energy integration process that 
provides a long-term metabolic signal by which feed
ing behavior is regulated. This local energy storage 
mechanism is probably insulin�sensitive (unlike the rest 
of the brain, which requires no insulin for glucose uti� 
lization). Local glucose infusions into the VMH can 
decrease daily food intake without having any discern
ible effect on the size of the meal that immediately fol
lows. ln other words, the infusions have small cumula
tive effects across many meals, and with continuous, 
around-the-clock infusion, the effect is sustained for 
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many days. The selective retention of nutrients in the 
medial hypothalamus is pmtly due to a selective increase 
in lipid pools; the degree of retention is related to the 
feeding behavior of the animal-the more energy that 
is retained, the larger the suppression in feeding. If re
tention is selectively diminished, feeding is increased.63 
More recently it has been observed that nearby regions 
of the brain behave in a manner similar to the liver,64 
which is an intermediate-duration energy storage depot 
of the body. This suggests that several distinct types of 
energy storage processes may be reflected within hy
pothalamic subareas. 

The selective insulin sensitivity of the VMH can 
help explain various paradoxical feeding effects that 
have been observed in the past. Although peripherally 
administered insulin can dramatically increase food 
intake (because it diverts nutrients to body fat stores), 
when this hormone is administered directly into the 
brain, feeding is reduced.65 This may be explained by 
direct receptor-mediated effects or the tendency of cen
tral insulin to increase brain energy storage. The meta
bolic insulin sensitivity of the VMH may also explain 
why it is more sensitive to the neurotoxic effects of 
gold-thio-glucose (GTG), a man-made research mol
ecule that can selectively destroy the VMH, and thereby 
produce overeating and obesity.66 Although the whole 
brain takes up this molecule, selective VMH damage 
may well arise from local weakness in the blood�brain 
barrier and from insulin sensitivity that allows GTG to 
selectively accumulate to neurotoxic levels. 

VMH Metabolism and the 
Neurochemical Control of Feeding 

How is metabolic information from the VMH interfaced 
with feeding control circuits? The most obvious way 
would be for neuroactive information to be extracted 
directly from intracellular metabolic .processes of the 
VMH. The major metabolic cycle of the body that ex� 
tracts energy from food is the Krebs, or tricarboxylic 
acid, cycle. It is noteworthy that several neuroactive 
amino acids are produced via the metabolic reactions 
of this cycle; one of them, gamma-aminobutyric acid 
(GABA), is unique to the brain. In many neurons, the 
Krebs cycle has a "GABA shunt" whereby this major 
inhibitory transmitter is constructed as a by-product of 
energy production. This provides a very attractive way 
for brain energy stores to be interfaced with a modula
tion of neural activity in foraging circuits. 

Several laboratories- have now tested this proposi
tion, and it seems to be a promising approach for con
trolling feeding. Various manipulations that increase 
GABA levels strongly inhibit feeding, especially when 
administered to the specific areas of the VMH where 
glucose can also reduce feeding. Conversely, manipu
lations that reduce the influence of GABA in this area 
can increase feedingP Perhaps the most powerful rna-



180 BASIC EMOTIONAL AND MOTIVATIONAL PROCESSES 

nipulations are GABA�transaminase inhibitors such 
as aminoMoxyacetic acid and ethanolamine-0-sulfate 
(EOS), both of which increase GABA by preventing its 
breakdown. By administering such GABA-breakdown 
inhibitors into the ventricular system of the rat, one can 
inhibit feeding to the point where the animal will starve 
itself to death (Figure 9.9).68 lt is unlikely that GABA 
exerts its effect just on the VMH. Rather, it could pro
vide control over arousal tendencies that accompany 
hunger throughout the brain. These may be relatively 
short-term influences, compared with the regulatory 
signal that emanates from the VMH. In this scheme, one 
metabolite of GABA, gamma-hydroxybutyrate, is a 
powerful inhibitor of dopamine neuron firing, provid� 
ing yet another avenue for controlling foraging tenden� 
cies. There are bound to be others. 

In sum, there is a great deal of evidence that at least 
part of energy regulation is affected by local metabolic 
mechanisms within the VMH itself. Although the de
tails remain to be worked out, it seems that specialized 
medial hypothalamic cells (perhaps the same ones that 
contain leptin receptors) can integrate the flow of meta
bolic energy that has passed its insulin-sensitive gates. 
This t1ow of energy may be translated into various neu
roactive signals, especially through a variety of amino 
acids that arise from the Krebs cycle, especially the 
GABA shunt. 

So which signaling routes are most deficient in 
human body� weight regulation problems? We have 
already noted that peripheral leptins that provide regu
latory feedback concerning the status of adipose tissue 
stores seem to be normal in human obesities. Very re
cent work also suggests that most human obesities may 
not be due to deficits in leptin receptors, since recent 
work indicates that the brains of seven lean individu
als, who weighed 1 5 1  pounds on average, did not dif
fer from those of eight obese individuals, who weighed 
264 pounds on average.69 It remains possible that the 
main deficit is in the signaling pathways that convey 
information within the brain fOllowing leptin's interac� 
tions with its receptors. 

On the Multipl icity of Feeding Controls 

Although the preceding description leaves out many 
details of the puzzle, it represents a general view of how 
overall body energy regulation is achieved. However, 
we should recognize how much work is left to be done 
before we truly understand the multiplicity of brain 
systems that contribute to regulation. The number of 
relevant variables is vast. Important controls that have 
not been emphasized here are amino acids and brain 
biogenic amines. Placement of many amino acids di� 
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rectly into the hypothalamus can reduce food intake. 
Likewise, facilitation of brain serotonin activity and 
depletion of norepinephrine activity decrease feeding. 
Also, various neuropeptides reduce feeding, including 
cholecystokinin, oxytocin, corticotrophin releasing fac
tor, and bombesin.70 Some of these probably do so be
cause they participate in the normal brain control of 
feeding, while others do so because of other emotional 
or motivational effects. We simply do not yet have good 
answers to such questions. 

Also, we have not focused on the several neuro-
. chemical systems that can increase feeding, including 

increases in brain opioid and benzodiazepine activi
ties.71 Among the most powerful is neuropeptide Y 
(NPY), which can dramatically increase feeding, to the 
point of inducing obesity with repeated injections.72 
Indeed, bulimic humans have been found to have ex
cess levels of NPY circulating in their cerebrospinal 
fluidJ3 Likewise, dynorphins can increase feeding,74 
and recently it has been found that galanin can selec
tively increase fat appetite.75 Development of pharma
cological agents to reduce the arousal of these systems 
has the potential to provide new medications for the 
control of appetite. For instance, it might be expected 
that an NPY antagonist would be an excellent appetite� 
control agent, although this is contradicted by the re
cent development of a "knockout" mouse missing NPY, 
which seems to exhibit normal appetite and energy 
balance regulation.76 Still NPY remains a top candidate 
to be a major hunger neuromodulator of the brain. 

All these factors, and many more, deserve attention 
in our attempt to understand the controls that can modify 
feeding. These lines of research, most conducted on 
laboratory rodents, have direct relevance for under� 
standing energy regulatory systems in humans. Al
though the energy regulatory systems of the brain are 
ultracomplex, they are probably remarkably similar in 
all omnivorous mammals. Once new orally effective 
drugs are developed that can interact with the receptors 
for these neuropeptide systems, we should have some 
truly powerful medicines to control appetite in clinical 
disorders characterized by body energy imbalances. 
Eventually we may also be able to directly control the 
energy dynamics of the VMH in useful ways. 

In addition to the intrinsic elements of the homeostatic 
systems of the body, learning has a major role in main
taining regulation.of bodily states. Many items, such as 
individual vitamins, are needed for health, but the body 
does not have separate detectors for them. Rather, when 
animals are missing certain micronutrients, they feel 
unwell; when they encounter foods that restore those 
needed items, they feel healthier. Apparently animals are 
able to utilize restoration of health as a signal for the types 
of dietary choices they should make. 77 

The many feelings that accompany energy balance 
regulation and the other homeostatic systems of the 
brain are not yet widely recognized by scientists. How
ever, it remains likely that bodily constancies are be� 
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haviorally sustained, at least in part, through the abil� 
ity of specific brain systems to create feelings-vari� 
ous forms of regulatory distress when systems are out 
of balance, and various forms of satisfaction when sys
tems are returning to balance. Most of these feelings will 
be difficult to decode using animal models because there 
are no clear external indicatOrs of an animal's feelings, 
except for a few measures such as the facial taste 
responsivity patterns of rats. Although scientists have 
been loathe to accept the possibility that cet1ain regu� 
latory urges are mediated by internal feeling states, the 
probability seems high that such states do participate 
in body weight regulation. By working out the bio
chemical details of the regulatory underpinnings in the 
animal brain, we may eventually develop enough 
knowledge about the working of these systems t9 pro
vide clues about the more subtle neurodynamics that, 
at present, can be evaluated only through the subjec
tive verbal reports of humans.78 We will not reach a 
complete understanding of the underlying brain pro� 
cesses until we consider the varieties of motivational
and taste-induced feelings that can be generated in the 
brain. Let us now tackle this most difficult issue. 

The Pleasures of Regulatory Systems 

Many primitive feeling states are associated with feed
ing and other consummatory behaviors, but since such 
feelings cannot be directly measured, most remain to 
be addressed by modern brain research. By compari
son, the measurement of consummatory behaviors is 
uncontroversial, and most investigators have been sat
isfied to simply monitor these behaviors without indulg� 
ing in any speculations concerning the accompanying 
affective states. Like the smile of the Cheshire cat, we 
can only glimpse feelings indirectly, for they are not 
tangible entities, and neuroscientists are prone to ignore 
neurodynamic processes that must be inferred. Of 
course, physics would be in a sorry state if physicists 
had ignored the internal dynamics of atoms. Although 
it is understandable why neuroscientists might be prone 
to ignore feelings, it is remarkable that psychologists 
and emotion researchers have also tended to ignore the 
feelings associated with regulatory behavior patterns. 

The brain's ability to generate a variety of subjec
tive feelings during homeostatic imbalances may be 
nature' s  way of providing a simple general-purpose 
coding device for discriminating the relevance of both 
external objects and internal states, thereby providing 
a powerful intrinsic motivational mechanism for guid
ing behavioral choices. It is generally accepted that 
pleasurable taste probably indicates that a foodstuff is 
likely to contain nutritionally useful materials, while 
bitter or disgusting taste indicates that a foodstuff may 
contain harmful poisons or be unwholesome. 

Indeed, one can readily predict the affective conse
quences of various external stimuli in humans from a 
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knowledge of bodily imbalances. It has been ex peri men� 
tally affirmed that pleasant and unpleasant feelings pro
voked by external stimuli arise from their ability to 
predict the alleviation of bodily imbalances. Stimuli that 
promote a return to homeostasis are routinely experi
enced as pleasurable, while those that would impair 

· homeostasis are unpleasant or even distressing. Thus 
one and the same stimulus can be pleasurable under 
certain circumstances while being unpleasant under 
others.79 For instance, if one is moderately thirsty, the 
first few gulps of water are more pleasant than the last. 
If one is cold, a hot temperature that might be deemed 
unbearable on a warm day is considered pleasant. 

Such findings also allow us to rigorously define 
"pleasure." For science, it does not suffice to say that 
pleasure is something "that feels good," for such cir
cular word juggling cannot lead us to a new under
standing of a phenomenon. A general scientific defi
nition of the ineffable concept we call pleasure can 
start with the supposition that pleasure indicates some
thing is biologically useful. This takes us in the right 
direction, for we can provide a credible description of 
what it means for something to be biologically use
ful. Useful stimuli are those that inform the brain of 
their potential to restore the body toward homeostatic 
equilibrium when it has deviated from its biologically 
dictated "set-point" leveL Indeed, this has turned out 
to be a powerful concept. The same temperature can 
be pleasant or unpleasant depending on whether we 
are warmer or colder than our ideal temperature of 
37°C. The same goes for body energy and water bal
ance, and perhaps the levels of micronutrients such as 
sodium. In short, since we must interact with the world 
on a periodic basis to sustain bodily equilibrium, we 
have brain mechanisms to generate various forms of 
distress (hunger pangs, thirst, coldness, etc.) when 
body resources deviate from equilibrium, and we feel 
pleasure and relief when we undertake acts that alle
viate disequilibrium. Clearly, affective processes can
not be ignored if we wish to understand how bodily 
constancies are regulated by the brain. 

Thus, in addition to focusing on food intake, we can 
probably evaluate regulatory pressures in the brain by 
looking at how animals respond to various pleasant 
stimuli. Rats appear to exhibit pleasure-related adjust
ments in their gustatory choices depending on the ho� 
meostatic consequences of their behaviors. For instance, 
if one gives rats free access to two bottles of sugar wa
ter, one much more concentrated and sweet than the 
other, they will initially corisume much more of the 
sweeter source.80 Across days, however, the animal will 
gradually forsake its initial preference and will drink 
more and more of the dilute source (Figure 9 . 10), 
almost as if the organism's natural hedonism gives way 
to an attitude of compromise. The sweeter substance 
simply provides too many calories too rapidly. In order 
to maximize pleasure, animals learn to exhibit behav
ior patterns that balance their intrinsic desire for sweets 

with the metabolic consequences of excessive indul
gence. Further, the rate at which animals make such 
adjustments is dependent on their metabolic states (Fig� 
ure 9. 1 0). 8 1  

Genetically obese animals, as well as those induced 
to become obese with hypothalamic lesions or chronic 
insulin treatment, do not show such shifts. However, 
experimental diabetic animals that have very high rest� 
ing blood glucose levels, and those recovering from 
induced obesity, shift to the dilute sugar source more 
rapidly than normal animals. Thus, the speed of this 
shift in gustatory preference is dependent on the energy 
regulatory status of the animal. It is unlikely that these 
are deliberate choices. Rather, they are probably related 
to changes in the animal's affective pleasure experi
ences. In sum, pleasure is not simply a response to a 
specific environmental event but one that is guided by 
the internal status of relevant physiological systems. We 
are finally beginning to understand the nature of these 
homeostatic systems and the pleasure responses they 
evoke within the brain. A sweet taste that is deemed to 
be pleasant when one is hungry is not as pleasant if one 
has already eaten more than one's fill. The same goes 
for sex and other forms of bodily touch (see Chapters 
12 and 13). All these experiments point to one over
whelming conclusion: Pleasure is nature's way of tell� 
ing the brain lhat it is experiencing stimuli that are use
ful-events that support the organism's survival by 
helping to rectify biological imbalances. 

There are other regulated systems within the body, 
many of which do not require immediate interaction 
with the outside world. When they are out of kilter, we 
tend to feel ill, a neurochemical response that is partly 
mediated by the neural effects of immune system chemi
cals called cytokines such as the interleukins (as men
tioned in the "Afterthought" of Chapter 3). Thus, rather 
than generating pleasure and displeasure, other inter� 
nal regulatory systems can generate affective conse
quences that are commonly labeled as feelings of sick
ness or well-being. We do not yet understand the neural 
circuits that mediate these reactions. Indeed, they may 
arise from quite diffuse effects on the brain. However, 
conditioned taste aversions-for example, those in
duced by illness-are known to be mediated in part 
by specific areas of the brain that have weaknesses in 
the blood-brain barrier, such as the area postrema in 
the brain stem just below the cerebellum, as well as the 
medial zones of the temporal lobes. 82 

Although the issue of using animal models to inves
tigate feelings remains controversial, we should remem
ber that states of pleasure and displeasure are no more 
difficult to study in animals than in young babies, as 
long as we are willing to trust certain behavioral indi
cator variables (e.g., Figure 2.3). Even newborn babies 
react distinctly to the four intrinsic gustatory qualities. 
They pucker their lips and squint their eyes in response 
to sour flavors. They exhibit a concerned look and pull 
away from the taste of salt. They express an open-
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mouthed, revulsive disgust, furrowed brow, and lateral 
head shaking to bitterness. And they exhibit a relaxed 
savoring and lip-smacking response to sweetness. All 
these behavioral responses are distinct and clear, and 
comparable measures have been developed in animals. 
For instance, rats "lick their chops" in response to sweet 
solutions; in response to a bitter taste, they shake their 
heads laterally (in a "no"-type gesture) and wipe their 
chins on the floor.S3 

Such affective responses are subcortically orga
nized, and they are presently being used to analyze the 
neurochemical basis of gustatory pleasure. It is already 
clear that brain opioids and benzodiazepine systems 
are important for generating these affective states.84 
As mentioned in the previous chapter, the facial plea
sure response of rats is not intensified by "rewarding" 
lateral hypothalamic stimulation. This implies that so
called brain reward does 11ot resemble gustatory plea
sure, even though it is clear that gustatory inputs are 
important for governing the arousal of the SEEKING 
system. 85 In addition to using taste preference tests and 
reflexive facial action responses to monitor affect, 
we can also utilize a variety of choice tasks to infer 
the internal affective states of animals. For instance, 
animals consistently seek locations in their environ-

ments where they have previously found palatable 
food.86 

The preceding examples, simple as they may be, 
highlight a profound principle of brain organization. 
Although people use many different adjectives to de
scribe the states of satisfaction they experience, most 
of our feelings of sensory pleasure arise from the vari
ous stimuli that signal the return of bodily imbalances 
toward an optimal level of functioning. This type of 
analysis suggests that an understanding of subjective 
experience may be an especially important key to the 
deep neural nature of many homeostatic functions. Feel� 
ing states may have been a neurosymbolic way for the 
brain to encode, in relatively simple fashion, intrinsic 
values for the various behavioral options that are open 
to an organism in a specific situation. Those that help 
reestablish homeostasis are experienced as good, while 
those that do not are felt to be either neutral or bad, 
depending on whether they have no effect on homeo
stasis or actually increase homeostatic disequilibrium. 

It is more reasonable to assume that sensory plea
sure is an ancient brain coding system for some of the 
most crucial biological values that all mammals share 
rather than to believe it is unique to humans, or even to 
assume, as did the behaviorists, that pleasure is a fig� 
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mentof the human imagination. We will need to under
stand the pleasurable nature of certain tastes and the 
distressful nature of hunger to fully grasp the overall 
pattern of energy regulatory processes in the brain. Once 
the neural basis of such processes has been credibly 
characterized in animals, the knowledge will probably 
also apply to humans. At present, we do not know where 
gustatory pleasure is mediated in the brain. It could take 
place in higher brain areas such as the septal area, where 
other pleasures (e.g., sexual) are elaborated; in the 
amygdala, where certain conditioned taste aversions are 
generated; or even the taste input areas of the brain 
stem.87 As with other emotional functions, the processes 
are probably widely distributed throughout the brain. 

At present, we do not even know whether there are 
several distinct pleasure systems in the brain or whether 
the affective differences we experience under different 
motivational conditions are simply due to the distinct 
sensory correlates that accompany different consumma
tory behaviors. Perhaps many stimuli can converge on 
a single pleasure system. Just as the SEEKING system 
can control many types of behaviors, a single pleasure 
system may provide affective import for many different 
gustatory sensations. In other words, the large number 
of sensations we can discriminate may delude us into 
believing that there is a greater variety of pleasant gus
tatory feelings than can be distinguished on a neurologi
cal basis. Of course, there may be distinct pleasure cir
cuits for food, wannth, and sex. However, they may still 
arise from similar neurochemical effects, perhaps opioid 
actions, in slightly different parts pf the brain. 

On the Neurochemistry of Pleasure 

What are the neurochemical messages that weave to
gether the magical experience of pleasure? Many be
lieve pleasure ultimately reflects the action of opioid 
systems in the brain; others believe that dopamine sys� 
terns are at the heart of the experience. 88 There are 
bound to be many neurochemical surprises, especially 
among the neuropeptide systems that are just beginning 
to be studied in earnest. However, if one contrasts data 
on the opioid and dopamine systems, it is clear that a 
role for opioid components presently has the most em
pirical support.89 

The evidence for brain opioid participation in the 
elaboration of consummatory pleasure is quite compel
ling. Animals that are given nonnutritive sweet solu� 
tions such as saccharin initially consume a great amount 
but gradually diminish their intake if they also do not 
have access to nutritive food. This suggests that the 
pleasure of taste is not sufficient to sustain consump
tion if it is not followed by beneficial metabolic conse
quences. Hedonism diminishes even faster if the sac� 
charin is given in the presence of opiate receptor 
antagonists such as naltrexone. Presumably, the opiate 
receptor blockade diminishes the pleasurable aspects of 

sweet taste even further. Recent work also suggests that 
clinical disorders such as bulimia nervosa can be inhib
ited by the same drugs.90 Indeed, sweet substances have 
been found to promote opioid release in the brain, and 
young animals (as well as human babies) become anal
gesic and cry less after the administration of sugar water 
into their mouths. Again, these effects are partly re
versed by opiate receptor antagonists.91 These experi
ments demonstrate that sweet substances promote 
opioid release in the brain.92 Although many other neu
rochemical systems are likely to participate in these 
hedonic functions, an analysis of brain opioids has pro
vided a robust beginning to the search fOr the neuro
chemical underpinnings of gustatory pleasure. 

It seems likely that food preferences are largely me
diated by two factors-taste pleasure and postingestive 
consequences. If opioids control taste pleasure (which is 
not to exclude them from also playing a role in metabolic 
consequences), one should be able to shift taste prefer
ences by artificially stimulating and blocking opioid re
ceptors as animals consume various foodstuffs. This is 
supported by one of our unpublished experiments sum� 
marized in Figure 9 . 1 1 .  Animals were give access to two 
saccharin solutions of the same sweetness, one that was 
made distinct with vanilla flavoring and the other with 
lemon. If either of these flavors waS given following mild 
morphine activation of the opiate receptor system, and 
the other solution was given following naloxone block
ade of this same system, when given a choice between 
the two, animals overwhelmingly prefened the flavor 
they had consumed under the opiate state. As is evident 
in Figure 9. 1 1 , this effect can be seen in two-bottle prefer
ence as well as Single-bottle intake tests. When the drug 
pairing was stopped, the preference gradually extin
guished; it could also be counterconditioned by revers
ing the drug-solution pairings. Such results suggest 
that brain opioids are important in governing gustatory 
choices. We seem to be addicted to foods that naturally 
activate our opioid systems. 93 

It also seems likely that opioid-mediated pleasure 
is a key ingredient in many other rewards. For instance, 
sexual reward has a strong opioid component. Male 
rats exhibit a place preference for locations in which 
they have copulated, but opiate receptor blocking 
agents decrease this preference, without reducing 
copulatory acts (see Chapter 12). There is evidence 
that opioids participate in the good feelings generated 
by maternal behavior and other social interactions 
involving touch (see Chapters 1 3  and 14). Indeed, 
brain opioids may participate in every pleasure, serv
ing as a general neurochemical signal that the body is 
returning to homeostasis.94 

In this context, it is a bit surprising that low doses 
of opiates activate feeding, but this may be due to the 
fact that mild opiate stimulation can arouse the SEEK
ING system.95 At high doses, opiates dramatically re
duce the desire for food but also for practically all 
other rewards. At present, it does not appear likely that 
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pharmacological modulation of opioid systems will 
ever be able to be molded into a generally effective 
therapy for appetite disorders. It may be more impor
tant to target the actual brain mechanisms that mediate 
regulation rather than the many affective manifesta
tions that are normally controlled by the regulatory 
processes. 

The key question that must now be answered to pro
vide useful treatments for energy balance disorders is 
the precise molecular nature of the regulatory system 
in the brain that determines how body energy homeo
stasis is sus rained. Once we unravel the details of those 
processes, we should be in an excellent position to de
vise ways to help people control their body weight with 
the aid of biomedical interventions At the present time, 
available appetite-control drugs are simply not adequate 
for the task, and very little has been introduced to the 
market in the past 20 years. Fenfluramine, which has 
recently been marketed as a weight-control agent, re
duces appetite, more than anything, by slowing gastric 
passage. 96 The greatest stumbling block is that most of 
the substances that reduce feeding do not do so by 
simulating normal long-term satiety-an internal feel
ing that body energy levels have been restored. Rather, 
they operate on a variety of short-term mechanisms that 
can inhibit appetite only briefly. It is possible that con� 
geners of leptin will help normal people to better con
trol their appetites in the long term, but for most obese 
individuals, one may need to amplify the normal func
tioning of leptin receptors or the postsynaptic chemi
cal messages that leptin controls. Alternatively, we may 

need to fool the energy detectors in the hypothalamus 
that the body is processing more energy than is actu
ally being consumed. 

In sum, the analysis of food-intake regulation has 
proved to be a remarkable puzzle. Although there is an 
abundance of relevant facts, the precise nature of the 
regulatory system still eludes us. 

AFTERTHOUGHT: Comments on Some 
Other Motivational Systems 

Our understanding of such processes as thermoregula
tion and water balance, as highlighteq in the following, 
is substantially more complete than energy balance 
regulation largely because it is easier to understand the 
regulation of these comparatively simple commodities. 
Unfortunately, our understanding of the accompanying 
affective states-the intense feelings of thirst described 
at the beginning of this chapter-are less well under
stood. In any event, drinking (or body water regulation) 
is controlled by two distinct systems, one for osmotic 
thirst and another for volumetric thirst.97 The former is 
designed to monitor bodily dehydration (or intracellular 
salt concentration) in the blood via osmoreceptors situ
ated in the anterior hypothalamus in an area called the 
organum vasculosum of the lamina terminalis (OVLT), 
while the latter is responsive to the loss of extracellular 
body fluids (largely reflected in blood volume); its 
major receptive elements appear to be in a specialized 
area at the juncture of the lateral and third ventricles 
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called the subfornical organ. The need for increased 
water intake when the vascular volume goes down is 
especially important in emergency situations such as 
loss of b.Iood following injuries. The brain system that 
induces hypovolemic (low-blood-volume) thirst does so 
largely by activation of a peptide in the lung called 
angiotensin. This circulating peptide is activated dur
ing bloqd volume loss (as detected by the kidney) and 
is also manufactured within the thirst circuits of the 
brain. Minute quantities of this peptide placed into the 
brain produce voluminous drinking.98 

Our understanding of other receptive systems, such 
as that for sodium, is less thorough. However, it should 
be recognized that sodium chloride is such an essential 
bodily constituent that there are distinct mechanisms to 
assure that this commodity does not fall in short sup
ply within the body. Aldosterone is a specialized adre
nal hormone that facilitates sodium reabsorption from 
the blood passing through the kidney. A powerful brain 
mechanism also facilitates salt craving when plasma 
levels of sodium diminish.99 Sodium is a relatively rare 
commodity in the real world, especially in inland re
gions. Certain herding animals will travel hundreds of 
kilometers to salt licks to replenish their sodium stores. 
The mammalian brain is designed with special-purpose 
mechanisms to assure that animals will remember so
dium sources in their environment even when they do 
not need sodium. This intrinsic memory capacity was 
strikingly demonstrated many years ago by investiga
tors who exposed sodium-replete animals to salt either 
in certain locations in their environment' or within 
water supplies which they were required to work for 
while thirsty . 10° When these animals were first con
fronted by rapidly induced sodium depletion, they im
mediately sought out the locations at which sodium had 
previously been encountered, and they worked more 
vigorously for water sources that had contained the salt 
(even though they were now on an extinction schedule 
on which no salt reward was forthcoming). In other 
words, the memory of salt had been firmly recorded in 
their brains at a time when salt was not needed. This 
memory was retrieved at a future time when sodium was 
desperately needed. This remarkable feat suggests that 
the brain is evolutionarily prepared to remember sodium 
sources because that rare and precious commodity may 
be needed at unforeseen times. Indeed, the value of salt 
is recorded within our language in the word salary, 
which comes from the Latin salarium, meaning "salt 
money," which was provided for Roman soldiers as part 
of their compensation. 

Our brains contain many types of subconscious 
metabolic memories. Our bodies can automatically 
judge the energy and micronutrient (i.e., vitamin and 
mineral) contents of foods and base future dietary choices 
on such knowledge. Likewise, we can learn to avoid 
substances that are bad for us from the postingestive 
consequences of the things we eat.101 For instance, 
young rats can learn to make the correct dietary choices 
by observing the dietary behavior of their parents. 102 
Even human infants make sophisticated dietary choices. 
In one experiment, they were given equal experience 
with two food sources that are essentially identical 
except for color and energy content (e.g., red versus 
green jello, where one contained sugar and the other 
was made to taste equally pleasant with noncaloric 
sweeteners). When given subsequent choices between 
these two food sources, infants selected the one that con
tained carbohydrate energy over the one that did not. !03 
We still know little about the neural nature of metabolic 
memories that permit organisms to make such apprais
als, but they show us, once again, that the intrinsic abili
ties of the brain are remarkable indeed. 
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Nature Red in Tooth and Claw 
The Neurobiological Sources of Rage and Anger 

Our ferocity is blind, and can only be explained from below. Could we trace it 
back through our line of descent, we should see it taking more and more the form 
of a fatal reflex response . . . .  In childhood it takes this form. The boys who pull 
out grasshoppers' legs and butterflies' wings, and disembowel every frog they 
catch, have no thought at all about the matter. The creatures tempt their hands to 
a fascinating occupation, to which they have to yield . . .  and . . .  we, the lineal 
representatives of the successful enactors of one scene of slaughter after another, 
must, whatever more pacific virtues we may also possess, still carry about with 
us, ready at any moment to burst into flame, the smoldering and sinister traits of 
character by means of which they lived through so many massacres. 

William James, Essays on Faith and Morals ( 19 10) 

CENTRAL THEME 

Although aggression has multiple causes, in psychiat
ric practice the most problematic forms arise from 
q.nger. Many stimuli can provoke anger, but the most 
common are the irritations and frustrations that arise 
from events that restrict freedom of action or access 
to resources. Although psychologists have documented 
numerous environmental precipitants of anger and agM 
gression, they have yet to clarify the difficult q uestion: 
What is anger? One reason this topic has been avoided 
is that anger is a primitive state of the nervous system 
that cannot be explained by mere words or environ� 
mental events. It must be clarified through a study of 
the underlying neuroevolutionary processes. As most 
observers have agreed throughout history, the emo
tion of anger is a human birthright, arising from our 
ancestral heritage. During this century, we have finally 
come to understand, at least in part, the nature of brain 
circuits that generate these powerful and often dan� 
gerous feelings, which yield behaviors that moral phi
losophers of the previous century said "deserved rep
rehension" and which emerge from our potential for 
"evil." Modern evidence suggests that anger emerges 
from the neurodynamlcs of subcortical circuits we Share 
homo!ogously with other mammals. The general loca� 
tions of these circuits have been identified by localized 
electrical stimulation of the brain. The RAGE circuits 

run from medial areas of the amygdala, through dis
crete zones of the hypothalamus and down into the 
periaqueductal gray of the midbrain. These areas are 
hierarchically arranged so that higher functions are de� 
pendent on the integrity of lower ones. The more we 
understand about these circuits, the more we will un
derstand the fundamental nature of anger itself. A 
knowledge of the brain areas where rage is evoked now 
allows us to work out the neurochemistries of this ba
sic emotion. Such knowledge should eventually per� 
mit development of new medications to control patho� 
logical rage, as well as other impulse-control disorders 
that promote aggression. Unfortunately, most forms 
of human aggression may be instrumental or preda
tory in nature, and an understanding of anger will not 
help us solve the prevalent social problems that arise 
from such sociopathological motivations. In sum, ag
gression is a broader phenomenon than anger itself. 
Aggression is not always accompanied by anger, and 
anger does not necessarily lead to aggression, espe
cially in mature humans who can control such base 
impulses. Because the two do not always go together, 
a tradition has evolved in animal brain research of over
looking the concept of anger, which cannot be ob
served directly. Thus, we rarely find terms such as rage 
and anger in the modern brain research literature. In
deed, students are commonly discouraged from using 
such concepts in relation to animal behavior. Even 

1 87 
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though we have abundant data on the deep neurobio
logical nature of ragelike aggression (or "affective at� 
tack," as it is called by behavioral neuroscientists), few 
bridges have been built between this database and the 
nature of anger.and rage in human experience. These 
connections will be cultivated in this chapter. Of course, 
the primitive neural circuits of RAGE also interact with 
higher cognitive processes. However, before we can 
understand how appraisals and other acquired symbolic 
processes can trigger or inhibit anger, we must first 
fathom the lower reaches of RAGE circuits and the 
affective experiences that emerge therefrom. In sum, 
to understand anger, we must come to terms with that 
powerful brain force we experience as an internal pres� 
sure to reach out and strike someone. 

On Aggression 

At times animals threaten, bite, and kill each other. 1  
Such behavior is known as aggression. Its manifesta� 
tions range from a threatening baring of teeth to the 
tearing of flesh, from the graceful dive of a hunting 
hawk to the spitting spectacle of a cornered cat, from 
the display of pompous sexual plumage to the catastro� 
phes of well�oiled guns and hidden bombs. Aggression 
is neither a universal nor a unidilnensional phenom� 
enon. Many invertebrates, like mollusks, exhibit no 
apparent aggression during their life cycles. However, 
nearly all vertebrates exhibit aggression from time to 
time, and such behavior can have several distinct envi
ronmental and brain causes. 

Three distinct aggressive circuits have been provi
sionally identified in the mammalian brain: predatory, 
intermale, and affective attack or RAGE circuits. Only 
the last one provokes enraged behaviors, and presum
ably the experience of anger. For instance, males that 
fight each other for access to sexual resources do not 
appear to be enraged but instead present themselves as 
potential champions on the field of competition. Of 
course, they may eventually become angry at each other 
as they lock horns. Likewise, predators kill other ani
mals not out of anger but because they need food to live. 
We must assume that the hunt and the kill is as positive 
a psychological experience for the predator as it is a 
fearful one for the prey. Predatory attack is a distinct 
type of aggression that arises from different circuits than 
anger or the seasonal competition for dominance among 
males of"toumament species." However, as we will see, 
it is not fully distinct from the SEEKING circuits dis
cussed in Chapter 8. 

Are there other aggression circuits? Perhaps, but we 
do not have sufficient evidence to discuss them as dis� 
tinct entities. For instance, killing and injury of the 
young (infanticide and child abuse) are common behav
iors in nature and human societies, but these tendencies 
may emerge from some combination of the three brain 
systems already mentioned, as well as others. Also, does 

defensive aggression arise from a distinct system in the 
brain? We simply do not know, but here we will assume 
it emerges largely from a dynamic intermixture of 
RAGE and FEAR systems. 

In addition to distinctions we can make among dif
ferent forms of aggression, all forms share certain fea� 
tures, such as the potential for bodily injury and indi
vidual concerns about the distribution of resources. In 
humans, such resources may even be psychological 
ones. Because aggression entails many destructive 
potentials, intrinsic biological restrictions are placed 
upon it within all species (i.e., few animals, besides 
humans, kill pther adult members of their own kind), 
and there are numerous societal sanctions against it in 
most human cultures. In general, there is much less 
aggression when animals have known each other for a 
long time than when they are strangers. 

Animals in stable societies usually develop an ac
ceptance of their social status, and hence their "right
ful" priority in the line for resources, yielding domi� 
nance hierarchies.2 Among those that know each other, 
competition is often resolved by glances and gestures 
rather than blows. However, when organisms do not 
know each other, they are more likely to take the path 
toward phySical confrontation and, if neither side backs 
·down, bloodshed. At the cultural level, our laws attempt 
to ensure that humans do not impose their will on others; 
those who fail to comply with societal expectations are 
commonly recipients of various forms of societal retri
bution, which, with a modest stretch of the imagination, 
may also be defined as aggression. 

At the outset, I wish to make one disclaimer: The most 
broadly destructive kinds of human aggression-wars 
between nations and competing cultural groups, as well 
as many violent crimes--do not arise directly from brain 
circuits of the type discussed here. These are instrumen
tal acts that arise as willful activities of humans. Only 
weak precedents have been described in our kindred 
species, the chimpanzees, who occasionally exhibit group 
aggressive activities that resemble human tribal skir
mishes, or mini wars, against others of their kind.3 Very 
little of what we have to say here can highlight the causes 
of similar instrumental political phenomena in human 
societies, except that aggression may seem like a reason
able strategy among those who have little to lose or much 
to gain.4 Of course, warlike tendencies in humans are 
ultimately accompanied by many hateful emotions, in
cluding avarice, spite, and triumph, but to the best of our 
meager knowledge, most of these complex feelings are 
not instinctual potentials of the old mammalian brain. 
They probably arise from higher brain areas through 
social learning. Without the neocortical sophistication 
that we humans possess, other animals simply are not able 
to have the complex thoughts and feelings about such 
matters that humans have. Still, elemental emotions like 
fear and anger occur on every battlefield, and the sub
cortical nature of these brain states can be understood 
through animal brain research. 

Evolutionary Sources of Aggression 
and Rage 

Some individuals are more prone to aggression than 
others, partly because of the quality of their neural cir� 
cuits and partly because of the constrictive, irritating, 
and impoverished environments in which they live. As 
James continued in the passage from Essays on Faith 
and Morals: "Our ancestors have bred pugnacity into 
our bone and marrow, and thousands of years of peace 
won't breed it out of us." Perhaps the proper kind of 
education may. In any event, genetic selection experi
ments in both male and female rodents indicate that one 
can markedly potentiate aggressiveness through selec
tive breeding within a half dozen generations, and that 
breeding for aggression is as effective in females as in 
males.5 

Tendencies for sociopathy also appear to be geneti
cally transmitted in humans,6 and certain families with 
very high levels of aggression have been found to be 
characterized by neurochemical traits such as high 
plasma monoamine oxidase-A (MAO-A) activity/ the 
enzyme that breaks down several biogenic amines, in
cluding serotonin, within the brain. Likewise, animals 
and humans that have constitutionally low brain sero
tonin activity are more prone to aggression and the 
impulsive acting out of other emotions than those with 
higher levels. & In addition, males are generally more 
aggressive than females partly because of fetal organi
zational and adolescent activational effects of testoster
one on their brains (see Chapter 12).9 However, when 
it comes to defending their young, females of most spe
cies develop a propensity to become more defensive and 
assertive soon after giving birth. This may be partly due 
to a shift in brain chemistries within certain aggression 
circuits toward patterns that are more typical of males 
(see Chapter 13 for more on this topic). 

In many species, males are disproportionately larger 
than females (e.g., "tournament species," such as elk 
and walruses, which seek to captivate many females in 
"harems"); especially high levels of intermale aggres
sion are evident among such creatures. However, the 
fighting is typically restricted to the breeding season, 
when testosterone levels are particularly high. In species 
where males and females are closer in size, pair�bonding 
is more common, and sex differences in aggression are 
less evident; but often, as in wolf packs, only a single 
dominant female in a group reproduces. In a few avian 
species, females are bigger and more pugnacious than 
males, and similar patterns are evident in some mam
mals, most notably the spotted hyena. 10 

Female hyenas have unusually high levels of circu
lating testosterone, and, quite remarkably; the appear
ance of their external genitalia resembles that of males; 
one cannot tell the sexes apart with a casual peek, for 
the female's enlarged clitoris i s  as large as a male penis, 
and as capable of erectile activity. Female hyenas are 
also more aggressive than males, and it is suspected that 
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they exhibit increased development of the underlying 
emotional systems that are typically more robust in the 
males of most species. Newborn hyenas, commonly 
twins, begin life with rather aggressive temperaments 
and remarkably high levels of circulating testosterone. 
They seem to be born in a fighting mood, and because 
of their sharp teeth, one of the two commonly dies be
fore they enter the gentler phase of youth that is char
acterized by friendly play� fighting (see Chapter 15) .  
However, there is no reason to believe that this form of 
aggression emerges from anger, although it might. It  is 
more likely to ref1ect an early expression of dominance 
urges. This is not to say that anger cannot occur during 
such vigorous antagonistic interactions. 

Although anger appears to have several obvious 
precipitating stimuli in the environment, the emotion 
is not created out of environmental events but represents 
the ability of certain types of stimuli to access the neu
ral circuitry of RAGE within the brain. For instance, a 
human baby typically becomes enraged if its freedom 
of action is restricted simply by holding its arms to its 
sides . 1 1  This highlights a general and lifelong principle. 
Anything that restricts our freedom will be viewed as 
an irritant deserving our anger, contempt, and revolu� 
tionary intent. Of course, restriction of freedom is not 
the only precipitant of our anger and scorn. The same 
response emerges when one's body surface is repeat� 
edly irritated or when one does not receive expected 
rewards, namely, when one is frustrated. To take a 
trivial example: Who has not experienced a brief flash 
of frustration-induced anger when a vending machine 
takes one's money without dispensing any goods? Most 
can shrug off the feeling rapidly with cognitive inter� 
vention, especially if one i s  not too hungry and still has 
sufficient coins available to try again elsewhere. This 
simple observation suggests that unfulfilled expectan
cies within the SEEKING system activate the neural 
patterns of frustration, probably in frontal cortical 
areas, which compute reward contingencies. As will be 
explained in detail later, reward and expectation mis� 
matches may promote anger by downward neural in
fluences that arouse RAGE circuits. 

Such cognitive precipitants of anger would, of course, 
require prior learning. By contrast, a young baby who 
becomes enraged because it is prevented from moving 
may not initially conceptualize the external source of 
its anger, but with social development and insights into 
the nature of social dynamics, it rapidly learns to ap
praise the sources of the irritations and frustrations in 
its world. And then the neural paths have been prepared 
for retributions. 

Indeed, human brains are evolutionarily "prepared" 
to externalize the causes of anger and to "blame" others 
for the evoked feelings rather than the evolutionary 
heritage that created the potential for anger in the first 
place. Of course, this makes adaptive sense. The aim 
of anger is to increase the probability of success in the 
pursuit of one's ongoing desires and competition for 
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resources. But this is also the dilemma that therapists 
commonly highlight when they exhort their clients "to 
take responsibility for their feelings."12 Other people do 
not cause our anger; they merely trigger certain emo
tional circuits into action. Ultimately, our feelings come 
from within, and perhaps only humans have a substan
tive opportunity, through emotional education or wi11-
power, to choose which stimuli they allow to trigger 
their emotiol).al circuits into full-blown arousaL 13 Ani
mals, because of their limited ability to conceptualize 
the nature of emotions and intentions, do not appear to 
have such options. 

Although we cannot go back in evolution to explore 
the origins of anger circuitry (since the brain does not 
fossilize well), we can at least provide reasonable sce
narios concerning those sources. Perhaps one of the 
earliest evolutionary vectors was the adaptive advan
tage of having invigorated psychobehavioral responses 
to physical constraint, as commonly occurs in preda
tor-prey encounters. Once a predator has captured its 
prey, there are two behavioral strategies that might 
benefit the diminishing behavioral options of the prey. 
The "victim" may become totally still, feigning death, 
which might fool the predator into releasing its grip. 
Indeed, this type of "tonic immobility" is a common 
response of several prey species (e.g., rabbits, guinea 
pigs, and chickens), and it is referred to by the rather 
sensational label "animal hypnosis."14 The other strat
egy is for the animal's behavior to become vigorous 
very rapidly, which might startle or otherwise dissuade 
the predator from pursuing its course of action, thereby 
giving the prey a chance to flee and escape. I assume 
it was this latter response, initially an adaptive reflex 
of invigorated movement, that guided the evolution of 
the full-t1edged emotional system that now mediates 
anger. 

That a complex form of psychological constraint 
such as frustration would eventually provoke the same 
type of psychobehavioral activity highlights the evo
lution of emotional systems. New controls, including 
layers of learning, have been gradually added to an
cient emotional integrative systems, thereby enhanc
ing and expanding the range of behavioral control. In 
other words, circuit openness (see Figure 4.2) has been 
promoted in emotional systems by the addition of hi
erarchical layers of new control (see Figure 2.2). With 
multiple inputs and control functions, the degree to 
which animals can exhibit emotional regulation has 
been expanded. However, the more recently evolved 
controls continue to depend critically on the nature 
of preexisting emotional circuit functions. In adult 
humans, higher cortical controls can be refined to 
the point that we can, to some extent, choose to be 
angry or not But also, because of such higher cognitive 
functions, we can become angry merely in response 
to symbolic gestures (reflecting how past learning 
and current appraisals can come to arouse emotional 
systems). 

Appraisals, Higher Cognitive Functions, 
and Aggression 

Since the study of violence and aggression has become 
a sensitive societal and academic topic (see note 4), 
many investigators hesitate to discuss the potential in
sights that a psychobiological analysis of aggression 
circuits could provide. It is not generally accepted that 
the potentials for aggression are inborn. Rather, the 
prevailing view is that most impulses for aggression 
emerge from the appraisal of events. Here I will advo
cate the idea that the subcortical neural systems that 
generate anger are inborn, although it cannot be empha
sized enough that a great deal of learning comes to 
modulate these underlying emotional forces, perhaps in 
all mammalian species, 15 but most certainly in humans. 
Conversely, it is also likely that the neuropsychic force 
we call anger promotes certain types of cognitive ac
tivities in humans, such as thoughts of vengeance and 
the pursuit of retribution.16 Higher cerebral abilities 
must be taken into account in any comprehensive ex
planation of angry behavior, and it is incorrect to be
lieve that a study of animals will fully explain why 
humans exhibit and inhibit aggression. Many cognitive 
aspects of anger are undoubtedly unique to the human 
species. What animal research can provide is lasting 
insight into the fundamental sources of primal feelings 
of rage within the brain. 

Even limited claims such as this are not especially 
popular in the present intellectual zeitgeist, where ideas 
are commonly constructed and deconstructed without 
recourse to the evidence. Nonetheless, there are abun
dant reasons to believe that the subcortical anatomies 
and major neurochemistries for the feeling of anger are · 
remarkably similar in all mammals. For instance, one 
can evoke angry behaviors and feelings by electrically 
stimulating the same brain areas in humans as in other 
species. Angry behaviors can also be modulated by 
manipulating the same neurochemistries in all mamma
lian species that have been studied.17 Thus, the major 
differences between species probably lie in the cogni
tive subtleties that incite and channel the internal emo
tional force we commonly call anger. The material val
ues upon which cognitive appraisals are premised are 
bound to differ substantially among species, depend
ing on the resources they value and how much compe
tition is needed to obtain them. 

Although the cognitive activities that accompany 
anger will be harder to analyze across species, it remains 
possible that some cross-species analyses will be infor
mative. For instance, anger may provoke certain types 
of primitive thoughts and perceptual changes in all ani
mals. During anger, rapid movement on the part of other 
animals may be viewed as provocations, as opposed to 
irrelevant pieces of information. Certain cues from other 
animals that have been repeatedly associated with the 
provocation of anger may also develop the ability to 
sustain angry moods for extended periods through clas-

sical conditioning. This type of learning, once it be
comes cognitively represented, may be called "hatred." 
Is the feeling of hatred, then, little more than the emo
tion of anger, conditioned to specific cues, that has been 
cognitively extended in time? This may well be the case, 
and it would explain why hatred should not be called a 
basic emotion, even though it has certain features that 
differentiate it from anger. Hatred is obviously more 
calculated, behaviorally constrained, and affectively 
"colder" than the passionate "heat" of rage. 

Tn fact, anger does not always provoke explicit threat 
or aggression in humans. Mature humans can voluntar� 
ily inhibit the expression of their primitive impulses 
and, with a great deal of social learning, can express 
their anger with the cool detachment of barbed words. 
However, when we humans experience anger, even at 
times when we are unwilling to express the underlying 
urges to others, our mental dialogues overflow with 
statements of blame and scorn for the individual(s) or 
institution(s) that provoked (or seemed to provoke) the 
anger. These internal dialogues deserve more study by 
psychologists, but there are other aspects of anger that 
cannot be studied through the analysis of words or 
human actions. To be angry is to have a specific kind 
of internal pressure or force controlling one's actions 
and views of the world. This affective "force" within 
the human brain can be reasonably well understood, if 
one is willing to consider that it emerges from the neuro
psychic energies aroused by RAGE circuits shared by 
all mammalian brains. A similar analysis can be done 
for brain systems that can reduce anger. 

Both psychologically and behaviorally, certain at
titudes and gestures are especially efficacious in reduc
ing anger. 18  Among many types of animals, appease
ment signals-for instance, lying on one's back, 
exposing vulnerable parts like the belly and neck
commonly reduce aggression by others of the same 
species. Defeated rats often emit long 22 Khz vocal
izations. Do these submissive gestures release specific 
neurochemicals that counteract angry urges, or is the 
reaction purely cognitive? Although it is next to impos� 
sible to probe the thoughts of emotional animals, we will 
here assume that there are certain neurochemical pro
tiles that can promote peaceful relations among animals, 
including chemistries that emerge from circuits medi� 
ating sexuality (see Chapter 12), nurturance (see Chap
ter 13), and social bonding (see Chapter 14). But be
fore we can understand the influence of these factors, 
we will first have to understand the nature of anger 
within the mammalian brain. 

The General Neurocognitive 
Substrates of Anger and the 
Frustration-Aggression Hypothesis 

In the body, anger is accompanied by an invigoration 
of the musculature, with corresponding increases in 

NATURE RED IN TOOTH AND CLAW 191 

autonomic indices such as heart rate, blood pressure, 
and muscular blood flow. As is so well conveyed by 
idiomatic descriptions of anger (e.g., "getting hot under 
the collar"), body temperature also increases during 
anger. In the brain, there emerges an intense and well
focused tendency to strike out at the offending agent. 
The emotional state aroused in the brain is a fiery mental 
storm, capable of being defined in neurophysiological 
and neurochemical terms, that rapidly persuades us that 
the offending agent is below contempt and deserves 
harm. Previous memories related to the anger episode 
are easily remembered and potential plans for ven
geance are automatically promoted. 19 This indicates 
powerful interactions of RAGE systems with memory 
encoding systems of the brain, although, as already 
indicated, we know little neurophysiologically about 
such matters. 

The study of such internal experiences of humans 
could provide some testable hypotheses concerning the 
properties of anger systems. Since anger is most easily 
aroused when the availability of desired resources dimin
ishes, it should have close anatomical and neurophysio
logical linkages to the SEEKING system. Indeed, arousal 
of the self-stimulation system entails an increased pos
sibility of frustration, since this system establishes 
neural conditions for an affective state of high expecta
tions and hence their failure to be met (Figure 10.1). 

To the best of our knowledge, positive expectations, 
and the possibility of frustration, arise from neuro
dynamic activities of higher brain areas that compute 
reward contingencies-psychological processes that are 
linked intimately to the cognitive functions of the fron� 
tal cortex.20 A rapid suppression of activity within the 
SEEKING system, in the absence of homeostatic plea
sures, which would normally index that a reward has been 
obtained, should unconditionally promote the arousal of 
anger circuitry. Indeed, such effects have been observed 
in animals' elevated tendency to bite when rewarding 
brain stimulation is terminated.21 In comparable circum
stances, humans tend to to clench their jaws and swear 
epithets. In other words, the RAGE and SEEKING cir
cuits may normally have mutually inhibitory interactions 
(see Figure 3.5), even though both may be comparably 
sensitized by other processes such as the feelings of hun� 
ger aroused by the body's energy needs. This makes 
psychological sense, since such need states would 
heighten the value of positive expectations, and hence 
the feelings associated with those expectations not 
being met. 

The frustration-aggression hypothesis has been one 
of the most well-developed theories in the psychologi
cal literature (as highlighted in the famous book by 
Dollard and colleagues, cited in the Suggested Read� 
ings). Frustrating experiences have traditionally been 
linked to anger through the hypothesis that if a goal 
response is interrupted, aggression follows. A basic 
postulate of this view is that aggression will increase 
in proportion to the level of frustration-namely, in 
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Figure 1 0.1 . Schematic suggestion of likely interactions between neural systems that 
mediate the anticipatory behaviors of SEEKING and arousal of the RAGE system. 
(Adapted from Panksepp, 198 1 ;  see chap. 3, n. 25.) 

direct relation to the intensity of the desire that is 
thwarted and the number of times the thwarting occurs. 
Such predictions are supported by a large amount of 
human data. For instance, children who have not been 
allowed to participate in a favorit'e activity will subse
quently tend to exhibit higher levels of aggression, and 
such frustrations bring other dark thoughts to the sur
face such as prejudice toward minority groups.22 

From both neural and affective perspectives, we must 
also ask some deeper questions. Is the feeling of frustra� 
tion really substantially different than that of anger? Psy� 
chobiological evidence certainly allows us to conclude 
that they are intimately linked, since manipulations that 
reduce the effects of frustration, such as antianxiety 
agents and temporal lobe damage or more restricted 
amygdaloid lesions, also tend to reduce emotional aggres
sion.23 Thus, the emotional feeling of frustration may 
largely reflect the mild arousal of RAGE circuitry, in the 
same way that anxiety may reflect weak arousal of the 
FEAR circuitry (see Chapter 1 1) .  In other words, the out
puts of cognitive brain systems that evaluate reward con� 
tingencies may simply have special access to RAGE cir
cuitry. Even though there is little evidence on this, it also 
remains possible that feelings of frustration arise directly 
from higher brain activities, such as of the frontal cor
tex, that evaluate reward contingencies. Certainly, the fact 
that patients with frontal cortical damage can become 
angry rapidly, but can also lose their anger rapidly,24 
suggests that frontal cortical influences are important in 
sustaining instinctual anger responses that are elaborated 
by lower regions of the brain. 

Although it remains to be empirically demonstrated 
which brain systems are essential for generating feel
ings of frustration, such feelings may very well arise 
from mild arousal of RAGE circuitry. Since the frontal 
cortex elaborates reward expectancies, presumably a 

neural representation of those perceptions feeds back 
onto the subcortical components of the anger system. 
However, in this context it is important to remember 
that there are many other facilitators of aggression be
side frustration-including hunger, pain, and perhaps 
some of the neural effects of testosterone. Conversely, 
it is also worth considering that such intense feelings 
may also sensitize the higher neural substrates that in
stigate frustration through the computation of positive 
expectancies. How this might operate for specific com
modities that alleviate hunger and pain is more straight
forward than it is for testosterone, unless we consider 
that the hormone may generate greater expectations by 
promoting feelings of social strength and dominance. 
Such Strong feelings may help set the stage for stron
ger feelings of frustration when things do not go as well 
as anticipated, especially during intermale competition. 
Because of the likelihood of multiple layers of neural 
interactions among the various aggression systems, as 
well as the other basic emotions, it is important to con
sider all the various forms of aggression that have been 
documented by animal behaviorists. 

Taxonomies: Environmentally Induced 
Varieties of Aggression 

Although the frustration-aggression hypothesis has 
been of great value in promoting coherent psychologi
cal analysis of aggression, we must remember that be� 
havioral manifestations of aggression are quite diverse. 
There are several distinct brain systems that can pre
cipitate aggressive acts and an even greater number of 
external stimuli that can trigger such systems into ac
tion. As we saw in Chapters 2 and 8, all emotional cir
cuits appear to be designed to permit a great deal of 

behavioral flexibility, which helps explain the variabil
ity of behavior patterns seen during a single emotional 
state, within as well as between species. Thus, it is under
standable why there would still be considerable confu
sion about how aggression should be subcategorized 
and studied. Taxonomies of aggression can be based on 
(1) the possible psychological causes of aggression (as 
in the previous section), (2) the varieties of behavioral 
expressions, as well as (3) the basis of the types of under
lying neural systems. Let us now move to the second 
level of analysis. 

The types of aggression that have been distin
guished on the basis of eliciting conditions are more 
numerous than those based on the behavioral manifes
tations and the types of aggression-organizing systems 
that have been discovered in the brain. Even though 
many distinct circumstances lead to aggression, sev
eral forms, distinguished on the basis of eliciting con
ditions, probably do emerge from the same neural 
operating systems. For instance, the aggression that a 
mother exhibits to defend her offspring may not be 
fundamentally different from the aggression a male 
exhibits when an intruder infringes on his territorial 
"rights." In both situations, aggression may be evoked 
by essentially one and the same brain circuit, even 
though the two can be distinguished taxonomically by 
the different psychosocial/cognitive precipitating con
ditions. Thus, a single brain process can be activated 
by several different inputs. 

The most widely cited behavioral taxonomy based 
on the eliciting conditions for aggression was developed 
by Kenneth Moyer.25 His list includes seven distinct 
forms of aggression: ( 1 )  Fear-induced aggression oc
curs when an animal cannot escape frgm an aversive 
situation; (2) a female often displays maternal aggres
sion when an intruder is perceived to threaten the safety 
of her offspring; (3) irritable aggression results from 
annoying occurrences in the environment that are not 
strong enough to provoke flight; (4) sex-related aggres
sion occurs in the presence of sexual stimuli; (5) terri
torial aggression occurs when a strange animal enters 
the living space claimed by a resident animal; (6) 
intermale aggression reflects the fact that two males 
placed together are much more likely to begin fighting 
than two females placed together; and (7) predatory 
aggression is a food-seeking mechanism in certain 
omnivorous and carnivorous species. One could even 
suggest others, such as play-fighting, defensive aggres
sion, and perhaps even lovers' spats, but these types of 
distinctions are presently not very useful at the neuro
science level of analysis. 

As will be highlighted later, all these forms of ag
gression are certainly not distinct at the subcortical level. 
Environmentally based taxonomies such as Moyer's do 
not reflect the distinct types of brain operating systems 
that can mediate aggression. Several items in his tax
onomy share underlying controls, while others do not. 
For example, most investigators consider predatory 
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aggression to be motivationally and neurologically dis
tinct from other forms. Indeed, William James, in his 
famous Essays on Faith and Morals, may have been 
cont1ating distinct forms, such as predatory aggression 
(little boys' pulling of buttert1y wings) and those ag
gressive passions that can lead to intermale conflict and 
warfare. Unlike most of the other forms, predatory ag� 
gression is largely endogenously generated and accom� 
panied by positive affect (even though the concurrent 
energizing contributions of hunger may be aversive), 
and I will argue, contrary to traditional wisdom, that 
hunting largely emerges from the SEEKING system 
discussed in the previous chapter. Of course, this does 
not mean that the whole predatory attack sequence or 
any other real-life emotional pattern ever remains under 
the control of a single emotional system. A predator 
surely experiences irritability or frustration if the prey 
struggles so vigorously that it seems liable to escape. 
Thus, in real life, there are sudden shifts in emotions 
depending upon the success or failure of specific be� 
havioral acts, as well as in the changing cognitive ex� 
pectations and appraisals of each situation. 

Let us now shift to the third level of analysis and 
focus on the distinct circuitries for aggression that ac
tually exist in the brain. The final word on this is not 
in, but it is certain that there are fewer aggression sys� 
terns than are highlighted in Moyer's taxonomy. How 
might we empirically winnow the list and then empiri
cally distinguish among them? One problem is that 
many environmental, neuroanatomical, and neuro� 
chemical influences act similarly on each and every type 
of aggression listed. For instance, prolonged social iso
lation or hunger may increase all forms of aggression, 
while high brain serotonin activity may reduce them 
alL26 Such important shared variables do not allow us 
to make useful distinctions. At present, the most effec
tive way to distinguish among the various neural sys
tems is via the analysis of "stimulus-bound" aggressive 
tendencies evoked by localized electrical stimulation of 
specific circuits in the brain, and via the analysis of 
which variables modify the sensitivities of these circuits. 

Varieties of ESB-Induced Aggression 
and Their Affective Consequences 

Distinctions among neural pathways for aggression have 
been effectively made by the careful psychobehavioral 
analysis of aggressive sequences evoked by direct elec
trical stimulation of the brain (ESB). The fact that co
herent patterns Of aggression can be produced in this way 
is remarkable in itself. If, as many scientists used to be
lieve, aggression is largely a learned response rather than 
an intrinsic potential of the nervous system (e.g., see 
the contribution by John Paul Scott in the Suggested 
Readings), it would be unlikely that localized ESB 
could evoke attack behaviors. However, since Walter 
Hess's work in the 1930s (see "Afterthought," Chap-
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ter 4), it has been clear that rage can be precipitously 
provoked by ESB administered to specific brain areas. 

My own initial experience with this technique was 
revealing. When I first applied ESB to a cat that had 
been surgically prepared with an indwelling electrode 
in the medial hypothalamus, within the first few sec
onds of ESB the peaceful animal was emotionally trans
formed. It leaped viciously toward me with claws un
sheathed, fangs bared, hissing and spitting.27 It could 
have pounced in many different directions, but its 
arousal was directed right at my head. Fortunately, a 
Plexiglas wall separated me from the enraged beast. 
Within a fraction of a minute . after terminating the 
stimulation, the cat was again relaxed and peaceful, and 
could be petted without further retribution. 

As mentioned at the outset of this chapter, at present 
three distinct kinds of aggression can be aroused by 
applying ESB to slightly different brain zones: preda
tory aggression, angry, ragelike aggression, and perhaps 
intermale aggression, even though the last may also 
have strong components of the other two. It is the sec
ond of these systems that will be the center of attention 
in the remainder of this chapter, even though I will sum
marize selected issues related to the other two.28 

Several early investigators called aggressive dis
plays induced by ESB "sham rage," based on the as
sumption that the animals were not experiencing true 
affect. This seemed plausible because some of the sub
jects could be petted even while they were hissing and 
snarling.29 However, such sites appear to bC quite low 
in the brain stem and in the minority. Now it seems more 
likely that most electrode placements above the mes
encephalon do evoke a central state indistinguishable 
from normal anger (except perhaps for the fact that 
stimulation-induced rage is not sustained for a long time 
after ESE offset, perhaps because of the sudden release 
of an opponent neural process). Perhaps the most com
pelling evidence that the ESE evokes a true affective 
feeling is that humans stimulated at such brain sites have 
reported experiencing a feeling of intense rage. 30 

At a logical level, it is by no ·means clear whether 
the experience of anger should be deemed an unambigu
ously aversive emotion. It could easily become posi
tive if it succeeds in changing the world in desired ways. 
However, we can conclude that most animals do have 
unpleasant affective experiences during such stimula
tion, since they readily learn to turn off ESB that gen
erates affective attack. 31 Although some electrode sites, 
especially those low in the brain stem, may only acti
vate motor-pattern generators with no accompanying 
affective experience, most animals are truly enraged by 
the ESR They readily direct their anger to the most 
salient potential threat in their environment However, 
other forms of aggression evoked by ESE do not ap
pear to be accompanied by anger. 

The early distinction between affective or defensive 
attack and quiet-biting or predatory attack has been 
most extensively analyzed. During affective attack (see 

Figure 1 0.2), animals exhibit piloerection, autonomic 
arousal, hissing, and growling during their attack pat
tern, while during quiet-biting attack they exhibit only 
methodical stalking and well-directed pouncing . .12 Sub
sequent studies in rats established a similar taxonomy,33 
Additional work with rats has provided evidence for a 
third form: intermale aggression.34 

The fact that only these three forms can be provoked 
with ESE suggests that the many environmental influ
ences outlined by Moyer probably converge on a lim
ited set of aggressive operating systems in the brain. For 
instance, maternal and fear-induced aggression may 
reflect a convergence of inputs onto an affective attack 
or RAGE system. On the other hand, intermale, terri
torial, and sex-related aggression may have some com
mon influence on the system that elaborates intermale 

fighting, whereasinstmmental and predatory aggression 
may largely arise from the quiet-biting attack systems. 
Of course, as already mentioned, it must be emphasized 
that in real-world encounters, several emotive systems 
are bound to be recruited concurrently or successively 
in the excitement of ongoing events. 

Although the so-called quiet-biting attack or preda
tory attack system described in cats is surely distinct 
from the one that mediates ni.ge, the notion that it is 
separate from the SEEKING system is probably a mis
interpretation. A great deal of evidence suggests that 
both emerge from a homologous brain system on the 
basis of anatomical, neurochemical, and functional 
grounds. The two behaviors are obtained from essen
tially the same brain areas, and in rats the most effective 
quiet-biting attack electrodes always evoke self-stimu
lation. 35 Self-stimulation is facilitated by antianxiety 
agents,36 as is ESB-induced quiet-biting attack,37 and 
both behaviors are reduced by dopamine-blocking 
agents.38 It is evident that the segregation of these two 
lines of research (i.e., work on the lateral hypothalamic 
self-stimulation system in rats and the quiet-biting at
tack system in cats) has overlooked this remarkable 
commonality in the underlying brain substrates. To the 
best of our knowledge, the two response patterns are 
simply two distinct behavioral expressions of SEEK
ING tendencies that arise from homologous systems in 
the brains of different species. The species-typical ex
pressions of this system lead to foraging in some spe
cies and predatory stalking in others. 

But how about the distinction between affective at
tack and quiet-biting attack systems? Can that distinc
tion be defended on the basis of hard empirical evi
dence, as opposed to mere differences in outward 
appearance? Mig,�t it not be that these seemingly dis
tinct forms of aggre� · "n emerge from a single system, 
and the apparent differences are due to activation of ex
traneous influences, such as other emotional systems 
located nearby-for example, those that elaborate 
FEAR or PANIC? The answer appears to be no. A sub
stantial amount of evidence now shows that affective 
attack and quiet-biting attack systems are quite distinct 

in the brain. In addition to the observable behavioral 
differences and neuroanatomical divergencies to be 
discussed in the next section, quiet-biting attack is typi
cally evoked during ESE of the dorsolateral hypothala
mus, while affective attack sites are more concentrated 
in the ventrolateral and medial hypothalamus.39The ap
proximate neuroanatomy of the RAGE system is sum
marized in Figure 10.3. 

The two forms of aggression can also be distin
guished in rats by several other criteria. First, with re-
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Figure 1 0.2.  Artist's 
rendition of a cat in 
the midst of a 
stimulus-bound 
affective attack 
episode (electrodes to 
cat not depicted).  
Although the behavior 
of the animal is well 
directed and appar
ently intentional, there 
is substantial auto� 
nomic arousal and an 
anger type of 
behavioral presenta
tion. (Adapted from a 
photograph by John 
Flynn, 1967; see n. 28.) 

spect to affective correlates, brain sites that yield quiet
biting attack invariably also support self-stimulation, 
while affective attack sites yield escape behaviors.4o 
This same trend is apparent in the periaqueductal gray 
(PAG), where affective attack and aversive responses 
can generally be aroused from the dorsal half of the 
PAG, while quiet-biting attack and self-stimulation are 
more readily obtained from the ventral half.41 This does 
not mean that anger must necessarily be considered a 
wholly negative emotion. As mentioned, if the ener· 

RAGE C I RCU ITS 
Figure 10.3. Summary of the localization of RAGE circuitry in the brain. (Adapted from 
data in Siegel & Brutus, 1990; see n. 39; and Siegel & Schubert, 1995; see n. 8 1 .) 
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gized behavior of rage produces the desired changes in 
the environment, then it is rapidly mixed or associated 
with positive 9motional feelings. 

The differentiation of predatory and affective attack 
can also be made in terms of the higher brain areas that 
control these tendencies, as can be evaluated by stimuM 
lating two brain areas concurrently. For instance, stimuM 
lation of the bed nucleus of the stria terminalis facili
tates affective attack while suppressing quiet-biting 
attack.42 

The two types of attack can also be distinguished 
with respect to eliciting conditions. Rats exhibiting quiet
biting attack will, in addition to attacking live prey, also 
bite dead rriice, while stimulation of affective attack sites 
does not support the latter behavior. On the other hand, 
when confronted by conspecifics (members of the same 
species), no attack is generated from quiet�biting attack 
sites, while intense attack is still evoked from affective 
attack sites. Apparently, during anger, the type of avail� 
able target is not as important as the fact that there is a 
living target upon which to vent one's rage. Yet as one 
does these types of ESE manipulations in more complex 
creatures such as monkeys, the aroused animals tend to 
vent their rage on more submissive animals and avoid 
confronting more dominant ones. With repeated stimu� 
lation within a colony-living situation, however, it has 
been found that animals can actually ascend in rank 
within their dominance hierarchies.43 

Affective and predatory attack sites can also be dis� 
tinguished pharmacologically. While minor tranquiliz� 
ers such as chlordiazepoxide (Librium®) reduce affective 
attack and increase quiet-biting attack, psychostimulants 

such as amphetamine can increase affective attack with� 
out clearly affecting quiet-biting attack.44 In sum, quiet
biting and affective attack circuits are clearly distinct. 
Also, as mentioned earlier, there is preliminary evidence 
that one can activate aggressive intermale fighting inde
pendently of these two systems. Let us now focus on the 
details of each of these "aggression" systems. 

Brain Circuits for Affective Attack (RAGE) 

It seems highly probable that the emotion we commonly 
call anger or rage derives much of its motivating energy 
and affective impact from the neural circuits that orches
trate affective attack. The most compelling evidence, 
of course, comes from subjective reports that have been 
obtained from humans. The core of the RAGE system 
runs from medial amygdaloid areas downward, largely 
via the stria terminalis to the medial hypothalamus, and 
from there to specific locations within the PAG of the 
midbrain. This system is organized hierarchically (Fig
ure 10.4), meaning that aggression evoked from the 
highest areas in the amygdala is critically dependent on 
the ·lower regions, while aggression from lower sites 
does not depend critically on the integrity of the higher 
areas.45 In other words, lesions of both medial hypo� 
thalamic anJ PAG zones dramatically diminish rage 
evoked from the amygdala, but not vice versa. Thus, 
from diencephalic zones, around the medial hypothala� 
mus, the aggressive tendency is critically dependent on 
the integrity of the PAG but not of the medial amygdala. 
This probably indicates that the higher areas provide 
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Figure 1 0 .4 . Hierarchical control of RAGE in the brain. Lesions of higher areas do not 
diminish responses from lower areas, while damage of lower areas compromises the 
functions of higher ones. 

subtle refinements to the orchestration that is elaborated 
in the PAG of the mesencephalon. For instance, various 
irritating perceptions probably get transmitted into the 
system via thalamic and cortical inputs to the medial 
amygdala, while more basic physiological "irritations," 
such as hunger and basic hormonal/sexual int1uences, 
eriter the system via medial preoptic and hypothalamic 
inputs. 

Since the primary evolved function of anger is to 
motivate individuals to compete effectively for environ* 
mental resources, we would anticipate that reciprocal 
relations would exist between the SEEKING and RAGE 
systems (see Figures 3.5 and 10 . 1 ). Indeed, as men� 
tioned earlier, animals are less likely to bite during "re� 
warding" lateral hypothalamic stimulation, but they 
tend to bite more at the offset of such stimulation. In 
addition, frustration, a major precipitant of anger, seems 
to be elaborated largely within frontal cortical areas, 
where neurons register conditional stimuli that predict 
forthcoming rewards.46 These neurons can track reward
relevant stimuli, so that when CS+ and CS- (i.e., the 
conditional stimuli predicting reward presence or ab� 
sence) are reversed, the neurons reverse their firing 
patterns to follow the new reward relationships. Neu
rons within the temporal lobes, which also exhibit 
similar initial discrimination of conditional reward 
associations, do not readily exhibit response patterning 
reversals when the valences of the conditional stimuli 
are reversedY It is not clear which type of brain tissue 
is more important for the generation of frustration, but 
presumably frustration emerges from the ability of such 
cognitive systems to monitor the probability of forth� 
coming rewards. If an expected reward is not registered, 
the higher cell assemblies send out opponent process 
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messages that invigorate activity within the RAGE sys
tem. Does the relevant neuroanatomy support such a 
scenario? 

Detailed maps have now been constructed of the 
brain interconnectivites of the executive system for 
RAGE which ultimately terminate in the PAG. Both the 
retrograde and anterograde maps of these brain sites 
yield a provocative set of connections.48 PAG sites that 
support rage behaviors receive inputs primarily from six 
areas of the brain (Figure 10.5), including several 
areas of the cortex, the medial hypothalamus, and sev� 
eral zones of the lower brain stem. The six major areas, 
with their potential psychobehavioral functions are as 
follows: ( 1 )  The highest brain areas sending direct 
information to the PAG emerge from the frontal cor
tex-primarily from medial areas that contain reward� 
relevance neurons, as well as from a more lateral area 
called the frontal eye fields, which help direct eye 
movements to especially prominent objects in the en� 
vironment. It seems appropriate that the basic anger 
circuits receive information from brain systems that 
regulate these important integrative areas. (2) Another 
set of inputs comes from the orbitoinsular cortex, es
pecially the insular area, where a multitude of senses 
converge, especially ones related to pain and perhaps 
hearing. These areas presumably code the affective 
content of certain irritations, including vocalizations, 
and may give specific sounds direct access to · RAGE 
circuitry, For instance, it is not an uncommon human 
experience that an angry tone of voice directed at you 
activates your own anger in return. (3) Powerful inputs 
emerge from the medial hypothalamus. Not only is this 
brain area part of the trajectory of the anger system 
itself, but it also elaborates energy homeostasis (see 

RETROGRADE & ANTEROGRADE 
CONNECTIVITIES OF RAGE SYSTEM 

Figure 10.5. The anterograde and retrograde connectivities of mesencephalic RAGE 
sites in the cat brain. (Adapted from Bandler, 1988; see n. 4 1 .) 
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Chapter 9) and sexual matters (see Chapter 12); thus it 
is an ideal area where those influences come to modify 
anger. For instance, both hunger and testosterone are 
capable of sensitizing the anger circuit, while satiety and 
estrogen are able to quell activity within this system. 
Inputs from lower areas include ( 4) the vestibular com
plex, which may help enrage animals when their bodily 
orientation is disrupted; (5) amine cell groups such as 
the locus coeruleus and raphe, which are known to exert 
nonspecific modulatory control over all behaviors (see 
Chapter 6); and (6) the nucleus of the solitary tract, 
which collects visceral information via the vagus nerve 
and probably is important for apprising the anger sys
tems of the tone of peripheral autonomic processes such 
as heart rate and blood pressure. It is important to em
phasize that most of these connections are reciprocat
ing two-way avenues of interdependent control (i.e., 
they reflect reciprocating feedback mechanisms). 

Indeed, it is known that some peripheral inputs can 
control the sensitivity of rage systems. For instance, 
increased activity in baroreceptors of the carotid arter
ies monitors levels of blood pressure and can facilitate 
the sensitivity of RAGE circuitry. When blood pressure 
goes up, the sensitivity of RAGE systems does, too.49 
Probably the most important brain area for the actual 
integration of the overall anger response is in the PAG, 
an area that also sends reciprocal' efferent feedback to 
most of the systems mentioned previously. This reci
procity indicates that the RAGE system remains in
formed of its activities at all of the hierarchical levels 
of the basic control circuitry. This, of course, makes 
considerable adaptive sense. 

Quiet-Biting Attack 

As already indicated, the major brain areas that yield 
predatory aggression during ESB overlap remarkably 
with brain areas where self-stimulation is obtained, al
though quiet-biting attack has typically been studied in 
cats, while rats have been the species of choice for self
stimulation studies. If both self-stimulation and preda
tory attack actually emerge from a homologous basic 
brain function, it is understandable why cats are so 
rarely used in self-stimulation research. Cats do not 
acquire self-stimulation behavior as readily as rats, and 
when they do, they do not behave in a rapid, agitated 
way like rats. Presumably, this is because a eat's typi
cal food-aquisition strategy is stealthy hunting that re
quires considerable motor inhibition. Rats, on the other 
hand, acquire the behavior rapidly and behave energeti
cally, probably because their natural foraging style, 
which is accompanied by vigorous activity and object 
manipulation, fits nicely with vigorous lever pressing. 

Conversely, it is much easier to obtain quiet-biting 
attack from cats than from rats, probably because rats 
normally harvest energy by searching and scavenging 
for their food rather than hunting. In one of the first 

studies to map out aggression circuits in the rat brain, 
it proved remarkably difficult to demonstrate quiet
biting attack until subjects were preselected for the ten� 
dency to exhibit predatory intent. 50 In other words, 
predatory attack could be obtained easily only in those 
individual animals that had a preexisting strong ten
dency to approach and vigorously investigate potential 
prey objects such as mice. In these animals, brain stimu
lation at lateral hypothalamic sites would eventually 
induce systematic pursuit and attack of available mice.st 
However, if mice were not available, the same animals 
would readily exhibit one of the other stimulus-bound 
behaviors, such as eating or drinking, that is typically 
evoked from the lateral hypothalamus (see Chapter 8), 
There was no reason to suppose that quiet-biting attack 
was aroused from different circuits than those alterna� 
tive behaviors (even though the terminal behavioral 
component obviously requires some different circuitry 
in the brain stem and spinal cord for the differential 
patterning of the final behavioral output). In short, ESB
induced quiet-biting attack could be obtained readily 
only from those animals that already exhibited some 
predisposition to attack. Accordingly, it seems that 
quiet-biting attack is simply one behavioral product of 
the SEEKING system. Even though this behavior has 
been extensively studied within the context of aggres
sion, from the animal's point of view, there is no ap
parent anger involved in this food-seeking response. 
Indeed, it has always been more reasonable to assume 
that the emotive pattern was, in fact, accompanied by 
positive affect, since cats, just like rats, readily exhibit 
feeding during low-intensity stimulation of those lat
eral hypothalamic sites where higher levels of stimula
tion provoke predatory attack. 52 

Moreover, it should be noted that many of the per
ceptual sensitivity changes that have been obtained in 
stimulus-bound aggression studies on felines are re
stricted to quiet-biting atta�k rather than affective at
tack circuitry. For instance, during application of this 
kind of brain stimulation, the perioral regions of cats 
are sensitized, so that light touch along the lip line is 
more likely to evoke orientation and biting than it is 
without the brain stimulation (Figure I 0.6).53 The stron
ger the current, the broader the area of sensitization. A 
similar phenomenon is obtained in rats with lateral hy
pothalamic stimulation that sustains stimulus-bound 
appetitive behavior, 54 which further affirms the com
monality of these systems in the two species. In a simi
lar way, this type of stimulation sensitizes the skin of 
the eat's paws, so that mild touch is more likely to pro
voke a vigorous striking reflex. 55 Again, the more in
tense the stimulation, the broader the area of sensitiv
ity. In neurological terms, the more intense stimulation 
recruits more dermatomes along the forearm (i.e., der
rnatomes are skin zones served by the individual spi
nal sensory nerves). 

Another fascinating aspect of brain stimulation is 
that it provokes a predatory temperament only on the 

Figure 10.6. Animals stimulated in quiet-biting 
attack areas exhibit a clear sensitization of various 
sensory fields, especially that around the lip line and 
around the muzzle. The area of sensitization 
increases with increasing stimulation intensity. 
Similar changes may occur at brain sites that produce 
affective attack, but that is not clear from the 
available literature. 

side of the brain that is stimulated directly, and this is 
reflected in the sensitization of the corresponding 
visual fields. Specifically, ESB applied to the right side 
of the brain makes an animal exhibit predatory aggres
sion in its left visual field but not in the right (please 
note that information from the right visual field is trans
mitted to the left cerebral hemisphere because of the way 
the optic nerves cross in the optic chiasm). Conversely, 
stimulation of the left side of the brain leads to attack 
directed at target animals in the right visual field. In 
other words, lateral hypothalamic stimulation sensitizes 
sensory processing within the ipsilateral cerebral hemi
sphere, which sensitizes the animal's response to in
formation coming in through the contralateral sensory 
fields.56 Accordingly, a prey moving across one half of 
a subject animal's visual field will provoke attack, but 
when it reaches the opposite visual field, attack behav
ior ceases. 57 A similar unilateral sensitization of higher 
areas has been demonstrated for self-stimulation cir
cuitry in rats, 58 again reinforcing the relationship of that 
circuitry to predatory aggression. Comparable types of 
brain effects have yet to be demonstrated with electrode 
placements that generate affective rage, but they may 
well exist once studies are done. 

lntermale Aggression and Dominance 

In nearly all mammalian species, males fight more than 
females. In neural terms, this is the case because males 
possess more active aggression circuits, at least those 
types of aggression circuits that were evolutionarily 
designed to assure reproductive success. Females pos
sess the more precious reproductive resource (the egg 
and gestational abilities), so it has been left for males 
to compete for the sexual favors of females. Some have 

NATURE RED IN TOOTH AND CLAW 199 

even speculated that male assertiveness is a selection 
process driven by the female, whereby the most vigor
ous males within a breeding population are allowed 
preferential access to reproductive opportunities. 59 To 
put it bluntly, from the female' s  point of view, a male 
that can trounce his rivals is more likely to be carrying 
competitive, winning genes. 

In virtually all mammals, male sexuality requires an 
assertive attitude, so that male sexuality and aggressive
ness normally go together. Indeed, these tendencies are 
intertwined throughout the neuroaxis, and to the best 
of our limited knowledge, the circuitry for this type of 
aggression is located near, and probably interacts 
strongly with, both RAGE and SEEKING circuitries. 
Our knowledge about the intermale aggression system 
remains preliminary, but the general neurogeography 
of the system is highlighted by the high density of tes
tosterone receptors running from the medial amygdala, 
through the preoptic, anterior hypothalamic area, and 
down into the PAG of the brain stem (which is really 
quite distinct from the trajectory of the RAGE system). 
One can dissociate intermale social aggression from the 
other types in various ways, including the types of brain 
damage that affect them. For instance, many forms of 
brain damage (including lateral septum, nucleus ac
cumbens, medial hypothalamus, and raphe) intensify 
aggressive responses directed toward experimenters 
and prey objects but tend to reduce fighting between 
males.60 Thus, brain manipulations that appear to inten
sify anger and predatory aggression, such as ventrome
dial hypothalamic damage, do not necessarily intensify 
social aggression, suggesting that they are indepen
dently controlled in the brain. 

An especially critical question from both philosophi
cal and empirical points of view is to what extent neu
rons "irritated" by testosterone in the service of sexual 
arousal (see Chapter 12) also participate in aggressive 
arousaL Are these extensively or only mildly overlap
ping systems? This question is actually more philo
sophical than practical because testosterone emanating 
from the testes would affect both systems simulta
neously. It would be of practical interest, however, to 
discover whether the systems are extensively indepen
dent and capable of independent modulation. If they are 
essentially a single system in the human brain, then the 
only hope for tempering the negative aspects of this 
neural dilemma would be through education-namely, 
cognitive specification as to what is acceptable and 
unacceptable behavior. Although we do not have an 
answer for humans, the question is partly answered for 
hamsters. Using cfos visualization of neural activity, it 
is known that many neurons in the amygdala that are 
aroused by aggressive encounters are also aroused by 
sexual activity. 61 

Although there is no longer much dispute that, in 
most natural circumstances, males are more aggressive 
than females (with a few exceptions, such as spotted 
hyenas), the brain mechanisms for this difference have 



200 BASIC EMOTIONAL AND MOTIVATIONAL PROCESSES 

only recently been revealed. Testosterone has power� 
ful effects on the expression of several brain neuro
chemical system�. The most extensively studied is the 
neuropeptide arginine-vasopressin (A VP). There are 
extensive A VP-based systems in the brain; major nuclei 
are situated in the anterior hypothalamus, with projec
tions to the hippocampus, septal areas, and downward 
through the diencephalon, to the midbrain PAG (see 
Figure 6.7).62 

Testosterone sustains the genetic expression of A VP 
in a large number of these circuits. Accordingly, males 
have more extensive vasopressinergic circuits than fe
males.63 When male rats are castrated, A VP is mark
edly reduced in approximately half of their vasopres
sinergic circuits. This is paralleled by a decline in both 
sexuality and aggressiveness.64 If one replaces testoster
one directly into the brain via microinjections into the 
appropriate hypothalamic tissues, these behavioral ten� 
dencies return. Several experiments have now directly 
manipulated the A VP systems, revealing that elevating 
A VP levels by direct central administration increases 
intermale aggression in rats.65 In hamsters, centrally 
administered AVP markedly increases territorial mark
ing behavior, even in the absence of other males.66 If 
one places an A VP receptor antagonist into the brain, 
both of these behavioral tendencies are markedly re
duced.67 Thus, it would seem that A VP is certainly one 
factor that promotes intennale aggression; as we will 
see in Chapter 12, it is also a powerful factor in promot
ing male sexuality and the fonilation of social memo
ries. Thus, we can speculate that a molecule such as 
A VP that can facilitate intermale aggression may only 
do so because it increases a more generalized male ten
dency such as behavioral persistence-the relentless 
and single-minded pursuit of a goal. Clearly, we have 
much more to learn about this aggressive system in the 
brain that plays a key role in the elaboration of social 
dominance. At an affective level, we might expect that 
the initial motivation for intermale aggression is posi
tive, since both combatants readily enter the fray; it is 
only later, when frustration occurs and defeat is immi
nent, that more negative emotions begin to intervene. 
There is a distinct possibility that brain systems that 
mediate social play (see Chapter 15)  are highly interre
lated with intennale aggression systems, which would 
be another reason for seeking linkages to positive affect 
within intermale aggression circuits. 

Although testosterone can clearly increase intermale 
aggression, we should also briefly consider how those 
processes relate to RAGE circuits. Although evidence 
is sparse, the present supposition is that they are largely 
independent but highly interactive systems. It is pos
sible that testosterone modulates activity in the RAGE 
system in a way quite comparable to its effects on the 
intermale aggression systems,68 but the evidence is not 
definitive. There is little reason to believe that testoster
one promotes anger independently of its effects on male 
assertiveness and the potential conflicts and problems 

that can lead to. lntermale aggression is an ideal behav
ioral circumstance where anger could be evoked. Because 
of such interactions, we cannot be certain that testoster
one is directly sensitizing RAGE circuits. For instance, 
human studies have not provided unambiguous evidence 
that testosterone increases feelings of irritability. Indeed, 
some recent human work indicates that testosterone ad
ministration does not facilitate such feelings, and human 
males given·supplementary testosterone typically tend to 
feel better than those who received placebos.69 

Learning and Aggression 

As with any emotional system, a great deal of aggres
sive behavior is learned. Animals can be trained to be 
more aggressive or more passive. They can be trained to 
be winners or losersJ0 However, it is remarkable how 
the hormones that promote intermale aggression also 
provide feedback and reinforce the learning of status. One 
series of recent findings has shown that victory in a 
variety of forms leads to increased secretion oftestoster
one in male animals as well as humans. In humans, such 
vi�tories as the completion of law or medical school or 
military training increase plasma testosterone levels.71 
Victo1y on the tennis court can have the same effect.72 
To what extent these hormone changes help reinforce 
future assertive behavior remains to be evaluated, but it 
would come as no surprise if the neurophysiological 
solidification of assertiveness was the end result. 

Of course, many antiaggressive factors also influ
ence the brain. The "female hormones" estrogen and 
progesterone have been found to exert antiaggressive 
effects,73 and it is known that the pleasures oftouch and 
sexuality can inhibit certain types of aggressive tenden
cies.74 Perhaps the most striking example of inhibition 
has been found with infanticide, a form of sex-related 
aggression.75 � "  - - - v  .._,f many species will harm young 
animals already present in a new territory to which they 
wish to lay claim. This is an evolutionarily adaptive 
strategy. By eliminating lactation-induced infertility, 
infanticide increases the probability that new males will 
be able to rapidly fertilize available females, produc
ing offspring of their own. At the same time, males 
should have natural evolutionarily derived inhibitions 
against harming their own offspring. 

To evaluate this possibility, investigators monitored 
the pup-killing habits of male rats as a function of copu
latory experiences.76 It was reasoned that if males were 
given a chance to mate, they might reveal an inborn 
system that diminishes the likelihood that they will kill 
their own offspring at some future point in time. Con
sidering that female rats have a three-week gestational 
period, it was anticipated that the pup-killing tenden
cies of males might diminish approximately three weeks 
after mating, at about the time their own offspring might 
be born. That, in fact, was what happened (Figure 10.7). 
While males exhibited about 80% infanticide at the 
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Figure 10.7. The percentage of male rats exhibiting infanticide on a weekly 
basis following one sexual encounter. (Adapted from Mennella & Holtz, 1988; 
see n. 76.) 

beginning of testing, they gradually diminished to 20% 
at the three-week time point and then gradually returned 
to original levels. This points to a specific form of 
sociosexual memory: Male rats seem to "recognize," on 
the basis of their own prior sexual activity, which pups 
are likely to be their own offspring. 

Although it has not been demonstrated which brain 
changes register this type of memory that promotes 
peaceful coexistence, a reasonable candidate is the 
gradual induction of oxytocin in the brain. This hor
mone, which is more prevalent in females than males 
(see Chapter 12), promotes nurturant behavior (see 
Chapter 13). Not only is it known to be an effective 
antiaggressive agent,n but it can be increased in the 
brains of male rodents by preceding sexual activity (see 
Chapter 12). If similar mechanisms exist in humans, the 
knowledge might have important implications for the 
discussion of sociosexual policies and politics. 

Although females generally exhibit less infanticidal 
behavior than males, it is certainly not absent, but it 
often serves a different function. A mother may kill and 
consume some of her own offspring if food is scarce, 
even though such killing can also occur for more subtle 
"political" reasons. Perhaps the most famous perpetra
tors of such acts were the cruel female chimpanzees, 
Passion and her daughter Porn, who killed off at least 
three and probably more of the young infants of other 
females in the group that Jane Goodal studied for many 
years.78 

Although learning controls many forms of aggres
sion, is it important in the mediation of rage? Unfortu
nately, there is practically no work on the issue since 
animal models of angry behavior remain poorly de vel-

oped-partly because most investigators are not will
ing to study angry animals and partly because it is some
what difficult to bring anger under systematic labora
tory control. Perhaps the best approach has been to 
analyze the biting tendencies of organisms that are con
fronted by frustration induced by reward reductions.79 

In lieu of critical data, we can only speculate. I would 
suggest that the classical conditioning of anger should 
proceed readily. If one pairs certain neutral stimuli with 
the unconditional response of anger, one would expect 
that conditioned anger responses would emerge rapidly. 
Perhaps one of the best ways to do this would be using 
electrical stimulation of the relevant brain circuits, but 
to my knowledge, no work along these lines has yet 
been done. Jf it were to work, it would be a useful model 
to analyze how trigger points for anger develop in the 
nervous system. This would allow us to understand, 
both pharmacologically and behaviorally, how to re
verse or minimize the development of such excessive 
sensitivities. 

Pharmacology and the Neurochemistry 
of Aggression 

One of the most difficult psychiatric problems is aggres
sion. Before the era of psychotropic drugs, it was not 
unusual for newly admitted patients to arrive at psychi
atric hospitals in straitjackets or other restraints to pre
vent them from hurting themselves and others. Anti
psychotic drugs discovered in the early 1950s, such as 
chlorpromazine, were rapidly found to be quite effec
tive antiaggressive agents, but only at high doses. The 
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effects were largely due to sedation arising from glo
bal reduction of brain catecholamine activity. Although 
a variety of newer and more specific antipsychotic drugs 
can now be used to reduce violent behaviors, they are 
still little more than chemical �traitjackets. To this day 
there is no highly specific way to treat pathological 
anger pharmacologically.80 

However, there are now many drugs that can re
duce various forms of aggression in animal models,81 
and some of them may be effective against pathologi
cal anger. Most prominent among the current genera
tion of antiaggressive drugs are those that promote the 
activity of the serotonin, gamma-aminobutyric acid 
(GABA), opioid, and oxytocin systems of the brain. 
The opiate receptor stimulants exert an especially pow
erful inhibitory effect on various forms of aggression, 
which may be partly due to their ability to promote 
pleasurable feelings of satisfaction and general well
being (see Chapter 9), but it is unlikely that this sys� 
tern can be harnessed for useful medical purposes be
cause of the addictiveness of opiates. 

Indeed, opiate addiction gradually strengthens a 
variety of physiological "opponent processes," which 
tend to counteract the high levels of opiates in the body. 
Because of the release of these opponent processes 
during opiate withdrawal, irritability and impulsive 
aggression can be dramatically increased. This is one 
reason that opiate addicts undergoing withdrawal have 
a heightened tendency to initiate violent acts. Of course, 
as long as they have opiates in their systems, the ten
dency to exhibit aggression remains very low. Should 
society recognized this "Catch-22" when it wages vari
ous wars against drug abuse? Whose fault is it if an 
opiate addict in withdrawal has no legal source of drugs 
to reduce irritability and becomes aggressive in an ef
fox1 to obtain such agents? The answer is not obvious. 

It is not yet clear which brain neurochemistries pro
mote anger, but one neuropeptide, substance P, may be 
a key modulator in the RAGE system. Angry displays 
elicited by brain stimulation can be increased by brain 
infusions of substance P and they can be reduced with 
substance P antagonists. 82 Perhaps an orally adminis
tered substance P antagonist, or some other peptide 
receptor antagonist, can one day be used as an antiagH 
gressive agent in clinical practice. If so, it will be be
cause human anger has been studied through the analy
sis of RAGE systems in the animal brain. 

Which system is most likely to provide a medically 
useful antiaggressive drug at the present time? Among 
the biogenic amines, both norepinephrine (NE) and 
serotonin (5-HT) control anger, the first tending to in
crease it because of general arousal effects and the sec
ond reducing it, just as it controls every other emotional 
response. Clinically, it has been found that drugs that 
block the B�NE receptors, such as propranolol, are clini� 
cally useful antiaggressive agents. Unfortunately, the 
overall efficacy of such fi-b lockers has not been as uni
form as desired, and serotonin has been the focus of the 

most intense efforts to yield better agents that are 
desperately needed. 

Eltoprazine, a serotonin receptor agonist that acts 
specifically on the 5-HT -1 A receptor, has emerged 
during the past decade as a very specific antiaggressive 
agent. It is one of a number of drugs called serenics. 
Eltoprazine and related drugs are effective in reducing 
virtually every form of aggression that has been stud
ied in the laboratory, but it is no longer on the fast track 
for general medical use.s3 Not only does eltoprazine 
decrease aggression without any sedation, but it actually 
increases other friendly and social exploratory behav
iors (Figure 1 0.8). Dissection of the precise mode of 
action of this drug has indicated that the antiaggressive 
effects are due to postsynaptic 5-HT receptor activity, 
while the pro�social effects are due to presynaptic in
hibition of serotonin cell bodies, both being mediated 
by the same type of 5-HT - l A  receptor.84ln other words, 
eltoprazine reduces aggression by facilitating brain 
serotonin receptor activity in higher limbic circuits, but 
increases social interactions by reducing serotonih neu
ronal activity throughout the brain. 

However, the increase in social interaction result
ing from decreased serotonin is found only in well
socialized animals. Across different strains of rodents, 
aggressiveness produced by prolonged social isolation 
is highly correlated to isolation-induced decreases in 
brain serotonin activity,S5 and serotonin supplementa
tion can decrease aggression in animals that have be
come irritable because of long-term social isolation.&6 
In general, reduced brain serotonin activity also tends 
to increase impulsive and acting-out forms of behavior 
in humans. 87 A higher tendency toward delinquency has 
been observed in human males who have low seroto
nin activity (as indexed by low cerebrospinal fluid lev
els of the serotonin metabolite 5-HIAA).&8 Such evi
dence suggests that the same neurochemical dynamics 
known to control animal aggression may also control 
human criminality and social assertiveness. 

Conversely, socially dominant animals, who can 
control aggression with a glance, have been found to 
have high brain serotonin activity. Indeed, monkeys 
tend to climb higher in their dominance hierarchies 
following long-term treatment with drugs such as the 
selective serotonin reuptake inhibitors (SSRis), which 
increase serotonin availability in the brain.89 In sum, 
many serotonin-promoting dmgs, as well as other agents, 
can provide inhibitory control of aggression.90 But spe
cific antianger agents will have to emerge from our 
understanding of the specific brain modulators that pro
mote RAGE in the brain, in the way that A VP seems to 
promote intermale aggression. 

The neurochemical systems that have been found to 
promote aggression are less numerous than those that 
reduce it. In addition to the work on substance P men
tioned earlier, the two best candidates for specifically 
promoting the impulse of anger are glutamate and ace
tylcholine. One can provoke defensive hissing by ad-
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Dose Response Analysis of Eltoprazine on Three Behaviors 
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Figure 1 0.8. Dose-response effects of eltoprazine on offense, exploration, and social interest 
in normal rats and those whose midbrain serotonin neurons had been destroyed with the 
selective 5-HT neurotoxin 5,7-dihydroxytryptamine (5,7-DHT). (Adapted from Olivier et al., 
1 99 1 ;  see n. 83.) 

ministering cholinergic agonists into those regions of 
the brain where ESB has been found to provoke rage,91 
but it is possible that this hissing response is merely an 
alarm-fear response rather than an angry one.92 A some� 
what clearer effect is obtained following localized 
glutamate administration into specific areas of the brain. 9.3 
From this one might conclude that glutamate antago· 
nists or acetylcholine antagonists will prove to be ex
cellent antiaggressive agents. Unfortunately, because of 
the participation of these transmitters in so many brain 
processes, there is little hope that their manipulation will 
ever provide clinically useful antianger/antiaggression 
agents.94 Clearly, the most important neuromodulators 
for the instigation of rage have not yet been definitively 
identified. 

In any event, existing evidence suggests that mam
malian anger emerges from a homologous RAGE cir
cuit that has been remarkably conserved during mam
malian brain evolution. Accordingly, a cross-species 
comparison has a greater potential to reveal neurobio
logical sources of human anger than any other strategy 
that is presently available. Of course, this will tell us 
little about the cognitive sources of anger in humans. lt 
will only tell us how the feeling of anger emerges from 
specific brain activities. Also, because aggression is 
such a multidimensional phenomenon, considerable 
insight will be needed to develop models of anger and 
aggression that are reasonably pure and distinct from 

the multifaceted mixtures of aggression and fear that 
one normally sees in nature. 

In conjunction with data summarized in the next 
chapter, we now know that circuits for aggression and 
fear overlap in many areas of the brain, including areas 
extending from the anterior hypothalamus to the PAG. 
Thus, one of the easiest aggressive responses that can 
be elicited with brain stimulation in cats is a hissing
defensive response with no attack (see Figure 10.9). 
Although this type of response could be interpreted as 
supporting the existence of a distinct "defense system" 
within the brain,95 at present the most parsimonious 
conclusion is that such defense responses arise from the 
concurrent stimulation of two distinct but highly over
lapping and interactive emotional systems, namely, 
those of RAGE and FEAR. This second emotional sys
tem will be the focus of the next chapter. 

AFTERTHOUGHT: Autonomic and Cerebellar 
Control of Rage 

The outdated James-Lange theory (see "Afterthought," 
Chapter 3) suggested that peripheral autonomic effects 
that feed bick onto the thinking brain create our expe� 
rience of emotions. Although the modern view is that 
emotional circuits within the visceral brain co0rdinate 
affective processes, there are certainly many feedback 
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Figure 10.9. Brain stimulation-induced defensive 
behavior, which may reflect a mixture of simulta
neous activation of ANGER and FEAR systems. 
(Adapted from a photograph by Walter Hess.) 

relationships between the relevant peripheral and cen
tral processes. For instance, while centrally induced 
anger increases blood pressure, the arterial detectors for 
blood pressure changes (i.e., the baroreceptor& in the 
carotid arteries) can modify the sensitivity of the RAGE 
circuit. As mentioned earlier, if we artificially increase 
blood pressure, it is easier to evoke angry behavior in 
cats by hypothalamic stimulation. Thus, we must re
member that the actual brain mechanisms that control 
anger are complex, are under multiple physiological, 
neuroanatomical, and neurochemical controls, and are 
only rOughly understood. Many details of this emotional 
system remain to be revealed, and many surprises are 
bound to emerge from future research. 

For instance, one of the most intriguing recent find
ings is that knockout mice, which are lacking the gene 
for nitric oxide synthetase (NOS), exhibit high levels 
of violent behavior and hypersexuality .96 However, this 
psychopathic tendency, presumably caused by reduced 
brain levels of the gaseous transmitter nitric oxide (NO), 
is evident only in male rats, and the finding was totally 
serendipitous. Because of past data implicating NO 
in learning, the experiment was being conducted to 
evaluate the role of genetic deletion of the enzymatic 
machinery needed for NO synthesis on memory. As it 
turned out, these animals, missing one form of NOS, 
exhibited normal learning. The tendency of such NOS
deficient animals to be aggressive was discovered only 
because animal caretakers noted that many of the ani-

mals were dying with injuries on their bodies. It turned 
out that only the males were killers; they were also 
hypersexual, with an apparent reduced ability to under
stand the meaning of "NO." 

Will such knowledge help us deal better with human 
violence, a most serious social problem? Most think it 
is unlikely that our society can implement biological 
interventions for such matters of personal conduct, but 
new possibilities for biological control are bound to 
emerge. They will pose enormous ethical problems for 
future generations, unless we can teach individuals who 
have aggressive "hair triggers" to voluntarily utilize 
pharmacological or other aids to control their negativ
istic urges. Indeed, there are also bound to be nonphar
macological interventions to control aggression, rang
ing from meditation to the well-established effects of 
castration and new forms of brain stimulation. Let me 
focus on the last of these options. 

One of the most unusual ways that violent tendencies 
have ever been controlled 'in the annals of medicine is 
by cerebellar stimulation. Although the cerebellum was 
long believed to simply control motor coordination, it is 
now known to contribute to attentional and emotional 
processes as well. This emerging knowledge was utilized 
by one daring and controversial neurosurgeon, Robert 
Heath, to control violent pathological aggression. Elec
trical stimulation was applied to the cerebellum via a plate 
electrode implanted at the back of the head (over the 
cerebellum), and the whole contraption was given the 
provocative name "cerebellar pacemaker."97 Of course, 
this radical maneuver was attempted only in seriously ill 
individuals whose aggressive outbursts could not be con
trolled by any other means, including high doses of 
heavily sedating antipsychotic drugs. 

Heath reported remarkable success in reducing the 
irritability of such individuals with his "cerebellar pace� 
maker." Folks who had been totally incapacitated by 
their persistent violent thoughts and impulses, could 
now lead peaceful lives. How this strange therapy works 
is still unknown, but there are sites in the most ancient 
part of the cerebellum (in the deep cerebellar nuclei, 
such as the fastigial and interpositus) where one can 
elicit aggressive tendencies with ESB.98 Maybe just like 
the cerebral cortex, which tends to provide chronic in
hibition over subcortical processes, the neocerebellar 
cortex exerts a similar effect on its deep nuclei, and 
Heath's "cerebellar pacemak'er'' facilitates that effect. 

Now that new procedures have been developed to 
activate the brain through the application of intense 
magnetic fields several inches outside the head (i.e., via 
rapid transcranial magnetic stimulation [rTMS}; see 
Chapters 5 and 16), the day may soon arrive when such 
procedures will become an accepted part of psychiat� 
ric practice.99 Already, several investigators have had 
considerable success using this noninvasive rTMS ap
proach to alleviate drug-resistant depressions. roo It is 
widely believed that this fairly gentle form of brain 
stimulation will eventually replace electroconvulsive 

therapy (ECT) as a treatment for those depressed indi� 
viduals who do not respond to the many new medica
tions that have recently become available during this 
"Age of SSRis."101 Will someone eventually construct 
an antiaggression chair, where the back of the headrest 
contains a magnetic stimulator that is able to change 
underlying cerebellar activity to such an extent that one's 
impulsive urges melt away as i f  by magic? If such a use
ful device is constructed, it should be used only with a 
clear recognition that anger, at a cognitive level, may be 
not only a destructive but a useful force in society. 

Although affective neuroscience research can pro
vide us with a substantive knowledge of the experience 
of anger, it cannot explicate the cultural, environmen
tal, and cognitive causes of aggression. In humans, it is 
usually the appraisal of events that triggers anger; ob� 
viously, many values upon which appraisals are pre
mised are culturally learned in humans. For instance, 
presently many humans are angry at others for the views 
they hold about abortion, capital punishment, and in� 
numerable other sociopolitical issues. With sufficient 
depth of personality, the psychic energy of human anger 
can be divetted into outrageously creative or construc
tive efforts. Where would we be today if our ancestors 
had not had the passion to say: "Give me liberty or give 
me death." Psychobiology presently has little of impor
tance 'to say about the many cognitive components of 
human anger, especially the firey human energies that 
help change societies. 
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The Sources of Fear and 
Anxiety in the Brain 

Fear produces an agony and anxiety about the heart not to be described; and it 
may be said to paralyze the soul in such a manner, that it becomes insensible to 
every thing but to its own misery . . . .  When the effects of fear operate power
fully, without any mixture of hope, these passive impressions are predominant 
but where there is a possibility of escape, the mind re-acts with wonderful 
energy . . .  enabling the sufferer to precipitate his flight, by exertions that would 
have been impracticable in a more composed state of mind. 

CENTRAL THEME 

Contrary to traditional thinking on the topic, which 
taught that fears simply reflect learned anticipation of 
harmful events, it now appears that the potential for 
fear is a genetically ingrained function of the nervous 
system. This should come as no surprise. An organism's 
ability to perceive and anticipate dangers was of such 
obvious importance during evolution that it was not 
simply left to the vagaries of individual learning. Even 
though learning is essential for animals to utilize their 
fear systems effectively in the real world, learning does 
not create fear by pasting together a variety of exter
nal experiences. Evolution created several coherently 
operating neural systems that help orchestrate and 
coordinate perceptual, behavioral, and physiological 
changes that promote survival in the face of danger. 
The emotional experience of tear appears to arise from 
a conjunction of neural processes that prompt animals 
to hide (freeze) if danger is distant or inescapable, or 
to flee when danger is dose but can be avoided. To 
understand the deep experiential nature of fear in hu
mans, we must probe the genetically ingrained neural 
components that mediate homologous fearful states 
in other mammals. Our understanding of the neuro
biology of human fears has emerged largely from ba
sic research on the brains of " lower" animals. These 
investigations indicate that the capacity to experience 
fear, along with fear-typical patterns of autonomic and 
behavioral arousal, emerges primarily from a FEAR cir
cuit that courses between the central amygdala and the 
periaqueductal gray of the midbrain. Fear behaviors 
can be evoked by artificially activating this circuit, and 
conditioned fears can be developed by pairing neutral 
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stimuli with unconditional stimuli, such as electric shock, 
that can arouse this emotional system. In other words, 
conditioned fears emerge by neutral stimuli gaining 
access to this system via !earning. Higher cortical pro� 
cesses are not necessary for the activation of learned 
fears, although those processes refine the types of per
ceptions that can instigate fear. The neurochemistries 
that control this emotional system include excitatory 
amino acids such as glutamate and a variety of neu
ropeptides (e.g., CRF, o:-MSH, ACTH, CCK, and DBI), 
each of which may eventually be found to instigate 
slightly different anxieties-for instance, fear of pain, 
fear of heights, fear of predators. Minor tranquilizers of 
the benzodiazepine (BZ) class act by partially dampen
ing activity in this emotional system, through GABA� 
mediated neural inhibition. Other antianxiety drugs such 
as buspirone are able to attenuate anxiety in totally dif
ferent ways, such as by modifying serotonin sensitivity 
in the brain. New agents-for instance, those that inhibit 
cholecystokinin (CCK) and other neuropeptide receptor 
systems (especially CRF) as well as those that stimulate 
neuropeptide Y and oxytocin systems-show consider
able promise of yielding a new generation of antianxiety 
agents. Others are bound to follow as our knowledge 
of the FEAR system becomes complete. 

On the Characteristics of Fear 

One of the most horrible experiences of life is to be 
stricken by sudden terror. Another is to be continually 
consumed by the persistent feelings of anxiety that gnaw 
away at you, destroying your sense of security in the 
world. It is likely that the affective impact of both 
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experiences emerges ultimately from the differential 
arousal of one and the same brain system-a coherently 
operating FEAR circuit that produces terror when pre
cipitously aroused and chronic anxiety during milder, 
more sustained arousal. The FEAR system can be acti
vated by various world events, as well as by internal 
ones. External stimuli that have consistently threatened 
the survival of a species during evolutionary history 
often develop the ability to unconditionally arouse brain 
fear systems. For instance, laboratory rats exhibit fear 
responses (increased freezing and inhibition of other 
motivated behaviors) to the smell of cats and other 
predators (see Figure 1 . 1  ), even though they have never 
encountered such creatures in their lives, having grown 
up in the safety of a controlled laboratory setting (for 
more on the underlying neural mechanisms, see the 
"Afterthought" of this chapter). 

In addition to such inborn tendencies, a variety of 
specific anxieties can be acquired during the life span 
of each individual. These are tlsually triggered by spe
cific external events that have been paired with pain or 
other threatening stimuli, but it is important to recall 
that feelings of fear can also emerge simply from the 
internal dynamics of the brain (so-called free-floating 
anxieties). Internal stimuli that can arouse the FEAR 
system range from irritative epileptic foci in the limbic 
system to conscious as well as unconscious memories 
of past occurrences. Although a neural circuit coursing 
between the central amygdala and the periaqueductal 
gray (PAG) of the midbrain has now been well estab
lished as a major FEAR circuit, it remains possible, even 
likely, that there are multiple neural systems that can 
make us afraid. We do not yet have an accepted neural 
taxonomy of various fears, but I will address some 
possibilities. 

Although feelings of fear are as hard to define as they 
are to measure directly, most people have a natural 
understanding of what it means to be afraid. For those 
who do not, imagine an archetypal situation. You are 
alone in the woods, in the darkness of night, lost and 
with little confidence in your ability to find the way out 
The moon filters through racing clouds on the heels of 
a chilly wind. The branches above sway menacingly. 
Your imagination runs wild with the archetypal mon
sters and demons that populated the fantasy landscape 
of your childhood imagination. Suddenly, a branch 
cracks anQ falls behind you. You exhibit a reflexive 
startle much larger than you would have made to the 
same sound in the safety of your backyard; this is due 
to the potentiating effect of the background fear. After 
this intense reaction, you hold very still for a moment, 
frozen in one position, as your mind fills with dread, 
all your senses riveted on the perceived source of the 
noise. Your cognitive processes are rapidly analyzing 
sundry imagined and real possibilities. If this analysis 
attributes the sound to a mythical werewolf or a real 
mountain lion, you may explode into a vigorous flight 
pattern, running faster than you thought your legs could 

ever carry you. If you are fortunate enough to find a 
momentary place of perceived safety (perhaps an aban
doned cabin in the woods), you will hide, tremble, with 
heart throbbing (not just from your physical exertions); 
you remain alert for a long time in a cold sweat as you 
vigilantly evaluate each new environmental stimulus. 
You may have wet your pants, or worse, along the way. 

Foriunately, at daybreak you find your way out. On 
future occasions you will be more careful not to get lost 
again. You may dream about the episode for several 
nights. Had you encountered truly frightful events such 
as sustained wartime battles, then mixtures of fear and 
anger would incubate in the neural substrates of your 
psyche for years to come, until you might develop what 
is called a post-traumatic stress disorder. Even though 
many higher cortical perceptions sustained and exac
erbated your fears, to the best of our knowledge, the 
resulting chronic hyperemotional state is created by 
deep subcortical networks that can become sensitized 
and can operate independently of your higher cognitive 
faculties. For this reason, long� lasting fears and anxi� 
eties can lead to chronic psychological distress that does 
not always respond well to standard cognitive therapies. 

Experientially, fear is an aversive state of the ner
vous system, characterized by apprehensive worry, 
general nervousness, and tension, which tells creatures 
that their safety is threatened. It is accompanied by spe
cific forms of autonomic and behavioral arousal. The 
most common clinical symptom of fear is generalized 
anxiety. The current Diagnostic and Statistical Manual 
(DSM-IV) of the American Psychiatric Association 
offers standard criteria for generalized anxiety that in� 
elude a variety of psychological symptoms, such as 
uncontrollable apprehensive expectations, with jumpi
ness and a tendency for excessive vigilance and fidget
ing. The various autonomic symptoms include frequent 
tendencies for gastrointestinal disturbances, including 
upset stomach, dianhea, and frequent urination, as well 
as other visceral symptoms like tachycardia, chronic 
dryness of the mouth, and increased but shallow respi� 
ration. 1  Some individuals who have anxiety problems 
complain more about physical symptoms, while for 
others psychological anguish is the prevailing concern. 

Where in the brain is the array of fear responses 
organized? Obviously, the overall neural control is 
complex, including many cognitive analyzers as well 
as autonomic and somatic-motor circuits. Most of the 
brain is involved. However, there are distinct sites in 
the brain where electrical stimulation will provoke a full 
fear response in all mammalian species, and these are 
locations where the executive system for FEAR is con� 
centrated.2 These are in the lateral and central zones of 
the amygdala, the anterior and medial hypothalamus, 
and, most clearly (and at the lowest current levels), 
within specific PAG areas of the midbrain. Of course, 
this highly interconnected network interacts with the 
many other emotional systems discussed in this book, 
especially RAGE circuits (which contribute to the bal-
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ance between fight and flight reactions), as well as the 
behaviorally nonspecific chemistries of the brain such 
as norepinephrine and serotonin. My aim is not to as� 
sess all the components of a global fear response but 
rather to summarize information on what we know pf 
the central FEAR system.J 

At present, the precise manner in which fears and 
anxieties are created by brain tissue remains a matter of 
intense debate and inquiry. But the original idea that 
captivated psychology-that fear is simply a conditioned 
response to the cues that predict pain-is no longer ten� 
able. Although pain is an especially effective stimulus 
for creating fear and generating learned fears, it does not 
constitute fear itself. To the best of our present knowl
edge, fear-the subjective experience of dread, along 
with the characteristic set of bodily changes-emerges 
from the aforementioned circuit, which interdigitates 
extensively with the RAGE circuit. In the amygdala, 
however, the two systems are fairly clearly segregated, 
with FEAR being more lateral and RAGE more mediaL 
As mentioned, the FEAR circuit courses from the lateral 
and central nuclei of the amygdala, through the ventral
anterior and medial hypothalamic areas, down to the mes
encephalic PAG (Figure 1 1 .1 ) .  Freezing, as well as flight 
behavior and the autonomic indices of fear (e.g., in
creased heart rate and eliminative behavior), can be 
evoked along the whole trajectmy of this system.4 

It makes good evolutionary sense for FEAR and 
RAGE circuits to be intimately related, for one of the 
functions of anger is to provoke fear in competitors, and 
one of the functions of fear is to reduce the impact of 
angry behaviors from threatening opponents. Although 
it has not been empirically demonstrated, it is reason
able to suppose that at low levels of arousal, the two 
systems are mutually inhibitory (see Figure 3.5). At very 
sudden or intense levels of arousal, however, both the 
fear response and the rage response may be concurrently 
aroused. Of course, the existence of a major FEAR sys
tem does not preclude the existence of other systems 
that rilay mediate other forms of alarm and trepidation. 
Indeed, as we will see in Chapter 14, separation anxi
ety emerges largely from brain systems other than the 
FEAR circuit. For clinical reasons detailed there, I have 
chosen to call it a PANIC system. 

Since mild fear is characterized largely by behav
ioral inhibition components, while intense fear is com
monly characterized by active flight, it is important to 
consider how these diametrically different response 
tendencies might be elaborated by the FEAR system. 
By carefully following the behavioral responses evoked 
by different intensities of stimulation, it has become 
clear that one can promote freezing during mild arousal 
of this system and flight at higher stimulation intensi
ties (Figure 1 1.2). Whether the shift in response tenden-

Trajectory of a Trans-hypothalamic FEAR System 
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Figure 1 1 . 1 .  Schematic summary of the trajectory of the FEAR system and the various 
symptoms induced by stimulation of the system. (Adapted from Panksepp, 1 990; see n. 2.) 

THE SOURCES OF FEAR AND ANXIETY IN THE BRAIN 209 

Figure 1 1 .2.  Artist's rendition of the type of 
freezing behavior that can be generated by mild 
stimulation of the FEAR system. (Adapted from a 
photograph in Panksepp, 1989; see n. 5.) 

cies is organized by different subcomponents of the 
FEAR system at the stimulation electrode site or the 
different response characteristics are generated by dif
ferential outputs at the aroused synaptic fields down
stream from the stimulation is presently unresolved. 
However, it does seem possible that both of these fear 
responses are governed by the same basic emotional 
system within the brain. 

Before proceeding with a discussion of the major 
amygdalo-hypothalamo-mesencephalic FEAR circuit, 
it wHl be helpful to present an overview of the vast 
number of animal models of anxiety that have been 
developed by behaviorists over the past few decades. 
Most of the preclinical pharmacological work aimed at 
identifying and developing new antianxiety agents is 
emerging from the systematic analysis of such animal 
models. It is not yet clear how each of these models 
relates to arousal of the FEAR system versus other nega
tive emotional systems of the brain. The many incon
sistencies in the literature may eventually be resolved 
by an appropriate taxonomy of brain circuits that me
diate anxiety. Since this has not yet been achieved, and 
since most of the available animal models remain to be 
linked to specific neural circuits, the existing literature 
may give an impression of chaos and incoherence. But 
we can at least summarize the diversity of models in a 

systematic way, and thereby focus on the most promis
ing lines of future inquiry. 

Preclinical Models for the Study of Fear 

1n contrast to the paucity of natural animal models for 
anger, there is an overabundance of models for fear. 
This probably reflects the widespread recognition that 
fear responses are learned readily and that they have 
distressing consequences for the lives of many people. 
The various preclinical laboratory models for the study 
of anxiety can be conveniently broken down into those 
that use painful stimuli to produce symptoms of anxi
ety (i.e., via use of punishment procedures) and those 
that use no explicit punishment. In addition, each of 
these categories includes several models to analyze 
changes in learned fears and others to measure uncon
ditional, or instinctual, fear behaviors, yielding four 
types of models, as summarized in Table 1 1 . 1 .  

Although most of these models are quite sensitive to 
the effects of minor tranquilizers (which are typically 
called antianxiety agents), suggesting that they share 
common affective features, a conceptual problem runs 
through much of the literature on this topic. Antianxiety 
effects are generally assumed to exist when previously 
punished behaviors are-released from inhibition, but such 
effects can be explained in several ways: Animals may 
be less anxious, or they may simply be more impulsive 
and disinhibited. lbe second alternative was rarely con� 
sidered in earlier discussions of how animal models can 
relate to our understanding of human anxiety. 5 

Another problem is that there are so many differ
ences in formal procedures and drug sensitivities among 
the various experimental models that it is not yet pos
sible to argue for a common anxiety process that under
lies all of them. There are also no accepted guidelines 
regarding which models are the best predictors for 
which specific anxiety-related disorders in humans and 
why. Accordingly, the literature may actually be de
scribing many different types of fears or different ways 
in which the brain handles one type of fear. Although I 

Table 1 1  . 1 .  A Taxonomy of Animal Models of Fear 

With Punishment 

Learned Active avoidance tasks 
Conditioned emotional responses 
Punished behavior tasks 
Passive avoidance tasks 

Spontaneous Freezing to shock 
Defensive burying 
Stimulation �f fear circuits 

No Punishment 

Partial reinforcement extinction effect 

Open-field exploration 
Avoidance of bright lights 
Social-interaction tests 

Responses to loud sounds (startle) Plus-maze test 
Predatory odors 
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will not attempt to contrast and compare these models, 
I will provide a systematic organizational scheme that 
may help us visualize how the various models interre
late (Table 1 1 . 1  ). The models wi11 be divided into those 
that use punishment and those that do not, and also 
according to those that require learning and those that 
do not. 

Quadrant 1 (learned tasks with imposed punish
ments): The first models that were used to study fear sim
ply measured an animal's tendency to Jearn new re
sponses to escape and avoid aversive stimuli such as foot 
shock (which is usually administered through metal rods 
that constituted the cage flooring). Many of these mod
els were widely implemented by pharmaceutical firms 
for evaluating the potential antianxiety effects of new 
drugs. It turned out that these specific models were not 
especially sensitive to antianxiety agents, probably be
cause, by the time investigators tested their drugs, the 
learned behavior had become so efficient that test ani
mals no longer experienced much fear. Subsequent mod
els tried to circumvent such problems by establishing 
stable baselines of learned approach behaviors, on which 
fears could be imposed via classical conditioning prin
ciples (the so-called conditioned emotional response 
[CER) procedures).6 Such designs turned out to be much 
more sensitive to the effects of minor tranquilizers. 

Models of this type first conditioned a,nxiety in ex
perimental animals by systematically pairing environ
mental cues with aversive events, after which inves
tigators evaluated the effectiveness of those cues in 
suppressing various appetitive behaviors. For example, 
the readiness of hungry rats to press levers for food 
would be measured during baseline periods, as well as 
during presentation of the fear stimuli. When the dan
ger cue was presented, an internal state of anxiety pre
sumably was produced, and the degree of behavioral 
inhibition was used as an operational measure of the 
anxiety. Such CER tasks were most effective when the 
cue-shock pairings were administered directly upon 
the appetitive baselines. Eventually such behavioral in
hibition tasks were further simplified by using sponta
neous consummatory baselines, such as voluntary feed
ing and drinking, which were periodically accompanied 
by cue-contingent or even uncontingent administration 
of foot shock, yielding a very direct measure of the 
amount of behavior an animal was willing to emit while 
expecting and receiving mild punishment. If the shock 
was contingent on an animal making a specific consum
matory response, it was considered to be a punishment 
task. Of course, in this last model the only learning con
sisted of the animal's presumed realization that it would 
be punished if it exhibited consummatory behavior. 

A variant of this model involved placing animals in 
well-lit arenas, with immediate administration of shock 
when they entered an accessible dark hole or, alterna
tively, when they stepped down from a safe perch. In 
such circumstances, animals typically exhibit much 

longer latencies for their spontaneous avoidance behav
iors on the second trial if they have already been pun
ished for their efforts on the first trial, yielding "pas
sive avoidance" measures that presumably reflect the 
behavior-inhibiting effects of anxiety. In other words, 
a smart animal that has received a shock when stepping 
to the floor has "second thoughts" about taking such a 
step the next time. Of course, these models do not 
readily distinguish between the effects of pharmacologi
cal and physiological manipulations on memory pro
cesses as opposed to emotional ones. For instance, drugs 
may evoke amnesia in the animals. A variety of addi
tional controls are needed to evaluate those issues. 

Perhaps the most effective model of this type, one that 
has now been extensively exploited, employs what is 
called a "potentiated startle." Animals and humans show 
a characteristic startle response to sudden loud sounds. 
The vigor of the startle reflex (whose neural details have 
been worked out and will be discussed later) is increased 
markedly by concurrent exposure to a classically condi
tioned fear stimulus (i.e., a light that previously had been 
paired with electric foot shock). Indeed, the potentiation 
of the startle response in this manner appears to be elabo
rated by the FEAR system, which runs from the amygdala 
to the PAG,7 and this experimental model can readily be 
implemented in humans. 8 

Quadrant l models were especially prevalent dur
ing the initial era of preclinical psychopharmacology 
in the 1950s to 1 970s, but, as mentioned, they were 
often flawed by their failure to distinguish between 
antianxiety effects and Simple behavioral disinhibition. 
This noncritical approach produced a long-lived, but 
questionable, serotonin theory of anxiety.9 The first 
neurochemical theory of anxiety ever proposed, was 
based largely on the observation that serotonin receptor 
antagonists could increase punished behaviors. How
ever, it is now clear that a reduction of brain serotonin 
makes animals more manic and impulsive in general, 
with a very broad pattern of behavioral disinhibition in 
situations that entail anxiety as well as those that do not. 
Accordingly, increased behavior in the face of punish
ment could have simply reflected a generalized release 
of active behavioral tendencies, not a reduction of anx
ious feelings. Although some recent data do suggest that 
certain serotonin receptor subtypes may in fact promote 
anxiety (especially 5-HT2 and 5-HT3), while other re
ceptors for this same amine decrease anxiety, w there is 
presently little empiri�al reason to believe that seroto
nin neuronal activity is a major player in producing the 
actual experience of fear within the brain. Rather, it is 
clear that the serotonin system modulates the intensity 
of fear, but to no greater extent than it modulates other 
negative emotions. In fact, most of the available data is 
still consistent with the alternative conclusion that an 
overall increase of serotonin activity decreases anxiety 
and produces feelings of relaxation. Of course, the vast 
proliferation of serotonin receptor subtypes discovered 
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over the past few years ( 15  are presently known) reveals 
a level of complexity that is still not well integrated into 
a solid base of accepted knowledge. 

Quadrant 2 (learned tasks with no explicit punish
ment contingencies): Only one model of anxiety has at� 
tempted to utilize a learning task without any explicit 
punishment. This task is the partial reinforcement ex
tinction effect (PREE), whereby animals exhibit high 
response rates during extinction because they have 
presumably become accustomed to frustrative non� 
reward, which is proposed to resemble a central state � of anxiety . 1 1  Although this model is sensitive to benzo
diazepines (BZs) and other antianxiety agents, such as 
barbiturates, that also block the PREE, it remains more 
probable that frustration and fear emerge from separate 
brain mechanisms, in which case these results may not 
be valid antianxiety effects. Rather, the data may sim
ply indicate that minor tranquilizers diminish the effects 
of frustration and anger, which is consistent with data 
presented in the previous chapter and, of course, quite 
interesting in itself. 

Quadrant 3 (instinctual fear behaviors with no ex
plicit punishment): The prototypical model of this type 
is the "open-field" task in which an animal is placed into 
an unfamiliar chamber. One then measures exploratory 
activity (which increases as a function of repeated test 
sessions), the amount of defecation (which initially is 
high and diminishes as a function of sessions), and a 
variety of autonomic indicators of stress and fear, such 
as elevated heart rate and adrenal glucocorticoid secre
tion.12 Perhaps because of the new regulations imposed 
on animal research in many countries around the world, 
with restrictions on the use of procedures that may pro
duce distress in experimental animals, a large variety 
of fear models that do not use punishment have now 
been developed. All of them rely on the fact that each 
species has specific sensory and perceptual access 
routes to fear circuitry. For instance, rodents do not 
require explicit physical punishment to motivate them 
to avoid events. They naturally prefer to enter dark 
holes, u yielding the latency to enter a dark hole task. 
When forced to remain under bright light, rats also 
exhibit reduced social activity, yielding the diminished 
social-interaction test, an anxiety that is effectively 
counteracted by BZs.14 They also tend to avoid leav
ing the security of well-protected (i.e., high-walled) 
areas for the insecurity of wide-open areas, yielding the 
plus-maze test in which two arms have high walls and 
two have no walls. 15  

We now also know that rats exhibit an intrinsic fear 
of the smell of potential predators such as cats and fer
rets, yielding various fear-smell tests in which one can 
measure behavioral disruptions of any of a variety of 
behavioral baselines (for rough-and-tumble play in ju
veniles, see Figure 1 . 1  ). Most of the preceding measures 
of fear are diminished by BZs, but it is noteworthy that 
the plus-maze test and the cat-smell test in rats are not 

especially sensitive to such drugs.16 Morphine, which 
is only moderately effective in these models, strongly 
counteracts the disruption of play behavior produced 
by cat smell, suggesting that these models arouse dis
tinct types of trepidation that may need to be differen
tiated from each other. 17 

Quadrant 4 (instinctual fear behaviors resulting 
from explicit punishment): The analysis of uncondi
tional (instinctual) responses to punishment is likely to 
provide the clearest view of the unlearned brain mecha
nisms mediating fear, since punishment can presumably 
directly activate instinctual fear behaviors that arise 
most directly from underlying FEAR circuitries. There 
are now many such models, including simple ones, such 
as measuring how long animals "freeze" (show behav
ioral immobility) in response to "contextual cues" that 
have been paired with shocks (Figure 1 1 . 1  ) ,  18  as well 
as those that measure more complex behaviors, such as 
rats' tendency to cover up shock prods placed in their 
living quarters; 19 both of these behaviors can be reduced 
with BZs. The most compelling model of this type, 
probably the one that evokes fear most directly, is direct 
electrical stimulation to specific subcortical locations 
(including central amygdala, anterior hypothalamus, 
and PAG) to evoke a central aversive state accompanied 
by powerful fearlike response patterns.20 Such brain 
stimulation induces freezing at low currents and flight 
at higher current levels, accompanied by intense auto
nomic indicators of fear such as increases in defecation, 
urination, heart rate, blood pressure, and adrenal stress 
responses. This approach provides a direct estimate of 
the localization of the major unconditional FEAR cir
cuit in the mammalian brain (Figure 1 1 . 1 )  and also 
permits the dynamics of the underlying circuits to be 
studied effectively in the fully anesthetized subject.21 
Since some of these fear responses can be evoked 
under anesthesia, one can presumably study the sources 
of anxiety without imposing powerful (and no doubt 
unpleasant) emotional experiences on the experimen
tal animal, but such approaches have not yet become 
fashionable. 

The many models that exist for the analysis of fear 
suggest that a variety of processes may elaborate anxi
ety within the brain. Fearful states can be evoked by 
painful stimuli, cues that have become associated with 
aversive stimuli, various nonpainful stimuli that have 
indicated danger in the evolutionary history of a spe
cies, and perhaps even certain frustrations. These mod
els are often differentially sensitive to phannacologi
cal manipulations that may reflect the variety of distinct 
cognitive and motivational controls that interact with a 
limited set of unconditional anxiety processes that exist 
in the brain. 

Thus, many of the distinct stimuli and situations that 
can evoke fearful states may derive their motivational 
impact from shared neural circuits. Indeed, this is how 
most emotional systems usually appear to operate-by 
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responding to a multiplicity of inputs and controlling a 
multiplicity of outputs, all of which can be modulated 
by ongoing learning processes. It is unlikely that a single 
FEAR system of the brain can explain how all of the 
preceding models derive their affective force, but we 
anticipate that this system will account for a substantial 
part of the variance. Thus, before discussing the FEAR 
system in greater detail, let us tlrst summarize some evi
dence for multiple anxiety systems based on the phar
macological treatment of anxiety disorders in humans. 

On the Varieties of Anxiety Systems 
in the Brain 

The abundance of animal models, and the overall clini
cal complexity of anxiety indicate that we should be 
cautious in simplifying the issues that confront us as we 
seek a definitive understanding of anxiety within the 
mammalian brain. Let me briefly consider some other 
neuroemotional systems that contribute to aversive 
brain states related to anxiety. One of these is the sys
tem that functions primarily to elaborate separation 
distress (i.e., the PANIC system discussed in Chapter 
14) as indexed by measures of separation calls in spe
cies as diverse as primates, rodents, and birds. This cir
cuit is clearly distinct from FEAR and runs from the 
preoptic area and bed nucleus of the stria terminalis, 
down through the dorsomedial thalamus to the vicinity 
of the PAG.22 This system presumably mediates such 
negative feelings as loneliness and grief, and may also 
contribute substantially to the precipitous forms of acute 
distress known as panic attacks. 

Clinically, a distinction between brain mechanisms 
that control panic attacks and those that control every
day anticipatory anxiety first became apparent When it 
was found that the best available antianxiety agents 
(e.g., BZs such as chlordiazepoxide and diazepam) did 
not quell either panic attacks in humans or separation 
anxiety in animals. However, tricyclic antidepressants 
such as imipramine and chlorimipramine, which had no 
clear effect on simple generalized anxieties, were found 
to exert clear antipanic effects in humans and to also 
reduce separation distress in animals.23 Quite remark
ably, people whose panic attacks had been effectively 
attenuated with tricyclics still feared that the attacks 
might recur; hence they often did not consciously ap
preciate the therapeutic effects of the drugs, although 
they objectively experienced far fewer attacks. In other 
words, anticipatory anxiety and panic were modulated 
by different neurochemical systems. 

Other symptomatic distinctions can also be made 
between fearful anxiety and separation anxiety. The 
former is characterized by generalized apprehensive 
tension, with a tendency toward various autonomic 
symptoms such as tachycardia, sweating, gastrointes
tinal symptoms, and increased muscle tension. The 
latter, especially in intense forms such as grief, is ac-

companied by feelings of weakness and depressive las� 
situde, with autonomic symptoms of a parasympathetic 
nature, such as strong urges to cry, often accompanied 
by tightness in the chest and the feeling of having a lump 
in the throat. While the former emotional state beck� 
ons one to escape situations that intensify the anxiety, 
the latter tends to motivate thoughts about the lost ob
ject of affection and impels one to seek the company of 
special loved ones.24 

Recently, a strong case has been put forward claim
ing that panic attacks emerge from primitive suffoca
tion-alarm systems of the brain, which may be closely 
coupled with separation-distress systems. 25 Thus, al
though PANIC and FEAR systems can be distinguished 
in the brain (also see Chapter 14), it is to be expected 
that they can also operate synergistically: Chronic anxi
ety can increase the incidence of panic attacks, and panic 
attacks can lead to chronic anxiety. The effectiveness 
of some new antianxiety agents, such as alprazolam, in 
reducing panic26 may also indicate that the two emo
tional systems share some common neurochemical 
influences, perhaps because of shared nonspecific in
fluences such as increased serotonin and reduced nore
pinephrine (NE) activity. 

Another anxious state that may result from distinct 
neural activity is post-traumatic stress disorder (PTSD), 
which is characterized by chronic negative feelings, 
including mixtures of anger and anxiety. The severity 
of PTSD can be diminished with antiseizure medica
tions, such as carbamazepine, an agent that is not con� 
sistently effective in the control of either panic attacks 
or anticipatory anxiety ,27 In  addition to facilitating 
GABA activity, carbamazepine has a spectrum of other 
neurochemical effects. This drug also blocks "kindling," 
which is the experimental induction of chronic epilep
tic potentials in the brain via the periodic application 
of brief electrical stimulation to seizure-prone areas of 
the temporal lobe such as the amygdala (see "After� 
thought," Chapter 5). It is not unusual for kindled ani
mals to exhibit chronic emotional changes (increases 
in irritability as well as heightened sexuality), further 
suggesting that similarities may exist between this type 
of evoked brain change and PTSD.28 Kindled animals 
also startle more easily than controls.29 

A variety of other psychiatric disorders are com
monly accompanied by anxiety. For instance, obses
sive-compulsive behaviors and rituals often reflect an 
attempt to ward off encroaching anxieties. We do not 
know whether such incipient anxieties are mediated by 
any of the systems discussed earlier. It is noteworthy, 
however, that the serotonin-reuptake inhibitors such as 
chlorimipramine, which are effective antipanic agents, 
are also highly effective in controlling obsessive-com
pulsive behaviors,30 suggesting a shared neurochemical 
substrate for both. Selective serotonin reuptake inhibi
tors (SSRis) are also effective in reducing separation 
distress in animals, although their efficacy in generalized 
anxiety disorders is more rnodest.31 However, since sero-
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tonin modulates all emotional systems (see Chapter 6), 
such lines of investigation are not going to be especially 
useful for distinguishing emotional processes. 

It seems likely that brain systems that mediate an
ticipatory and chronic generalized anxiety can be dif
ferentiated from those that mediate panic attacks, sepa
ration anxiety, and PTSDs in terms of the specific brain 
mechanisms involved, even though they also share 
many neural components. For instance, all may share a 
hypersensitized "alarm" component, reflecting an ini
tial alerting response when threatening stimuli first 
appear on the psychological horizon; this response may 
arise, in part, from generalized cerebral arousal/ 
attentional systems such as cholinergic and noradren
ergic alerting circuits ofthe brain stern (see Figure 6.5). 
Many anxieties may also share arousal of the pituitary
adrenal stress responses,32 although, surprisingly, this 
response system is not vigorously engaged during panic 
attacks. 33 

During the past few decades, several brain systems 
have been proposed as basic substrates for anxiety, in
cluding noradrenergic arousal from the locus coer
uleus,34 serotonergic arousal from midbrain raphe cell 
groups,35 and a hippocampal-septal behavioral inhibi
tion system.36 Each of these theories remains controver
sial, with considerable contradictory data. Perhaps the 
most serious problem is the simple fact that animals still 
appear able to experience a great deal of fear after these 
systems have been experimentally damaged. Animals 
with damage to the brain areas mentioned above can 
learn to avoid foot shock and continue to exhibit anx
ious behaviors in many of the models discussed here. 
Accordingly, these systems probably contribute to fear 
in nonspecific ways. Indeed, they contribute substan
tially to practically every behavior an animal exhibits. 

The Basic FEAR System 

Brain-stimulation studies have long suggested that a 
coherently operating FEAR system exists in the brain. 
As mentioned previously, it extends from the tempo
ral lobe (from central and lateral areas of the amyg
dala) through the anterior and medial hypothalamus 
to the lower brain stem (through the periventricular 
gray substance of the diencephalon and mesencepha
lon) and then down to specific autonomic and behav
ioral output component.<> of the lower brain stern and 
spinal cord, which control the physiological symptoms 
of fear (including increases in heart rate, blood pres
sure, the startle response, elimination, and perspira
tion; for a summary see Figure 1 1 . 1 ) .  A growing con
sensus is emerging that this neural system mediates a 
fundamental form of unconditional fearY Minor tran
quilizers exert part of their antianxiety effect by re
ducing arousal of this brain system.38 

When this system is activated by electrical stimula
tion of the brain (ESE), animals exhibit a variety of 

fearlike behaviors, ranging from an initial freezing re
sponse at low current levels to an increasingly precipi
tous flight response at higher current intensities. These, 
of course, reflect the types of fear responses animals 
normally exhibit when dangers are either far or close. 
In other words, the responses evoked artificially by ESB 
look very similar to the behavior of animals that have 
either noticed a predator at a distance or are being pur
sued by one. Likewise, the behaviors resemble those of 
animals that either have received foot shock recently or 
are in the midst of being shocked. Even though such 
animals appear to be severely distressed, it seems un
likely that the brain stimulation is activating a pain 
pathway, since the stimulated animals normally do not 
squeal or exhibit other apparent symptoms associated 
with pain. For some time, investigators believed that this 
kind of brain stimulation did not evoke a subjective state 
of fear. They were wrong. 

As in the case of rage described in the previous chap
ter, the fearlike behaviors evoked with brain stimula
tion have commonly been considered to simply reflect 
motor control mechanisms for flight. The failure to 
more fully consider the possible role of this emotional 
response system in affective experience arose from a 
single peculiar fact: Even though animals exhibit flight 
when this system is stimulated, they do not readily learn 
to avoid the brain stimulation that evoked the fearful 
behaviors. In other words, a neutral cue predicting the 
onset of ESE in the FEAR system does not readily be
come a conditional source of fear that is sufficient to 
motivate the learning of discrete avoidance responses. 
By comparison, peripheral pain (e.g., foot shock) does 
so readily. Accordingly, investigators concluded that 
only somatic and visceral motor output systems had 
been activated rather than the emotional integration 
system for fear itself. We now know that this conclu
sion is incorrect: Animals will exhibit conditioned fear 
to this kind of ESB, as long as sufficiently sensitive 
behavioral tests are used (Figure 1 1 .3).39 It is possible 
that animals did not avoid the centrally evoked fear state 
in earlier studies because ESB-induced emotions are 
simply too pervasive and cannot be effectively linked 
to discrete external cues. Also, it is possible that the fear 
outlasted the ESB to such an extent that normal rein
forcement processes could not be properly engaged. 

Although we cannot directly measure subjective 
experience, the behavioral evidence from all mammals 
that have been studied strongly suggests that a power
ful internal state of dread is elaborated by the FEAR 
system. First, all animals readily learn to escape such 
stimulation, implying that this type of ESB is highly 
aversive. The more closely the requisite learned re
sponse resembles the ESB-induced flight, the more rap� 
idly the animal learns. Thus, the act of running away is 
learned more rapidly than a lever-press response. 

If given the opportunity, animals will avoid envi
ronments where they have received such stimulation in 
the past, and if no avenue of escape is provided, they 



214 BASIC EMOTIONAL AND MOTIVATIONAL PROCESSES 

FREEZIN G :  PRE-STI M U LATION PERIOD 

UJ 
:::; 1 0  i= 
(!l z 
;:::; UJ UJ 0: LL 

5 

25�---------------------------------, 
FREEZING: POST-STIM U LATION PERIOD 

UJ 2 
i= 

1 5  

(!l z 1 0  
;:::; UJ UJ 0: LL 5 

111i1 CONTROL 
!ill FEAR-ESB 

o L---"" DAY 1 DAY 2 DAY 3 DAY 4 

SUCCESSIVE DAYS OF TESTING 

Figure 1 1 .3 .  Freezing time during the minutes prior to and after electrical 
stimulation of the FEAR system on four successive days of testing. 
(Unpublished data, Sacks & Panksepp; adapted from Panksepp, !996; see 
n. 40.) 

will freeze as if in the presence of a predator.40 Thus, 
although it is certainly difficult to train animals to avoid 
(i.e., anticipate) this kind of brain stimulation using tra
ditional behavioral procedures (such as shuttle boxes 
and !ever presses), animals do exhibit clear conditional 
responses if one utilizes simpler measures of learned 
behavior. Indeed, during stimulation of this system at 
very low current levels, the first response animals ex
hibit is an increase in freezing. Only when current lev
els increase does one begin to see a dramatic flight re
sponse. Perhaps most important, humans verbally report 
powerful feelings of foreboding during stimulation 
applied to these brain sites. The subjective fear re
sponses are usually described in metaphoric terms.41 For 
instance, one patient said, "Somebody is now chasing 
me, I am trying to escape from him." To another, onset 
of stimulation produced "an abrupt feeling of uncer
tainty just like entering into a long, dark tunnel." An
other experienced a sense of being by the sea with "surf 
coming from all directions." 

Whether the subjective experience of fear is medi
ated directly by this circuit or in conjunction with other 
brain areas will have to be addressed in further research. 
A modest amount of evidence favors the explanation 
that affective experience is an intrinsic subcortical func
tion, since decorticate animals still exhibit escape and 
fear behaviors when these circuits are stimulated. To 
resolve how specific emotions are subjectively felt may 
require clarification of the primordial neural substrates 
elaborating affective experience, which may be orga
nized at levels as low as the midbrain (see Chapter 16). 
At present, we do not have a detailed understanding of 
how affective experience is actually generated by such 
emotional circuits, but an understanding of the relevant 
behavioral substrates opens up a provocative avenue for 
determining how the conscious aspects of human and 
animal anxieties are created. Although precise neural 
evidence concerning the connectivities of the FEAR 
system remains modest, as will be summarized later, 
substantial progress is being made in defining how 
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learned inputs enter the circuit in the amygdala and how 
unconditional ones such as pain come to enter the cir
cuit in the PAG.42 

Relationships between Pain and Fear 

In addition to various forms of anxiety, there are many 
other types of aversive internal feelings-ranging from 
pain to hunger, thirst, and other bodily needs that may 
modulate the intensity of fear. It is especially impor
tant to consider the role of pain in the genesis of anxiM 
ety, since that has been the traditional way of produc
ing fear conditioning in animal models. Animals readily 
learn to escape from and avoid places where they have 
been hurt. Current evidence suggests that pain and fear 
systems can be dissociated even though they interact 
strongly at various locations within the neuroaxis (inM 
eluding the lowest reaches in the PAG, as well as the 
highest reaches in the amygdala).43 

Perhaps the clearest evidence for the dissociation is 
that fearlike behaviors in animals and fear states in 
humans are not readily produced by electrical stimula� 
tion of the classic spinothalamic pain systems. It is only 
at midbrain levels, where the classic pain systems di
verge into reticular fields, that localized ESB begins to 
yield. such fearful behaviors as freezing and flight. Fur� 
ther, humans who have been stimulated in these latter 
brain areas typically report fear rather than pain, and 
animals exhibit flight and escape with no vocal expres
sions of pain. Likewise, lesions in brain areas contain
ing fear circuitry do not typically affect pain thresholds 
in animals.44 Thus, even though pain systems do send 
inputs into areas of the brain that mediate fear (espe
cially at the PAG of the mesencephalon), electrical ac
tivation of the FEAR system does not appear to readily 
evoke the sensation of pain in either humans or animals. 

However, it is also clear that the FEAR system does 
control pain sensitivity. It is commonly observed that 
animals and humans do not focus on their bodily inju
ries when they are scared,45 and fear-induced analgesia 
emerges, at least in part, from arousal of pain-inhibition 
pathways such as serotonin and endogenous opioids, 
near the PAG of the mesencephalon.46 

Learning within Fear Systems 

Learning mechanisms allow organisms to effectively 
channel their specific fears into environmentally appro
priate responses. The FEAR system contains certain 
intrinsic sensitivities, in that it responds uncondition
ally to pain and the smell of predators and other intrin
sically scary stimuli, but it can also establish new input 
components that function through learning to inform the 
organism about cues that predict threats. Some environ
mental circumstances lead to rapid conditioning, pre
sumably because certain perceptions have ready access 

to the FEAR system, while neutral stimuli take longer 
to condition. For instance, it has been found that in 
humans autonomic fear responses condition more rap
idly when a mild electric shock is paired with images 
of angry faces than when it is paired with smiling 
faces. 47 In other words, the brain is predisposed to as
sociate fear with the potentially threatening configura
tion of anger more readily than with a pleasant face. 
Neural assemblies at the base of the temporal lobes 
decode the facial patterns of emotions, and from there 
they probably transmit information along evolutionarily 
prepared input channels to the FEAR system, as well 
as to other emotional circuits of the amygdala.48 

There are bound to be several preferential input 
channels to the FEAR system, reflecting the different 
intrinsic fears of different species. Thus, humans readily 
exhibit fears of dark places, high places, approaching 
strangers (especially those with angry faces), and sud
den sounds, as well as snakes and spiders.49 Rats are 
especially apt to fear well-illuminated areas, open 
spaces, and the smell of cats and other potential preda
tors. But completely neutral stimuli can also access the 
FEAR system of the brain. During the past few years, 
great progress has been made in unraveling the manner 
in which this system becomes classically conditioned 
when neutral cues are paired with shock. 

One of the first breakthroughs in the field was the 
finding that conditioned fears access the FEAR system 
at the central nucleus of the amygdala. 5° When this area 
is lesioned on both sides of the brain, animals no longer 
exhibit increased heart rates to stimuli they had learned 
to fear. 5 1  I t  is now becoming clear that the central 
nucleus is one major brain area where conditional syn
aptic control of fear is created. This provides a precise 
neurogeographical end point for analyzing how neurotic 
behaviors might be generated through learning. 

Several intensely focused research programs have 
now revealed the precise mechanisms that allow simple 
conditioned fears to access the unconditional FEAR 
system. Effective models have been derived from stud� 
ies of fearful responses to lights and tones paired with 
the administration of electric shock. Consider a situa
tion in which a tone is followed by shock: The sound 
enters the eighth cranial nerve, and after synapsing in 
the cochlear nucleus, the information moves on to the 
inferior colliculus of the midbrain, then to the medial 
geniculate of the thalamus, and then to the auditory 
cortex in the brain's temporal area (Figure 1 1 .4). One 
can ask whether damage to any of these areas dimin
ishes the conditioned fear response, and the answer is 
a clear yes for all auditory relay areas below the cor
tex. 52 This makes sense because the animal has been 
rendered deaf. However, the conditioned fear remains 
intact if only the auditory cortex is removed. In other 
words, the highest levels of auditory processing are not 
necessary for conditioned fears to be exhibited to simple 
sounds. This implies that a conditional linkage to the 
FEAR system has emerged at some subcortical location. 
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Figure 1 1 .4. Lesions of subcortical but not cortical auditory processing areas disrupt 
conditioning of fear response to acoustic stimuli paired with foot shock. (Results adapted 
from Le Doux, 1993; see n. 53.) Behavioral data on top, and locations of lesions on 
bottom. The damage to the auditory cortex was on the lateral surface of the brain, depicted 
by dotted lines. 

This important finding did not mean, of course, that 
cortical processing is irrelevant for fear learning. Com
plex fearful perceptions probably do require input from 
the cortex, but the finding did encourage investigators 
to search for a direct connection from thalamic audi
tory relays to the highest reaches of the FEAR circuit 
in the amygdala. Indeed, retrogradely labeled neurons 
were found in the thalamic auditory nucleus, the ven
tral part of the medial geniculate body, after placement 
of retrograde tracers into the headwaters of the FEAR 
system in the lateral amygdala.53 

Although the analysis of amygdalopedal connec
tions from the auditory thalamus did not yield power
ful connections to the central amygdala as was initially 
expected, there were strong connections from the me
dial geniculate to the lateral and basolateral parts of the 
amygdala-areas which earlier ESB studies had impli
cated as FEAR circuits of the temporal lobes. 54 These 

lateral amygdaloid areas connect directly to the central 
amygdaloid nucleus, which then sends axons down to 
the lower reaches of the hypothalamus and midbrain, 
where the information is distributed to various, hor
monal, autonomic, and somatic output channels that 
characterize the overall fear response. 55 

In other words, a direct thalamic-amygdaloid con
nection can convey low-level auditory information di
rectly into the FEAR system without cortical partici
pation. 56 However, additional work indicates that higher 
cortical processing is necessary for more complex audi
tory information to access the FEAR system. 57 By ex� 
trapolating these results to humans, we might hypoth
esize that the cortex decodes the affective lexical content 
of what is said as opposed to decoding the angry or fear
ful way something is said, but detailed evidence for this 
at the human level is nonexistent. 

Much of the conditioning that occurs in the amyg-
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dala is  mediated by glutamate synapses, since the con
ditioning process can be prevented by placement of 
antagonists to n-methyl-d-aspartate (NMDA) glutamate 
receptors directly into the lateral amygdala. 58 The ac� 
quisition of fear can also be modulated by ascending 
NE systems, since blockade of B-adrenergic synapses 
concentrated within the amygdala tends to diminish 
consolidation and retention of fearful information.59 It 
is to be expected that many other amines and neuropep
tides localized in the amygdala will also prove to be in
fluential in the overall integration of fear responses. It 
may well be that ditierent peptides here help elaborate 
the various types of fearful sensations and perceptions. 

In any event, the preceding results affirm that emo
tional learning can occur without the intervention of the 
highest reaches of the cognitive brain. There are direct 
anatomical entry points from the thalamus into the rele
vant amygdaloid circuits, but it is clear that the more 
indirect cortical and hippocampal connections also pro
vide information about external threats. For instance, 
the hippocampus informs animals about threatening 
aspects of their spatial environments, but it does not 
process discrete fear stimuli as does the amygdala.60 
Conditioning, as well as affective experience, can prob
ably also be elaborated at lower levels of the fear cir
cuit (i.e., at hypothalamic and mesencephalic levels), 
but Such important issues remain to be empirically 
evaluated. 

Once all the details of the learning mechanisms have 
been worked out, it should be possible to specify how 
new pharmacological maneuvers might facilitate the 
deconditioning of long-lasting learned fears. Glutamate 
antagonists have already been evaluated and found to 
block not only the acquisition of conditioned fears but 
also their extinction.61 Thus, since glutamate facilitates 
both learning and unlearning of fears, as well as most 
other forms of learning, such information is unlikely to 
yield any useful clinical interventions. 

A vast number of cognitive studies have now dem
onstrated that glutamate participates in virtually every 
form of memory and cognitive information processing 
imaginable. All cortical information descends onto the 
basal ganglia via glutamate synapses (see Figure 4.9). 
As we will see in the next section, glutamate receptors 
control not only fear conditioning but also control un
conditioned fear responses. Thus, drugs that modify 
glutamate receptors will be useful in the clinical con
trol of anxiety only if we are fortunate enough to find 
variants of such receptors that will allow specific modu
lation of deconditioning processes. This presently seems 
improbable. 

It is more likely that pharmacological modulation of 
a variety of neuropeptides, including CRF, cx.-MSH, 
ACTH, NPY, and others, will provide more specific 
neurochemical control of anxiety than does glutamate. 
These systems are constituents of the FEAR system62 
and afford excellent routes for new drug development. 
Indeed, our understanding of how minor tranquilizers 

(i.e., antianxiety agents) work in the brain by interact
ing with BZ receptors has so far provided the most 
abundant information for understanding how anxiety is 
produced and how it can be controlled. 

The Neurochemistry and Pharmacology 
of FEAR 

For medical purposes, the most useful knowledge about 
fear and anxiety will emerge from an understanding of 
the neurochemical systems that mediate fearful im
pulses. An extensive body of evidence has already been 
assembled on the brain systems that are sensitive to 
BZs.63 BZ receptors are concentrated along the trajec
toJy of the FEAR circuit, from the central amygdala, 
downward via the ventral amygdalofugal pathway, 
through the anterior and medial hypothalamus, and 
down across the substantia nigra to the PAG and the 
nucleus reticularis pontis caudalis (the RPC), where 
fear modulation of the startle reflex occurs.<><� BZ recep
tors are closely coupled to gamma-aminobutyric acid 
(GABA) function in the brain. Just as glutamate is the 
brain's most prolific excitatory transmitter, its metabolic 
product GABA, via one decarboxylation step, is the 
most pervasive inhibitory transmitter and is capable of 
suppressing fear as well as many other emotional and 
motivational processes.65 In short, BZs reduce fear by 
facilitating GABA activity in many parts of the brain, 
including by directly inhibiting the FEAR circuit. 

The discovery of this BZ-GABA receptor complex 
has been the single most important development for 
explaining how BZs and the older antianxiety agents 
(alcohol and barbiturates) inhibit fearfulness. The BZ 
receptors promote GABA binding, which then increases 
neuronal inhibition in the FEAR system by facilitating 
chloride influx into neurons.66 In other words, anxiety 
is quelled by BZs through the hyperpolarization of the 
neuronal elements that pass anxiety messages through 
the neuroaxis. While agonists for the BZ receptor, such 
as the many variants of BZ-type minor tranquilizers, 
suppress activity in the FEAR circuit, they may also 
modulate higher cognitive processing of the relevant 
information (anxious thoughts and appraisals), perhaps 
via effects on the relatively abundant BZ receptors in 
the neocortex. 

Antagonists for the BZ receptor (such as flumazenil) 
are usually behaviorally inactive by themselves, 67 sug
gesting that endogenous anxiety signals are not toni
cally present at BZ receptor sites. Of course, such BZ 
receptor antagonists can block the antianxiety effects 
of exogenously administered BZs, as well as the anxi
ety provoked by a class of drugs known as "inverse 
agonists" for BZ receptors, which decrease inhibition 
within the FEAR circuit and can produce chronic anxi
ety disorders.68 This "inverse agonist" concept was first 
generated by the discovery of various 13-carboline drugs 
that produced effects opposite to those of BZs; they 
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actively inhibited chloride entry into neurons via inter
action with the BZ-GABA complex, thereby promot� 
ing anxiety in both humans and animals.69 

One key task has been to discover what type· of en
dogenous brain molecule normally acts on the BZ re
ceptor. Even though definitive evidence is not available, 
and many natural brain metabolites have some effect 
on BZ receptors, a key candidate for some time has been 
an endogenous neuropeptide called diazepam binding 
inhibitor (DBI), which appears to promote anxiety when 
released onto BZ receptors, perhaps via an inverse
agonist effect.70 As yet there is no conclusive evidence 
that DBI is in fact the major anxiety-generating trans
mitter of the brain, although most agree that if there is 
one that acts on the BZ receptor, it is likely to be an 
inverse agonist. In any event, existing data suggest that 
BZs promote serenity, in part, by promoting GABA
mediated inhibition within the FEAR system. 

Which, then, are the neurotransmitters that directly 
convey the signal of fear through the neuroaxis? There 
are several possible candidates. Although NE and sero
tonin (5-HT) were once touted as specific anxiety trans
mitters, those early hypotheses have seemed improb
able for some time, since biogenic amines operate as 
nonspecific control systems for all behavior.71 Although 
increasing NE and 5-HT activity with drugs such as 
yohimbine and m-chlorophenylpiperazine (MCPP), 
respectively, can promote the experience of anxiety in 
humans,72 such effects may be nonspecific. They may 
simply reflect general arousal effects that amplify what
ever tendencies already exist in the nervous system, 
rather than reflecting any specific type of emotional 
arousal. Certainly, several other neuropeptides and 
amino acids modulate anxious behaviors·more specifi
cally and powerfully, at least in the animal models in 
which they have been studied. They will figure promi
nently in our future understanding of the neurochemi
cal substrates of fear. 

As indicated, one compelling option is that the sim
ple amino acid neurotransmitter glutamate, which, as 
already noted, mediates the learning of fears, is also a 
key transmitter for generating the unconditioned re
sponse of fear. 73 A powerful fear syndrome can be 
evoked by administering the glutamate agonists kainic 
acid and also the specific agonist NMDA into the PAG 
or lower and higher areas near the ventricular system. 
Within minutes after placement of these agents into the 
brain, animals begin to exhibit spontaneous bouts of 
flight (often in a semicrouched posture) accompanied 
by an apparent psychic anguish. Visually oriented ani
mals such as birds exhibit rapid head scanning, persis
tent vocalization, and bulging eyes suggestive of 
profound terror. These episodes can be inhibited by 
appropriate glutamate receptor antagonists (those that 
block kainate or NMDA receptors).74 However, as al
ready mentioned, such glutamate receptors are wide
spread in the brain, and only with remarkable luck (e.g., 
the discovery of unique emotion-specific variants of 

glutamate receptor antagonists or modulators) could we 
ever hope to develop antianxiety agents based on such 
knowledge. At present, the neuropeptides are more 
promising targets for pharmacological development in 
the ongoing search for new and useful ways to control 
anxiety. 

In additiOn to DBI, several other anxiogenic neu� 
ropeptidcs have anatomical pathways along the trajec� 
tory of the FEAR system. Central administration of the 
neuropeptides CRF, a-MSH, ACTH, and CCK can pro
mote an array of anxiety symptoms in animals.75 CRF 
(see Figure 6.7), for example, causes agitated arousal 
and can reduce a variety of positively motivated behav
iors, including feeding, sexual, and other positive social 
activities. Animals also tend to freeze in environments 
where they previously received CRF. Conversely, foot 
shock-induced freezing is diminished by CRF recep
tor antagonists.76 Parenthetically, it should be reiterated 
that CRF arising from the para ventricular nucleus of the 
hypothalamus also controls the pituitary�adrenal stress 
response (see Figure 6.9) that accompanies virtually all 
emotions and many psychiatric disturbances, especially 
depression. Thus, it is generally believed that CRF 
receptor antagonists will eventually yield potent anti
anxiety and antistress agents. Nonpeptide CRF antago
nists are already being developed for oral use_77 

The neuropeptide a-MSH promotes camouflage
type pigmentary changes in many fish and reptiles. 
When such animals are scared, their skin tends to turn 
black. Although this peptide does not control skin pig
mentation in higher vertebrates, a vigorous freezing/ 
hiding pattern can be evoked in chicks by central ad� 
ministration of this peptide. ACTH, which comes from 
the same segment of the proopiomelanocortin (POMC) 
gene as a-MSH, has similar effects. Although there is 
little comparable information on mammalian behavior 
patterns, microinjections of high doses of ACTH into 
the PAG can precipitate vigorous flight, as well as freez
ing, in rats and other animalsJ8 The affective effects of 
such treatments remain to be evaluated using condi� 
tioned freezing and place-avoidance paradigms, but it 
is anticipated that centrally effective antagonists of these 
neuropeptide receptor systems may reduce fearful be
havioral inhibition. 

An especially well-studied anxiogenic peptide is 
cholecystokinin (CCK). It, and various CCK fragments, 
can precipitate panic attacks in humans and a broad 
spectrum of anxiogenic symptoms in animals with the 
use of a variety of anxiety models described previously. 
Thus, from animal studies, it is to be expected that a 
CCK antagonist should have powerful antipanic and/ 
or antianxiety effects, but preliminary clinical work has 
not been promising.79 

A variety of other neuropeptides and neuropeptide 
antagonists appear to reduce anxiety symptoms follow
ing central administration. Centrally administered opioids 
(acting atmu sites), as well as oxytocin and somatosta� 
tin, are very effective agents for reducing separation dis-
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tress vocalization (see Chapter 14). Recent work with 
putative neuropeptide Y (NPY) antagonists has sug
gested that they can evoke anxiety in animal models. so 

If such findings are supported by further research, it may 
eventually yield an especially useful category of drugs: 
Jn addition to reducing aspects of fear, an NPY agonist 
would be expected to markedly increase appetite, since 
this is the most powerful appetite-promoting peptide 
presently known.S1 Also, a number of steroids can 
modulate anxiety _32 An especially important dimension 
offuture research is to specify more precisely how these 
various neurochemical vectors mediate inputs and 
outputs of the FEAR system. Do certain neurochemis
tries convey specific fears, while others are indirect 
modulators (e.g., providing gain settings and duration 
controls) within the FEAR system? Future research 
should be able to tease apart the distinct functions of 
the many chemistries that control the diverse aspects of 
the anxiety/fear response and provide more precise ave
nues for the pharmacological control of various anxi
ety disorders. 

Current Treatment of Anxiety 
in Clinical Practice 

Pr0gress in the treatment of anxiety was a matter of 
chance and exceptional good fortune during the early 
days of biological psychiatry. Until the development of 
benzodiazepine-type minor tranquilizers, the only drugs 
that could successfully control human anxiety were 
opioids, alcohol, barbiturates, and meprobamate. SJ Un
fortunately, these drugs had many side effects, the worst 
of which was a poor safety margin, where the differ� 
ence between the clinically effective dose and the lethal 
dose (EO/LD ratio) wao:; rather small, increasing the 
probability of accidental death or suicide. The treatment 
of anxiety was revolutionized by the serendipitous dis
covery of the drug chlordiazepoxide (COP). The effi
cacy of COP was identified in 1960 during the final 
phase of research just prior to the scheduled termina
tion of a relatively unfruitful research program on BZs 
at Hot"frnan-LaRoche labs. Almost as a last resort, it was 
found that one of the BZ molecules, COP, was very 
effective in taming wild animals at a local zoo.84 COP 
rapidly became a great success in controlling various 
anxiety disorders, but for many years no one knew what 
it, and related BZs, did in the brain. As already sum
marized, now we do. 

The entry of CDP into pharmaceutical practice, 
under the trade name Librium®, was rapid because of 
the drug's remarkable specificity and safety margin as 
compared with anything used previously. CDP could 
reduce anxiety at less than a hundredth of the lethal 
dose, which was a remarkable improvement over any 
other antianxiety agent, and soon many more potent BZs 
such as diazepam (Valium®) became available. The mild 
sedative effects commonly observed at the beginning 

of BZ therapy exhibit rapid tolerance, while antianxiety 
effects are sustained during long-term use. Initially, 
these drugs seemed to produce no apparent physical 
dependence during modest use. However, long-term use 
of high doses, which became a common practice, even
tually was found to yield dependence and a withdrawal 
syndrome resembling the delirium tremens (OTs) of 
alcohol withdrawal.85 This suggested that both agents 
work upon common substrates in the brain, and it is now 
well established that both promote GABA activity. 

As BZs rapidly supplanted all other antianxiety 
medications on the market, several additional medical 
uses were discovered, including inhibition of muscu
lar spasms and effective control of certain types of sei� 
zures, especially those that emanate from the limbic 
systern.86 BZs also found a receptive market as sleep
promoting agents and, because of their cross-tolerance 
(but relative lack of toxic effects), became effective 
medications for the alleviation of symptoms of alcohol 
withdrawal. ln other words, subjects who were well 
habituated to taking high doses of alcohol could be 
placed on BZs without having to experience the harsh 
DT symptoms of alcohol withdrawaL87 Of course, as 
long as people continued to take the BZs, the addictive 
state/process was sustained in their brains. 

It was also anticipated that molecules of this class 
might be capable of being developed that would reverse 
some of the symptoms of drunkenness. Indeed, BZ re� 
ceptor antagonists, such as flumazenil, can alleviate 
some of the symptoms of drunkenness, but not the toxic 
effects of alcohol. Such drugs will probably never be 
marketed because they do not reduce blood alcohol lev
els, and the manufacturers might be liable for accidents 
caused by people who have taken such drugs.ss 

A great variety of BZs eventually carne on the mar
ket, but it was not until 1979 that the BZ receptor was 
finally identified in the brain; later, a different type of 
BZ receptor, which can control involuntary muscle 
spasms, was identified in the periphery. BZs are now 
tailor-made and marketed for specific disorders, even 
though the basic neuronal action is the same for all of 
them. The practice of using specific agents for each 
disorder is not based on any fundamental differences 
in their mode of action but rather on differences in po
tency and speed of entry into and exit from the brain. 
Thus, fast-acting BZs are used for sleep disorders, and 
longer-acting BZs are used for alcohol withdrawal and 
anxiety."9 

Even though BZs turned out to be remarkably safe 
medicinal agents, the main shortcoming has been the 
previously mentioned dependence syndrome during 
long-term use. Other side effects include increased ap
petite, disorientation and memory loss (especially in the 
elderly), and the release of aggressive tendencies in 
passive�aggressive individuals.90 Presumably this lat
ter effect, which is somewhat paradoxical from the per
spective that BZs can reduce affective attack (see Chap
ter 1 0), reflects release of an underlying irritability that 
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has been kept in check by overriding anxieties or other 
social inhibitions. By reducing the impact of such con
cerns, the underlying aggressive impulses may be tem
porarily released. Because of the shortcomings of BZs, 
as well as the intense profit motives of pharmaceutical 
firms, there has been a concerted effort to develop ad
ditional antianxiety agents. 

Many antianxiety candidates are now in the wings, 
but the only item that has reached the center stage of 
the pharmaceutical market is buspirone (Buspar®), 
which has a profile of action quite distinct from that of 
the BZs. The therapeutic effect of this agent appears to 
be based on anxiety modulation through the 5-HT sys
tem. Buspirone has the relatively selective effect of 
stimulating 5-HT-l A  receptors, which are predomi
nantly concentrated on serotonin cell bodies. At this site, 
buspirone reduces 5-HT neuronal activity in the brain 
and hence diminishes serotonin release in higher brain 
areas.91 Although many investigators believe that bus
pirone alleviates anxiety by reducing 5-HT activity, it 
should be remembered that there are also postsynaptic 
5-HT- l A  receptors in the brain (see Figure 10.7), and 
it presently remains possible that the postsynaptic ef
fects of buspirone, which act to facilitate 5-HT activ
ity, are more important in the control of anxiety than 
the presynaptic ones, which reduce serotonin activity. 
Since the reduction of 5-HT release occurs promptly 
upon buspirone administration, while effective control 
of anxiety takes up to several weeks, it also remains 
likely that t1e effects ofbuspirone emerge from a long
term regulatory effect of the drug, perhaps upon the 
postsynaptic sensitivity of the 5-HT system. Thus, the 
antianxiety effects of buspirone could well be due to a 
long-term facilitation of 5-HT sensitivity in the brain. 

Once therapeutic effects are obtained with bus
pirone, they tend to be milder than those obtained with 
BZs, but fewer side effects are encountered. Buspirone 
does not produce any sedative effects, does not produce 
any desirable short-term psychic effects (hence it is not 
subject to abuse), and does not produce dependence or 
withdrawal upon discontinuation. Unfortunately, bus
pirone provides little benefit to those individuals who 
have already used Bzs for a long time.92 Thus, buspirone 
is now the best initial treatment option at the outset of 
any long-term pharmacotherapy for excessive anxiety. 
Unlike some of the newer BZs such as alprazolam, 
however, buspirone has exhibited no efficacy as an 
antipanic agent.93 

For common physiological symptoms of anxiety, 
such as palpitations and sweating, B-noradrenergic 
blockers, such as propranolol, still appear to be the 
drugs of choice. "B-Blockers" are generally deemed to 
be useful medication for the symptomatic control of 
anxiety that accompanies certain activities such as pub
lic presentations and performances.94 Finally, it is note� 
worthy that MAO inhibitors such as phenelzine have 
been found to be highly effective for the control of so
cial phobias and other neurotic personality disorders.95 

On the other hand, tricyclic drugs that are effective in 
reducing the incidence of panic attacks are also useful 
for reducing childhood anxiety-related disorders such 
as school phobias and enuresis, which may arise from 
overactive separation distress systems of the brain (see 
Chapter 14). 

An Overview of the Complexity of Fears 
and Anxieties in the Brain 

There remains little doubt that there exists a highly 
coherent FEAR system in the brain that contributes 
substantially to the overall emotional response that we 
typically call anxiety, as well as to more intense forms 
of terror and dread. Although it is not yet known how 
the FEAR system helps create the phenomenological 
experience of anxiety,96 we can be reasonably certain 
that it does, leading perhaps to the remarkably wide
spread manifestations of fear in the brain as revealed 
by Fos immunohistochemistry .97 As mentioned earlier, 
the whole brain seems to be involved. 

In addition to real-world threats and dangers, ESB 
along the FEAR circuit generates powerful fear reM 
spouses and the corresponding negative affective states 
in experimental animals and humans. Pharmacological 
and surgical dampening of activity along this system 
can make both animals and humans placid. In short, 
many expressions of fear emerge directly from this 
neural system, and it is only a matter of time before the 
many subjective feelings of fears will be understood 
with the tools of modern neuroscience. 

The definitive data concerning the sources of affec
tive experiences must come from human subjective re
ports following various brain manipulations, as well as 
from scans of brain activity during emotional episodes. 
Although data from the available imaging technologies 
at times can be misleading98 and also rather insensitive 
when it comes to deeper brain stem structures such as 
those we have focused on here, recent work does indi
cate that the amygdala is aroused when anxiety is pre
cipitated in various ways.99 

Also, during the past few years, a number of neuroM 
psychological studies have demonstrated that damage 
to the amygdala can reduce fear conditioning in humans 
just as it does in animals, and that such brain-damaged 
individuals are no longer able to recognize the facial 
expressions of emotions.100 In a recent single-case 
study, a young man with massive bilateral temporal lobe 
damage extending far beyond the amygdala has exhib
ited unconscious emotional conditioning, and still ex� 
hibits preferences for individuals who had treated him 
especially well. 10 1  Whether and how such preconscious 
affective information can influence consciousness re
mains an unstudied issue. 

Although many believe that the conscious readout 
of affective experiences is mediated by fairly high re
gions of the brain such as the amygdala and frontal 
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cortex, the position taken here is that the whole con
tinuum of each emotional command system is impor
tant for contributing to the feeling of anxiety. To any� 
one who has studied decorticate animals, it is clear that 
they can still exhibit a great deal of fearful behavior, 102 
and the affect of fear is probably a primitive state of 
consciousness that can be elaborated by ancient reaches 
of the brain stem such as the PAG (see Chapter 16). 
Even though the anxiety experiences of normal adults 
may be critically dependent on neural processing at the 
highest levels of the FEAR circuit, 103 the likelihood that 
young animals who have lost the higher reaches of the 
system can still experience fearful affect through the 
lower levels of the FEAR circuit remains a clear possi
bility that has not been adequately evaluated. If such 
low subcortical levels of affective processing do exist, 
we should be able to demonstrate some fear condition
ing, especially changes in conditioned fears and place 
preference, 104 during stimulation of the lower reaches 
of the FEAR system in animals whose lateral and cen� 
tral amygdaloid nuclei have been completely destroyed 
at an early age (as in Figure 1 1 .3). Clearly, much work 
remains to be done. 

Just over a century ago, Freud bemoaned the fact that 
we knew practically nothing about the creation of anxi
ety in the brain. Now we have a mountain of important 
evidence that points to specific circuits in primitive parts 
of the brain that must have evolved long before organ� 
isms developed substantial cognitive abilities. This adds 
special meaning to that famous bit of wisdom from 
President Franklin D. Roosevelt during World War II, 
that "the only thing we have to fear is fear itself." In 
essence, the brain's capacity for fear is an evolved pro
cess that arises ultimately from internal neural causes 
rather than simply from the terrors of the environment. 

The existence of this primitive state of fearfulness 
has been noted by many thoughtful observers down 
through the ages. My favorite is Jack London's descrip� 
tion of how the instinct of fear begins to develop in his 
canine protagonist, White Fang, 105 The young wolf had 
never "encountered anything of which to be afraid. Yet 
fear was in him. It had come down to him from a re� 
mote ancestry through a thousand lives. It was a heri
tage he had received directly . . .  through all the gen
erations of wolves that had gone before. Fear!-that 
legacy of the Wild which no animal may escape." This 
fictional portrayal contains more than a grain of truth 
for humans as well. Because we share such ancestral 
emotions, animal brain research can finally clarify how 
we come to experience fear in our interactions with the 
world.l06 

AFTERTHOUGHT: Innate Fears
The Smell of Predators 

Psychology has typically focused on how animals learn 
fearful behaviors, but now that we recognize that some 

fears represent the innate potentials of the brain, we can 
begin to ask how innate fears might be elaborated. Pre� 
sumably, certain patterns of sensory stimulation have 
direct access to FEAR circuitry. This is affitmed to some 
extent by the patterns of fear development in human 
children. Children under 2 years typically exhibit the 
greatest fear in response to sudden noises, strange ob
jects, pain, and loss of physical support, but all these 
fears decline steadily with age.107 Other fears develop 
only as the child matures. For instance, only gradually 
do children become afraid of animals, strangers, the 
dark, and specific thoughts such as fears of drowning 
and death. Unfortunately, it is next to impossible to 
study the biological sources of these fears in the human 
brain. 

By comparison, we can easily study some innate 
fears of animals. For instance, as exemplified in Fig
ure 1 . 1 ,  rats exhibit an innate fear of the smell of preda
tors. When a very tiny sample of cat hair (a few milli
grams will do) is placed in its cage, a rat exhibits 
dramatic changes in behavior-it plays less, eats less, 
and demonstrates an elevated level of wary attention. 
Such animals do not Simply freeze (even though that 
behavior is elevated) but outwardly appear to be in a 
confused state, full of trepidation about something, al
though they do not appear to be afraid of the hair itself. 
Although most will eventually avoid the hair, individual 
animals will come very close, smelling and investigat
ing it furtively. How does this olfactory stimulus actu
ally enter the FEAR circuitry of the rat's brain? 

Like all mammals, the rat has amain olfactory system 
(MOS) that transmits information from the olfactory 
epithelium to the olfactory bulb, which then distributes 
the information into various areas of the brain, includ� 
ing many circuits of the amygdala and hypothalamus. 
This system is designed primarily to sample odors from 
a distant source. The other olfactory system, called the 
vomeronasal complex, also known as the accessory 
olfactory system (AOS), tends to collect information 
from more nearby objects. lOS The animal actually has 
to be very close to the source to properly sample ob� 
jects (indeed, when a snake flicks its forked tongue in 
and out of its mouth, it is sampling the air by deposit
ing molecules directly into the accessory olfactory sys
tem at the roof of the reptilian mouth). 

Which of these systems is the rat using when it 
exhibits trepidation in response to the smell of preda� 
tors? This question has been answered by selectively 
damaging the MOS, by topical application of zinc sul
fate, in one group of animals and eliminating the AOS 
input, by snipping the vomeronasal nerve as it enters 
the brain on the medial surface of the MOS, in another 
group. 109 We originally did these experiments antici� 
pating that the smell of a cat was exerting its emotional 
effects via the distal olfactory system (i.e., input via the 
MOS). This would allow the rat to sense an approach
ing predator in order to effectively hide or flee. Quite 
surprisingly, the anxiety-provoking smell reached the 
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brain via the AOS! This was measured by the ability of 
MOS and AOS destruction to reduce or eliminate the 
play-reducing effect of cat smell. Accordingly, the evi
dence indicated that the short-range rather than the long
range olfactory system was mediating the aversive ef
fects of cat smelL This adaptation would mainly allow 
rats to avoid locations where predators have been, and 
presumably where they are likely to be again, since most 
predators are territorial. The olfactory fear of cats is 
apparently not an evolutionary design that allows rats 
to detect predators that are prowling at a distance. 

Do humans have a similar dual olfactory system? For 
a long time, investigators thought these structures were 
vestigial, with only some children still having a func
tional system. But now it appears that most adults do, 
in fact, have a functional AOS.1 !0 There is an increas
ing amount of evidence that it might act upon our level 
of sexual arousal-the topic of the next chapter. This 
is also a pervasive function of the AOS in animals. 
Already companies are trying to develop ·new perfumes 
targeted for this primitive system that helps make sub
liminal judgments about the pleasantness and erotic 
potentials of our social world. Whether the AOS also 
mediates some human fears remains unknown. 
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PART m 

The Social Emotions 

Substantive understanding of social emotions has begun to emerge only recently. 
The first chapter of this part is devoted to the most primitive and exciting form of 
social engagement, sexual behavior, which is obviously already well represented 
in the reptilian brain. During the long course of mammalian evolution, driven partly 
by the sexual recombination of genes, a variety of behavioral strategies have 
emerged by which organisms select mates, and the existing diversity of sexual 
strategies is enormous. As summarized in Chapter 1 2 ,  we now know that there 

are distinct LUST circuits for male and female sexuality, even though they also 
share many processes. 

As we will see in Chapter 13,  sexuality also established the possibility for 
nurturance. The emotional tendency to provide special care to the young, so im
pressive in mammals, is seen only in rudimentary forms in reptiles. Still, a primi
tive tendency to provide maternal care probably evolved before the divergence 
of mammalian and avian stock from their common ancestor. This is suggested by 
the strong parental urges of most avian species and by recent paleontological evi
dence suggesting that some dinosaurs may also have exhibited maternal tenden
cies. However, maternal devotion, through the evolution of CARE systems, has 
vastly expanded within the mammalian brain, while remaining rooted in the 
sociosexual processes that had evolved earlier. 

Complex social feelings in mammals emerged hand in hand with the evolution 
of the limbic system.  As summarized in Chapter 1 4, one of the most poignant ad
vances in the evolution of emotionality was the capacity of the young to value social 
support. This social sense is closely linked to vocalization circuitry in the brain. Just 
as FEAR and RAGE systems allow organisms to cope with archetypal emergency 
situations that threaten survival, the separation-distress, or PANIC, system provides 
mammals with a sensitive emotional barometer to monitor the level of social sup
port they are receiving. If social contact is lost, organisms experience a painful feel
ing of separation, and the young protest (cry) vigorously in an attempt to reestab
lish contact and care. The neuroscientific analysis of this system will have many 
implications for understanding everyday loneliness, as well as various psychiatric dis
orders, such as childhood depression and the emergence of panic attacks. 

In the last chapter on a specific emotional system, I will de!ve into the subcor
tical circuits that generate playfulness. The rough-and-tumble PLAY system,  de
scribed in Chapter 1 5, is important for learning various emotional and cognitive 
skills, including aspirations for social dominance and cooperation, which influence 
behavior with different intensities throughout the life span of each animal. The 
PLAY system promotes the establishment of social structures and helps ensure 
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the learning of social skills, which can facilitate reproductive success. It is one of 
the major systems in the brain that can generate happiness and joy. 

Finally, in Chapter 16, I will consider a variety of critical issues concerning higher 
brain mechanisms in emotionality, including such fundamental aspects of brain 
organization as the nature of "the self," which must be addressed by neuroscience 
if we are ever to understand how emotional feelings are actually generated by 
the brain. I will attempt to clarify some of the most difficult and important issues 
in neuroscience, but unfortunately they are ones that have barely been touched 
empirically. To scientifically consider such topics, we must work concurrently at 
high theoretical and basic empirical levels. Many have suggested that there is prob
ably no coherent neural representation of "the self" within the brain, but here I 
will advocate the position that there is such a neural entity, and that it elaborates 
a basic motor representation of the organism as an active creature in the world. 
This neural representation may be essential for an animal to have affective feel
ings. To help us talk about such a complex function of the brain, I will refer to its 
primordial neural substrates, deep in the brain stem, as the SELF (Simple Ego-type 
Life Form). I will develop the idea that this mechanism is multiply rerepresented 
in the brain during development and that it provides the center of gravity for the 
emergence of affective consciousness in brain evolution. Although adult human 
emotional experience also relies on higher brain representations of emotional sys
tems, the position advocated here is that those higher functions could not subsist 
without the integrity of the lower functions. 

The Varieties of Love and Lust 
Neural Control of Sexuality 

"What kind of love . . .  is it that sanctifies marriage?" he asked hesitatingly. 
"True love . . . .  When such love exists between a man and a woman, then 

marriage is possible," she said. 
"Yes, but how is one to understand what is meant by 'true love'?" said the 

gentleman with the glittering eyes timidly and with an awkward smile. 
"Everybody knows what love is," replied the lady, evidently wishing to break 

off her conversation with him. 
"But I don't," said the man. "You must define what you understand . .  
"Why? It's very simple," she said, but stopped to consider. "Love? Love is 

an exclusive preference for one above everybody else," said the lady. 
"Preference for how long? A month, two days, or half an hour?" said the gray

haired man and began to laugh. 

Leo Tolstoy, The Kreutzer Sonata (1 889) 

CENTRAL THEME 

Male and female sexuality are subservient to distinct 
brain controls, although they also share many influ
ences. The primordial plan for both female and male 
fetuses, in mammals but not in birds, is initially femi
nine. Some have called this the "default" plan, since 
masculinization results from the organizational effects 
of fetal testosterone, which, in humans, occur during 
the second trimester of pregnancy. Others would call 
it the "without fault" plan, since the female brain co
ordinates the use of both cerebral hemispheres more 
effectively than does the male brain. Contrary to some 
creation myths, in mammals maleness arises from 
femaleness, rather than the other way around. If all 
biochemical events go according to the masculiniza
tion plan during this phase of gender specialization, the 
initially feminine brain is masculinized in utero by the 
timed secretion of testosterone and its conversion to 
the active organizational hormone, estrogen. The de
veloping female brain is protected by prophylactic mol
ecules, such as alpha-fetoprotein, which neutralize the 
effects of maternal estrogens that would otherwise 
tend to masculinize the brain. To be masculinized means 
that certain areas of the brain, especially specific nuclear 
groups in the anterior hypothalamus, grow larger in 
males than in females, while other areas remain smaller, 

such as the corpus callosum, which connects the two 
cerebral hemispheres. These brain organizational effects 
of early hormone secretions go a long way toward ex
plaining some homosexual tendencies, for the hor
mones that ultimately trigger the organization of the 
male brain (testosterone aromatized to estrogen) are 
distinct from those that trigger the organization of the 
male body (testosterone converted to dihydrotestos
terone, or DHT, by Sa-reductase). Due to this branch
ing of control factors for brain and body organization, 
it is quite possible for a male-type body to contain a 
female-type brain, and for a female-type body to con
tain a male-type brain. It has been repeatedly shown 
in animal models that maternal stress can hinder the 
normal process of brain masculinization by desyn
chronizing the underlying physiological processes: If 
neonatal testosterone is secreted too early, before re
ceptors are available to receive the message, normal 
masculinization does not occur. Maternal stress also im
pairs aromatase activity, which retards conversion of 
testosterone to estrogen. These different gender po
tentials in the brain, laid down during fetal develop
ment, are activated by the maturation of gonadal ste
roid synthesis during puberty. It is also known that male 
and female sexual urges emerge from different neural 
systems. Perhaps this is clearest in songbirds, where 
male courting-song systems in the brain grow and 
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shrink in phase with the breeding season. However, 
mammals also exhibit major brain functional differences 
between the sexes. For instance, preoptic area damage 
has more deleterious effects on male sexual behavior 
than on female behavior, while ventromedial hypotha� 
Iamie damage has the opposite effect, compromising 
female urges more than those of males. These brain 
areas are organized differently in males and females. To 
have a male or female brain means many things, but 
among the best-established effects are the higher preva
lence of arginine-vasopressin (AVP) circuits in males and 
more extensive oxytocin circuits in females. Several other 
neuropeptides control sexuality differentially between 
the sexes. The existence of such systems in the brain will 
eventually help explain many of the behavioral and 
emotional differences in male and female sociosexual 
tendencies. We are now on the verge of understanding 
the powerful feelings that control sexuality, but a great 
deal of affective neuroscience remains to be done be
fore precise knowledge replaces credible hypotheses. 

On the Nature of Sociosexual Feelings) 
Warm and friendly companionship is essential for men
tal health in humans, and probably most other mammals. 
Justifiably, some call the most ftilfilling long-term rela
tionships love, but sex is also essential to most verte
brate species.1 Some humans are prone to call even the 
transient passions of sexual lust by the name of love. It 
is wonderful when the forms of "love" go together, but 
in humans all too often they do not, and in animals the 
concept of love is deemed to be highly suspect by the 
scientific community. Many confusions and disagree
ments have arisen from the failure to distinguish the two 
major forms of love. As Tina Turner sings: "What's love 
got to do with it?" And as that creative explorer of the 
human soul, Leo Tolstoy, expounded in The Kreutzer 
Sonata, a great deal of social chaos can emerge when 
we confuse the two. Members of our species regularly 
demonstrate that sex and social warmth or nurturance 
need not go together, and in primitive areas of the brain 
that elaborate such feelings, confusion also prevails. 
Sexuality and nurturance are to some extent indepen
dently and to some extent interdependently controlled. 
The Janus-faced nature of human passions and human 
warmth can only be understood by unveiling the under
lying networks of the brain. 

Clearly, humans can experience many social feel� 
ings. Some of them arise from our erotic nature, and 
some from the gentler feelings of friendly acceptance, 
nurturance, and social bonding. Filial love-the love 
between parent and child-seems outwardly quite dis
tinct from sexual desire, but as Freud suspected, they 
may share important features. As we will see, findings 
from modern psychobiology can now be used to bol
ster this view; key molecules such as oxytocin are in
volved in both, albeit by actions on different parts of 

the brain. Although our cultural evolution has sought to 
bind our desire for sex and our need for social bonding 
together in an inextricable whole called the institution 
of marriage, there is no guarantee in the recesses of the 
brain that such cultural unions will succeed. And so, 
Tolstoy, through his protagonist in The Kreutzer Sonata, 
cries out in despair: " ' Yes, I know,' the gray haired man 
shouted . . . .  'You are talking about what is supposed to 
be, but I am speaking of what is. Every man experiences 
what you call love for every pretty woman'" (p. 120). 
He proceeds to assert that many people marry only for 
the opportunity to copulate "and the result is either decep� 
tion or coercion . . . .  And . . .  when the husband and wife 
have undertaken the external duty of living together all 
their lives, and begin to hate each other after a month, 
and wish to part but still continue to live together, it leads 
to that terrible hell" (p. 1 7 1 )  of mutually inflicted psy
chic pain and alienation. 

Indeed, it seems likely that human bonding is not 
totally monogamous by nature, but our neurobiology is 
compatible with long-term serial and parallel relation� 
ships. The views fashioned by our cultural heritage may 
choose to disagree. In any event, evolutionary psycholo
gists have now clearly demonstrated that men and women 
are typically looking for different attributes when they 
seek mates: Many surveys of human mate preferences 
indicate that females are seeking companions who are 
powerful and willing to invest resources in their behalf, 
whereas males are swayed more by youth and beauty, 
namely, external indicators of reproductive fitness.2 

Sexual Feelings ,/ 
Many psychobiological processes exist in the human 
brain to facilitate successful social and sexual connec
tions. The tyranny of lust can lead one to feelings of moral 
degradation and physical dissipation, while acceptance 
of the power of lust can lead to incomparable ecstasies 
of psychophysical delight. Full acceptance of one's pas
sionate nature, as elaborated in Tantric Buddhist philoso
phies, has even been touted as a path to enlightenment 
In any event, it is an inescapable fact of life that evolu
tion has built uncompromising feelings of sexual desire 
into the brain, as well as the potential for social devotion 
and deception, which can serve to maximize reproduc
tive success. (This, of course, is an excessively casual 
way to express the matter, since evolution has no ends; 
it merely reels out endless patterns of reproductive pos
sibilities-some successful, others not-depending on 
local social and environmental conditions.) 

We experience the various feelings we call sexual 
love and lust because our biological nature has made 
us social creatures. Brain evolution has not given us, 
or any other animal, the innate cognitive appreciation 
that our sense of physical beauty and the pleasures 
of copulation are designed to service reproductive 
ends. That is something the human species had to learn 

through insight, and it is still a difficult lesson for many 
to accept. Cognitive insights commonly govern sexual 
behavior less than do the insistent feelings of lust, which 
diminish only with age, stress, and illness. 

Although we cannot definitively explain how erotic 
feelings are created in the brain, during the past few 
decades, neuroscience has given us the essential pieces 
of the puzzle. Although we have yet to see PET or MRI 
images of sexual arousal or orgasm, the first evidence 
concerning the neural sources of human sexual feelings 
were provided by Robert Heath almost 30 years ago. 
He found that during sexual arousal humans exhibit 
massive changes in brain electrical activity, including 
spiking in the septal area. When he placed acetylcho
line (ACh) into that brain area in one schizophrenic 
woman, she described feelings of imminent orgasm. 
Such feelings have also been evoked there by electri
cal stimulation of the brain (ESB).3 

Paul MacLean mapped out the monkey brain for 
sites from which genital arousal (erections) could be 
evoked by localized ESE. He discovered a broad swath 
of tissue, in higher limbic areas, where sexual responses 
could be elicited.4 They included, prominently, areas 
such as the septal area, bed nucleus of the stria tenninalis, 
and preoptic areas, all of which converge through the 
anterior hypothalamus into the medial forebrain bundle 
of the lateral hypothalamus. These brain regions will 
figure heavily in our discussion of the neural substrates 
of sexual behavior in this chapter and of maternal be
havior in the next. However, before I proceed to detail 
the mass of neurobehavioral evidence that is now avail
able, let us briet1y consider the broader social contexts 
in which sexuality must develop. 

The Sociobiology of Sexual Attachments 

The tortured protagonist of The Kreutzer Sonata con
trasted the stark reality of male sexual urges with the 
softer fabric of feminine social expectations. Which 
view is correct-the image of the male who desires 
nothing but sex or the image of the female who seeks 
devotion? Obviously, both, but the desires of men and 
women are not as distinct as Tolstoy portrayed them. 
Women need sex as much as males need devotion, and 
it is hard to find devotion in marriage without sex. Only 
when one's sexual appetite is slaked with lots of repro
ductive activity, or perhaps when one has become 
wizened with age, is loving companionship enough. 
Thus, younger people need more sexual passion in their 
lives, while older ones tend to be more satisfied with 
friendly companionship. But everyone is capable of 
experiencing both commitment and deceit in the quest 
for reproductive success. Marriage, of course, is a hu
man invention to assure that the former will generally 
outweigh the latter. Other species have gone to great 
lengths to minimize male philandering (Figure 12. 1 ). 

For marital relationships to last, the frailness of 
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human commitments typically needs to be solidified by 
cultural mandates. Still, at present, some estimate that 
one marriage in every two ends in divorce. Why does 
this happen? Perhaps because nurturance, sexual moti� 
vation, and the quest for power are partially indepen
dent but also intertwined in the brain in ways that we 
do not yet fully comprehend. Evolution progresses via 
the continual magnification and reinforcement of strate
gies promoting reproductive fitness. In certain species 
and under certain circumstances, it may be a wise evo
lutionary strategy to reproduce and leave someone else 
to care for the offspring. Males make a smaller biologi
cal investment, not only because of their ability to pro
duce exorbitant quantities of sperm but also because 
they do not get pregnant, and so are more likely to de� 
part without establishing long-term commitments than 
are females, who carry and gestate the fetus. Hit-and
run tactics become counterproductive, however, when 
a single individual is bound to have great difficulty 
rearing offspring successfully to reproductive age. 
Thus, the amount of male investment varies enormously 
in mammalian and avian species. Some species make 
no lasting bonds, while others remain paired for life.5 

Reproductive strategies have left indelible marks on 
the behavior of each creature. In certain fish, the male 
is more devoted to the offspring than the females; in 
many birds, males share responsibilities equally with 
females, while in most mammals the responsibilities are 
left more to the mother.6 Some species are exceptional, 
such as humans, where the father has become an increas
ingly active participant in many cultures. There are even 
a few mammals, such as the titi monkeys of South 
America, where fathers naturally take greater care of the 
young than mothers, perhaps as a strategy to allow the 
mother adequate time to seek nourishment. Indeed, re
cent cultural thought in the West has sought to coax men 
increasingly toward an avian or titi monkey psychology, 
even though there is no assurance that the neural under
pinnings of male nature are in total agreement with such 
a plan. Many human males remain satisfied with less 
commitment than society desires,? while others exhibit 
sustained devotion. 

Since there is such marked variability in reproduc
tive strategies among mammals, we should be cautious 
i n  generalizing from one species to another. Also, in 
some species there are great interindividual differ
ences. There is, in fact, no single anthropoid plan that 
can be discerned among our brethren great apes: 
Whereas gibbons appear to mate for life with a single 
partner, gorillas prefer a harem-type family structure, 
orangutans tend to be social isolates, with the sexes 
coming together mostly for copulatory purposes, while 
chimpanzees are quite social and promiscuous, shar
ing partners rather indiscriminately. Thus, even our 
closest evolutionary cousins provide no clear insight 
about our intrinsic sexual nature.8 Humans, with help 
from their rich imaginations, can partake of all these 
viewpoints. 



228 THE SOCIAL EMOTIONS 

Since human females exhibit "concealed estrus," 
with no seductive display of skin or smell to advertise 
ovulation, most assume that our sexuality has become 
strongly dissociated from immediate reproductive con
cerns. Human sexuality is probably as closely aligned 
with social bonding as it is with propagation. Thus, my 
discussion of "lower" species can only offer clarity in 
thinking about certain underlying issues. The biologi
cal constraints that all mammals share contain no pre
scription for what human sexual behaVior should be. As 
always, in the subcortical reaches of the brain, the evi
dence can only tell us what is; it does not inform us 
about what should or could be, especially when it comes 
to creatures as complex as humans. 

Although we cannot fathom the thoughts of other 
species, evolutionary psychologists have recently ad
vised us that humans may have various intrinsic cogni
tive tendencies that guide our thinking about sexuality. 
Probably the most obvious fact is that the human male 
brain has many "simpleminded" feature detectors for 
various aspects of the female body, which easily gen
erate sexual arousal. Female eroticism is not so visu
ally captivated, but male bodies obviously- also convey 
many sexual and other social messages. For instance, 
it has recently been argued that male-pattern baldness 
helps signal that one is relatively mild-mannered and 
not very threatening, while a large bush, especially on 
the face, tends to convey the opposite message.9 

Sociobiologists have also suggested that the human 
brain is cognitively prepared to deliberate upon a large 
variety of reproductive issues-ranging from sexual 
competition to consummation, from parental care to 
social alliances that maximize inclusive fitness. Al
though it is unlikely that other mammals have similar 
thoughts, they appear to be spontaneously prepared to 
cope emotionally with very similar concerns. The ten
dency to help kin is widespread in nature. 

It is now widely believed that reproductive urges 
have ruled the evolution of many subtle brain and bodily 
mechanisms. Indeed, the whole discipline of sociobi
ology is premised on the analysis of psychological, 
behavioral, and genetic complexities that have emerged 
in evolutionary history in the service of reproductive 
fitness.10 Although sexual feelings cannot be observed 
directly, it is an inescapable fact that they exist, prob
ably in all mammals, and they can be as intense as other 
bodily needs such as thirst and hunger. Indeed, sexual
ity lies at the very fulcrum of our attempts to distinguish 
processes that psychologists have traditionally called 
motivations, in which a bodily need is subservecl by a 
behavior, from those called emotions, for which no 
bodily need is evident. Obviously, sex is not essential 
for the bodily survival of any individual member of a 
species, "merely" for the survival of the species itself. 
In other words, it is not just a peripheral bodily need 
but a brain need that has profound consequences for 
each species. Thus it is not surprising that it is a bodily 

and psychological function that is highly politicized in 
both animal and human societies. 

We now know with considerable assurance that 
sexual feelings emerge from primitive hormonally 
regulated mechanisms of the emotional-limbic brain 
that we share to a substantial extent with other mam
mals. It was a remarkable feat of nature to weave pow
erful sexual feelings and desires in the fabric of the 
brain, without also revealing the reproductive purposes 
of those feelings to the eager participants. Unfortu
nately, routine sex education for young humans rarely 
attempts to clarify the types of neural fabric from 
which lust and erotic desires arise. Partly this is surely 
because most people are really not very interested in 
such neural details. Here, however, I will focus forth
rightly on the brain substrates of those lusty passions 
that we have inherited from ancestral species. The little 
that we humans have learned about such matters
about the many erotic brain molecules and brain 
areas that fuel our sexual desires and behaviors-has 
emerged only during the past few decades. However, 
most of the peripheral hormonal mechanisms have 
been known for a much longer time. 

The fact that gonadal hormones govern sexual be
haviors has long been recognized and was experimen
tally characterized in the middle of the last century, start
ing with A. A. Berthold's studies of castrated roosters 
in 1849.11 Berthold demonstrated that adult sexual char
acteristics did not emerge in roosters whose gonads had 
been removed, but that the roosters' full spectrum of 
male vigor was restored by reimplantation of the tes
tes, During the early part of this century, the active fac
tor controlling both the physical and the psychological 
expressions of male sexuality was demonstrated to be 
testosterone. However, almost a century passed before 
the role of specific brain systems in elaborating sexu
ality began to be recognized. Now we know there is 
really no other way to understand the basic nature of 
sexual lust and passion than through the intricacies of 
psychoneuroendocrinology and brain research. I will 
dwell no further on the peripheral genital and hormonal 
machinery, for that is well covered in many texts.12 In
stead, I will focus on the more recently discovered neu
roanatomical, neurochemical, and neurobehavioral is
sues that are now ready to be linked to psychology. 

Unfortunately, brain scientists are prone to restrict 
their discussions to sexual behavior and tend to ignore 
sexual feelings, for such neurodynamics cannot be di
rectly observed. Thus, it will require some imagination 
and theoretical courage to discern the vague outlines of 
the primitive brain mechanisms that create the socio
sexual feelings that are our foremost concern here. 
However, we can only scientifically probe such emo
tions in the context of objective behavioral and brain 
data. As previously argued, in affective neuroscience, 
these levels of analysis-the behavioral, psychological, 
and neurological-must always go together. 

varieties of Sexual Behaviors 

It is wondrous to behold the varieties of courting and 
other sexual strategies that have evolved in the service 
of reproductive fitness. 13 For instance, the sexual skills 
and proclivities of various species of fish suggest that 
we should accept behavioral variety as the norm rather 
than the exception. For the deep-sea angler fish, the very 
limited male role is to bite into the body of the female, 
becoming a permanent sperm�donating "slave" that 
dangles from her more massive body, their reproduc
tive functions under her hormonal command (Figure 
12.1). On the other hand, sea bass have developed a 
strategy of "egg trading" in which pairs of animals re
ciprocally take male and female roles during successive 
reproductive episodes, so as to minimize the potential 
influence of male philandering (i.e., to minimize hit
and�run tactics in males that would provide no follow
up investment in rearing the young). Then there are her
maphrodites, such as killifish, which under adverse 
environmental circumstances indulge in self-fertiliza
tion. Such "peculiarities" are not restricted to lower 
animals. 

Certain mammals also exhibit memorable socio
sexual tendencies. For instance, as mentioned in Chap
ter 10, female hyenas have an enlarged clitoris (or 
pseudopenis) that, by any measure, is as impressive as 
the male organ and is quite capable of erectile activity. 
This appendage is used primarily for purposes of 
.sociosexual communication, especially dominance dis
plays. Baby hyenas are also delivered, perhaps quite 
painfully, via the narrow uterine canal that exits through 
this enlarged clitoral organ. The unusual reproductive 
apparatus of female hyenas highlights a key aspect of 
their social reality-the exceedingly powerful role of 
females in hyena societies. Females are consistently 
dominant over the males. How evolution promoted 
social power and dominion in female hyenas remains 
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unclear, but it was probably achieved, at least in part, 
by hormonally induced masculinization of certain brain 
processes and body parts. In many mammals, the vigor 
of male sexuality and male assertiveness (i.e., social 
dominance) tend to go together, and we are finally be
ginning to understand the underlying neural conjunc� 
tions. The fact that male sexuality and aggression in
teract to a substantial extent in subcortical areas of the 
brain is now a certainty (see Chapter 10). The meaning 
of this interaction for human sexuality remains regret
tably pregnant with ambiguities. 

Most of our understanding concerning the brain 
substrates of sexuality has come from the analysis of 
how hormones modify brain activities in animals. There 
has been some puritanical resistance to accepting the 
implications of this work for the human condition, per
haps representing a culturally ingrained Societal stance 
of separating the present cultural condition of humans 
from our animal past. The failure to recognize the com� 
moo mammalian underpinnings of sexuality is also due 
in part to the dazzling diversity of sexual strategies in 
nature, as well as the obvious fact that many human 
strategies are cognitively mediated, yielding complex 
ideas and voluntary selection of gender stances that most 
smaller brains simply cannot assume. Accordingly, it 
is too widely believed that the underlying brain details 
may vary so markedly among species that useful trans
lations are impossible. However, as more and more 
neurobiological evidence accumulates, such beliefs are 
becoming less and less tenable. It is unfortunate that in 
this important area of human experience, so many psy� 
chologists and other social scientists attempt to con
struct wishful belief systems that do not reflect physi
cal realities.l4 

Still, surface variety is remarkable across species. 
For instance, the neural timing of sexual receptivity is 
dramatically different between animals that remain 
receptive throughout the year and seasonal breeders 

Figure 1 2  . 1 .  Drawing of a female deep-sea angler 
fish, with three males permanently attached to her 
body as ventral appendages. Through her hormones, 
she controls the testicular secretions of the fully 
"captivated" males. (Adapted from Crews, 1987; see 
n. 26.) 
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whose gonads grow and regress in early spring and 
autumn as the availability of daylight increases or de
creases. Seasonal reproducers typically go to great 
lengths to advertise their receptive status, unlike humans 
and other species, including laboratory rats, that remain 
sexually active throughout the year. Despite such vari
ety, we can be confident that many general principles 
of sexuality have been conserved in all mammalian 
species; here I will focus on those issues that seem most 
likely to apply to the human condition. This is not to 
say that humans cannot choose to override these mecha
nisms with their free will. They certainly can, especially 
if they are either skilled at deception or exceptionally 
saintly. Fortunately, other animals, which cannot lie and 
have no apparent urge to exercise willpower, speak their 
minds quite transparently through their behaviors. 

To approximate the biological nature of things, the 
first tenet we need to accept is that male and female 
sexualities are as differently organized in male and 
female brains as they are in bodies. Although learn
ing mechanisms are of obvious importance in gen
erating the details of gender identity, the different 
sexes value substantially different things because of 
the distinct types of brain mechanisms and psycho
biological values with which they are endowed. As 
already mentioned, human males are enticed by youth
ful beauty, while females are enticed by resource com
mitment. We also see this in other primate societies. 
Male chimpanzees usually fight over meat and sexual 
issues and also during social reunions, while females 
exhibit aggression largely in the context of seeking 
protection, competing for plant foods, and protection 
of the young. 15  

To some extent, especially in humans, the different 
gender expectations arc culturally biased, but there are 
many psychobiological differences that are not simply 
a matter of choice or learning. For instance, males are 
more aggressive and power-oriented, while females are 
more nurturant and socially motivated. Indeed, recent 
brain metabolic evidence in humans indicates that tem
poral lobe areas (where aggression circuitry is concen
trated) are more active in males, while cingulate areas 
(where nurturance and other social emotional circuit
ries are concentrated) are more active in females. 16 Such 
natural gender differences (at least at a population level) 
should no longer be a matter of debate, for the empiri
cal facts seem overwhelming. However, we should 
doubt claims made for facts that have been poorly col
lected. For instance, in our estimation, rough-and
tumble play tendencies are quite comparable among 
males and females, at least in laboratory rats (see Chap
ter 15). Data on humans and other primates are not suf
ficiently well collected that we can exclude the effects 
of social learning on the gender differences that have 
been reported. In any event, we should come to terms 
with the fact that there are intrinsic neurochemical and 
psychobehavioral mechanisms in our brains that help 
create certain sex differences. Indeed, without the bio-

logical underpinnings, there would be no human sexu
ality or nurturance. It is truly remarkable how far back 
these differential controls go in brain evolution. 

Evolutionary Sources . (; 
of Mammalian Sexuality , 

If one places a small, naturally occurring, nine-amino 
acid peptide called vasotocin into the brains of male 
frogs and lizards, they begin to exhibit courting sounds 
and sexual behaviors. Given the opportunity, males 
treated with vasotocin mount and clasp females and 
copulate. In other words, a simple brain chemical sys
tem can trigger complex and coordinated sequences of 
sexual behavior. 17  It is not clear exactly what triggers 
the release of this transmitter in the reptilian brain un
der natural conditions, but it is clear that testosterone 
promotes vasotocin synthesis, and a host of social 
stimuli probably arouse the system into action. In fish 
the evolutionarily related hormone is mesotocin. 

In mammals, two evolutionary offspring of these rep
tilian and piscine hormones (Figure 12.2), vasopressin 
and oxytocin, assume key roles in controlling certain 
aspects of sexual behaviors. Each differs from vasoto
cin by only one amino acid. Oxytocin has more effect 
on female sexual and social behavior, while vasopressin 
(which differs from oxytocin by only two amino acids) 
retains the ability to govern male sexuality. ts 

Intellectually, it is quite satisfying to discover that 
these descendants of more ancient molecules still con� 
trol social and sexual behaviors in mammals. Vaso
pressin, which is more abundant in the male brain, is 
especially important in the mediation of many aspects of 
male sexual persistence (including courtship, territorial 
marking, and intermale aggression). Oxytocin, which is 
more abundant in female brains, helps mediate female 
social and sexual responsivity (especially the tendency 
of female rodents when mounted to exhibit lordosis pos
tures, a characteristic, arch-backed, female receptivity 
reflex).19 It is even more remarkable that after the birth 
of the young, these same synaptic modulators encour
age parents, especially the mothers but at times also the 
fathers, to take care of their offspring (see Chapter 13). 

To the best of our present knowledge, the segrega� 
tion of male and female sex-related chemistries in the 
mammalian brain is incomplete. Vasopressin systems 
may help energize some of the more aggressive aspects 
of maternal behavior (i.e., protecting the young from 
harm); conversely, oxytocin systems may sustain some 
of the gentler aspects of male behavior (e.g., the ten
dency of fathers to be nonaggressive and supportive 
toward their offspring). 20 It cannot be emphasized too 
much that brain oxytocin is not completely reserved for 
female functions. It also has some role in governing 
male sexuality, just as vasopressin may have some role 
in females (i.e., reducing sexual readiness and increas
ing maternal aggressiveness). 
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Figure 1 2.2. Summary of the structures of mamma
lian arginine-vasopressin (AVP) and oxytocin (OXY) 
as compared with the structure of the ancestral avian 
posterior pituitary neuropeptide arginine vasotocin 
(AVT). Each of the mammalian peptides differs from 
A VT by a single amino acid. 

In males, oxytocin placed directly into many brain 
areas promotes sexual arousal (i.e., induces erections), 
ejaculation, and orgasm.21 It is somewhat perplexing 
that the hippocampus would be a highly sensitive brain 
tissue to generate such effects, since it has generally 
been thought to function mainly in the conversion of 
short-term memories to long-term ones. This, of course, 
leads to the possibility that oxytocin produces erections 
there by activating sexual memories. In any event, brain 
oxytocin also appears to help mediate the behavioral 
inhibition, or "refractory period," that follows orgasm 
in males. Perhaps this peptide helps mediate postorgas
mic feelings such as the "afterglow" that commonly 
follows copulation, at least in humans. 22 

It may seem paradoxical that the same brain chemical 
can mediate both sexual arousal and sexual satiety, but 
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such subtleties no longer surprise neuroscientists. Re
versals in behavioral effects are common in neuro
peptide research and may correspond to the dynamics 
of the evoked psychological processes.23 Just as a little 
alcohol can facilitate sociability, higher levels are bound 
to impair. As discussed more extensively in the follow
ing, similar effects can be obtained with endogenous 
opioids, where low doses of morphine can promote 
sexuality, while high doses impair it. Such effects may 
be mediated by slightly different circuits, receptor sys
tems, or other yet unfathomed emotional dynamics of 
these systems in action as a function of how much of a 
given neuromodulator has been released over time. 

There are many other situations in which social neu
ropeptides have one effect at low doses and a diametri
cally opposite effect at higher doses. One relevant ex
ample, which will be discussed more fully later, is the 
ability of low doses of oxytocin to solidify social memo
ries, while high doses impair such memories.24 Thus, 
at modest levels, brain oxytocin activity appears to help 
cement social bonds that may be the foundations for 
future reciprocities and "friendships," while excessive 
activity may lead to social aloofness.25 One thing mod
ern neuroscience has revealed is that the brain is full of 
apparent puzzles and paradoxes, and that logic is not 
as good a guide to knowledge in the natural sciences as 
careful observation 1 

Let us now consider how the basic impulses for male 
and female sexuality are organized in the mammalian 
brain. To understand sexuality, it is essential to recog
nize important differences in male and female brain 
organization, some of which occur during fetal devel
opment and some of which become apparent only when 
those differential plans are activated by the increasing 
hormonal tides of puberty. I will shift readily between 
animal data and human implications, since the evidence 
suggests that at the basic subcortical levels the neuronal 
machinery is remarkably similar.26 

Genetic Sex and Fetal Sexual 
Differentiation 

The ever-increasing appreciation of the differences 
between the organizational and activational compo
nents of sexuality has deepened our understanding of 
what it means to be male or female. A photographic 
analogy helps us envision these distinct processes. The 
hormonal patterns that are set in place during the orga
nizational phase of fetal development help "expose" the 
imprint of maleness or femaleness on maturing brain 
circuits, as well as on bodily appearance. The hormones 
secreted at the onset of puberty eventually "develop" 
the exposed "negative," thereby activating the latent 
male or female sexual proclivities that have remained 
comparatively dormant within brain circuits since in
fancy. If brain and body organization do not match up, 
the individual will have to discover, through painful 
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experience, which gender was predominantly imprinted 
within his or her brain, and to what extent. This can be 
a stressful and lonely psychological journey _27 

Animal research has indicated that the male and fe
male poles of brain sexuality reflect extremes of a gra
dient that allows for many intermediary types. Although 
male and female sexuality are distinct to a substantial 
extent, each sex does in fact possess circuits for both 
forms of behavior, but typically to different degrees. 
The fact that male and female brains have distinct but 
related psychosocial proclivities allows sexual urges to 
become quite complicated in the real world. The pos
sible permutations allow for cross-sexual variants that 
society is still trying to reconcile with long-standing 
cultural expectations, which are sometimes based on 
ignorance and intolerance. This issue was poignantly 
highlighted when President Clinton attempted to open 
the doors of the military to homosexuals at the start of 
his presidency in 1993, but the forces of ignorance and 
discrimination prevailed. 

Brain scientists have suspected for many decades 
that there are intrinsic brain organizational patterns that 
promote certain forms of homosexuality. 28 The remark
able confirmatory story that has now been worked out 
in animal models is only slowly percolating into our 
general cultural imagination. To highlight this story for 
my students, I typically ask them a seemingly inane 
question: "How many genders or sexes are there?" At 
first they look puzzled, but courageous students are 
willing to provide the reasonable and expected answer: 
"two." I tell them how curious it is that our modern 
society still holds on to such prescientific views, for 
"four or more" is certainly a more accurate answer. 
Indeed, this is the belief some Native American tribes 
held as the correct description of their social world. 
They believed that in addition to the prevailing variants 
of man within man and woman within woman, nature 
sometimes created a man's mind within the body of a 
woman and a woman 's mind within the body of a man. 
The essential accuracy of this view has now been af
firmed by years of scientific research on the develop
ment and expression of sex circuits inside the rodent 
brain. Indeed, one could argue that there can be an "infi
nite number" of permutations along the biochemically 
determined gradients of brain and body masculinization 
and feminization. However, for our purposes "four" is 
certainly a more accurate answer than "two" as an esti
mate of the major types of gender (brain/mind) and sex 
(body) identities that actually exist in the world. Al
though the details have been worked out in lower ani
mals, exist!,ng evidence suggests that similar principles 
also operate in humans. 

In simplest terms, the brain organizational story 
goes like this. One is typically born either genetically 
female (with the XX pattern of sex chromosomes) or 
genetically male (with the XY pattern). What the Y 
chromosome provides for the male is testis determin
ing factor (TDF), which ultimately induces the male 

gonadal system to manufacture testosterone.29 The XX 
pattern allows things to progress in the ongoing femi
nine manner, unless some external source of testoster
one (or, more accurately, one of its metabolites) inter
venes. The actual manner in which male brain and body 
development proceeds is determined by the timing and 
intensity of the resulting hormonal organizational sig
nals, namely, testosterone and two closely related meta
bolic products, estrogen and dihydrotestosterone (DHT). 
These last two steroid hormones normally control the 
final trajectory of brain and body development, respec=
tively, while the XY baby is still in the womb-still 
hidden ±foro the cultural influences of its future social 
world (Figure 12.3). 

These hormones can similarly affect female devel
opment if they happen to be present in sufficiently 
high levels during pregnancy. However, the XX sex 
chromosome pattern informs the female body to man
ufacture proteins such as the steroid-binding factor 
alpha-fetoprotein, which can thwart the cross-gender 
organizational influences of sex steroids during early 
development. 3° This protects the female fetus from 
being masculinized by the generally high levels of ma
ternal estrogens. If there is not enough of this fail-safe 
factor, or if the maternal levels of estrogens are so high 
that they saturate the available alpha-fetoprotein, the fe
male will proceed toward a male pattern of develop
ment-sometimes in both body and mind, sometimes 
in one but not the other, depending on the hormonal 
details that have transpired. 

The four major types of organizational permutations 
can yield the obvious forms of cross-sexual gender idenM 
tities: the presence of malelike brains in female bodies 
and of female brains in malelike bodies. The fact that 
individuals who look like men on the outside can come 
to feel like women on the inside, and individuals who 
look like women on the outside can come to feel like 
men on the inside, arises from a simple biological fact. 
The signals that trigger babies' brains and bodies to take 
the various possible gender and sex paths are separate 
(Figure 12.3). Initially, all fetuses are femalelike, and 
masculinity emerges from distinct prenatal signals that 
tell the brain and body to be masculinized. After the 
TDF gene has induced the male fetus to manufacture 
testosterone, several critical events must take place 
before the male brain and body phenotypes can be fully 
expressed (Figure 12.3). First, testosterone needs to be 
converted in two distinct one-step reactions to estrogen 
and DHT. The final organizational signal that tells the 
brain to masculinize is estrogen, and the signal that tells 
the body to develop along male-typical lines is DHT. 
Of course, these sexual potentials, laid down in the brain 
and body during gestation and infancy, do not become 
fully manifested until puberty. 

With our current understanding of this organizaM 
tional phase of psychosexual development, it is no 
longer a surprise that estrogen, a steroid hormone that 
is associated with female seXuality in the popular imagi-
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Figure 1 2.3.  Both the brain and body of mammals are initially organized according to a 
female characteristic plan. Maleness emerges from two distinct influences of testosterone 
on body tissues-masculinization of the brain being mediated by estrogen (E) and of the 
body by dihydrotestosterone (DHT). Different tissues can convert testosterone to different 
products because of the enzymes they contain. DHT is manufactured in cells containing 
S-a-reductase, and E is manufactured in those that contain aromatase. 

nation, helps organize the intrinsic brain aspects of male 
genderidentity in many species. To understand this, we 
need to consider the metabolism of testosterone (Fig
ure 12.3). After testosterone has been synthesized from 
cholesterol, via many steps that include the interme
diates progesterone and dihydroepiandrosterone, it can 
be biochemically modified in two distinct ways. Along 
one metabolic path, it can be converted into DHT with 
the assistance of the enzyme S-a-reductase. Along the 
other path, it can be converted into estrogen by the 
enzyme aromatase. These products of testosterone 
metabolism are critical ingredients that dictate whether 
a genetic male will continue along the male path in 
terms of body and brain development, both before and 
after puberty .3 1  Various forms of homosexuality and 
bisexuality are promoted if "errors" occur in the vari
ous control points of these biochemical processes-if 
the developing male brain is not bathed in testosterone 
at the sensitive time or if it is missing the enzyme 
aromatase that converts testosterone to estrogen. 

If the female brain is exposed to too much estro
gen during the sensitive periods of development (the 
precise time varies from species to species), it will 
assume malelike characteristics while leaving the body 
feminine.32 Females such as these will preferentially 
exhibit male-typical behaviors at maturity, but only if 
their brains are exposed to the activational effects of 
testosterone at that time. Indeed, in humans, tomboy
ishness in females has been promoted by maternal 
injections of diethylstilbestrol (DES), an estrogenic 
hormone that was given to pregnant mothers during 
the second trimester to prevent miscarriages in the 
1940s and 1950s. 33 

Conversely, in the absence offetal estrogen but with 
sufficient DHT, a male body can emerge with female
type circuits hidden within the brain. A naturally occur
ring instance of this type of organizational development 
has been found in a small group of individuals in the 
Dominican Republic. These boys, called guevedoces, 
which literally means "penis at 12," are genetically 
deficient in 5-a-reductase.34 They have a female appear
ance at birth, with some enlargement of the clitoris and 
no apparent testicles (which are present but remain 
undescended within the body). However, their fetal 
gonads do apparently secrete testosterone at the usual 
time, and since they have normal aromatase activity, it 
is converted to estrogen but not DHT. Accordingly, 
their brains, but not their bodies, are fully organized 
along male lines. When such boys enter puberty and 
begin to secrete testosterone, they develop male-typical 
bodies-with an increase of body hair, deepening ofthe 
voice, enlargement of the penis, and, finally, the descent 
of the testes. Male-typical sexual urges also begin to 
emerge. Thus, the boys' pubescent erotic desires come 
to be directed toward females, even though they were 
reared as girls throughout childhood! This probably 
indicates that the male brain is instinctively prepared 
to respond to certain features of human femaleness, 
including facial and bodily characteristics, voice into
nations, as well as ways of being. 

There are yet other fascinating variants of psycho
sexual expression in humans that are probably biologi
cally based but less well understood. For instance, some 
males have an extra female chromosome (i.e., XXY) 
and exhibit Klinefelter's syndrome, which is character� 
ized by exceptionally small gonads. Such children are 
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often temperamentally passive, socially dependent, and 
mentally slow. On the other hand, boys with an extra 
male chromosome (i.e., XYY) have been claimed to be 
more hostile and aggressive than normal males, even 
though these findings are debatable. In addition, many 
drugs can modify the normal progression of the under
lying psychosexual organizational processes, which 
should caution women against taking any drugs or being 
exposed to environmental toxins during pregnancy.35 

These fascinating details of early development in
form us of a profound fact of nature: Although male and 
female are the most typical biologically ordained poles 
of sexual identity, a vast number of gradations can be 
produced by normally occurring variations in the under
lying hormonal control mechanisms that guide gender 
differentiation. Because of this, the biological forms of 
homosexuality do not represent psychological per
versity resulting from aberrant psychosocial experi
ences but simply represent natural variants that can 
occur in the course of development. Of course, this does 
not exclude the possibility that humans sometimes vol
untarily select gender roles in accord with their whim
sical or neurotic cognitive desires. It is possible for 
someone to be halfway on the biological gradient of 
masculinity-femininity, and we might expect such in
dividuals to be highly bisexual, with a maximal choice 
as to which direction they wish to orient their erotic ten
dencies. Since the real causes are typically hidden in 
the brain, it will be difficult to distinguish who is who, 
and it should not matter. Obviously, one's erotic choices 
should remain an individual matter, as long as no coer
cion or child abuse is involved.36 

In sum, the major role of sex chromosomes is to 
dictate which enzymes and hormones will be manufac
tured by the developing reproductive apparatus. The XY 
chromosome pattern tells the male's body to manufac
ture testosterone at critical periods of development, 
setting in motion a cascade of changes in the protoypical 
female-type brain. This type of brain masculinization 
can also occur in females, which can promote cross
sexual behavioral and erotic tendencies in adulthood. 
The traditional XX pattern of femaleness will emerge, 
even in genetic rnales, if such early hormone secretions 
do not occur. Thus, the brain substrates for sexuality 
that are organized by these early hormonal experiences 
help determine what type of gender identities, erotic 
desires, and sex behaviors individuals will exhibit at 
puberty, when the elevations in hypothalamic gona
dotrophic hormones and gonadal sex steroids begin to 
"activate" sexual tendencies (Figure 12.4). 

Although the exact details of the hormonal cascades 
controlling these early organizational events vary some
what among species, they are sufficiently similar in rats 
and humans that work on the former has elucidated the 
patterns that were subsequently found in the latter. But 
there presumably are differences in the magnitude of 
the cross-gender effects that can be achieved in different 
species. For instance, existing evidence suggests that 

rats exhibit larger brain changes during fetal mascu
linization than do humans, which would be in line with 
the larger average differences in body size between 
males and females. Usually the average gender differ
ence in body size is considered an index of the extrem
ity of sex roles in a species. Thus, it is to be expected 
that "tournament species" such as elks and walruses, in 
which intermale competition and the seeking of domin
ion over females are extreme, will exhibit the largest 
dimorphism between the sexes. In comparison with such 
creatures, the relative biologically based gender dif
ferences are modest in humans. On the other hand, in 
such species as the spotted hyena, we would predict that 
the tables would be turned, but sufficient brain data have 
not yet been collected. 

What Is Organized in the Male Brain 
by Fetal Testosterone? 

Much confusion in earlier discussions of hormones and 
sexuality arose from the failure to draw a clear distinc
tion between the ways hormones organize male and 
female brains during fetal development and how they 
later activate the physiological and neuropsychological 
changes that accompany puberty. Because of the bifur
cation of hormonal control of body and brain develop
ment (Figure 12.3), we now understand why intrinsic 
gender identity and body morphology do not always 
match up. To summarize, both humans and rats can have 
female-type brains in male-type bodies (if DHT was 
present in sufficient quantities but estrogen was not) or 
male-type brains in female-type bodies (where estrogen 
was present but DHT was not). 

Although such biological facts are unlikely to ex
plain all homosexual tendencies, they probably account 
for many cases, especially those including explicit 
internal desires for transsexual transformations, which 
in our modern society can prompt individuals to have 
sex-change operations. Recent evidence indicates that 
transsexuals have demonstrable differences in the bed 
nucleus of the stria terminal is, one of many brain areas 
that control sexual motivation. Thus, many males who 
have sought to be surgically converted to females do 
have more female types of brain organizationY Under
standably, most people would desire that their internally 
experienced sexuality and gender identity should match 
their external appearance. There are bound to be many 
variants in the organization of the underlying circuits, 
but at present we have woefully little detailed informa
tion on such matters. 

Although socialization certainly influences the sexual 
roles individuals choose, it now appears less crucial than 
has been widely believed in the arena of basic sexual 
feelings. For instance, the Dominican XY males who 
lacked S-a-reductase did not experience extreme dif
ficulty in reorienting their lives as males following 
puberty, even though they had been reared as girls. In 
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Figure 1 2.4. Overview of the hypothalamic and anterior pituitary control of 
sex steroid secretion. Hypothalamic gonadotrophin-releasing hormone, also 
known as LH�RH (leutenizing hormone-releasing hormone), activates the 
release of leutenizing hormone and follicle�stimulating hormone, which 
promote estrogen secretion from the ovary and testosterone production in the 
testes. 

contrast, boys who have lost their genitalia early in life 
and have been reared as girls throughout their childhood 
have been found to experience considerable emotional 
distress and confusion at puberty when they are ex� 
pected to behave like women. This is probably because 
they have the imprint of maleness stamped firmly in 
their brains. 

What does it mean precisely when we assert that a 
brain has been masculinized? Although all the details 
have not been resolved, male and female brains differ 
in many important respects. For instance, females gen
erally exhibit greater hemispheric coordination, since 
their right and left lobes are integrated more extensively 
via the larger fiber connections of the corpus callosum. 
This may have important implications for higher brain 
functions, such as the tendency of females to use both 
hemispheres in speech while males tend to use only the 
left side of their brains. 33 Accordingly, females often 
recover speech more readily after left hemisphere 
strokes than do men. Unfortunately, because of the lack 
of appropriate animal models, this is not well under-

stood at the neuronal level. The most widely studied 
sex-related brain differences are found in subcortical 
areas. Remarkably clear neuroanatomical and neuro
chemical distinctions are found in neural systems that 
contain high levels of sex-steroid receptors, which are 
known to exist in all of the distinct varieties that one 
might expect-including different ones for testosterone, 
DHT, estrogen, and progesterone. 

The largest subcortical differences have been found 
in the anatomy and chemistry of the medial preoptic 
area (POA), where males in practically all species stud
ied have significantly larger neuronal densities than 
females. 39 In rats, the most highly masculinized zone 
is called the sexually dimorphic nuclei of the preoptic 
area (SDN-POA). In females, many neurons in this part 
of the brain die during fetal development for lack of tes
tosterone, or more precisely its product estrogen, which 
is a powerful growth factor for these neurons. In hu� 
mans the homologous brain areas are called the inter� 
stitial nuclei of anterior hypothalamus (INAH). Several 
studies have now documented that sex differences in 
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specific INAH nuclei of human brains closely resemble 
those found in rats, albeit the sexual dimorphic growth 
of these areas is not as great.40 This probably helps 
explain why behavioral sex differences are not as great 
in humans as in some other species, in which these hy
pertrophied hypothalamic circuits do participate in the 
elaboration of male-typical sex behaviors. Even though 
a great deal is known about such matters in rats, there 
is, at present, little direct evidence in humans. Hence, 
generalizations are hazardous, but they may help guide 
our thinking. 

Brain Control of Male Sexual Behavior 

Following puberty, these organizational effects in the 
POA influence male sexual tendencies in all manunals 
that have been carefully studied. If the POA area is dam
aged, male sexual behavior is severely impaired (Figure 
12.5).41 In certain creatures, such as rats, lots of early play 
experience can partially overcome such deticits.42 In oth
ers, such as cats, play does not promote restoration of 
sexual functions.430verall, the influences of this area on 
sexuality presently appear to be more evident in the be
havioral than the psychological realms, as highlighted by 
studies that have contrasted POA le:sion-induced changes 
in sexual behavior and sexual motivation. 

In sexually experienced rats, this area is more im
portant for the generation of sexual behavior than socio
sexual motivation. l<Ollowing lesions of the POA, male 
rats that have had abundant sexual experience still seek 
access to receptive females, even though they do not 
attempt to copulate with them.44 In other words, their 
social memories, situated perhaps in the cingulate cor
tex, amygdala, and nearby areas of the temporal lobes, 

are still capable of motivating social approach, although 
sexual engagement is no longer initiated. Perhaps this 
is because they can no longer experience sexual plea
sure. Neurophysiological studies in primates indicate 
strong neural arousal in the POA not only when ani
mals are copulating but also when males are approach
ing the subject of their desire. 45 Comparable effects are 
not seen when they approach other objects of desire, 
such as a bunch of bananas) 

The SDN-POA of male rats contains abundant tes
tosterone receptors, which activate male sexual tenden
cies at rnaturity.46 In some species the less abundant 
DHT receptors also contribute to arousal. Castrated 
male rats that have lost their sexual ardor can be rein� 
vigorated simply by placing testosterone directly into 
the PO A. Indeed, male rats that are not very active sexu
ally (so-called duds) have fewer testosterone receptors 
in this part of the brain than sexually vigorous animals 
(the so-called studs).47 Estrogen, although it helped or
ganize this tissue in male-typical ways during infancy, 
has no apparent role to play in activating adult male 
sexuality. 

Major sex differences in brain anatomies and neu
rochemistries have also been found in various other 
brain areas such as the amygdala, especially in medial 
areas, where high concentrations of sex steroid recep
tors are found (areas that also play an important role in 
elaborating rage and intermale aggression). Neurons in 
the anterior areas of the medial amygdala of male rats 
respond equally to copulatory experiences as well as 
aggressive ones, while some of the cells in more poste
rior areas appear to respond selectively to the ejacula
tory, and hence perhaps their orgasmic, experiences.4s 
Androgen as well as estrogen receptors are concentrated 
in many of the same brain areas, including the POA, 
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Figure 1 2.5. Lateral view of the rat brain summarizing two major areas that provide 
differential control over male and female sexual behaviors. Males contain a larger 
POA, and this area is essential for male sexual competence. The VMH is clearly more 
influential in female sexual responsivity. These systems operate, in part, by sensitizing 
various sensory input channels that promote copulatory reflexes. The extent to which 
these circuits control the affective components of sexual behavior remains uncertain. 

the ventromedial hypothalamus, the periaqueductal 
gray, and down to the lower reaches of the spinal cord, 
where both male and femal sexual reflexes are con
trolled.49 There are fine anatomical and neurochemical 
differences between males and females in aU these areas, 
with the most striking one in the lower spinal cord being 
the nucleus of the bulbocavernosus, which is distinctly 
larger in males than in females. As already indicated, 
there are also some differences in the cortex, as well as 
in the commissures that connect the two hemispheres, 
which no doubt contribute to distinct cognitive styles 

· in men and women. 
Many brain areas exhibit neurochemical differences, 

but we are just beginning to fathom which of them con
trol the various aspects of sexual behavior, sexual de
sire, sexual pleasure, and the many other sex differences 
documented in the behavioral tendencies of animals and 
humans-especially in urges such as aggressiveness, 
exploration, fear, and nurturance. 50 It is also reasonable 
to assume that comparable brain differences in humans 
co'ntrol the strength of psychological and behavioral 
strategies that human males and females employ in seek� 
ing reproductive success, but there is precious little 
objective evidence to bolster such beliefs. Indeed, it is 
hard to imagine how documentation could be obtained, 
not only because of the pervasive methodological difM 
ficulties (e.g., it is impossible to control tOr differen
tial learning factors in humans) but also because of the 
pervasive influence of issues of political correctness in 
this arena of knowledge. 

In our society, many find it difficult to accept any 
intrinsic differences among the sexes. It also seems that 
others would be delighted to embellish any intrinsic 
differences with "naturalistic phallacies" that attempt 
to transform factual "is" statements into ethical "should" 
statements, thereby promoting various reactionary gen
der-biased political agendas. Abundant neuroscience 
data now suggest how brain and neurobiological dif
ferences between the sexes can promote or hinder cer
tain psychological and behavioral tendencies-from 
aggression to nurturance. These are bound to have con
sequences for the emergence of long-term changes that 
we might seek in the sociopolitical arena of human af
fairs. How we will deal with these emerging facts, and 
incorporate them into our worldviews gracefully, re� 
mains a major challenge to our culture. Obviously, our 
search for equity must increasingly empower pro-social 
human qualities that ennoble us as eating creatures (see 
Chapter 13  and "Afterthought," Chapter 16). 

Stress-Induced Suppression 
of Brain Masculinization 

Although nature is strongly disposed toward creating 
relatively clear-cut male brains within male bodies and 
female brains within female bodies, we have now seen 
that it can easily produce other permutations. These 
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may have adaptive consequences under certain circum� 
stances. For instance, they can lead to different court
ing strategies that might actually increase reproductive 
fitness: Less strongly masculinized males might succeed 
with females by exhibiting behaviors that some would 
find more attractive than the tendency toward male 
brutishness that is so eviderit in many tournament spe
cies. Alternatively, the presence of such individuals 
in the social group may provide psychological dispoM 
sitions that increase the reproductive advantage of 
their relatives (e.g., increased helping behaviors in 
male homosexuals). One additional idea is that under 
certain conditions, such as periods of high social and 
environmental stress, increased levels of homosexu
ality may be adaptive by limiting reproduction that 
could prove wasteful. 5 1  In any event, it is now well 
established that mother rats who have been heavily 
stressed during pregnancy tend to have a high inci
dence of homosexual male offspring. Maternal stress 
sets in motion internal neurochemical changes that 
tend to leave the brains of male offspring in their pri
mordial femalelike condition. 

When a pregnant rat is exposed to any of a variety 
of stressors during the last trimester (third week) of the 
three-week gestation period, many of the male offspring 
exhibit gender ambiguity when they reach puberty. 
Commonly, the experimental stress imposed on such 
mothers has consisted of prolonged immobilization, 
with continuous exposure to bright light, which rats 
dislike and which also generates thermoregulatory dis
comfort. However, many other stressors, such as foot 
shock or overcrowding, have also been used with com
parable results. In a normal litter from unstressed moth
ers, approximately 80% of the males become "studs" 
at puberty, while the rest remain asexual "duds," which 
exhibit little male- or female-typical sexual behavior. 
Among the male pups of stressed mothers, however, 
only about 20% become "studs," while about 60% ei
ther are bisexual (exhibiting male behavior with a highly 
receptive female, and female behavior in response to a 
"stud" male) or else exhibit exclusively female sex be
haviors (i.e., they exhibit lordosis, the characteristic 
female-specific receptivity pattern, when mounted by 
a sexually aroused male). The rem

.
aining 20% are 

asexual, as in unstressed litters. From the perspective 
that homosexuality may promote nurturance, it is note
worthy that the homosexual and bisexual males from 
stressed mothers are also more likely to exhibit mater� 
nal behaviors than their normal counterparts. 52 

These ratios can be altered substantially by the pups' 
social rearing conditions: The male offspring of stressed 
mothers exhibit more "normal" sexual behavior if they 
are housed continuously during adulthood with sexu
ally experienced females. Although the expression of 
homosexual tendencies varies as a function of environ
mental conditions, the dramatic increase in the poten
tial for this kind of gender ambiguity is now known to 
arise from the fact that maternal stress causes physio-
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logical changes that work against the normal masculin� 
ization of the male brain. 

The fetal spurt of testosterone that normally mas� 
culinizes male rats occurs several days prior to birth 
(around 19 days of fetal age).53 Under conditions of 
maternal stress, the critical cascade of events is dis
rupted so that the peak of testosterone secretion occurs 
several days earlier than it should, when brain tissues 
are not yet ready to receive the organizing message. It 
is as if the organizational camera shutter had been 
clicked without the lens cap being removed: Although 
enough testosterone is secreted, it simply comes too 
early, and the neural image of maleness is not ade
quately imprinted upon the brain. In addition, maternal 
stress impairs enzymes that help synthesize testoster
one in the gonads. Delta5-3G-hydroxysteroid dehydro
genase is inhibited, especially around days 1 8  and 19 
of gestation, when the enzyme is normally available in 
highest levels. Likewise, brain aromatase, which allows 
testosterone to be converted to estrogen, is "inhibited at 
the same time. These factors combine in such a manner 
that the brains of the affected males remain more fe
malelike. For instance, the SDN-POA becomes femi
nized because of the normal female-typical progression 
of cell loss in that area, since the effect of estrogen in 
promoting nerve growth is absent. 54 

Recent work has clarified whether it is-the psycho
logical consequences of maternal stress that cause de
masculinization or whether stress-related physiological 
changes suffice: The effect seems to be a direct result 
of the mother's bodily stress response. Of the several 
prominent stress hormones, excess opioid (perhaps 
B-endorphin) secretion appears to mediate the demas
culinizing effect of stress. Pituitary B-endorphin release 
is pattly a counterregulatmy hormonal mechanism that 
helps prevent other excessive stress responses, such 
as those arising from adrenocorticotrophic hormone 
(ACTH) secretion. The possible role of an opioid com
ponent in stress-induced neurodevelopmental changes 
has been evaluated simply by blocking opioid recep
tors during maternal stress with long-acting drugs such 
as naltrexone; the result was a complete restoration of 
masculinization. Stress-induced abnormalities in vari
ous biochemical parameters, such as reduced aromatase 
production, were also rectified. 55 

Since opiate receptor blockade can mildly increase 
the psychological perception of stress in humans, these 
results suggest that the opioid component of the stress 
response, as opposed to any psychological response to 
the stressor, is the critical element in the cascade of 
events that lead to the failure in fetal masculinization. 
This line of research also suggests that external admin
istration of opioids to pregnant mothers may demas
culinize males, and there is some evidence for this in 
animals. 56 One must wonder whether similar changes 
would occur in the male offspring of women addicted 
to opiates during pregnancy. At present we do not know, 
but the prediction is clear: Boys born to mothers using 

opiates during the second trimester would be expected 
to have a higher incidence of homosexuality than the 
offspring of nonaddicted women. 

Does maternal stress also affect the development of 
the female offspring? The answer was thought to be no, 
but some behavioral differences in females have now 
been detected. The most noteworthy, in the present 
context, is that female offspring of stressed mothers 
exhibit weaker maternal tendencies than those from 
nonstressed mothers-just the converse of the pattern 
seen in males, who tend to become more nurturant.57 
Such changes in nurturance have been evaluated using 
a "sensitization" or "concaveation" procedure, whereby 
virgin animals (either male or female) are given free 
access to rat pups. Across several days of exposure, 
these initially nonmaternal animals begin to exhibit such 
behaviors as retrieving pups and huddling over them 
(see also Chapter 13).  The females from stressed moth
ers take longer to exhibit this type of sensitization, while 
the males begin to exhibit nurturant behaviors more 
rapidly than controls. 58 

Another urgent question is whether human babies 
exhibit similar brain changes when their mothers are 
confronted by stress. Although several positive findings 
are available, they are generally deemed controversial. 
For instance, it has been documented that one highly 
stressful historical period, namely, the years of declin
ing fortunes for Germany during World War II, led to 
a higher incidence of homosexual individuals, as mea
sured by their sexual preferences in later years. In other 
words, boys born during the peak years of wartime 
stress were reported to have a higher incidence of homo
sexuality than those born during the years of peace 
before and after the war. 59 Also, there has been some 
work relating the levels of perceived stress during the 
various trimesters of pregnancy to homosexuality in 
male offspring. Elevated stress during the second tri
mester has been reported by some investigators to be 
related to a higher incidence of homosexuality in the 
offspring.60 

Of course, scientific caution is always advised in 
trying to extrapolate from animal data to the human 
condition. As one scientist who has done much of this 
work points out, "The optimistic conclusion . . .  that 
this (i.e., stress) syndrome provides a direct explana
tion of homosexuality in human males should be 
greeted with some caution."61 At the same time, how
ever, to insist that such findings have no implications 
for human issues is to sustain an excessively cautious 
stance about the underlying dynamics of the human 
body and brain. 

In sum, even though environmental effects clearly 
modify one's self-perceptions, the sources of gender 
identity, as genetic sex itself, are heavily rooted in bi
ology. Although it would be foolish to conclude that 
sexual preferences are completely controlled by nature, 
we can no longer discount innate biological influences. 
The reason such factors were not considered more fully 

during earlier eras of cross-sex research was because 
the efforts of most investigators were focused on the 
role of hormone patterns that occur during the activa
tional phase of sexuality at the onset of puberty rather 
than those that guide the organizational phases of fetal 
development.62 Obviously, those early hormone secre
tions are still difficult to study in humans, so we must 
be satisfied with the snippets of indirect evidence that 
may be gleaned from clinical evidence. 

. Female and Male Sexual Behaviors: 
The Activational Phase 

The imprint that is made on male and female fetal brains 
by early hormonal tides is finally developed at puberty 
(Figure 12.4). The passionate potentials of the nervous 
system are brought to life by renewed tides of hormone 
secretion. When animals copulate, neurons in wide
spread areas of the brain "light up," as seen through Fos 
immunocytochemistry. The areas are widespread in 
medial subcortical zones, but especially in areas that 
have high concentrations of hormone receptors.63These 
brain areas manufacture transmitters, partly under the 
control of sex hormones, that are especially important 
for normal sexuality. Obviously, a multiplicity of con
trols-r-emotional, cognitive, behavioral, and physio
logical-must be synchronized for competent sexual 
behavior in both males and females. Thus, scientific 
progress in this area will arise from our ability to fol
low and quantify these various components objectively, 
rooting out pervasive methodological problems, not to 
mention cultural biases. This makes the relevant human 
research remarkably difficult. 

The most evident features of sexuality are behav
ioral, and excellent techniques exist to study the 
appetitive (preceptive) and consummatory (receptive) 
aspects of sexual behavior in lower animals. Accord
ingly, my focus here will be largely on the behavior 
of laboratory rats. However, we must remember that 
even in the brain research laboratory, much more work 
has been devoted to the consummatory (i.e., copula
tory) components than to the preceptive, courting, or 
appetitive components of sexual behavior. Even more 
regrettably, more empirical work has been done on 
male than female sexual proclivities, and hence our 
factual coverage will remain a bit lopsided. This sex 
bias in the questions being asked has gradually been 
changing as increasing numbers of female investiga
tors have entered this field of inquiry. 

In general, experienced male rats housed alone in 
their cages are always ready for a little sex. Females, 
on the other hand, are not. Female rats typically have 
four-day sexual (estrus) cycles, and only for several 
hours on the day of estrus are they willing to partici
pate in copulation. Nature has assured, for most spe
cies, that sexual arousal in females is tightly coordinated 
With peak fertility. 
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A few species, including humans, exhibit no such 
correspondence, and human females can remain recep
tive throughout the monthly cycle. In other words, 
human females exhibit a "concealed ovulation" with 
no clear "estrus cycle," which makes sexual behavior 
around the peak of the monthly cycle a less probable 
event than it is in most other species. This means that 
sexual urges and the likelihood offertilization have been 
dissociated to a substantial extent in our species, which 
may help promote male investment and pair-bonding 
with individual women. In other words, a human male 
cannot identify which female is ovulating by any exter
nal sign. Hence, for reproductive success, he needs to be 
more attentive to one female's needs for longer periods 
of time than is characteristic of most mammals.64 

If a human female is willing to offer sufficient sexual 
gratification to one male, the probability that he will 
squander or invest his resources elsewhere is reduced. 
This would obviously set female sexuality in humans 
apart from that found in most other species. However, 
this could have been effected by fairly modest shifts in 
the motivational substrates, such as a shift toward a male 
pattern of testosterone-mediated eroticism, while sus
taining the other subcortical principles of female sexu
ality summarized earlier. We also must remember that 
the neural programs tOr sexuality are much more "open" 
to higher mental influence in humans than in other spe
cies. This is especially important when we come to the 
stereotyped sexual behavior exhibited by males of most 
species. 

In rats and most other mammals, the general male 
strategy (facilitated by testosterone) is to exhibit fairly 
persistent searching for numerous sexual interactions 
(the word cruising has been used for this behavior pat
tern), followed by the emission of vigorous overtures 
(courting patterns, with characteristic 50 KHL vocaliza
tions), which, if the female does not object, culminate 
in stereotyped consummatory (or copulatory) behav
ior.65 During this final phase, the male mounts the fe
male from the rear, palpating her flanks with his fore
paws to arouse an arched-back, rump-raised receptive 
posture called lordosis. Whereupon, the male rat exhib
its sets of rapid thrusting movements called intromis
sions, which, if well guided, lead to entry of the penis 
into the vagina. After a series of intromissions, the male 
ejaculates, which is accompanied by a "deep thrust,'' and 
then he pushes off, often falling over in the process. He 
then attends to personal matters, with intense groom
ing of his genital area, with a shift to 22 KHz defeat
type (or "I'm not in the mood") vocalizations. Presum
ably, all this is accompanied by various emotional shifts, 
but we can only infer such states from external signs 
such as changes in vocal patterns and specific affective 
measures, such as place-preference tests. 

The sexually aroused female rat also has a variety 
of active behaviors to attract males. These "flirtatious" 
appetitive or proceptive behaviors appear designed to 
capture the attention of a male and entice him to pur-
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suit. The most evident behaviors in the rat are repeat
edly running toward and away from the male, or past 
him in a hopping, darting fashion with the head wig
gling and many 50 KHz vocalizatiom;. 66 Many of these 
behaviors also characterize play solicitation behaviors, 
which precede rough-and-tumble juvenile wrestling 
(see Chapter 15). If the male is aroused to pursue and 
mount the female, she makes entry easy for him: As he 
palpates her flanks, she assumes the lordosis posture
which, to amplify on the previous description, consists 
of a momentary rigid immobility, with a helpful arch
ing of the back in such a way that the rump is elevated 
and the tail is flexed laterally to permit intromission and 
ejaculation by the male. 

One common measure of female sexual receptivity 
is the lordosis quotient, which is the ratio of the num
ber of mounts required to evoke the lordosis reflex. A 
great deal is known about how the rodent brain elabo
rates this ret1ex, but there is an unfortunate paucity of 
information about brain mechanisms that mediate the 
active appetitive components of female sexual behav
ior. Because the female shows no behavioral compo
nent similar to ejaculation (whether they experience 
anything like orgasm is unknown), it is more difficult 
to speculate about the nature of sexual experiences in 
female rats than in males. In short, the nature of sexual 
reward in the female remains less well understood than 
similar processes in males. 

Physiological Substrates of Sexual 
Activation in Females 

In most species (perhaps even humans), the hormonal 
changes that periodically prepare an egg for fertiliza
tion (i.e., gradually increasing estrogen followed by a 
rapid rise of progesterone) also prepare the female brain 
for heightened sexual receptivity. This consists of sev
eral discrete neuropsychological changes, including ( 1 )  
a decrease in  aggressiveness toward sexually aroused 
males, (2) an active tendency to solicit male attention, 
and (3) a sensitization of the female copulatory ret1ex 
of lordosisP In many species, ovulation is accompa
nied by evident external signs of sexual readiness, such 
as a swelling and reddening of the anogenital region or 
the production of attractive odors. In the laboratory, one 
can use an experienced male rat as a detective to iden� 
tify females that are in heat: He will spend a great deal 
more effort investigating the anogenital region of re
ceptive females than nonreceptive ones, and, if permit
ted, copulation will follow rapidly.68 

It is clear that the female lordosis reflex involves a 
spinal mechanism that is presensitized by higher brain 
mechanisms to respond to hormone patterns that help 
constitute sexual receptivity. This is because the latency 
of the lordosis reflex from the moment of flank stimu
lation is shorter than the conduction speed necessary for 
spinal neurons to send information up to the brain and 

back to the spinal cord.69 Thus, female physical recep
tivity is imposed by readiness potentials emerging from 
higher brain areas. Critical circuits that sensitize the 
lordotic spinal reflex via tonic descending influences 
arise from the central gray of the midbrain and the ven
tromedial hypothalamus (VMH)-brain areas that, as 
we have seen, figure heavily in energy-balance regula
tion, as well as the elaboration of many other emotions 
(suggesting a way in which sexual readiness might be 
influenced by other emotional and motivational pro
cesses). It appears likely that females' diminished food 
intake and heightened sexual receptivity during estrus 
may reflect the common effect of hormonally induced 
sensitivity changes in these parts of the brainJ0 It may 
also be worth noting that starved animals are much less 
likely to mate than are well-fed ones, and the linkage 
between energy balance and mating readiness may be 
neurally negotiated directly within the VMH. Obvi
ously, it is unwise to seek reproduction when energy 
resources are low, and nature has assured that this is 
unlikely to happen. 

As already indicated, the hormonal patterns that in
duce receptivity in females are high circulating levels of 
estrogen followed by a rapid rise in progesterone (which 
typically occurs when the egg arrives in the fallopian 
tubes). Sexual receptivity can be reliably evoked in rats 
if one simulates this hormonal pattern by the appropri� 
ate regimen of injections.71 In contrast, human females 
are more willing than most other mammals to indulge in 
sex independently of their hormonal status, but it  is also 
clear that better studies concerning the sexual�emotional 
motivation of women need to be done before we exclude 
the importance of hormonal fluctuations. At best, human 
females exhibit only a modest trend for increased recep
tivity during ovulation.72 Indeed, as we will see, the hor
monal control of female sexuality in humans may be 
considerably different than in other species. Also, at 
present there are not enough studies analyzing feelings 
of eroticism in humans as a function of the menstrual 
cycle to draw any definitive conclusions concerning the 
role of ovarian hormones in modulating psychological 
responses related to sexuality. 

Neurochemical Activation of Adult 
Sexuality: Male and Female Erotic 
Hormones in Action 

Although we are beginning to understand what it means 
for the brain to be masculinized or feminized, what 
types of dynamic neurochemical changes actually me
diate male and female sexual desires at maturity? Since 
this story is complex, and still in the preliminary phases 
of development, I will restrict my discussion to several 
key examples from brain chemistries that have been 
considered on previous pages. These same Chemistries 
will also be important in subsequent chapters on the 
other social emotions. 

As noted in Chapter 1 1 ,  the male brain has more 
AVP, especially in neurons situated in several parts of 
the brain, including the amygdala, septal area, and an
terior hypothalamus. The levels of A VP in some of 
these circuits increase as juveniles go through puberty 
and sexual urges begin to emerge7' These chemical 
systems help invigorate persistent male-characteristic 
behaviors, both aggressive and sexuaL Indeed, when 
extra A VP is placed into the POA of male rodents, they 
obsessively patrol and mark their territory, and become 
substantially more combative. These are the same be
·haviors that are elevated by the onset of puberty and 
testosterone. They are also diminished after castration. 
Indeed, as mentioned earlier, when this part of the 
brain is damaged, male sexuality rapidly diminishes, 
while female sexuality remains largely unaffected. 74 
In males who have been made sexually sluggish through 
castration, sexual eagerness can be restored by placH 
ing testosterone directly into this brain area.75 This 
may occur in part because testosterone stimulates the 
manufacture of A VP in sex�control circuits through a 
direct effect on the genetic machinery that codes for 
the expression of A VP. The proximity of sexual and 
aggression control circuits in the male brain should 
also lead us to pause and wonder about possible func
tional relationships. 

In -a certain sense, this is the male dilemma: The 
hormonal stimuli that promote sexuality also increase 
certain types of aggressiveness.76 If male animals are 
castrated, both their sexual ardor and their pugnacity 
diminish gradually, as do levels of A VP in approxi
mately half the neural systems of the brain. Although 
sexuality can continue without brain AVP, it is slug� 
gish, lacking the high level of persistence characteris
tic of sexually aroused males. While castration leads to 
a gradual decrease of sexuality in normal males, it leads 
to a rapid cessation of sexuality in genetically impaired 
animals that have little vasopressin in their brains to 
begin with (e.g., rats of the Brattleboro strain).77 

During sexual activity, AVP is released from the 
pituitary into the circulation during the anticipatory 
phase of male sexual arousal that precedes ejaculation 
(Figure 12.6), and A VP appears to be more important 
in male than in female sexual craving. Indeed, when 
A VP is artificially increased in the female brain, sexual 
receptivity plummets.78 Perhaps the presence of this 
male sex factor impairs female sexuality by making the 
females more aggressive (see Chapter 10). Indeed, soon 
after giving birth, brain A VP is elevated in females, and 
perhaps this neurochemical change helps pave the way 
for maternal aggression.79 Of course, A VP has other 
functions in the brain, including overall arousal, atten
tion, and perhaps some forms of memory, especially 
social memories. It should come as no surprise that quite 
a few circuits in the female brain contain this peptide. 
Thus, when investigators deem A VP to be predomi
nantly a male sexual factor, it must be kept in mind that 
they are speaking only in relative terms. 
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Figure 1 2 .6. Effects of sexual arousal, ejaculation, 
and postejaculatory interval on average plasma 
oxytocin (OXY) and arginine-vasopressin (A VP) 
levels in human males. (Adapted from Murphy et al., 
1987; see n. 87.) 

By contrast, the female brain contains rnore oxyto
cin neurons than the male brain, and the genetic manu
facture of oxytocin is under the control of the ovarian 
hormone estrogen.80 The role of this neuropeptide in 
sexuality is not as lopsided as that of vasopressin in the 
male brain. Administration of oxytocin directly into the 
brain can increase both male and female sexuality, but 
seemingly in different ways. In males, oxytocin promotes 
erectile capacity, and it is released into the circulation 
in large amounts at orgasm (Figure 12.6). Unfonunately, 
no comparable data appear to be available for females. 
In any event, at present, brain oxytocin release is a key 
candidate for being a promoter of orgasmic pleasure and 
hence one of the mediators of behavioral inhibition 
commonly seen in males following copulationY 

There is a certain beauty in the fact that oxytocin, a 
predominantly female neurornodulator, is an especially 
impottant player in the terminal orgasmic component<; 
of male sexual behavior. In that role it may allow the 
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sexes to better understand each other. Indeed, we shall 
see that sexual activity can invigorate this chemical 
system in the male brain, thereby helping to promote 
nurturant behaviors (see Chapter 13). While oxytocin 
does modulate the orgasmic phase of male sexual ac
tivity, in females it appears to be important for both the 
courting and copulatory phases. In less clinical terms, 
it activates female flirtatiousness as well as sexual ar
dor. These urges are probably promoted by specific 
changes in specific parts of the brain. 82 

As already mentioned, a major area of the brain 
where sensitization of female sexual eagerness tran
spires is the ventromedial nucleus of the hypothalamus 
(see Figure 12.5). It has long been known that this area 
is uniquely important for normal female receptivity. 
Damage can seriously impair female sexual responsivity 
while having little effect on male sexuality. We now 
understand how this happens. The sex hormones that 
prepare the body for fertilization also dramatically 
change neurochemical sensitivities in this part of the 
brain. Indeed, hormonally induced receptivity (i.e., 
estrogen injections for several days, followed by pro
gesterone a few hours before behavioral testing) leads 
to clear-cut anatomical and neurochemical changes in 
the medial hypothalamus. 83 A major neurochemical 
principle mediating this change is oxytocin. Hormone 
priming (just like normal estrus) leads to a prolifera
tion of oxytocin receptors in the medial hypothalamus, 
as well as an expansion of the dendritic fields, which 
physically expand, reaching out toward the incoming 
oxytocinergic nerve terminals arising from more ros
tral neurons. This completes a circuit that sensitizes the 
lordosis reflex of the spinal cord (and presumably pre
pares the female psychologically to interact seductively 
with males). It is to be expected that the opening and 
closing of this gate will have substantial effects on the 
affective erotic feelings of a female. 

Female receptivity can be markedly increased by 
administering oxytocin into various brain areas that nor
mally contain oxytocin circuits, but only .jf the females 
have been adequately primed with estrogen. Conversely, 
sexual receptivity is compromised by administration of 
oxytocin antagonists into these brain areas.84 Following 
brain oxytocin receptor blockade, females exhibit no 
sexual receptivity and actively reject the eager advances 
of males. Indeed, they squeal and complain if a male at
tempts to mount them, and they may even attack.85 Of 
course, the befuddled males remain in hot pursuit, for 
their olfactory senses convince them that the female must 
be in a receptive state. Male sexual behavior is also 
strongly diminished with oxytocin antagonists,86 again 
indicating that males and females do share some factors 
in the control of their sexual urges. We should note that, 
unlike the case of visual titillation in human males (which 
presumably reflects well-processed visual input into 
amygdalar tissue in the medial temporal lobes), in rats 
the smell of a female is more essential than physical ap
pearance in the control of sexual urges. 

At present, we know very little directly about the role 
ofthese chemical systems in the control of human sexu
ality (because of the difficulty of obtaining such evi
dence), but, as already noted, some interesting paral
lels have been obtained from an analysis of plasma 
peptides in males. A VP is elevated during the arousal 
phase of masturbation but declines rapidly at orgasm. 
Oxytocin, on the other hand, remains low during the 
preliminaries of sexual arousal but is released vigor
ously during orgasm and remains high for some time 
thereafter (Figure 12.6).87 These changes probably cor
respond to erotic mood changes that are transpiring 
within the brain-with A VP promoting sexual eager
ness and oxytocin promoting sexual pleasure. 

Primitive areas of all mammalian brains contain af
fectiVe systems designed to assure that males and fe
males seek each other's sexual companionship. As we 
will see in the next chapter, these same chemistries have 
been utilized to construct circuits through which par
ents are eventually coaxed to take care of their offspring. 
These same chemical systems also appear to establish 
attachment bonds between mother and child, and they 
may also cement love, friendships, and social prefer
ences among adults (see Chapters 1 3  and 14). However, 
there is a darker side to this story. 

Sexual arousal may set the stage for sexual jealou
sies. For instance, one especially intriguing finding is 
that a male's "jealous" attachment to a female may be 
dependent on the fact that A VP was active in his brain 
during sexual activity. At least in pmirie voles, the only 
species studied so far, sexual activity can increase the 
likelihood that a male will attack potential interlopers. 
Males that are allowed to copulate will become aggres
sive toward other males that enter their territory. How
ever, if an A VP antagonist is placed into the brain just 
prior to the sexual activity, these field mice do not de
velop such a jealous attitude. On the other hand, if one 
simply puts A VP into the brain of a male in the pres
ence of a female, with no sexual activity allowed, the 
males still begin to treat other males in threatening 
ways.ss If one is willing to generalize from these be
havioral re.:mlts to hum.:m feelings, one might hypothe
size that tendencies for sexual jealousy are promoted 
in the male brain by the release of A VP during sexual 
activity. Of course, animal behaviorists are unlikely to 
use such subjective terms as jealousy in the interpreta
tion of their work, for such subtle emotional issues can 
only be evaluated through human research. However, 
the likelihood that such work will ever be done in hu
mans seems remote, but if an orally effective A VP 
antagonist is discovered, we might anticipate that it will 
take the edge off sexual jealousy in men. 

The Neurochemistry of Sexual Pleasure 

A key emotional question related to sexuality is: What 
does it mean, in neurochemical and neurophysiologi-

cal terms, to have experienced sexual pleasure? This is 
a difficult question to answer on the basis of available 
evidence, and to a substantial extent we must rely upon 
mere speculation. Indeed, sexual pleasures should prob
ably be subcategorized into neurologically distinct pre
and postorgasmic phases. At present, we have no ab
solute assurance that other animals even experience 
orgasm. It might be easier to argue that males do, since 
they exhibit the explicit response of ejaculation, which 
in humans is highly related to the emotional experience 
of orgasm, but the issue is much harder to judge for 

· females. There is no outward sign as clear as ejacula
tion in females. Indeed, it could be argued that there is 
no clear adaptive value for female orgasm in creatures 
that are as hormone-bound in their sexual appetites as 
are the females of most other mammalian species. Only 
when there emerged a major social payoff for extended 
sexuality (as is the case in humans) was there significant 
evolutionary pressure for the emergence of reasonably 
stable pattern of female orgasms. As will be discussed 
more extensively in a subsequent section, perhaps or
gasms evolved as an internal signal that one had found 
"Mr. Right." Even though females of other species may 
not experience orgasm, this is not to say that they 
do not enjoy sex. Obviously, positive erotic feelings in 
both sexes are likely to be critical in sustaining sexual 
activities. 

Although brain oxytocin and vasopressin circuits an; 
excellent candidates for organizing both the behaviors 
and the emotional feelings associated with sexuality, 
they are only two especially prominent candidates in a 
growing list of chemistries that elaborate libido. For 
instance, one neuromodulator we have yet to mention 
is luteinizing hormone releasing hormone (LH-RH), 
which controls secretion of gonadotrophins from the 
pituitary (see Figure 12.4) and is represented by exten
sive systems within the brain that generally parallel the 
oxytocin neural system. Administration ofLH-RH into 
the brain can selectively increase female sexual recep
tivity in rats, and it has been of some clinical interest to 
determine whether this agent can increase libido in 
humans.89 Some success in treatment of sexual disor
ders has been achieved by administration of this agent 
peripherally in both females and males (with more posi
tive effects observed in females), but no one has yet 
injected it directly into the human brain to ascertain if 
subjective effects are produced. 

At present, one of the few ways we can determine 
which chemistries participate in sexual reward is 
through the conduct of place-preference studies in ani
mals. One approach that has been taken is to evaluate 
preferences for those locations where animals have had 
the opportunity to copulate. (In such studies, animals 
were allowed to have sex in one of two environments, 
and male animals chose to spend more time in the envi
ronment in which they have had sex.)90 Since both 
d()pamine and opioids have been implicated in the 
mediation of brain reward, investigators have deter-
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mined whether the sex-induced place preference could 
be modified by either dopamine- or opiate-blocking 
agents. Such experiments have clearly indicated that 
opiate blockade is more effective than dopamine block
ade in attenuating sexual reward in males. Indeed, this 
effect has been obtained by the restricted blockade of 
opiate receptors within the preoptic area, where the 
sexually dimorphic nucleus is situated.91 

In this context, it is also noteworthy that opiate ad
dicts who ''mainline" strong drugs such as heroin re
port feeling an orgasmic rush, with a warm erotic feel
ing centered in the abdomen, when the drug hits their 
system. Thus, it seems that both sexual pleasure and 
taste pleasure (see Chapter 9) are mediated by similar 
chemistries, but perhaps in different brain areas. But 
surely other chemistries are also involved. For instance, 
as mentioned at the outset of this chapter, administra
tion of ACh into the septal area has induced orgasmic 
feelings in humans. However, since ACh is important 
in so many brain functions, it will not be of much use 
in the treatment of sexual or erotic disorders. Also, as 
previously indicated, the probability that oxytocin secre
tion contributes to orgasmic feelings is high, but it may 
well be that the larger part of the orgasm-correlated 
secretion (e.g., Figure 12.6) is due to concurrent opioid 
release within the brain. 

What is needed now are more animal studies that 
concurrently evaluate the role of several neuropeptide 
systems, such as vasopressin, oxytocin, and LH-RH, in 
this type of reward. All such studies need to control for 
social-reward effects that are independent of sexual 
reward. In addition, we desperately need more studies 
along these lines that focus on the female side of the 
sexual interaction. Until such work is more vigorously 
pursued, the subjective erotic effects of sex behavior
mediating systems of the brain will remain veiled in 
mystery. 

Some Evolutionary Issues concerning 
Orgasmic Responses in Humans 

Presumably, reproductive issues have helped guide the 
evolution of various sexual interactions, as well as 
sexual pleasure mechanisms in. each species. For in
stance, why is it that human females are capable of 
multiple orgasms, while human males need periods of 
repose (i.e., postejaculatory pauses) before they can 
resume sexual activity? We do not know, but perhaps 
it is because the male body must have time to restore 
sperm resources before it makes biological sense to 
continue sexual activity, while females have no such 
constraint. Why is it that males can generally achieve 
orgasm more rapidly and reliably than females? We do 
not know, but perhaps it is because essential reproduc
tive reflexes (i.e., ejaculation) are more tightly linked 
to orgasmic experiences in males than in females. Re� 
production would not be possible without male ejacu-
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lation, and it is easy to understand why the approach of 
orgasm in males would further invigorate sexual activ
ity. Egg fertilization, on the other hand, apparently can 
proceed effectively without female orgasm, although it 
remains possible that such responses promote sperm 
extraction and propulsion up the uterine canal and even 
into the fallopian tubes. 

Since the human female's orgasm appears to be largely 
independent of simple reproductive issues, it may be reH 
lated to more complex social ones such as bonding. From 
this vantage, it might be understandable why females 
would be capable of multiple but less predictable orgasms 
(at least during interpersonal sex) than males. Orgasm may 
provide a novel emotional route for identifying and rein
forcing certain male qualities. Mechanistically, the temale 
orgasm may simply arise from the brain mechanisms that 
evolved to mediate male orgasm; alternatively, it may be 
an evolutionarily emerging state, perhaps as an exaptation 
derived from aspects of male orgasmic mechanisms. Ob
viously, it is attractive to believe that male and female 
orgasms are fundamentally similar in terms of brain neu
rophysiology (just as the penis and clitoris develop from 
the same primordial tissue), but such a commonality re
mains to be demonstrated. 

One important line of evidence that supports the idea 
that male and female eroticism have converged in hu
mans is the finding that sexual desire in females is more 
dependent on adrenal testosterone than in other mam
mals,92 whose receptivity relies more critically on ovar� 
ian estrogen and progesterone. If, in fact, female orgasm 
is a process that is presently emerging in an evolution
ary sense, one provocative idea is that it may help fe
males identify males who have the right characteristics 
for social bonding and hence are likely to support the 
woman's future needs. However, the bottom line is that, 
at present, we simply do not know. 

It still remains possible that male and temale sexual 
reward ditier in some fundamental ways in the brain, and 
a large number of neurochemistries, from galanin to chole
cystokinin in the preoptic area, may eventually shed light 
on this important facet of human life. However, without 
a good animal model oftemale sexual gratification, it will 
be most difficult to evaluate such issues. Also, since the 
hormonal control of sexual urges is so different in human 
females than in other animals, it may be impossible to de� 
vise a simple laboratory model for such processes. 

Learning within the Sexual Systems of 
the Brain: The Case of Birdsong 

As has been observed with all of the other basic emo� 
tiona! systems, sexual circuits of the brain can promote 
learned behaviors. Indeed, for a long time it was com
monly assumed that gender identity was learned, but we 
now recognize that to be, at best, only half true. AI� 
though human choice cannot be denied, the greatest part 
of sexuality is guided, as in other animals, by the types 

of neural systems nature has provided within male and 
female brains. Of course, how each organism uses sexu
ality in the world is subject to a great deal of learning, 
especially with respect to courting rituals and specific 
sexual preferences. Such issues are most provocatively 
highlighted by recent discoveries about how song is 
elaborated in the avian brain (also see Appendix B). 

It is typically the case that males sing, both to at� 
tract females and to ward off competing males that 
would enter their living space. Song usually occurs at 
the time of year, namely, springtime, when birds' go
nads are rapidly growing to their maximal size, follow
ing the shrinkage that occurred during the previous fall 
and winter. It has been a remarkable observation that 
along with the changing size of the gonads, the circuits 
of the brain that mediate singing also sprout forth and 
recede with the seasons.93 Unlike brain tissues in mam
mals, avian brains sustain the ability to manufacture 
new neurons even in adulthood. During springtime, 
males are endowed with increasing amounts of neural 
tissue especially in the areas of the brain that generate 
singing. These events are mediated by fluctuating tes
tosterone levels. When testosterone falls, the areas of 
the male brain that mediate singing regress and remain, 
in relative terms, as small as their gonads. 

A series of higher brain structures in birds have now 
been found to be under the neurotrophic control of tes
tosterone, and it has been demonstrated that these struc
tures acquire much of their eventual behavioral com
petence as a result of early learning.94 Although there 
is considerable variability from one species of bird to 
the next, the most common theme is that birdsong is not 
completely formed within the genetically connected 
components of their song circuits; rather, in most spe
cies, there is only a rudimentary form of the species
characteristic "score" embedded within the genetically 
dictated connections of those circuits. To become com
plete, circuit functions need to be optimized through 
learning, and the birds need to be able to hear their own 
fledgling attempts at song production. Without early 
exposure to their own song, the males of most passe
rine species (i.e., songbirds) will exhibit only a few frag
ments of their ancestral tunes.95 In the absence of any 
better role model, some species are able to approximate 
the songs of other species heard during their youth, but 
most will fully perfect only the song of their own spe
cies. And this perfection requires experience. The re
finement process occurs in those specific areas of the 
brain where neural circuits can be invigorated by in
creasing tides of testosterone. 

In the sexual arena, as elsewhere, it is clear that 
nature and nurture go hand in hand, with experience 
bringing the organic potentials of genetically ingrained 
systems to their full potential. Human courtship and 
sexual styles are obviously learned. The passions that 
accompany them are not. It seems likely that biological 
factors are as influential in the hidden desires of the 
human heart as they are in the birdsong of springtime. 

AFTERTHOUGHT: More On the Nature 
of Sexual Pleasure 

So, let us ask once more: To what extent do the animal 
studies summarized here have implications for the 
human condition? While the higher levels of cortical 
influence in the human brain provide overriding prin� 
ciples of cultural control, the power of subcortical emo� 
tional circuits may be decisive in the sexual quality of 
individual lives-the ability to sustain receptivity and 
potency and to have experiences of intimacy and plea� 
-sure. Neuroscience will eventually provide new forms 
of assistance to such aspirations of the human heart, and 
future remedies will be much more effective than the 
aphrodisiacs of the past. 

Already there have been anectodal reports that intra
nasal oxytocin is able to facilitate sexual performance in 
humans.96 As mentioned earlier, this peptide is quite ef
fective in increasing both male and female sexual activ
ity in rodents. Could this type of knowledge be ·used 
routinely to promote sexual functioning in humans? We 
can be sure that many pharmaceutical firms are presently 
searching for new aphrodisiacs based on a solid knowl
edge of the mammalian brain as opposed to wild hunches 
from fOlklore and the approximations of ancient tradi
tions. Powdered rhinoceros horn may continue to be sold 
in some part of the world as long as there is a market for 
superstitions and the body parts of endangered animals, 
but such practices are based more on faith and the power 
of placebo effects than on solid knowledge. As we saw 
in Chapter 8, the mammalian brain is designed to con
struct belief systems, and once they are solidified, they 
are as hard to move as mountains. 

One molecule with scientifically established aphrodi
siac qualities is yohimbine,97 which blocks brain norepi
nephrine receptors of the alpha� 1 A variety. In addition, the 
MAO-B inhibitor l-deprenyl has been found to sustain 
sexual vigor and longevity in aging male rats.98 Although 
more needs to be learned about these fascinating systems 
before useful connections to psychiatric issues can be 
formulated, it does seem that basic sexual urges are con� 
trolled by similar neurochemistries in both rats and 
humans. But this is not to say that the road from biology 
to behavior is a one-way street. There is also feedback from 
behaviors to biological processes. As with most complex 
brain systems, there are complex two-way interactions 
between the brain and the environment in which it oper
ates. Several fascinating phenomena have been discovered 
when people have monitored changes in the sex hormones 
as a function of various social challenges. 

Animals have been found to exhibit remarkably 
consistent hormonal fluctuations as a function of their 
social successes, and similar changes are also evident 
in humans. As mentioned in Chapter 10, the winners 
of social encounters typically exhibit elevations in cir� 
culating testosterone, while losers exhibit declines.99 Jt 
is reasonable to expect that such changes would pro
mote neurochemical activities that facilitate male libido 
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(and thereby increase their reproductive success), even 
though such effects remain to be documented. 

Conversely, it is also interesting in this context to 
consider how environmental psychosocial variables 
might modify the physiological substrates of sexual and 
reproductive tendencies in females. Many fascinating 
observations have been made: ( I )  Young females, in
cluding humans, typically become sexually mature 
more rapidly when strange males enter their environ� 
ments. (2) Social stimulation can modify levels of 
bodily enzymes controlling the manufacture and pro
cessing of sex steroids. (3) Groups of female primates, 
as well as wolves and other species, exert physiologi
cal influences over each other to control which animals 
will reproduce in the group (perhaps via olfactory cues). 
(4) Finally, we are beginning to find that the olfactory 
senses of human beings may also be acutely sensitized 
to certain smells that can synchronize sexual cycles and 
hence may coordinate sociosexual activities. lao 

Humans are generally less dependent on olfactory 
cues for sexual arousal than are most other mammals, 
but recent work indicates that human sexuality is still 
linked to certain bodily odors.lOJ Visionary entrepre� 
neurs in the perfume industry are paying close atten
tion to these findings, hoping to profit through the 
manufacture and distribution of smells that can amplify 
moods that control our behaviors at the affective fringes 
of our consciousness. The emerging knowledge con
cerning the existence of a vomeronasal organ and an 
accessory olfactory system in humans will undoubtedly 
figure heavily in the success of such efforts.102 

Suggested Readings 

Allgeier, R. A., & Allgeier, E. R. ( 1 995). Human sexu
ctlity (4th ed.). Lexington, Mass.: Heath. 

Becker, J. B., Breedlove, S .  M.,  & Crews, D. (eds.) 
( 1 992). Behavioral endocrinology. Cambridge, 
Mass.: MIT Press. 

Campbell, B. (ed.) ( 1972). Sexual selection and the 
descent of man. Chicago: Aldine. 

Crews, D. (ed.) ( 1987). Psychobiology of reproductive 
behavior. Englewood Cliffs, N.J.: Prentice� HalL 

Dorner, G. ( 1976). Hormones and brain differentiation. 
Amsterdam: Elsevier. 

Kincl, F. A. ( 1990). Hormone toxicity in the newborn. 
Berlin: Springer-Verlag. 

Le Vay, S. ( 1993). The sexual brain. Cambridge, Mass.: 
MIT Press. 

Money, J. ( 1980). Love and love sickness: The science 
of sex, gender difference, and pair-bonding. Bal
timore: Johns Hopkins Univ. Press. 

Symonds, D. ( 1979). The evolution of human sexual
ity. New York: Oxford Uni. Press. 

Ziegler, T. E., & Bercovitch, F. B. (eds.) ( ! 990). 
Socioendocrinology of primate reproduction. New 
York: Wiley-Liss. 



:.1 

Love and the Social Bond 
The Sources of Nurturance and Maternal Behavior 

Love comes quietly . . .  
but you know when it is there, 

because, suddenly . 
you are not alone any more . 

and there is no sadness 
inside you. 

J. W. Anglund, "Love Is a Special Way of Feeling" ( 1960) 

CENTRAL THEME 

Although there are many bad forms of parenting, there 
are also good and nurturant forms. An age�old con· 
cern of pregnant women is the doubt they feel about 
their ability to nurture and love their first baby. How
ever, nature tends to spontaneously take care of such 
concerns, at least in lower animals, as the sequence of 
biological events leading up to the delivery of the baby 
unfolds. The ongoing physiological changes that pre· 
pare the body for birth also prepare the mother's brain 
for nurturance. In most animals this includes her role 
as the primary caregiver. Males can be trained to ex
hibit a high level of nu rturance, but their care is rarely 
as natural or as intense a motive as it is for the mother. 
Only in species where male participation is absolutely 
essential for offspring survival, as in some birds and 
perhaps in humans, where the child is helpless for 
longer than any other animal, can nurturant behavior 
be as vigorous in males as it is in females. On the other 
hand, in many species of fish where external fertiliza� 
tion is the norm, the fathers typically remain to tend 
and protect the eggs while females depart to entice 
another receptive male. Nurturance may have emerged 
independently several times in the evolution of differ� 
ent species, but in mammals the basic urge probably 
comes from homologous brain circuits, even though 
the specific behaviorS that constitute parenting can 
vary markedly from species to species. Humans obvi
ously exhibit more behavioral complexity in child care 
endeavors than other species, but our behavior is still 
motivated, in part, by primitive emotional systems we 
share with the other mammals. 

When did nurturant motivation emerge in mamma
lian brain evolution? Momentous evolutionary changes 
must have occurred when animals with an urge to take 
care of their offspring emerged on the face of the earth. 
Presumably this was achieved because parental care 
provided a decisive competitive edge for the survival 
of certain species. But how could nurturance have 
evolved from a state of nonnurturance? We cannot 
go back in evolutionary history, but we know that part 
of the script was written with the same ancient chem
istries that generate sexual urges. In mammals, brain 
oxytocin circuits lie at the neural core of the incipient 
maternal intent that follows the first birth. As we saw 
in the previous chapter, this chemistry is important for 
regulating both male and female sexuality. The nur
turant circuits in the mother's brain and care-soliciting 
circuits in infants are closely intermeshed with those 
that control sexuality in limbic areas of the brain. This 
confluence lends modest support to controversial and 
widely debated Freudian notions of infantile sexuality 
and the possible relations between maternal love and 
female sexuality. Nurturance circuits can lead to the 
rapid learning of maternal behaviors, which then be
come permanent parts of a mother's behavioral rep
ertoire. Males can also learn nurturant behaviors, and 
it is intriguing that sexual activity can strengthen anti
aggressive, care giving substrates in male brains. We are 
finally deciphering the ancient neurosymbolic processes 
that first led to nurturance and social attachments in 
the mammalian brain. This work has important impli� 
cations for the biological sources of friendship and love, 
as well as for sociopathy and psychiatric disturbances 
of affective contact such as autism. Although as yet 
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there is little information about the operation of these 
systems in the human brain, our understanding of these 
issues in the anima! brain is impressive. l n  this chapter, 
1 will again entertain the working assumption that the 
information obtained from animals will apply reasonably 
well to understanding basic emotional tendencies in 
humans. Of course, the emotional feelings that accom
pany nurturance are subtle, warm, and soft, and in the 
complex, cortically mediated politics of human societ
ies, such social feelings can easily be overridden by other 
concerns. Also, in humans, where child care is accomM 

· panied by various unpleasant chores like changing dia� 
pers, it is sometimes difficult to view the emotional plea
sures of nurturance with a completely unjaundiced eye. 

An Overview of Human Nurturance 

Human societies have seen many forms of parenting 
down through the ages. At present, we live in a child
oriented era, whereas in many previous ages, child care 
was more harsh, producing emotional harm that may 
have had untold effects on the course of human history. 
As Robert Burton wrote in his classic, The Anatomy of 
Melancholy: "If a man escape a bad nurse, he may be 
undone by evil bringing up . . . .  Parents . . offend many 
times·· in that they are too stern, always threatening, 
chiding, brawling, whipping, or striking; by means 
of which their poor children are so disheartened and 
cowed, that they never after have . . .  a merry hour in 
their lives."1 It is generally believed that harsh early 
experiences can modify emotional traits for a lifetime. 
Could the many wars and other human tragedies caused 
by the megalomaniac tendencies of certain individuals 
and groups throughout history have been avoided if the 
leaders had been more warmly parented as children? 

Parenting styles still vary enormously from culture 
to culture, depending on existing traditions and ecologi
cal necessities confronted by various societies. For in
stance, not too long ago in certain arctic aboriginal 
groups, such as the Netsilik Eskimo of northern Canada, 
long-term social concerns often overrode short-term 
emotional ones. Female babies who had little hope of 
finding an appropriate mate, because no male babies of 
comparable age had been born in the tribe, would be 
left to die in the snow, with little outward distress or 
remorse exhibited by the parents. 2 In our culture, such 
behavior is deemed criminal. This indicates once again 
that among humans, biology is not necessarily destiny, 
because we have the ability to make cognitive choices. 

For humans, the rearing of a child is as much an 
economic question as an emotional one, and economic 
concerns often prevaiL Antecedents of this are evident 
even in some lower species, where mothers kill some 
of their weaker pups. When environmental resources are 
scarce, this practice can increase the probability of suc
cess for the surviving offspring. Thus, the amount of 
investment made in offspring is only partly an emo-
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tiona! issue. This is one of the reasons there is so much 
confusion and variety in child care practices, in human 
cultures as well as across species. 

While we presently accept a long period of childhood 
dependence, certain African tribes have encouraged lev
els of early independence unheard of in our culture. In 
the Digo tribe of East Africa, most babies are toilet trained 
by 1 year of age, and soon thereafter they are encour� 
aged to behave as relatively independent members of 
their tightly knit, extended-family group . .ln our nuclear
family culture, parents of 1-year-olds are just beginning 
to think about toilet training. Much older children are still 
closely supervised and are afforded little opportunity fOr 
independent action within the larger community. Obvi� 
ously, Digo types of nurturance can occur only in social 
situations where the whole village cares for children. As 
the African proverb says: It only takes one woman to bear 
a child, but it takes a whole village to raise it. 3 

The variety of parenting in other species is also vast, 
ranging from frequent, highly attentive parenting, as in 
rats, which feed their offspring every few hours and 
exhibit intense search and retrieval behaviors if infants 
are lost or dispersed, to very brief and infrequent parent
ing, as in rabbits, which feed their sequestered litters 
only once a day and seem not to possess the motiva
tional or neurobehavioral equipment to retrieve little 
bunnies that are dispersed from the nest. 

It is widely believed in our culture that children who 
come from loving and supportive families, and who are 
given progressive ageMappropriate educational chal
lenges, have the best chance of growing to a vigorous 
and independent adulthood. Put another way, many 
experts agree that a "secure base" is essential for opti
mal personality development in children.4 Chronic in
security is likely to yield adults who have difficulties 
with intimacy and trust and are more likely to act out 
their lack of confidence by burdening others with their 
insecurities. But what is the nature of this loving and 
supportive "secure base" that psychologists speak of? 
Obviously, it is partly a matter of how parents behave 
toward their children, but it also runs deeper into our 
affective nature as biological creatures. 

The Physiology of Nurturant Behavior 

Although child-rearing practices vary greatly, the emo� 
tiona! dimensions of social bonds are probably con
trolled by highly conserved biological processes that 
guide expressions of both parental and infantile behav
ior and the consequent feelings that parents and chil
dren develop for each other. Before the birth of their 
first child, women commonly worry about their future 
adequacy as mothers, but such doubts typically vanish, 
as if by magic, soon after the birth of the baby, 

Recent brain investigations suggest that social bond
ing is rooted in various brain chemistries that are nor
mally activated by friendly and supportive forms of 
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social interaction. As will be elaborated in this and the 
ensuing two chapters, such urges are controlled by neu
ropeptides such as oxytocin and prolactin, as well as 
endogenous opioids such as endorphins (endo- mean
ing produced inside the body rather than coming from 
outside, and -orphins meaning like morphine).5 For 
instance, opioids mimic the action of heroin in the brain 
and have powerful int1uences over our feelings, espe
cially our negative responses to social isolation. Ani
mal research indicates that both brain opioid and oxy
tocin circuits are activated by various pleasurable 
pro-social activities, such as grooming, play, and sexual 
interchange. Accordingly, such neurochemical changes 
in the brain may promote feelings of security in chil
dren, as well as nurturant and sexual behaviors and re
lated social emotions, perhaps even love, in adults. 

Of course, because of our cognitive abilities, humans 
begin to prepare for the baby months before its arrival, 
but there still seems to be a special time just preceding 
delivery where strong biologically based motivations 
take hold. This is probably because of the many hor
monal changes, such as those summarized in Figure 
13 . 1 ,  that herald birth. Although such data are from the 
rat, the general patterns are quite similar across all 
mammals, and these changes, artificially produced, are 
known to promote nurturance.6 In other words, evolu
tion has not left the important events of birthing and the 
ensuing nurturance and bonding either to chance or to 
the vagaries of individual learning. 

All mammals have neuronal operating systems that 
evolved to help prepare them to take care of infants, 
even though some, such as the Netsilik mentioned pre
viously, do not exercise the option of warm social ac
ceptance in circumstances they believe compromise the 
long-term stability of their culture. Presumably the 
Netsilik, as well as other parents who abandon their 
infants, do so before the bonding process has progressed 
too far. Some species, such as rats and humans, have a 
bonding window that remains open for a long time, 
while for others, including herbivores such as sheep and 
many avian species, the entry window is closed within 
a tew hours of birth. This variability appears to reflect 
the motoric maturity of the young when they are born. 
Prey species are typically born rather mobile, so they 
can run away from predatory dangers soon after birth. 
They also tend to live in herds where the young can 
easily get separated from parents. Thus, out of sheer 
necessity, mothers and infants must bond rapidly. 
Predators, on the other hand, are typically born rela
tively immature, and the bonding process, at least from 
viewpoint of the offspring, can be extended across 
longer periods without compromising their chances of 
survivaL 

Some animals, such as infant rats, bond as much to 
their nest sites as to their mothers. 7 Likewise, rat moth
ers readily accept strange pups into their nests and be
gin to provide care without much fussing or aggression. 
Sheep and other ungulates, on the other hand, will re-
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ject others' young. Despite these outward differences 
among species, it presently seems likely that their bond
ing chemistries are quite similar. They simply operate 
in different time frames and within different ecologi
cal constraints. These fascinating species differences 
shall receive little additional attention here, for my aim 
will be to summarize underlying physiological prin
ciples that may have substantial cross-species general
ity, extending hopefully even to the human level. 

We now know a great deal about the nurturance sys
tems of the mammalian brain, and this chapter covers 
some recent information that now needs to be integrated 
into modern psychological thought. Some remarkable 
neurochemical systems, which promote both sexual and 
maternal behaviors and even more subtle social pro
cesses, have been revealed within the subcortical reaches 
of the visceral nervous system, including areas like the 
cingulate cortex, septal area, bed nucleus of the stria 
terminalis, and preoptic and medial areas of the hypo
thalamus, along with their respective mesencephalic pro
jection areas. At present, brain oxytocin, opioids, and 
prolactin systems appear to be the key participants in 
these subtle feelings that we humans call acceptance, 
nurturance, and love-the feelings of social solidarity and 
wannth.8 Although many human interactions and cog
nitive experiences also contribute to maternal states, 
withbut the underlying mood- and behavior-altering neu
ropeptides, those experiences would probably remain 
shallow and without emotional intensity. 

When humans have imbalances in these· chemical 
systems, they experience emotional problems, which, 
if sufficiently severe, can be deemed psychiatrically 
significant bonding disorders. For instance, postpartum 
depression and psychosis, which have been correlated 
with high levels of a circulating B-casomorphin (an 
opioid peptide derived from milk), are not uncommon 
in humans.9 Perhaps tendencies toward sociopathy, 
characterized by the inability to share the emotions of 
others, are also accompanied by abnormalities in these 
social chemistries. The same may apply to psychiatric 
conditions characterized by social and emotional defi
ciencies, such as early childhood autism.10 Both of these 
problems are much more common in males than in fe
males, suggesting striking gender-related differences in 
the underlying brain circuits. Unfortunately, our under
standing of these systems in the human brain is mea
ger, but knowledge concerning such systems in animal 
models is growing rapidly. 

Sex Differences in Nurturance Circuits 

I use the term CARE circuits to acknowledge the exis
tence of intrinsic brain systems that promote nurturant 
behaviors of mothers, and occasionally fathers, toward 
their offspring. In rats, full maternal behavior consists 
of building nests, gathering all dispersed pups together, 
hovering over them to provide warmth, and, in the pres-
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ence of lactation, sustaining pups through nursing. In 
most species, mothers are more adept at these behav
iors than fathers, presumably because of the more vig
orous CARE systems in their brains, but this is not to 
suggest that males cannot exhibit nurturance. As we will 
see, even male rats, especially if they are young, will 
exhibit maternal-type care under the right conditions. 

Obviously, humans, contrary to most other animals, 
can consciously appreciate the importance of child care, 
but despite such cognitive assistance, fathers probably 
provide child care more instrumentally than mothers. 
Mothers are more prone to get intensely involved with 
babies than fathers, and they exhibit a more natural per
sistence, warmth, and desire to communicate affectively 
with the baby. They typically get more concerned when 
babies are in distress; this is also evident in animals. 1 1  

Thus, the biggest differences in human nurturance 
probably exist at the emotional level-with most moth
ers generally having stronger and more positive emo
tional responses in nurturant situations than fathers. Of 
course, there are bound to be exceptions to this rule, 
depending upon one's early brain organization (see 
previous chapter), early rearing experiences, prevailing 
cultural rules, and individual philosophical perspec� 
tives. However, because of evident sex differences at 
the biological level, I will occasionally call nurturant 
CARE circuits maternal behavior circuits, in the con
text of the present discussion. 

Because of our ability to conceptualize social rules, 
human mothers and fathers can care for a child equally 
well, but only a mother can provide sustenance from 
her breasts. She is also more likely to offer affective 
engagement from emotional depths unfamiliar to most 
men. We now know that among all mammals that have 
been closely studied, the female brain is more prepared 
than the typical male brain to care for infants. Indeed, 
it may have been the evolution of the maternal circuits 
that initially led creatures down the mammalian path 
that now makes us humans the sophisticated social crea
tures that we are. Not surprisingly, if we dwell on the 
matter, maternal urges probably emerged (i.e., were 
exaptations) from a subset of subcortical systems that 
initially governed female sexual urges. It would also 
have been reasonable to couple parental emotions to the 
preexisting psychobehavioral systems that encourage 
individuals to come together for mating. Thus, mater
nal nurturance and social bonding may have emerged 
from evolutionary tinkering with preexisting processes, 
rather than through totally new forms of brain "engi� 
neering." As Fran<;:ois Jacob, the Nobel Prize-winning 
molecular biologist, put it: "Natural selection . . . works 
like a tinkerer . . .  who does not know exactly what he 
is going to produce but uses whatever he finds around 
him . . .  to produce some kind of workable object. 
Evolution makes a wing from a leg or a part of an ear 
from a piece of jaw . . . .  Natural selection . . .  does not 
produce novelties from scratch. It works on what al
ready exists."12 
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This is the essential meaning of an exaptation-the 
utilization of an existing function for some other pur
pose. Indeed, modern neuroscience highlights the pos
sibility that the neural dictates of the sexually passion
ate parts of the limbic system set the stage for parental 
nurturance. The evolution of such systems also led fe
males to be especially sensitive and responsive to calls 
of distress from infants (see Chapter 14) and to interact 
with them more intimately, and probably more play
fully, throughout childhood (see Chapter 15). 

Although we have no firm data for humans, on the 
assumption that similar neural dictates still govern our 
deepest social feelings, I will devote the next two chap
ters to a detailed discussion of the relevant animal brain 
issues. Because of the reciprocity between maternal 
behavior and infant need systems, and the importance 
of these systems for understanding normal human be� 
havior and its pathologies, there will be some overlap 
of materials. The premise will be that when we nurture 
our children well, they have a secure base because their 
brain chemicals evoke the comfortable feeling that 
"everything is all right." When children are neglected, 
other chemical patterns prevail in their brains. The lat
ter patterns do not promote confidence and social effi
cacy but rather motivate behaviors based on persistent 
feelings of resentment and emotional distress. If these 
feelings prevail for too long, depression emerges, per� 
sonality changes may occur, and the most sensitive in
dividuals may be psychologically scan·ed for life. 13 

Let us first pause to consider how the new forms of 
mammalian social behavior could have emerged from 
preexisting solutions in the brains of ancestral verte
brates that did not care for their offspring. After all, 
parental care evolved from a mode of life that was 
nonparental, a mode that still predominates in the rep
tilian world. Most reptiles produce their young and 
leave them to fend for themselves. Although a number 
of species-for instance, crocodiles-do exhibit some 
parental care, it is meager by mammalian standards. If 
we simply consider that all infants enter the world 
through a well-regulated birth process, it would be rea
sonable to suppose that the initial impulse for nurturance 
might have been closely linked to the biological mecha
nisms that already existed to deliver the young into the 
world. Indeed, as we shall see, nurturance probably 
initially arose from neurochemical processes that con
trolled mating and egg laying in reptiles. 

The Evolutionary and Sexual Sources of 
Maternal Intent: Pituitary Peptides and 
Parental Behavior 

As mentioned in the previous chapter, vasotocin is an 
ancient brain molecule that controls sexual urges in 
reptiles. This same molecule, the precursor of mamma
lian oxytocin, also helps deliver reptilian young into the 
world. When a sea turtle, after thousands of miles of 

migration, lands on its ancestral beach and begins to dig 
its nest, an ancient birthing system comes into action.14 
The hormone vasotocin is secreted from the posterior 
pituitary to facilitate the delivery of the young. Vaso
tocin levels in the mother turtle's blood begin to increase 
as she lands on the beach, rise further as she digs a pit 
large enough to receive scores of eggs, and reach even 
higher levels as she deposits one egg after the other. 
With her labors finished, she covers the eggs, while 
circulating vasotocin diminishes to insignificant levels 
(Figure 1 3.2). Her maternal responsibilities fulfilled, 
she departs on another long sea journey. Weeks later, 
the newly hatched turtles enter the world and scurry 
independently to the sea without the watchful, caring 
eyes of mother to guide or protect them. 

In mammals, the ancient molecules that control rep� 
tilian sexuality and egg laying evolved into the oxytocin 
and arginine-vasopressin (A VP) social circuits of the 
brain (see Figures 6.7 and 12.2). As discussed in the pre
vious chapter, oxytocin came to prevail in female sexual 
behavior, and A VP prevails in that of males. Now we also 
know that oxytocin-the hormone that helps deliver 
mammalian babies by promoting uterine contractions and 
helps feed them by triggering milk letdown from mam
mary tissues-also serves to facilitate maternal moods 
and related action tendencies in the brains of new moth� 
ers. However, these psychobehavioral effects can emerge 
only if a variety of physiological and hormonal changes 
related to parturition have first occurred in the brain and 
body of the mother. 

The initial clue that there is an intrinsic bodily sig
nal to promote maternal behavior was the fact that trans
fusion of blood from a female rat that had just given 
birth could instigate maternal behaviors in a virgin fe
male. l5 ft is not yet known exactly what the blood-borne 
signals are, since oxytocin alone cannot perform this 
function. It may be the full symphony of hormonal 
changes that precede birth. As summarized in Figure 
13 . 1 ,  estrogen, which has remained at modest levels 
throughout pregnancy, rapidly increases as parturition 
nears. Progesterone, which has been high throughout 
pregnancy, begins to plummet. And, of course, there is 
a precipitous rise in prolactin, which induces the 
mother's acinar glandular tissues to manufacture milk. 

These hormonal changes heralding imminent birth 
also prepare the mother to exhibit maternal urges be
fore the actual arTival of the infant(s). Human mothers 
commonly exhibit a compulsive flurry of house prepa
ration several days before the baby is due, and rat moth
ers begin to build nests and become substantially more 
eager to interact with baby rats. Such tendencies are 
common in many species and are especially clear if the 
mother has given birth before. This heightened mater
nal desire corresponds to the peak of the three previ
ously mentioned hormonal changes, reaching an apex 
several hours before birth in rats. As mentioned earlier, 
if one produces this pattern of hormone change via in
jection, one can also instigate expressions of maternal 
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care in virgin rats.16 Prolactin may be the critical ingre
dient in sustaining the natural behavior sequence, not 
only because brain injections of prolactin promote 
nurturance, 17 but females who are nonmaternal because 
they have been surgically deprived of their pituitary 
glands do gradually become maternal when replacement 
injections of prolactin are provided.18 But what are the 
relevant changes in the brain that result from these hor
monal manipulations? 

Although many neural changes result from such 
peripheral hormonal t1uctuations, the increased respon
sivity and sensitivity of brain oxytocin circuits is a major 
event. During the last few days of pregnancy and the 
first few days of lactation, there are remarkable in
creases in oxytocin receptors in several brain areas, as 
well as increases in the number of hypothalamic neu� 
rons that begin to manufacture this neuropeptide. Both 
of these effects are controlled by the elevations of estro
gen at the end of pregnancy, and the induction occurs 
in circu'its that promote nurturance. 19These estrogenic 
effects on the genetic expression of oxytocin synthesis 
and receptor expression may be further reinforced by 
the stimulating effects of the newborn pups, as well as 
other hormonal shifts in the body. 

These changes are accompanied by additional ad
justments in oxytocin circuitry. During lactation, oxy� 
tocin cells begin to communicate with each other di
rectly via the development of gap junctions between 
adjacent oxytocinergic neurons, allowing them to syn
chronize their neural messages precisely.20 This helps 
suckling stimuli from nursing babies to more effectively 

trigger oxytocin secretion in the brain of the mother, 
presumably to sustain a maternal mood, as well as re
lease from the pituitary gland, which is essential for 
milk to be released from the breasts (Figure 13 .3).21 

Brain Oxytocin and 
Maternal Competence 

A critical question is whether and to what extent these 
brain changes do, in fact, mediate the affective and 
behavioral components of maternal urges. For a long 
time it was believed that oxytocin was not essential for 
mothering, since elimination of peripheral oxytocin (by 
removing the posterior pituitary in nursing mothers) did 
not eliminate subsequent maternal behavior.22 It was 
only when distinct oxytocinergic neural systems were 
discovered in the brain (see Chapter 6) that a role for 
oxytocin was entertained once more. Most of the perti
nent work to date has been done in rats and sheep, and 
hence substantive conclusions must be restricted to 
those species; but considering the ways of evolution, 
the probability that the results do not apply to others, 
including humans, is remote. 

The initial studies that evaluated the ability of oxy
tocin to mediate maternal behavior found strikingly 
rapid onset of maternal tendencies in female rats when 
this peptide was administered directly into the brain's 
ventricular system.23 Similar effects were obtained in 
sheep.24 However, the evidence rapidly became confus
ing and contradictory. While a few investigators were 
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Figure 1 3.3. Depiction of suckling reflex. The 
infant's suckling stimulation of the nipple sends 
messages to the para ventricular nucleus of the 
hypothalamus (PVN), which instigates the release of 
oxytocin from the posterior pituitary into the 
circulation, leading to the contraction of smooth 
muscles of mammary tissues, which pumps milk 
from the breast. This reflex becomes easily condi� 
tioned to various behavioral cues from the infant. 

able to trigger full maternal behavior (nest building, 
retrieving, and attempts to nurse) in virgin female rats, 
others had no success.25 Such failures to replicate were 
very troublesome, but more recent work has revealed 
that many of the problems were methodological. 

Normally, virgin female rats tend to t1nd the odors of 
newborn pups aversive, perhaps to dissuade them from 
wasting time interacting with strange babies,26Thus, even 
if such animals were in a maternal mood, they might not 
exhibit nurturant behaviors if the aversion outweighs the 
maternal urges. Oxytocin alone is apparently not able to 
overcome this olfactory "disgust," even though the com
plex of physiological changes that accompany birth ac
complishes that quite well--changing the olfactory aver
sion to an attractionP In other words, oxytocin triggers 
rapid maternal behavior in virgin female rats only if they 
are first prevented from smelling the pups. 28 

In addition, to get a robust maternal effect from 
oxytocin infusions into the brain, virgin females need 

to be primed with injections of estrogen so that the 
appropriate oxytocinergic receptor fields have a chance 
to proliferate (natural mothers, of course, provide their 
own estrogen, as described earlier). Finally, and quite 
perplexingly, oxytocin is effective only if animals have 
been habituated to test chambers for a few hours but not 
if they have been fully habituated for a day or more.29 
This may mean that if animals already have a reason� 
ably well-established place attachment, they have dif
ficulty forming new social attachments. Perhaps test 
animals that are just becoming familiar with a situation 
are in a transient neuropsychological state that enhances 
their motivation to start a new family and to modify their 
environment appropriately. In any event, the likelihood 
that endogenous oxytocin does in fact normally promote 
such behavioral tendencies is affirmed by the ability of 
oxytocin receptor antagonists to reduce the onset of 
maternal behavior following the first delivery.30 Sur
prisingly, this manipulation does not disrupt maternal 
behavior that has already been fully developedY 

Thus, if all the conditions are right, oxytocin admin
istered directly into the brain can provoke maternal 
behavior, but it is certainly not the only ingredient that 
can do this. As mentioned, administration of prolactin 
into the brain also facilitates maternal tendencies. In 
fact, we now know that there are prolactin-based neu
ral systems in the brain, and, as indicated, there is ac
tive uptake of this rather large peptide hormone into the 
brain from the circulation.32 

As will be discussed more fully in the next chapter, 
maternal competence can also be increased by mild 
facilitation of opioid activity, even though high levels 
of opioids diminish maternal interest, as well as gre� 
gariousness in general. 33 It presently seems likely that 
part of the gratification derived from the primal act of 
nursing emerges from the concurrent release of oxyto
cin and opioids within the limbic system, as well as 
other chemistries that remain to be identified. While 
oxytocin may be especially important in the initial trig
gering of maternal behavior, prolactin, opioids, and 
social learning are important in sustaining it once the 
behavior pattern has developed. 

Experience-Induced Solidification 
of Maternal Behavior 

It should be emphasized that well-established maternal 
behavior no longer requires brain oxytocin arousal; 
oxytocin blockade impairs maternal behavior only if 
administered to mothers during the birth of their first 
litter of pups. In animals that have been allowed to ex
hibit maternal behavior for several days, oxytocin an
tagonists have no outward effect on maternal compe
tence. In other words, they cannot block previous social 
learning. 

The ability of several days of normal maternal ex
perience to solidify maternal competence is also evident 

in studies that have focused on nurturance after lesions 
of one of the primary sources of brain oxytocin, the 
paraventricular nucleus (PVN). PVN lesions adminis
tered prior to parturition weaken subsequent maternal 
behavior, but those administered after several days of 
normal maternal functioning do not. 34 It seems that 
learning that transpires from the spontaneous use of this 
intrinsic brain operating system rapidly becomes func
tionally autonomous, at least in the short run. In other 
words, once the habit has solidified, maternal behavior 
can proceed independently of the original initiating 
processes. 

Analysis of this learning mechanism deserves more 
experimental attention than it has yet received. Similar 
to the pattern seen with other emotions, a great deal of 
learning is probably controlled in the higher reaches of 
CARE circuits such as the anterior cingulate cortex and 
bed nucleus of the stria terminalis. It is still an open 
question whether ongoing brain oxytocin activity is 
essential for continuation of efficient maternal behav
ior in the long term. Although there are no relevant 
human data on such issues, perhaps the oxytocin secre� 
tion during each successful nursing episode continues 
to reinforce the affective experience of a satisfying so
cial interaction. Temporary absence of such satisfaction 
(as might occur with centrally administered oxytocin 
antagonists) is apparently not sufficient to dissuade the 
mother from carrying out her maternal responsibilities, 
once she has established the social bond and can 
cognitively mediate social commitments. 

However, it would come as no surprise if maternal 
vigor diminished gradually without the reinforcement 
provided by periodic oxytocin release within the brain. 
If that is the case, long-term sustained oxytocin block
ade may lead to the gradual deterioration of maternal 
care. It might also be expected that chronic oxytocin 
blockade would reduce the experience� induced mater
nal behavior that can be normally evoked in non
maternal animals by long-term exposure to young 
pups. As will be discussed later in this chapter, social 
experience itself, without the physiological act of par
turition, is sufficient to arouse nurturant motives in vir
gin rats, both male and female.35 However, the role of 
oxytocin in such processes remains to be evaluated 
empirically. 

It also remains to be determined whether the absence 
of oxytocinergic transmission in the brain makes the 
maternal experience less satisfying. This could be tested 
by allowing mothers to nurse in one environment while 
their brain oxytocin systems are blocked with an appro
priate receptor antagonist and in an adjacent distinct 
environment without blockade. At present, most inves
tigators would predict that such animals would exhibit 
a place preference only for the environment in which 
they fully experienced their brain oxytocin systems in 
action, but we do not yet know that to be the case. In
deed, in our lab, we have tried repeatedly to obtain a 
robust conditioned place preference with centrally ad-
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ministered oxytocin, but we have not been successful. 
Oxytocin only works when supplemented with other 
social stimuli. By comparison, it is easy to obtain simple 
reward effects with opiates and psychostimulants. 

In sum, it seems that maternal behavior is initially 
aroused by changing responsivity and synaptic sensi
tivity in brain oxytocin systems. This sensitivity is due, 
to a substantial extent, to the proliferation of oxytocin 
receptors, a change resembling that which occurs in the 
uterus just before the onset of labor.36 In the brain, the 
greatest oxytocin receptor proliferation is observed in 
the bed nucleus of the stria terminalis (BNST); when 
that area is damaged, maternal behavior is severely 
impaired.37 These kinds of studies are beginning to 
clarify the details of maternal CARE circuits in the 
mammalian brain. 

The Neural Circuitry 
for Maternal Behavior 

The actual brain circuits that control the various com� 
ponents of full maternal behavior extend far and wide 
in subcortical regions of the brain (Figure 13.4). Part 
of the circuitry descends from the preoptic area along a 
dorsal route through the habenula to the brain stem, and 
part through a hypothalamic route to ventral tegmental 
area (VTA) dopamine systems and beyond.38 The VTA 
component may facilitate general foraging tendencies 
that are essential in retrieval and nest building, while 
the other routes may be more important in up-close 
nurturance and nursing. For instance, a distinct neural 
circuit that controls milk letdown descends from the 
lateral midbrain area down to segments of the spinal 
cord that innervate the nipples.39 

It is especially noteworthy that neural circuitry for 
maternal behavior (and estrogen-responsive populations 
of oxytocin cells) are situated within the dorsal preoptic 
area (POA) just above the brain areas that elaborate male 
sexuality. These cells probably control nurturance in 
both males and females, but there are more of them in 
females, partly because of the inductive effect of estro
gen.40 The specific ventromedial hypothalamic zones 
that control female lordosis behavior (where oxytocin 
systems also proliferate under the influence of estrogen 
and progesterone) do not appear to be essential for 
maternal behavior. However, lesions of the BNST and 
the nearby POA can eliminate essentially all aspects of 
maternal behavior.'11 As mentioned, the relevant neu
ral pathways exit from the POA laterally and descend 
in the medial forebrain bundle, with key terminals be
ing in the VT A.42 

It has been established that the oxytocinergic syn� 
apses that terminate on dopamine cells of the VTA do, 
in fact, promote maternal behavior. Oxytocin injections 
into the VTA can induce maternal behavior, whereas 
comparable injections are not effective in amygdala, 
septum, or POA.43 Damage to these ascending dopam-
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Figure 1 3 .4. General overview of maternal behavior circuits in rodents. The central 
integrator is in the dorsal preoptic area (POA) and the ventral bed nucleus of the stria 
terminalis (VBN), which receives various sensory cues for maternal behavior and distrib� 
utes controls into widespread brain areas, including the medial hypothalamus (MH), the 
ventral tegmental area (VTA), the periaqueductal gray (PAG), the habenula (HAB), and 
the septal area (S). The precise functions of these various areas remain to be identified. 

ine systems can also severely impair maternal behav
ior, including dopamine-selective neurotoxic lesions of 
the VTA, as well as the lateral hypothalamic and dopam
ine target zones in the nucleus accumbens.44 Of course, 
these forms of damage compromise many other sorts of 
appetitive behavior. As discussed in Chapter 8, the VTAM 
centered SEEKING system is a nonspecific appetitive 
system that can mediate many goa!Mdirected behaviors. 
If this oxytocin-VTA interface is relatively nonspecific, 
the additional oxytocin influences, perhaps lower in the 
brain stem, may be essential for engaging specific moti
vational circuits for maternal behavior, such as sensiti
zation of affective responses to specific forms of somaM 
tosensory stimulation such as suckling. We do not yet 
know where those circuits are situated, although there are 
some clues.45 Alternatively, it is possible that oxytocin 
input to the VTA can intrinsically code a subtype of 
appetitive eagerness that is specifically directed toward 
expressions of nurturant behaviors. 

To what extent are the brain circuits for social bonds 
coextensive with those that mediate maternal behavior? 
It is reasonable to suppose that the neurochemical satis
factions of giving birth and the natural urges of mother
hood would prepare the brain for the formation of social 
attachment to the infant. However, we also need to look 
at the social bond from the infant's side, and the mecha
nisms there may be slightly different (see the next chap
ter for a fuller discussion of this distinction). Work on 
such questions is just beginning, but there appears to 
be a substantial overlap between the two processes, at 
least at the neurochemical level, even though we do not 
know yet exactly where in the brain the bonding pro-

cess transpires. The prime neurochemical candidates at 
present are the endogenous opioids, oxytocin, and A VP. 
Neuroanatomically, the best candidate areas are the 
higher brain zones, where damage can disturb mater
nal competence: the amygdala,46 the septal area,47 and 
the cingulate cortex.4& What these specific brain areas 
contribute to maternal competence will have to be 
solved by more sophisticated psychobiological research 
than has yet been conducted. We will certainly have to 
pay more attention to issues such as which brain mecha
nisms mediate social attachments, friendly interactions, 
gregariousness, and various social memories, in addi
tion to specific perceptual and behavioral abilities. 

Brain Systems for Social Bonds 

Social bonding is of enormous psychiatric importance, 
for if it is inadequately established, the organism can 
suffer severe consequences for the rest of its life. A solid 
social bond appears to give the child sufficient confi
dence to explore the world and face a variety of life 
challenges as they emerge. As John Bowlby poignantly 
documented in a series of books,49 a child that never 
had a secure base during childhood may spend the rest 
of its life with insecurities and emotional difficulties. 

Until recently, we knew nothing about the neuro
chemical nature of social bonds. Even though all hu
mans feel the personal intensity of their friendships, 
family attachments, and romantic relationships, there 
was practically no way of studying how these feelings 
might be constructed from specific brain activities. In 

the past score of years there have been several break
throughs: the discovery that neural circuits mediating 
separation distress are under the control of brain opioM 
ids, so and, as already discussed, the developing under
standing of the neurochemical basis of maternal and 
sexual behaviors. 51 In addition, several groups of inves
tigators have started to decode how filial imprinting and 
sexual bonding are neurochemically mediated within 
the brain.52 These lines of inquiry proceeded separately 
for some time, but they are coming together now in quite 
interesting ways. 

The first neurochemical system that was found to 
exert a powerful inhibitory eUect on separation distress 
was the brain opioid system. This provided a power
ful new way to understand social attachments. 53 There 
are strong similarities between the dynamics of opiate 
addiction and social dependence (see Figure 13 .5), and 
it is now clear that positive social interactions derive 
part of their pleasure from the release of opioids in the 
brain. For instance, the opioid systems of young ani
mals are quite active in the midst of rough-and-tumble 
play, and when older animals share friendly time 
grooming each other, their brain opioid systems are 
activated (see Chapters 14 and 15). Finally, sexual grati
fication is due, at least in part, to opioid release within 
the brain. 54 From all this, it is tempting to hypothesize 
that one reason certain people become addicted to ex
ternal opiates (i.e., alkaloids, such as morphine and 
heroin, that can bind to opiate receptors) is because they 
are able to artificially induce feelings of gratification 
similar to that normally achieved by the socially induced 
release of endogenous opioids such as endorphins and 
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enkephalins. In doing this, individuals are able to phar
macologically induce the positive feeling of connect
edness that others derive from social interactions. 55 Is 
it any wonder that these people even become intensely 
attached (classically conditioned) to the paraphernalia 
associated with their drug experiences, or that addicts 
tend to become socially isolated, except when they are 
approaching withdrawal and seeking more drugs? In
deed, opiate addiction in humans is most common in 
environments where social isolation and alienation are 
endemic. Investigators have been able to increase opi
ate consumption in experimental animals simply by 
separating them from companionship. 56 These social 
problems are more understandable in light of the fact 
that positive social emotions and social bonds are, to 
some extent, mediated by opioid-based, naturally occur� 
ring addictive processes within the brain (see Figure 
13,5 and Chapter 14). 

One of the methodological difficulties in studying 
social-bonding in mammals has been the lack of effi
cient laboratory models. By comparison, excellent 
models exist in birds. Konrad Lorenz originally de
scribed the powerful form of social learning that can 
occur in infancy, whereby young animals strongly "imM 
print" upon available social stimuliY Newborn birds 
of species that are born relatively mature (i.e., preco
cious species such as chicks, ducks, and geese) will 
typically learn to follow the first moving object they 
encounter. In this way, young animals normally come 
to follow eagerly after their mothers, and Lorenz eas
ily trained young greylag geese to treat him as their 
surrogate parent. In other words, newborn geese that 

SIMILARITIES B ETWE E N  
O P IATE ADDICTION & SOCIAL DEPENDENCE 

1 )  Drug Dependence 1 )  Social Bonding 

2) Drug Tolerance 2) Estrangement 

3) Drug Withdrawal 3) Separation Distress 

a) PSYCHIC PAIN a) LONELINESS 
b) LACRIMATION b) CRYING 
c) ANOREXIA c) LOSS OF APPETITE 
d) DESPONDENCY d) DEPRESSION 

e)  INSOMNIA e) SLEEPLESSNESS 
f) AGGRESSIVENESS I) I R R ITAB ILITY 

Figure 1 3 .5. Summary of the major similarities between the dynamics of 
opioid dependence and key features of social attachments. 
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were separated from other geese and allowed to spend 
a lot of quality time with Lorenz developed a special 
fondness for him and would persistently follow him 
about as if he were the matriarch of the group. In adult
hood, sexual desires could also be guided by these early 
imprints to take a cross-species course that seemed 
comical from a human, albeit not an evolutionary, per
spective. For instance, Lorenz vividly described how 
he was courted by a blackbird he had hand-reared from 
infancy. A great deal of neuroscientific information is 
available on imprinting, including the demonstration of 
specific brain changes (see next chapter), but we still 
do not satisfactorily understand the neuroanatomical 
pathways and the neurochemical factors that mediate 
these effects. Many researchers believe vasotocin in 
birds and oxytocin in mammals are key factors, but per� 
tinent evidence is scarce. 

However, due to the recent development of an effi
cient mammalian model for studying bonding, compel
ling evidence from laboratory rats indicates that cen
tral oxytocin may mediate the attachment of an infant 
to the mother. Basically, the experimental design was 
to separate pups from their mother for several hours and 
then reunite them for half an hour. Just before each re
union, the mother's ventral surface was sprayed with a 
distinct odor (either lemon or orange), which imparted 
a distinct sensory quality to the reunion episodes. In 
contrast, control animals were simply reunited with a 
cotton wad permeated with those same odors. This was 
done for three successive reunion trials, all occurring 
during a single day. The following day, the attraction 
of the pups to the conditioned odor and other odors was 
evaluated using various measures, including approach 
in runways and place preference tasks. Clearly, only the 
pups that had been reunited with morn exhibited a se
lective approach and an attraction to the odor associ
ated with maternal reunion. This attraction was blocked 
completely in animals that had been given oxytocin 
antagonists. However, giving animals oxytocin when 
they were "reunited" with the cotton wad was not suf
ficient to induce such an attraction. 58 

Considering the importance of oxytocin for mater
nal behavior, it has also been of great interest to deter
mine whether the molecule modulates negative emo
tions that arise from separation. Indeed, as discussed in 
detail in Chapter 14 oxytocin and vasotocin have turned 
out to be extremely powerful inhibitors of the separa
tion call in various species, affirming that social com
fort is produced by the same brain chemistries that help 
mediate maternal and sexual behaviors. 59 

Moreover, it is noteworthy that the oxytocin mol
ecule has special properties to increase the sensitivity 
of brain opioid systems. Organisms typically exhibit tol
erance to opiates, as in the case of addicts who must 
administer ever-increasing amounts to obtain the same 
psychological response. Oxytocin can inhibit the devel
opment of this tolerance. 60 Perhaps the secretion of 

oxytocin in nursing mothers blocks tolerance to opioid 
reward, and thus provides a dual way for the maternal 
experience to sustain social pleasures: not only by di
rectly activating oxytocin-based social reward processes 
but also by sustaining high affective arousal in the 
brain' s  opioid experiences. It would be disastrous if 
mothers lost their ability to feel intense social gratifi
cation from nurturance when children were still quite 
young. Parenthetically, it should be emphasized that the 
male sex factor, A VP, has little ability to reduce sepa� 
ration distress, but as we will see later, it can facilitate 
social memories. Recent work in males also suggests 
that A VP is an important ingredient in sexual bonding, 
as demonstrated in the tendency of field mice to defend 
and prefer the company of certain female partners. Male 
pralrie voles, an especially gregarious mouse strain, will 
choose to spend time with those females in whose com� 
pany they have experienced elevated levels of A VP.6l 

At the present time, A VP, oxytocin, and opioid sys� 
terns appear to be prime movers in the construction and 
maintenance of social bonds in mammals. Vasotocin, 
which is the homologous peptide in birds, may also be 
important in guiding social preferences, but this has not 
been demonstrated yet. Animals also prefer to spend 
more time with other animals in whose presence they 
have experienced high brain oxytocin and opioid activi
ties.62 Thus, it seems as if friendships are cemented by 
the same chemical systems that mediate maternal and 
sexual urges. Perhaps this is one of the primitive emo� 
tional reasons we are more likely to help family and 
friends than strangers (a phenomenon called kin selec* 
tion by sociobiologists). Not only do we simply feel 
better about those we already know than we do about 
strangers, but even their faces, voices, and ways of being 
are engraving more powerful affective imprints in our 
memories. How does this engraving process occur? 

Oxytocin, AVP, and Social Memories\/ 
How do we come to recognize and value friends above 
strangers? Although the answer to this question remains 
complex and poorly understood, we can assume a cen
tral role for brain chemistries that help strengthen and 
consolidate memories made up of positive social expe
riences. Emotionally, there are bound to be connections 
to the mother-infant type bonding processes discussed 
here, as well as the emotional systems that mediate sepa
ration distress (see Chapter 14) and social play (see 
Chapter 15). However, these affective issues interact 
with various special-purpose cognitive mechanisms. 

While humans recognize each other very well by 
sight and sound, with the aid of special-purpose face 
and voice recognition networks situated in specialized 
areas of the temporal lobes, rats generally accomplish 
this by smelL This mode of social recognition has been 
used to develop an effective animal model for the analy-

sis of social memories, relying on the fact that rats get 
acquainted through mutual investigation, especially of 
the ano-genital region (as do dogs). If animals already 
know each other well, they spend considerably less time 
investigating each other than if they are strangers. 63 

The decrease in social investigation as familiarity 
increases reflects social memories, and provides a 
simple way to analyze neurochemistries of the under
lying brain processes. It has been found that adminis* 
tration of A VP soon after a social encounter strength
ens social memories (at least in males; again, females 
remain to be tested!). Conversely, administration of 
AVP antagonists (variou�; molecules that prevent com
munication at A VP synapses) can obliterate the memo� 
ries.64 While data indicated that oxytocin also impairs 
the consolidation of such memories, more recent work 
has demonstrated that only very high doses produce 
such effects. In fact, low doses of oxytocin, which are 
more likely to be in the natural physiological range, 
also strengthen social memories. 65 Thus, the same 
brain chemistries that facilitate various friendly social 
and sexual behaviors also help solidify the memories 
that emerge from those experiences. 

It remains a mystery exactly where and how memo
ries promoted by oxytocin are solidified in the brain. 
Interestingly, however, the hippocampus, which is a key 
brain area for the consolidation of memories, has high 
oxytocin and A VP sensitivity. It is also noteworthy that 
the ability of oxytocin to promote erections in male rats 
is especially easily obtained by infusion of the neu
ropeptide into the hippocarnpus.66 This is perplexing, 
since the hippocampus is not generally thought to con
trol sexuality. However, the dilemma may be easily re� 
solved if one is willing to entertain the possibility that 
the manipulation can evoke sexually arousing memo
ries in the rat's "mind." 

Oxytocin and Peaceful Coexistence ·\(. 
(" Make Love Not War! ") 

Additional research on oxytocin provides yet another 
intriguing piece to the neurosocial puzzle. The chemis
tries that promote pleasure and family values are also 
able to dramatically reduce irritability and aggressive
ness. It has long been known that human societies that 
encourage physical closeness, touching, and the free 
flow of intimacy tend to be the least aggressive in the 
world. For instance, it has been documented that soci
eties that exhibit high levels of physical affection to* 
ward infants and children and permit premarital sex are 
generally low in adult physical violence, while those 
that are low in physical affection and punish premari� 
tal sex tend to be more violent.67This, of course, makes 
a great deal of evolutionary sense: If one is socially well 
satisfied, there is little reason to fight. However trite this 
may sound, the principle is profound and supported by 
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brain research. Both opioids and oxytocin (but not 
A VP!) are powerful antiaggressive molecules,68 and 
they also have a powerful inhibitory effect on separa
tion distress. For the present purposes, let us focus on 
the oxytocin part of the story. 

Oxytocin administration reduces aU forms of aggres
sion that have been studied. Perhaps the most intrigu
ing one is infanticide-the tendency of animals, espe
cially strange males, to kill the young in a territory they 
have successfully invaded;69 this is an especially com
mon (mis)behavior in male rats. Oxytocin, whether 
given peripherally or centrally, dramatically diminishes 
this tendency.7° Since it has been found that sexual ex* 
periences promote oxytocin synthesis in the male brain, 
we might expect that access to sexual contact would also 
make males less aggressive. Indeed, as mentioned in 
Chapter 10, it has recently been discovered that sexual 
activity diminishes the tendency of male rats to exhibit 
infanticide. This peaceful tendency grows as a function 
of the number of weeks that have followed copulation, 
peaking at three weeks after the sexual encounter.71 

This curious fact makes good evolutionary sense: 
The male rat has a mechanism in its brain that decreases 
the likelihood that it will kill its own young. In rats, it 
typically takes three weeks from the time of successful 
fertilization to the time of birth. Thus, it would behoove 
a male rat to restrict its pup-killing ways maximally at 
about 21  days following sexual activity. As mentioned 
in Chapter 10 (see Figure 10.7), this is exactly what 
happens.72 Although it has not yet been demonstrated 
that this effect is directly attributable to the lingering 
effect of brain oxytocin dynamics, it is certainly a rea
sonable place for investigators to search for a physio
logical explanation. In rodents, however, it has been 
shown that free access to sexual gratification can lead 
to an enormous threefold elevation in oxytocin levels 
in some parts of the male brain. Apparently, sex pro
motes the synthesis of nurturant and antiaggressive 
neurochemistries in the male. Of course, the female is 
already endowed with abundant activity in this system. 
Perhaps this brain change, which brings male chemis
tries closer to those of the female, is one that coaxes 
males to become supportive and nurturant fathers. This 
is a socially attractive idea, but only future research will 
tell us to what extent it can subvert the strong positive 
linkage that also exists between sexual desire and the 
arousal of male jealousies and ensuing tendencies to
ward aggression (see Chapter 10). 

Experience-Induced Maternal Behavior 

It makes good evolutionary sense for an animal not to 
"waste" much effort taking care of another animal's 
offspring-time that would be better spent looking after 
the welfare of one's own genes. Thus it is perplexing 
that the mere exposure to young infants can induce 
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nurturant behaviors in some animals, a phenomenon that 
has been studied extensively in rats. 

Since work on this question can only be conducted 
in animals that normally do not exhibit infanticide, only 
certain individuals can be tested for the induction of 
nurturance. Those laboratory rats that do not exhibit 
infanticide can be induced to gradually exhibit materM 
nal behavior by the simple maneuver of repeatedly exM 
posing them to infant rats. Although they are not at
tracted by this opportunity at the outset (due, in part, to 
the smell aversion discussed earlier), the animals gradu
ally begin to show interest in the pups, and eventually 
most will exhibit well-organized maternal behaviors. 

This artificial induction of maternal behavior has 
been termed concaveation or sensitization by different 
authors.73 It should come as little surprise that mature 
virgin female rats typically exhibit the behavior more 
rapidly (about four to seven days) than males (about six 
to eight days).74 This finding indicates that adult female 
brains can be sensitized more readily, but-we do not yet 
know how or where in the brain this phenomenon is 
elaborated. It does seem to correspond to an increase 
in prolactin and oxytocin output of the pituitary. One 
reasonable hypothesis is that the experience with the 
pups gradually leads to increased genetic expression of 
these neuropeptides within the relevant brain circuits, 
but that remains to be empirically demonstrated. It is 
noteworthy, however, that among juvenile rats, which 
normally exhibit a brief natural period of great interest 
in small pups (maybe the rat analog, or even homolog, 
of playing with dolls), sensitization progresses very 
rapidly, and slightly more rapidly in young males than 
in females. 75 However, this period of heightened "in
trigue" with infants is short-lived, and throughout most 
of adolescence, juvenile rats are not as strongly attracted 
to baby rats. 

The tendency of young male rats to sensitize more 
rapidly than females suggests that the organizational 
effect<; of early hormones that lay down a male brain 
do not inhibit the sensitization process. Indeed, the 
faster sensitization may be an adaptive way for males 
to obtain early experience with nurturant behaviors that 
they may need later in life. In this context, it is worth 
reemphasizing that males from prenatally stressed moth
ers (i.e., those with homosexual tendencies described 
in the previous chapter) exhibit sensitization faster than 
their "normal" nonstressed counterparts. On the con� 
trary, females from these same stressed mothers show 
the opposite trend; their acquisition of maternal tenden
cies is impairedJ6 

Whether these effects are present in other species, 
such as humans, and whether they are caused by 
changes in the responsivity of brain oxytocin systems 
remain unknown. However, the potential implications 
of such findings for understanding the learning pro
cesses that contribute to human social bonding, as well 
as problems in nurturant motivation, deserve wider at
tention. Might such processes explain the emotional 

difficulties and temperamental differences that exist 
among human mothers? Can difficulties in human bond� 
ing be explained by the disruption of such neural dy
namics? Do human mothers have a special window of 
opportunity when they would bond most effectively 
with their infants? Do mothers who exhibit bonding 
problems have difficulties in recruiting the relevant 
brain chemistries? Can medical assistance be provided 
in such cases? And, perhaps most important, can fathers, 
who seem to be instinctively less nurturant than moth
ers, be induced to be more nurturant by facilitating cer
tain neurochemical processes? We simply do not know 
at the present time, but we can begin to entertain such 
questions. The probability that simple administration of 
oxytocin (in a brain-accessible form) would promote 
social tendencies seems remote. Many of the dynamic 
changes in sensitivity within this system reside in the 
proliferation and location of oxytocin-receptive fields, 
which vary widely as a function of species and a host 
of physiological variables.77 

Species also differ widely in the temporal dynam
ics of the social bonding processes. To some extent this 
is related to how mature the offspring are at birth. As 
already indicated, animals that have very altricial (i.e., 
immature) offspring, like rats and humans, generally 
exhibit a wider "window of opportunity" for social 
acceptance than precocious species, like sheep, whose 
young are born very mature.n Generally, rat mothers 
sequester their offspring in nests and exhibit a great deal 
of tolerance if their babies are replaced with strangers. 
They appear to be satisfied as long as some young re
main in the nest, for they seem to be attached more to 
the general concept of having babies in their nests than 
to their own specific babies, presumably because the 
appearance of strangers has been a rare event in their 
evolutionary history. On the other hand, in most herbi
vores, babies are born motorically precocious, and the 
mothers must rapidly establish discriminating bonds. 
Sheep are an interesting species in this regard. Moth� 
ers typically tolerate and feed only their own lambs, or 
only those lambs with which they have developed so
cial bonds within the first hour or two after birth. This 
is based primarily on olfactory recognition processes. 
If ewe and lamb are separated for several hours after 
birth, the window of bonding opportunity passes, and 
mothers will then reject the care-soliciting overtures of 
their own lambs, butting them and refusing them op
portunities to nurse. 79 

However, as previously indicated, once the window 
of opportunity has closed, it can be opened once more 
by two manipulations. First, "reminding" mother sheep 
of the birthing experience, via artificial vaginocervical 
stimulation, puts the mother in a mood to accept lambs 
once more for another hour or two. so They become 
bonded and exhibit full maternal care. As we know from 
sex research summarized in the previous chapter, this 
type of stimulation activates oxytocin systems in the 
female brain, and perhaps that is the key. Indeed, the 

other method of reinducing bonding is to simply admin
ister oxytocin into the mother's brain; this will reopen 
the window of maternal acceptance.81 Parenthetically, 
it should be noted that in sheep, opioids do·not promote 
active acceptance of lambs, but they do reduce the ten� 
dency of female sheep to actively reject strange lambs.82 
Thus, it is likely that oxytocin is more important than 
endogenous opioids in the mediation of maternal re� 
sponsivity at least in sheep. 

Considering the importance of oxytocin in sexual 
behavior and the mediation of mother-infant bonds, we 
must suspect that sexual interactions among consenting 
adults may neurophysiologically facilitate the consoli
dation of social attachments, thereby promoting the 
more nurturant forms of human love. However, before 
the final story is told, we will have to work through 
many complex empirical details, including issues re
lated to the nature of altruism and emotions such as 
possessiveness and jealousy .s3 

Thoughts on Altruism 

Since there are circuits and neurochemistries for nur� 
turance in the mammalian brain, and since social bond� 
ing in mammals is largely a learned phenomenon, the 
possibility arises that humans may be able to sincerely 
extend love and altruism toward strangers. Indeed, we 
were all impressed recently when Binti the gorilla, of 
the Brookfield Zoo on the outskirts of Chicago, saved 
a young boy who fell into her "home." This act of con
cern impressed many, and it surely emerged from the 
types of CARE circuits that we share as mammals. To 
help commemorate such events, and to highlight the 
very nature of maternal instincts and the social bond, 
the portrait of motherhood depicted in Figure 13.3 was 
commissioned. The existence of maternal care should 
broaden our thinking about altruism. 

However, sociobiologists have advised us that "true 
altruism" cannot exist in any animal, for to sacrifice 
one's good for the sake of others would be a self
defeating genetic strategy. Self-sacrifice typically oc
curs only in relation to kin, when it helps one's own 
gene pool. Although all this is true, we should remem� 
ber that in mammals the social bonding: mechanisms are 
based on learning and are certainly more pervasive than 
the innate mechanisms for "kin recognition."84 We can 
learn to love other animals. It is especially important 
to emphasize that the experience of motherhood is a 
powerful force in promoting future nurturance. Thus, 
while a virgin female rat's nurturant urges require many 
days to become sensitized, those of a female who has 
once been a mother are engaged rapidly, usually in less 
than a day. Similar processes exist in humans.85 

The acquisition of nurturant behavior leaves a seem
ingly indelible imprint on a creature's way of being in 
the world. Although learning is most likely to operate 
in the presence of genetic kin (for simple geographic 
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reasons), in a cosmopolitan human world, bonding can 
become broader. Mass communication can potentially 
promote wider networks of bonding than is common in 
nature, assuming, of course, that a long-term "bonding 
window" remains partially open for humans as they 
mature. This broad albeit frail window of opportunity 
may be the best hope for the future of humankind. 

In any event pro-social affiliative and bonding ten
dencies should be cultivated and accorded a value on a 
par with testosterone-driven power-urges. Indeed, the 
two can sometimes be productively joined, as they are 
in international etiorts such as the Olympic Games. How 
this might be achieved in other arenas of human life de
serves more attention from sociologists and political sci
entists (see "Afterthought," Chapter 16). Whether and 
how we shall choose to promote or hinder nurturance 
across cultural and geographic borders remain societal 
and political questions of momentous proportions. 

AFTERTHOUGHT: 
The " Mere-Exposure" Effect 

One of the most intriguing general psychological phe
nomena related to those discussed here is called the 
"mere-exposure" effect If one simply exposes animals 
to various stimuli, they begin to develop a preference 
for those stimuli, especially if they have been paired 
with positive affective experiences.86 This effect is per
vasive and applies to all species and most objects that 
have been studied. 87 If one has been exposed to certain 
foods, one begins to prefer those foods.88 If one has been 
exposed to certain objects and places, one begins to 
prefer those objects and places.89 Indeed, place attach
ment arises from mere exposure, which may have been 
one of the antecedent processes for social bonding. 
Much of the mere-exposure effect operates at a subcon
scious level and may be related to other preconscious 
evaluative effects of emotional stimuli. For instance, it 
has been demonstrated that if one simply exposes 
American students to written Chinese characters they 
do not understand, some of which are preceded by a 
brief subliminal presentation of a smiling face, subjects 
will later prefer those characters as opposed to ones that 
were shown without affective priming.90 

The attraction of familiar experiences may have far� 
reaching consequences: Humans who have been ex
posed to certain ideas often begin to prefer those ideas. 
Perhaps the most poignant example of this is the ease 
with which people can defend ideas they have held dear 
since childhood or even a short while, and how easy and 
natural it is to contradict the new ideas of others. Al
though one can readily conjure up exceptions to this 
pattern (e.g., as encapsulated in the phrase "familiarity 
breeds contempt''), the mere�exposure effect is a re
markably robust experimental finding. Indeed, some 
have suggested that social bonding or imprinting may 
simply reflect this type of process.91 
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The effect has also been used to focus investigators' 
attention on the possibility that unconscious evaluative 
processes may be important in the generation of emo
tional states and judgments. 92 Indeed, it is possible that 
this phenomenon may be reflected in the many psycho
behavioral processes described in this chapter. If so, it 
would be important to clarify the neurobiological under
pinnings of the mere-exposure effect, but relevant re
search is scarce. 

It might be worthwhile to consider whether some of 
the chemistries that participate in  the elaboration of 
social processes may also play a role in the generation 
of this interesting phenomenon.93 Might opioids and 
oxytocin, as well as other bonding chemistries, be im
portant in molding and modulating the mere-exposure 
effect? Conversely, what might be the role of other 
affectively positive neurochemistries such as dopam
ine, which do not appear to be important for bonding? 
If we begin to understand the mere-exposure effect, we 
may also shed light on what it means to feel relaxed and 
comfortable in a given situation. The mere-exposure 
effect may be a major affective process that allows ani
mals to become accustomed to new situations effi
ciently. Is the feeling of deja vu generated by the re
lease of such chemistries? The mere-exposure effect 
may be an especially beneficial adaptation for animals 
that migrate, as well as for ones that are exposed to a 
variety of social stimuli. 

Indeed, social tolerance may be promoted by mere 
exposure. Recall the young cats that were brought up 
with rats (see Chapter 2); they did not attack rats when 
they became adults. This speaks strongly for the bene
fits of exposing children to a diversity of other indi
viduals and cultu,res when they are young.-The more 
they have experienced of the world, the more accept
ing they will be of diversity. Wise governments will 
promote the use of mass media for such purposes, 
rather than undermining support for public broad
casting, educational endeavors, and endowments 
for the humanities, as is popular in some reactionary 
quarters. 

In sum, specific brain systems He at the heart of com
plex neuroevolutionary programs that generate the deeply 
social nature of mammals. Psychobiologists have started 
to recognize and untangle the neural underpinnings that 
control social motivation within the old mammalian 
brain. Nurturant behaviors can become a habit, at least 
partly independent of the basic brain substrates from 
which they were initially constructed. The potential im
plications of such lines of investigation are profound. 
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1 4  

Loneliness and the Social Bond 
The Brain Sources of Sorrow and Grief 

I have perceiv' d that to be with those I like is enough, 
To stop in company with the rest at evening is enough, 
To be sun·ounded by beautiful, curious, breathing, laughing flesh is enough, . 

I do not ask any more delight, I swim in it as in a sea. 
There is something in staying close to men and women and looking on them, 
and in the contact and odor of them, that pleases the soul well, 

All things please the soul, but these please the soul well. 

Walt Whitman, "I Sing the Body Electric" (1 855) 

CENTRAL THEME 

One of the great mysteries of psychology is the nature 
of the "something" that Walt Whitman extols in his 
masterpiece "I Sing the Body Electric." That subtle feel
ing of social presence is almost undetectable, until it is 
gone. We simply feel normal and comfortable when we 
are in the midst of friendly company, and that same fee!M 
ing becomes warmer when we are among those we love 
deeply, especially when we have not seen them for some 
time. We often take these feelings, like air itself, for 
granted. But we should not, for when this feeling of nor
malcy is suddenly disrupted by the undesired loss of a 
lover or the unexpected death of a loved one, we find 
ourselves plunged into one of the deepest and most 
troubling emotional pains of which we, as social crea
tures, are capable. In everyday language, this feeling is 
called sorrow or grief, and it can verge on panic in its 
most intense and precipitous forms. At a less acute but 
more persistent level, the same essential feeling is called 
loneliness or sadness. This psychic pain informs us of 
the importance of those we have lost. In psychologi
cal terms, "importance" is not easy to define, but in evo
lutionary terms it is. We grieve most when we lose those 
in whom we have invested a great deal of genetic ef
fort (our children) or those who have helped us to thrive 
(our parents, friends, and relatives)-in short, when we 
lose those with whom we have social bonds. Obviously, 
the loss of a parent is most acute when one is young 
and still dependent; the pain is less intense and pro
tracted when a grown child loses an elderly parent. On 

the other hand, when adults lose a child, their genetic 
and emotional future is compromised forever, and their 
pain is as intense and lasting as that of a child who loses 
a nurturant caregiver. This type of psychic pain prob
ably emerges from a brain emotional system that evolved 
early in the mammalian line to inform individuals about 
the status of their social environment and to help cre
ate our social bonds. Neuroscience is struggling to 
come to terms with the nature of such intrinsic brain pro
cesses, and it is becoming clear that several ancient 
emotional systems control our social inclinations. In the 
course of brain evolution, the systems that mediate 
separation distress emerged, in part, from preexisting 
pain circuits. Here we will call this neural system the 
PANIC circuit. It becomes aroused when young animals 
are separated from their social support systems. We can 
measure this arousal in several ways, perhaps most ef
fectively by monitoring the separation calls young ani
mals emit when left alone in strange new places. Since 
opioid systems had already evolved to modulate the 
intensity of physical pain, it is not surprising that these 
same neurochemistries can soothe the pain evoked by 
social isolation. As mentioned in the previous chapter 
(see Figure 13.5), this work was initiated by the real
ization that there are remarkable similarities between 
the dynamics of opiate addiction and social dependence. 
Other systems that are important in quelling this emo
tion are oxytocin- and prolactin-based neural activities. 
We now know where PANIC circuits are situated in the 
brain, and which neurochemistries transmit the message 
of distress. This knowledge addresses the essence of our 
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nature as social creatures, allowing us to construct cred� 
ible hypotheses about which neurochemistries contrib
ute to creating the emotional bonds that link us with 
our fellows. The existence of such brain systems may 
eventually help explain the sources of human empathy, 
altruism, and Jove, as well as depression and autism. 

On the Nature of the Social Bond 

Imagine an archetypal situation: The life of a young 
sea otter is completely dependent on the care provided 
by its mother. After his sexual contribution, the father 
pays little heed to his young. It is the mother's job to 
be both caretaker and food provider, as often as not, 
on the open sea. The pup's life revolves around mater
nal devotion. When she dives beneath the dark surface 
of the water for food, being absent from her infant's 
side for many minutes at a stretch, the young otter 
begins to cry and swim about in an agitated state. If it 
were not for those calls of distress among the rising 
and falling waves, young otters might be lost forever. 
Their security and future are unequivocally linked to 
the audiovocal thread of attachment that joins them to 
their mothers. It is the same for all mammals. At the 
outset, we are utterly dependent creatures whose sur
vival is founded on the quality Of our social bonds
one of the remaining great mysteries, and gifts, of 
nature. 

Only a few decades ago, behavioral scientists be
lieved that social bonds emerged from an animal' s  ex
perience of reinforcement contingencies arising from 
the receipt of conventional rewards. The idea was that 
young children loved their parents simply because they 
provided food, water, shelter, and warmth. There was 
no evidence that the brain contained emotional systems 
to directly mediate social bonds and social feelings. This 
behaviorist view began to change when it was shown 
that human babies fail to thrive if they do not receive 
physical affection. The classic studies of Rene Spitz in 
the 1940s demonstrated that babies in orphanages 
needed types of sustenance other than simply food and 
water to thrive.1 Without caring human contact, many 
died prematurely, and the lesson is being learned once 
again in the orphanages of Rumania and other former 
eastern block countries. It is now widely accepted that 
all mammals inherit psychobehavioral systems to me
diate social bonding as well as various other social 
emotions, ranging from intense attraction to separationM 
induced despair. 

This 3ame phenomenon has now been seen in many 
other creatures, ranging from primates to birds, but the 
details vary considerably from one species to another. 
The diversity of behavioral and physiological changes 
that accompany social isolation have been most com
pletely studied in rats and primates, and the responses 
are quite similar. For instance, although young rats ex-

hi bit a very short period after separation when they emit 
separation calls (see Figure 2.1), they show many other 
long-lasting changes, including decreases in body tem
perature, sleep, and growth-hormone secretion, along 
with increases in brain arousal, behavioral reactivity, 
sucking tendencies, and corticosterone secretion.2 The 
patterning of these responses is influenced by complex 
physiological controls, but an understanding of brain 
emotional changes also will be essential to explain this 
symptom complex. 

We are beginning to understand the neural nature 
of separation distress and closely intermeshed social 
attachment systems. Not surprisingly, they are closely 
related evolutionarily and neurochemically to the emo� 
tional systems discussed in the last two chapters. My 
premise here is that a detailed analysis of the brain 
mechanisms that generate separation distress-as in
dexed by separation calls and the physiological conse
quences of social isolation-provides a significant way 
for us to understand the neurobiological nature of so
cial bonds. Here I will focus on the primal brain sys
tem that mediates the emotional anguish of losing some� 
one you love. 

There are good reasons to believe that neurochem
istries that specifically inhibit the separation-distress or 
PANIC system also contribute substantially to the pro
cesses that create social attachments and dependen
cies-processes that tonically sustain emotional equi
librium and promote mental and physical health 
throughout the lifetime of all mammals. 

The mammalian brain contains at least one inte
grated emotional system that mediates the fonnation of 
social attachments. The affective components of this 
system are dichotomous-behaviors and feelings of 
separation distress on one hand, and those of social 
reward or contact comfort on the other (Figure 14.1) .  
The existing data suggest that arousability in this sys
tem is controlled by multiple sensory and perceptual 
inpul<>, and that the evolutionary roots of the system may 
go back to more primitive control mechanisms such as 
those elaborating place attachments in reptiles, the basic 
affective mechanisms of pain, and fundamental crea
ture comforts such as thermoregulation. 3 

One of the key issues for future research will  be 
whether social reward processes exist independently of 
the neurochemistries that can inhibit separation distress. 
It is remotely possible that there is no distinct social 
reward process, since the candidate systems-the opio
ids, oxytocin, and prolactin-all inhibit separation dis
tress quite welL Perhaps the rewards obtained from 
interactions such as rough-and-tumble play (see Chap
ter 15) may eventually yield such a unique reward sys
tem, but there is insufficient neural evidence to allow 
us to reach any definitive conclusions. At present, the 
most workable approach to understanding the nature of 
social attachments is through the brain mechanisms that 
control feelings of separation distress. 
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Figure 1 4 . 1 .  Schematic 
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system for social affect. 
(Adapted trom Panksepp 
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The Experience of loneliness and 
Nonsexual love 

THERMOREGULATION 

Social bonding in the mammalian brain probably goes 
hand in hand with the experience of loneliness, grief, 
and other feelings of social loss. To be alone and lonely, 
to be without nurturance or a consistent source of erotic 
gratification, are among the worst and most common
place emotional pains humans must endure. Indeed, as 
noted in Figures 13.5 and 14. 1 ,  the brain mechanisms 
of separation distress probably evolved from more an
cient pain mechanisms of the brain. Love is, in part, the 
neurochemically based positive feeling that negates 
those negative feelings. 

Social attachments are probably promoted by the 
ability of certain interactions (and their attending neu
rochemistries) to alleviate that mild form of separation 
distress that we call loneliness. Brain opioids were the 
first neurochemistries discovered to powerfully reduce 
separation distress. As predicted by the opiate theory 
of social attachment (see Figure 13.5), drugs such as 
morphine that powerfully reduce crying in animals (Fig
ure 14.2) are also powerful alleviators of grief and lone
liness in humans.4 Indeed, as mentioned in Chapter 13, 

PAIN 

CONTROLS 

et al., 1997; see n. 3.) 

opiate addiction may emerge largely because we have 
brain systems that were designed by evolution to me
diate various pleasures, including those that arise from 
friendly social relationships; individuals who cannot 
find those satisfactions in their personal lives will be 
tempted to succeed by pharmacological means, and this 
can lead to social isolation. For instance, the French 
artist Jean Cocteau recollected in his diary how opium 
liberated him "from visits and people sitting round in 
circles."5 

Indeed, the fact that such molecules can alleviate 
sadness was documented many millennia ago: In 
Homer's Odyssey, we share in a reunion of warriors who 
had participated in the Trojan War, to rescue Helen of 
Troy. Although Helen was returned to Greece, many 
warriors, including Odysseus, did not return home 
across the wine-dark sea. At a memorial gathering, to 
Helen's dismay, the thoughts and feelings of the cele
brants turn darkly to their lost compatriots, and 

A twinging ache of grief rose up in everyone . . .  
But now it entered Helen's mind 
to drop into the wine that they were drinking 
an anodyne, mild magic of forgetfulness. 
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SEPARATION DISTRESS IN PUPPIES 
AS A FUNCTION OF LOW OPIATE DOSES 
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Figure 1 4.2. Dose-response analysis of the ability of very low doses of 
morphine to reduce separation distress in  6-8-week-old puppies of a hybrid 
beagle x Telomian hybrid cross and purebred beagles. (Adapted from 
Panksepp et aL, 1978; see n. 4.) 

Whoever drank this mixture in the wine bowl 
would be incapable of tears that day-
though he should lose mother and father both, 
or see, with his own eyes, a son or brother 
mauled by weapons of bronze at his own gate.6 

It is likely that the anodyne Helen used was either 
tincture of opium or cannabis. Most believe it was the 
former, and modem pharmacological evidence clearly 
supports that conclusion.7 With the limited pharma
copoeia of the times, Helen could only have sustained 
the convivial spirits of the celebrants with a substance 
that activates the large synaptic membrane protein that 
we now know to be the mu and delta opiate receptors 
(for distribution, see Figure 6.8). These receptors are 
among the brain's most powerful modulators of pain, as 
well as the very source of opiate addiction in humans. In 
fact, three major varieties of opiate receptors and opiate 
transmitters have been identified in the brain: The endor
phins interact primarily with mu receptors, the enkepha
lins with delta receptors, and the dynorphins with kappa 
receptors. Separation distress is most powerfully inhib
ited by brain opioids that interact with mu receptors, 
which also mediate opiate addiction. The most powerful 
endogenous opiate-like molecule that interacts with the 
mu receptor is B-endorphin, which also has the most pow
erful ability to alleviate separation distress.8 

There is good reason to believe that several endog
enous opioids are important in the control of social 
emotions, the elaboration of social attachments, and 
various forms of human love, both nurturant and erotic.9 
Nurturant love emerges between parents and children 

and seems different in obvious respects from sexual 
love. But are they really so vastly different in the deeper 
recesses of the brain? We simply do not know, for love 
is a difficult concept to biologize, unless we are willing 
to take some conceptual risks. There has been some theo� 
retical speculation, although no hard data, suggesting 
that emotional infatuation and erotic love may be pro� 
moted by brain dopamine systems and mild dopamine
type psychostimulants such as phenethylamine, which 
occurs in fairly high levels in chocolate (which many 
of us "love"). The same type of argument could be made 
for anandamide, the endogenous cannabinoid-type 
molecule, also present in chocolate. 10 The database for 
such assertions remains nonexistent, and the argument 
that such molecules may reduce feelings of social isow 
lation is further weakened by the fact that these mole
cules are not very effective in quelling separation dis
tress in animals. Perhaps chocolate and other tasty foods 
help lonely people to cope better psychologically be
cause pleasurable tastes activate endogenous opioid 
systems (see Chapter 9). 

As we saw in the previous two chapters, one plau
sible way of thinking is that nurturant love emerges from 
brain systems that promote parental attachments, while 
erotic love may emerge from brain systems that gener
ate sexual seeking. If so, the first might be more opiate
and oxytocin-based, while the latter is more dopamine
and vasopressin-based. But even if such hypotheses are 
on the right track, the two could not be completely dis
tinct in the tangled neurochemical skein of the brain. 
Dopamine and opioid systems interact in several inter
esting ways, including through the arousal of brain 

dopamine by opiate receptors within the ventral tegmen
tal area (VTA) and opiate inhibition of dopamine ac
tivity in the terminal fields of the striatum. Likewise, 
oxytocin has a diversity of neural interactions, includ
ing complex interactions with opiate and psychostimulant 
effects in the brain. 1 1 

If credible experimental approaches to disentangling 
such questions are ever developed, it will be remark
able to behold how erotic love and nurturant love are 
dynamically intertwined within subcortical neural cir
cuits, and we may begin to understand why they are 
often tangled in  the higher cognitive reaches of our 
minds. Fortunately, there are some more basic questions 
that can be answered definitively at the present time. 

Attachment Styles and an Overview of 
the PANIC System 

During the past several decades, developmental psy
chologists have constructed a coherent theoretical view 
of the nature of social attachment. They have observed 
that children exhibit a variety of attachment "styles," 
or temperaments, that have strong genetic and environ
mental antecedents. 12 Some are securely attached, while 
others are not. Securely attached children are confident 
of receiving social support from their parents or other 
caretakers. They are generally outgoing and tend to 
confront life with optimism and enthusiasm. By com
parison, insecurely attached children are timid and do 
not readily become engaged with new situations. In fact, 
children who are insecure about their social support 
exhibit two major emotional and behavioral patterns of 
"neediness." Some are excessively clingy and seem to 
need more than the usual amount of attention from their 
caretakers. Others choose to distance themselves from 
social contacts, avoiding social situations presumably 
because they are not confident of receiving the positive 
support and feedback they crave. Perhaps they have felt 
rebuffed so often that they no longer reach out to oth
ers. In order to subsist comfortably, they have become 
cognitively detached from their emotional desires. 1 3  

How these attachment tendencies emerge from the 
fabric of the brain has remained a mystery until recently. 
Now, work on animal emotionality is beginning to reveal 
the neuromotivational forces that may mediate such 
social feelings. An especially promising line of work is 
emerging from the detailed analysis of one behavioral 
measure-the vocal "crying" aroused by social isolation 
in young animals. Some label these "isolation calls," oth
ers refer to them as "distress vocalizations," and others 
simply call it ''crying" (a label that many behavioristically 
oriented investigators deem too anthropomorphic). The 
label is less important than the fact that there is an intrin
sic neural system in the brain, here labeled the PANIC 
system, that mediates this strong emotional response. 

As we will see, the PANIC circuits have been mapped 
out with localized electrical stimulation. To the best of 
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our modest knowledge, such circuits help create the 
emotions organisms experience as a result of social iso
lation and loss of social comfort. Presumably, social 
attachments emerge, in part, from environmental events 
activating brain chemistries that can reduce arousal in  
these distress circuits. 

The Separation-Distress System and 
Social Attachments 

Since the infants of all mammalian species remain quite 
helpless for a variable period of time following birth, 
they must have strong distress signaling mechanisms 
to solicit and sustain parental care. Isolation calls, or 
distress vocalizations (DVs), as they will be called here, 
are one of the most primitive forms of audiovocal com
munication (Figure 14.2); the underlying brain mecha
nisms are probably shared homologously in all mam
mals, even though there is bound to be substantial 
variation among different species depending on their 
socioecological circumstances. For instance, socially 
deprived young rats do not vocalize in response to sepa� 
ration as much as many other species (see Figure 2.1), 
presumably because their underlying affective response 
system is comparatively rudimentary. This is true for 
most animals that are born very altricial (i.e., develop
mentally immature), since the probability that they will 
stray from the nest is remote. Young rats also are not 
strongly attached to their mother (i.e., any mother will 
do as heater and "feed bag"). Only when they become 
mobile do they exhibit a period of clear social bond
ing, but their responses still do not compare with the 
vigor seen in other species, ranging from birds to pri
mates, that exhibit powerful, unambiguous, and long
lasting social bonds. 

Human infants are also born very immature, and they 
do not begin to exhibit true separation distress and spe
cific social attachments until their motor system has 
matured sufficiently for them to wander off and get lost. 
At about half a year of age, human babies begin to make 
sad and sometimes angry sounds of protest in order to 
attract the attention of caregivers when they are left alone 
for too long. This emotional response is a robust feature 
of childhood for many years, but

. 
it persists for only a few 

months in most other mammals because, in relative tern1s, 
their "childhood" is much shorter than ours. 

In any event, DVs emerge quite promptly whenever 
young animals are left alone in strange new places. The 
proximity of a caretaker is typically sufficient to totally 
inhibit the calls in both humans and other species (Fig
ure 14.3).14 The home location can also inhibit separa
tion distress to a modest extent, suggesting that sepa
ration-distress systems may be evolutionarily related to 
ancient mechanisms of place attachment. In most spe
cies, the mother is more effective in quelling distress 
than the father, but there are exceptions: As mentioned 
in the last chapter, among the titi monkeys of South 
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G u inea Pig DVs as a Function of Age and Testing Condition 
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Figure 1 4.3.  Distress vocalizations of young guinea pigs as a function of age, tested 
either alone or with mother in familiar and unfamiliar environments. (Adapted from 
Pettijohn, 1979; see n. 14.) 

America, the young are more attached to fathers, even 
though mothers provide most of the food. Indeed, in this 
rare species, mothers tend to become agitated if left 
alone with infants, apparently because they are more 
strongly bonded to their mates than to their own in
fants. 15  These mothers just don't seem to like being 
alone with their young. 

The fact that the neural systems for separation
induced crying emerged from more primitive distress 
mechanisms, such as those that mediate pain and feel
ings of coldness (Figure 14.1) ,  raises a major method
ological issue: How shall we discriminate the various 
types of cries? Even before they fully recognize their 
social circumstances, infants of most species respond 
to pain, hunger, and irritation by crying. In animals, 
there is evidence to suggest that separation-induced 
DVs can be distinguished from cries of pain on neu
roanatomical and neurochemical bases, as well as via 
an analysis of sound spectrum characteristics.16 How
ever, because of the evolutionary relations between 
separation and pain mechanisms, they also share many 
contrcls-such as opioid-induced inhibition, as already 
mentioned. 

In the presence of adults who have bonded with the 
young, DVs have the common effect of arousing the 
attention and typically the caregiving motivations of 
caretakers. Many experiments have now shown that the 
infant's call of distress is highly arousing and a power
ful attractant to the parents. They investigate locations 

from which such sounds emanate, even if they are only 
tape-recorded, with mothers typically exhibiting stron
ger responses than fathersY Is it because the cries of 
infants arouse resonant feelings of distress more readily 
in mothers than in fathers? Since no one has made the 
appropriate brain measurements, we do not yet know. 
However, we do know that specific locations in the 
auditory system, in both the inferior colliculi and the 
medial geniculate nuclei, are highly tuned to receive and 
process these primal communications.18 

Even though there are many species differences in 
the detailed expression of bonding and distress mecha
nisms in the brain, it is assumed that the arousal of 
PANIC circuits is one of the major forces that guides 
the construction of social bonds. When these circuits 
are aroused, animals seek reunion with individuals who 
help create the feeling of a "secure neurochemical base" 
within the brain. Presumably, the young animals that 
exhibit the most intense separation responses will be the 
ones that exhibit the strongest social dependencies and 
are the most susceptible to psychiatric disorders that 
emerge from feelings of social loss. 

It is reasonable to assume that the underlying neu
ral dynamics within the PANIC system are especially 
important in allowing organisms to care for each other. 
Exactly how a concerned attitude is promoted within 
caretakers' brains by hearing distress calls from their 
infants remains unknown, but I would suggest that the 
sounds of crying arouse distress circuits in parents that 

parallel the distress of the children. If so, associated 
learning systems may rapidly establish the knowledge 
that an optimal way to reduce distress in both is for the 
parents to provide care and attention to their offspring. 
One of the most powerful sensory signals of care is 
direct contact, and touch appears to activate endogenous 
opioid systems, thereby reinfOrcing the social bond. l9 

If no bonds exist, the sound of distress calls may sim
ply be perceived as an irritation, which in humans could 
easily lead to child abuse. Through a poorly understood 
reciprocity of social emotional systems, pro-social activi
ties are initiated and sustained between parents and their 
infants. Pro-social acts are the instantiation of social 
bonds, and at present they are the only way we can moni
tor the underlying feelings. Obviously, in humans the role 
of cognitive factors, for better and worse, can often over� 
ride emotional concerns. As we saw in the example of 
Netsilik behavior in the previous chapter, humans some
times must make very difficult choices in caring for their 
offspring. In any event, when care is provided, emotion
ally distressed children rapidly exhibit responses of com
fort and satisfaction, even though, if the care has taken 
too long to arrive, they may also harbor some resent
ments, as indicated by a transient phase of social detach
ment upon reunion. Adults often do the same. Appar
ently, through such social reciprocities, the social bond 
between related animals is first established and periodi
cally strengthened. 

Thanks to the clarity of separation-distress patterns, 
a study of this emotional processes in animals provides 
one of the most powerful lines of evidence for guiding 
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our thinking about the deep neural sources of loneliness 
and social attachments in humans. These lines of thought 
also have the potential to highlight the primal biological 
nature of certain forms of love and friendship.2o 

Brain Circuits for DVs and PANIC 

One of the best ways to identify the general locations of 
PANIC circuitry is by administration of localized elec
trical stimulation of the brain (ESE) into specific areas. 
This type of work has now been conducted in a large 
number of species, including primates, cats, and chick
ens,21 and has yielded a remarkably similar picture. As 
depicted in Figure 14.4 from work with guinea pigs, the 
PANIC system appears to arise from the midbrain PAG, 
very close to where one can generate physical pain re
sponses. Anatomically, it almost seems that separation 
has emerged from more basic pain systems during brain 
evolution (as is also highlighted in Figure 14.1 ). This af
firms that separation distress is related to perceptions of 
pain, and this relationship remains codified in our lan
guage (i.e., to lose someone is a "painful experience"). 

The PANIC system is also well represented in the 
medial diencephalon, especially the dorsomedial thala
mus. Even fatther forward, one finds a high density of 
active DV sites in the ventral septal area, the preoptic area, 
and many sites in the bed nucleus of the stria terminalis 
(areas that figure heavily in sexual and maternal behav
iors). In some higher species, one can also obtain sepa
ration calls from the very anterior part of the cingulate 

STIMULATION-INDUCED 
DISTRESS VOCALIZATIONS 

(in Guinea Pig Brain) 

Figure 1 4.4. Schematic representation of electrically induced separation-distress vocaliza
tion sites in the guinea pig brain. (Adapted from Panksepp et al., 1988; see n. 27.) 
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gyrus, as well as some sites in the amygdala and scat� 
tered ones in other areas, including the hypothalamus.22 

There is a remarkable resemblance between the neu
roanatomy of this behavioral control system and those 
for the corticotrophin releasing factor (CRF) and B
endorphin systems (see Figure 6.7). Endogenous opio
ids clearly suppress arousal of this system, not only as 
measured by natural DVs but also as measured by ESB 
techniques, and at least in some species CRF increases 
DVs.23 Such neural systems extend branches to many 
other brain areas, suggesting how a variety·of psycho
logical processes are affected by the experience of sepa
ration and reunion. 

It is a common assertion that human females are 
prone to cry more than males. There may be some neu
robiological truth to this stereotype. Work on the iso
lation cries of guinea pigs and chickens indicates that 
administration of testosterone diminishes crying in  
young animals. This appears to  be due to a change in  
the underlying sensitivity of  the PANIC system. We 
have evaluated this possibility using ESB techniques 
in guinea pigs and have found that as animals get older, 
the sensitivity of the DV system diminishes; this effect 
is larger in males than in females.24 

The age-related decline in males appears to be partly 
due to the maturation of the pituitary-gonadal axis. Male 
and female guinea pigs that have had their sexual glands 
removed exhibit smaller declines than animals with 
intact testes and ovaries, with the effects varying as a 
function of the brain region being studied. There are 
bound to be many other factors that contribute to the 
decline of separation-induced crying with age, but this 
natural decline clearly is not simply caused by the 
gradual degeneration of DV circuits: Strong crying can 
still be induced in mature animals, which no longer 
exhibit spontaneous DVs, by applying ESB directly into 
the trajectory of the crying circuits. The decline is 
largely the result of reduced sensitivity of the system. 
This appears to be more precipitous in males than in  
females, at least partly because of  the powerful neural 
influences of testosterone on DV circuitry .25 Likewise, 
young chicks that receive daily testosterone injections 
begin to vocalize less than controls, an effect that is 
especially prominent in the presence of social stimuli 
such as mirrors (Figure 14.5). From this perspective, it 
is not surprising that crying and panic attacks are more 
common among women than among men.26 Such gen
der differences in emotionality may not simply be 
learned or culturally created phenomena. 

The Neurochemistry of the 
PANIC System 

We know approximately where in the brain DV cir
cuits are situated, which neurochemistries provoke 
arousal of these distress systems, and also which chemis
tries soothe and calm the overarousal.27 In addition to 
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Figure 1 4.5. Summary of mean (±SEM) distress 
vocalizations in 14-day-old male chickens treated 
with testosterone (2 mg) or peanut oil vehicle for the 
previous eight days when they had been individually 
housed to reduce aggression. Animals were tested as 
in Figure 14.8 except for five-minute periods of no 
mirrors, mirrors, no mirrors, and mirrors. It is 
noteworthy how high the vocalization rates are 
considering that the animals are being moved from 
their isolated housing conditions to new isolation 
chambers. This may reflect the fact that animals had 
established place attachments and that separation 
from those conditions was sufficient to evoke 
emotional distress. In any event, the testosterone 
reliably reduced vocalization rates (p < .001), and 
the mirror effect was somewhat larger in them also 
(p < .05). It is noteworthy that usually one sees a 
larger mirror effect in control birds that are socially 
housed. (Unpublished data, Panksepp, 1995.) 

opioids, other neuropeptides that can greatly relieve 
the process are oxytocin and prolactin (Figure 14.6). 
Presumably, there are distinct chemistries for the many 
sensory and perceptual modulators of this emotional 
response, such as hearing, smell, and especially touch 
(see Figure 14. 1 ). Nonpeptide neurochemistries that are 
effective include such drugs as c!onidine, a norepi
nephrine (NE) receptor agonist, which both facilitates 
(postsynaptically) and suppresses (presynaptically) 
NE activity in the brain. Nicotine and various gluta
mate receptor antagonists also relieve DVseffectively. 
Many other chemistries have weaker, but statistically 
significant effects, such as some antidepressants, minor 
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TIME COURSE OF INTRAVENTRICULAR 
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Figure 1 4.6. Effects of intraventricular oxytocin and prolactin on the separation distress 
calls of 5-6-day-old chicks socially isolated from their flock for a two-hour period. 
(Adapted from Panksepp, 1996; see n. 30.) 

tranquilizers, and other sedatives. However, the vast 
majority of neuroactive drugs have minimal effects 
on this emotional response, including such powerful 
sedating drugs as the anti psychotics (i.e., the major 
tranquilizers). 28 

The major chemistries that have been found to acti
vate crying in young animals are CRF, certain types of 
glutamate receptor stimulants (especially those that act 
on NMDA and kainate receptors),  and also central ad
ministration of curare, a drug that normally blocks the 
nicotinic cholinergic system in the periphery, leading 
to paralysis, although in the brain it appears to do some
thing else, perhaps activating glutamate receptors. All 
three of these agents can turn on the crying response, 
even if animals are housed with social companions.29 
At present, the best estimate is that the neuronal "com
mand transmitter" for the PANIC system, as for so many 
other basic emotional systems, is glutamate. This is the 
only system (except for CRF) in which receptor acti
vation can dramatically increase DVs, even in the pres
ence of other animals, and receptor blockade can dra
matically decrease DVs (Figure 14.7), even those 
induced by electrical brain stimulation.30 

Many other drugs can promote crying that has al
ready been initiated, including reductions in acetylcho
line, serotonin, and opioid activity, but these are clearly 
modulatory, since they cannot evoke crying all by them
selves. Hence, they do not directly arouse the primary 
pathways mediating the neural impulse to cry. Unfor-

tunately, we presently know next to nothing about the 
specific types of environmental and internal informa
tion related to social loss that these various neurochem
istries help mediate. 

Before proceeding, let me share a methodological 
point. The aforementioned elevations of crying have been 
most extensively studied in newborn domestic chicks,31 
and it is easiest to see increases when baseline levels of 
crying have been reduced by providing social stimuli. 
One of the easiest ways to reduce the crying is to put 
mirrors on the wall of the test chamber. The chicks ap
pear to behave as if they are in the company of others 
and cry less (see Figure 14.5).32 Similar reductions can 
be induced with music (see Figure 14.8), which may 
simulate the comfort derived from audiovocal contact 
with other animals. This may be one of the reasons people 
love music-it keeps them company. Both of these com
forting effects can be almost completely eliminated by 
stimulating the glutamate receptor system with intraven
tricular injections of kainic acid and NMDA, which, as 
mentioned earlier, can also increase vocalizations in the 
absence of mirrors. Comparable effects are produced with 
curare and CRF. 

Although most of the early pharmacological work 
was done in young chicks, there is now considerable 
corroboratory work with mammals, including primates. 
This work provides confidence that many of the phar
macological effects reported here may be generalizable 
to most mammals; it also highlights nature's conserva-
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tism when it comes to the organization of ancient emo
tional systems. However, there are certain exceptions 
to these patterns. Perhaps the most problematic ones 
come from the infant rat, which, as discussed earlier and 
highlighted in Figure 2 . 1 ,  is not an ideal subject for 
separation-distress studies.33 

On the Nature of Gregariousness 

Programmatic research into the neural nature of gregari
. ousness and social investigation has been sporadic, ex
cept for the study of social choices motivated by sexual 
urges. A great deal of work has focused on how gonadal 
hormones modulate social interest. The results have been 
fairly straightforward: Males and females seek out each 
other's company primarily as a function of hormonally 
primed states. Young intact males generally prefer the 
company of estrus females, but gonadectomized ones or 
elderly ones do not.34 As mentioned in Chapter 12, the 
social preferences of estrus females are not as well stud
ied, but we do know they seek out the companionship of 
sexually active males. 

Little is known about the brain systems that moti
vate gregariousness independently of sexual motivation, 
even though it is recognized that certain interesting 
social patterns emerge from animals' tendency to con� 
gregate. For instance, mountain sheep (and many other 
herding animals) exhibit defensive group patterns in 
which the young animals keep to the center of a circle 
while adults line the periphery. Although it is attrac
tive to see this as an ecologically important cognitive 
strategy, it may simply be a by-product of gregarious 
tendencies at different stages of development For in
stance, the pattern could emerge simply from the fact 
that young animals are more gregarious than older ones, 
which would lead them to form a tighter nucleus, leav
ing adults to patrol the periphery because they do not 
prefer to be a$ close to each other. 35 This is a neat expla
nation for a factor that promotes defensive tactics in 
herding species, but it is only a distal explanation be� 
cause the proximal neural and psychological dynamics 
are controlled by emotional circuits within the brains 
of these animals. 

To experimentally analyze gregariousness requires 
systematic laboratory measurements that are relatively 
straightforward. The most common approach has been 
to measure the amount of time animals voluntarily 
spend in proximity to each other. [n the 1960s and 
1970s, social psychologist Bib Latane and colleagues 
extensively characterized gregarious tendencies in 
rats,36 but they failed to extend their analysis to the 
brain. This was partly remedied by later investigators 
who demonstrated that gregariousness increases follow
ing septal damage and declines following amygdala 
damage,37 and that these effects cancel each other out 
when both types of brain damage are inflicted.>8 Al� 
though these findings indicate that the limbic system is 
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important in motivating animals to spend friendly time 
together, the underlying neurochemical mechanisms re
main to be clarified . 

One attractive hypothesis is that neurochemistries 
modulating separation distress will be important in 
motivating gregariousness and social reward (Figure 
14.1  ). Thus, manipulations that increase distress should 
increase social motivation, and vice versa. For instance, 
reductions in opioid activity should increase desire for 
social companionship, and increases in this system should 
reduce the need for gregariousness.39 Observations con
sistent with this interpretation have been collected from 
a large variety of species using several distinct behav
ioral measures. Animals treated with moderate doses of 
opiates tend to socially isolate themselves. Rodents 
reduce the amount of time they spend in proximity to 
each other,40 dogs exhibit reduced tail wagging,4J pri� 
mates exhibit decreased social grooming, and humans 
have also reported a decreased need to socialize.42 In 
other words, high opiate activity diminishes the under
lying emotional need for companionship. Less work has 
been done with oxytocin, and at present the pattern of 
results is a bit more confusing, with oxytocin reducing 
gregariousness in shorHerm tests but increasing it in 
long-term conditioning tests.43 

Conversely, opiate antagonists increase social moti� 
vation. Rodents have been observed to exhibit increased 
social proximity, dogs exhibit increased solicitous tail 
wagging, and primates groom each other more.44 It is 
especially noteworthy that young primates exhibit more 
social clinging to their mothers and also make more 
social solicitations to other members of their troops 
when their opioid systems are blocked with drugs such 
as naloxone.45 On the other hand, when mothers are 
given the same drug treatment, they often exhibit a 
strong decrease in social affiliation, possibly because 
they are not able to obtain the proper emotional feed
back from their caregiving efforts.46 In general, though, 
when animals cannot experience opioid activity in the 
brain, they are more likely to socialize, if prevailing 
conditions are nonthreatening. As I will elaborate later, 
this effect may also be present in humans, since opiate 
antagonists can induce moderate increases of social 
responsivity in autistic children. 

On the Nature of Contact Comfort 

As mentioned earlier, there is little clear�cut evidence 
for a unique social reward system independent of 
separation-distress and sexual urges (Figure 14. 1 ). How� 
ever, it is reasonable to believe that a substantial amount 
of social motivation emerges from the pleasures of 
touch, and the pleasure of play is strongly dependent 
on the sensation of touch. Indeed, it is possible that 
the mammalian skin contains specialized receptors, 
such as in "tickle-skin," for detecting social contact 
(see Chapter 15). 
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However, the ability of petting to comfort domestic 
animals and to produce powerful physiological effects 
is both obvious and poorly stucliedY One easy way to 
study such effects objectively is to monitor crying in 
young animals that are held or not held. The effects are, 
of course, dramatic. Animals stop crying rapidly when 
gently touched. There is some evidence that this con
tact comfort is mediated, in part, by activation of brain 
opioid systems. For instance, one can also measure the 
latency of eye closure in response to holding, and opi
ate receptor antagonists reduce the ability of animals 
to settle down (Figure 14.9).48 However, even with 
complete blockade of the opioid systems by naloxone 
or naltrexone, birds held gently in this way do evenM 
tually settle down and cry much less than unheld con� 
trol birds. Clearly, neurochemistries other than opioids 
contribute to the feelings of contact-comfort 

The fact that touch can release opioids in  the brain 
has also been confirmed in primates.49 Indeed, adminis
tration of naloxone tends to increase grooming in pri
mates, while administration of opiates reduces the de
sire to be touched. 

The likelihood is high that prolactin and oxytocin 
participate in aspects of contact comfort, simply from 
the perspective that these hormones mediate milk pro
duction and the efficacy of the suckling reflex, but 
empirical data are scarce. However, in this context it is 
worth noting that the brains of mice with different so
cial temperaments exhibit dramatically different oxy
tocin receptor distributions, which also change as a 
function of age. 5° The developmental changes in brain 
oxytocin receptor distributions are so striking that they 

Figure 1 4.9. When held gently in human hands, 
newborn chicks exhibit a comfort response consisting 
of the cessation of vocalizations and eye closure. 
These effects are attenuated by opiate receptor 
blockade with naltrexone and amplified by low doses 
of opioids. (Adapted from Panksepp et al., 1980; see 
n. 32.) 

suggest this chemical system may mediate different 
social affective processes at different times in the 
animal's life cycle (Figure 14. 1 0). With respect to strain 
differences, the highly social prairie vole exhibits more 
"infantile" distribution of oxytocin receptors than does 
the montane vole, which prefers a solitary lifestyle. 

Thus, different species, and even substrains of a 
single species, exhibit differential constitutional levels 
of arousability of different emotional systems, and it 
appears that one of these may function as a social re� 
ward system. Such differences also exist in  humans and 
reflect intrinsic genetic variability in temperaments, as 
well as the differential impact of early experiences on 
the emergence of various personality dimensions.s t  
Unfortunately, substantive knowledge at this level re� 
mains meager. Nonetheless, the search for a unique 
social reward system should yield future dividends in 
understanding social attachment processes. 

Social Attachments and Imprinting: 
A Role for Opioids and Oxytocin 

As we saw in the previous chapter, the most impor
tant work on the underlying nature of the social bond 
is emerging from empirical investigations based on 
two premises: the likelihood that the peripheral physio� 
logical processes that accompany birth may also con
trol attachment processes in the brain, and that there 
are neurochemical similarities between opiate depen
dence and social dependence. Here I will amplify on 
these premises and also introduce a third, namely, that 
all neurochemistries that normally inhibit separation 
distress may also promote bonding. Obviously, all 
these factors are intermeshed, perhaps inextricably, 
within the brain. 

The amount of evidence for neurochemical control 
of attachment processes in mammals is remarkably lim
ited. As noted in the previous chapter, oxytocin clearly 
promotes bonding, and in unpublished data, we have also 
found evidence that vasopressin may be equally impor
tant. 52 How opiates participate in this process remains 
ambiguous, 53 but they probably provide a mechanism 
for making fine discriminations among the available 
bonding objects-for instance, whether a youngster de
velops strongest ties with mom, dad, or one of the aunts 
or uncles at the perimeter of the clan. However, it is clear 
that when animals have exogenous opiates in their bod
ies, they exhibit less social activity in general, except 
at very low doses. 54 

At present we know very little about the brain areas 
that mediate social bonding, even though we can antici
pate that the cingulate cortex, septal area, bed nucleus 
of the stria terminalis, preoptic area, dorsomedial thala� 
mus, and periaqueductal gray (PAG) will be impor� 
taut-namely, all of the areas that mediate feelings of 
separation distress. Also, in animals that utilize olfac
tory cues in the establishment of social attachments, 
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Figure 1 4 . 1  0. Artist's rendition of the redistribution in the density of oxytocin receptors 
in  the rat brain during infancy (top two figures) and maturity (bottom two). It is evident 
that in the infant, very high receptor densities are present in the cingulate cortex, the 
anterior thalamus, and the dorsal hippocampal/subicular region. These areas of the brain 
probably control infantile emotions such as separation distress and primary social bonding. 
On the other hand, in adult female rats, the densities are highest in the ventromedial 
hypothalamus and the ventral hippocampal/subicular region. These areas probably mediate 
female sexual receptivity and memory processes related to sociosexual issues. (Adapted 
from Shapiro & Insel, 1989; see n. 50.) 

including sheep and rodents, the olfactory bulbs play a 
role. Indeed, the release of norepinephrine in the bulbs 
is an essential component for solidifying social memo
ries in such creatures. 55 

During the past decade, there has been considerable 
progress in identifying the brain mechanisms of imprint
ing in birds. Key areas, such as the intermediate part of 
the hyperstriaturn ventrale (IMHV) and lateral fore� 
brain, are rich in opioid receptors. Lesions of the IMHV 
have been most extensively studied and found to reduce 
both the acquisition and retention of imprinting. 56 Like
wise, the IMHV exhibits a variety of changes as a func
tion of imprinting, including increases in synaptic den� 
sity and elevated glutamate bindingY It is not clear 
what is the mammalian homolog of the IMHV, but it 
may well be the cingulate cortex. 

Brain opioids do not appear to be essential for the 
development of simple imprinting responses (the mere 
act of following objects). When young domestic chicks 
are given high doses of naltrexone, an opiate receptor 
antagonist, during formal imprinting trials, they do not 
exhibit a diminution of subsequent following responses. 
Indeed, such animals appear to be more eager than usual 
to follow the imprinting stimulus, even though they 
vocalize more, as if they are not getting as much satis
faction from the interaction. 58 In other words, although 
the birds appear to become cognitively imprinted in the 
absence of opioids, their sense of security is not as great 
as one would normally expect. Thus, it is noteworthy 
that the fine discriminative aspects of imprinting are 
impaired by opioid blockade. 59 In other words, opioid 
activity may be important in the establishment of so-



274 THE SOCIAL EMOTIONS 

cial choices in the same way that it appears important 
for gustatory choices (see Figure 9.4). However, if we 
give moderate doses of opiates to animals that have been 
imprinted, they no longer exhibit a vigorous following 
response, affirming once more that low opioid activity 
increases social motivation.60 

From the mammalian data on oxytocin and social 
bonding, one might anticipate that the avian homolog, 
vasotocin, would be important for bonding. Unfortu
nately, support for such a hypothesis has remained 
elusive.61 

In sum, the most reasonable supposition at present 
is that social bonding ultimately involves the ability 
of young organisms to experience separation distress 
when isolated from social support systems and to expe
rience neurochemically mediated comfort when social 
contacts are reestablished. In addition to answering 
basic science questions of considerable importance, 
the analysis of the biological substrates of social pro
cesses in animals has important ramifications for our 
understanding and treatment of various psychiatric 
disorders. Although all such disorders are strongly 
influenced by social variables, some, such as panic 
attacks, depression, and early childhood autism, seem 
especially closely connected to the brain dynamics that 
underlie social emotions. Each of these will be briefly 
discussed in the next three sectiOns, but .first I will 
explain why we need to distinguish the PANIC sys
tem from that which mediates FEAR. 

Neurochemical Distinctions between 
Separation-Distress and Fear Processes 
in the Brain 

An issue raised in Chapter 1 1  deserves to be reempha
sized here-namely, how we can objectively distinguish 
between the PANIC and FEAR systems of the brain. 
As indicated by brain stimulation studies, the systems 
have different neuroanatomies, even though there is 
considerable overlap and probably interaction in cer
tain parts of the brain, especially lower areas such as 
the PAG of the mesencephalon. We may even be able 
to intuit some of the functional interactions from intro
spective experiences-for instance, we can easily de
velop anticipatory anxiety in response to situations that 
will provoke intense feelings of separation. Likewise, 
some parents find it anxiety-provoking to visit the 
graves of children who have died. Some children find 
it extremely anxiety�provoking to be separated from 
their parents, in situations as simple as going to school 
for the first time, a reaction that goes by the designa
tion school phobia. 62 

Thus, separation distress may promote activity in 
fear circuits, but behavioral data suggest that the con
verse does not occur. For instance, the presentation of 
fearful stimuli tends to reduce the frequency of separa
tion calls,63 presumably because it would be rnaladap� 

tive for young animals to reveal their locations when 
predators are nearby. Also, as we will see later, antici
patory anxiety and panic attacks appear to be generated 
by distinct neural systems; the assumption here is that 
much of the former emerges from the FEAR system and 
much of the latter from the separation-distress or 
PANIC system. 

Some puzzling neurochemical effects may also be 
clarified by distinguishing between the two systems. For 
instance, the neuropeptide CRF appears to participate 
in both FEAR and PANIC processes. Thus, while CRF 
placed into the brain increases DVs dramatically in 
young chicks and modestly in young primates, the same 
manipulation reduces DVs in guinea pigs.64 This dif
ference could be explained by the fact that CRF in the 
first two species has stronger effects on the PANIC 
system, while in the latter it has stronger effects on the 
FEAR system. 

Pharmacologically, we can also distinguish these 
systems by noting that opiates are very effective in re
ducing separation distress but not fearful behaviors.65 
Conversely, benzodiazepines are quite effective in re
ducing fear behaviors but not as effective in reducing 
separation calls.66 As we will see at the end of this chap
ter, similar patterns of results have been observed with 
the different drugs used to treat generalized anxiety 
disorders and panic attacks. 

Separation Systems and the 
Origin of Panic Attacks 

The selection of the term PANIC for the brain system 
that mediates separation distress was originally pre
mised on the hypothesis that the emotional problem 
known as panic attacks may emerge from precipitous 
arousal of the separation-distress system. This hypothe
sis was based on several relationships between the two 
responses: People who suffer from repeated panic at
tacks typically have had childhood histories character
ized by separation anxiety problems.67 During separa
tion distrer.;s a<> well as during panic attacks, the victims 
feel as if their center of comfort and stability has been 
abruptly removed, leading to active solicitation of help 
and social support. Both are commonly accompanied 
by such autonomic symptoms as a feeling of weakness, 
difficulty in getting one's breath, and a feeling of hav
ing a lump in the throat. 68 Perhaps most stlikingly, the 
type of medication that was first found to be beneficial 
for panic attacks,69 the tricyclic antidepressant imipra
mine, was also the first drug that was found to exert a 
substantial ameliorative effect on separation-distress 
vocalizations in a variety of species, including primates 
and dogs. 70 Although this by no means proves that these 
two types of emotional expression emerge from the 
same system, the pharmacological analysis of panic 
attacks clearly indicates that the disorder is not simply 
a variant of fearful, anticipatory anxiety. 

Careful work by the psychiatrist Donald Klein in 
the early 1 960s indicated that the newly discovered 
benzodiazepine�type antianxiety agents such as chlor
diazepoxide (Librium®) and diazepam (Valium®) had 
little beneficial effect on the incidence of panic attacks. 
Since the tricyclic antidepressant imipramine had just 
been discovered, Klein proceeded to evaluate it as welL 
Even though patients first claimed that imipramine had 
no beneficial effect, in fact they complained of panic 
attacks much less often than they had prior to taking 
the drug.71 When the incidence of panic attacks was 
.actually counted, it was clear that they had markedly 
diminished during medication. Apparently the patients 
had not noticed their improvement because the drug did 
not diminish the anticipatory anxiety associated with the 
disorder-namely, the fear that an attack might be forth� 
coming. While the antianxiety agents tested had dimin� 
ished anticipatory anxiety, they did not diminish the 
frequency or intensity of the panic attacks themselves. 

Subsequent work has found that children who suf
fered from "school phobias" could also be helped with 
tricyclics.72 Such children seem to be seriously dis
turbed by the prospect of separation when they first have 
to leave home to enter the school system, but when 
given low doses of imipramine they feel more confi
dent, presumably in part because the underlying arousal 
of the PANIC system is diminished through the facili� 
tation of brain serotonin activity at synapses that modu
late separation-distress responses. Of course, it remains 
to be clearly demonstrated that this, in fact, is the case 
in humans, but facilitation of serotonin activity is quite 
effective in reducing DVs in animals.73 More recent 
work has indicated that the new generation of selective 
serotonin reuptake inhibitor (SSRI) antidepressants are 
also quite effective in controlling panic, as are some of 
the more potent modern benzodiazepines such as alpra
zolam.74 In general, these lines of evidence suggest that 
the arousal of separation-distress circuitry may promote 
the incidence of panic attacks. 

Alternative views are, of course, possible. For in
stance, Klein has recently suggested that panic attacks 
arise from precipitous arousal of a suffocation alarm 
mechanism in  the brain stem.75 It may well be that this 
primitive self-defense system is, in fact, functionally 
coupled to arousal of the PANIC system. A common 
denominator of both is that they are closely linked to 
respiratory and audiovocal dynamics, and under both 
emotional states one feels in desperate need of imme
diate aid. 

There are also milder forms of separation distress 
that can lead to social phobias, such as a chronic feel
ing of insecurity when one is interacting with others. 
Phenelzine, a monoamine oxidase (MAO) inhibitor, has 
been found to have remarkable efficacy in reducing such 
symptoms.76 Recently other serotonin-facilitating drugs 
that reduce separation distress, such as fluoxetine (i.e., 
better known as Prozac®), have been touted to increase 
social confidence. 77 
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Psychiatric Implications: On the Nature 
of Social loss and Depression 

Chronic arousal of the PANIC system may have long
term psychiatric consequences. The persistent stress of 
social isolation, as indicated by overresponsiveness of 
the pituitary adrenal system (see Figure 6.9),78 may 
eventually contribute to the despair and depression that 
commonly follow social loss and long�tenn separa
tion.79 As Harry Harlow's well-known research dem
onstrated,80 isolated rhesus monkey babies will seek 
out any comfort they can find, including inanimate 
"terry-cloth mothers," in preference to hard wire ones 
that provide only nourishment. When this type of so
cial isolation was sustained for an excessive period, 
the animals exhibited lifelong problems in social ad
justment. 81 Females that had been reared in isolation 
were poor and abusive mothers, especially in response 
to their firstborn infants. Subsequent offspring typi� 
cally received better treatment, apparently because of 
the beneficial effects of previous learning. In general 
these motherless mothers were rather timid and emo
tionally overexcitable, exhibiting behavior patterns 
resembling a severe form of insecure attachment in  
human children. 

No type of conventional "therapy" administered to 
such animals provided any substantive long�lasting 
assistance in restoring normal social functions. The 
most effective treatment was exposure to much younger 
monkeys, apparently because they provoked safe and 
playful social interactions that drew the isolates out of 
their self-centered misery.82 In this context, it is note� 
worthy that dogs made excellent surrogate mothers for 
isolated monkeys, which fared much better than those 
that did not have a cross-species pet-mom. This high� 
lights why pets can be so important in promoting men
tal health and emotional equilibrium in humans; it is 
much better to have a warm furry or feathered friend to 
interact with than no one at all.83 Clearly, practically all 
mammals need important others in their lives to main
tain emotional equilibrium. 

It is well documented that the major life factor in 
humans that precipitates depression is social loss. 84 
The genesis of many forms of depression can be linked 
to the neurobiological nature of the primal-loss expe
rience-the despair of children who have been irrepa
rably separated from their parents. Many believe that 
we will be able to understand the sources of depres
sion when we understand the cascade of central neu
rological changes that arise from the successive emo� 
tions aroused by social separation-from active protest 
(crying) to the eventual despair response (depres� 
sion). 85 Although animal models for evaluating such 
processes have been perfected, few neurochemical 
analyses of the associated brain changes have been 
conducted. 86 

It is generally thought that there may be some evo
lutionary use for young organisms to exhibit a depres� 
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sive response to separation after the initial protest re
sponse. After a period of intense vocalization, which 
could help parents find their lost offspring, it might be 
energetically adaptive to regress into a behaviorally 
inhibited despair phase in order to conserve bodily re
sources. Such a depressive state would help conserve 
limited energy resources and discourage the helpless 
organism from wandering even farther from safety. 
Silence would, of course, also minimize detection by 
predators. In other words, if initial protest did not 
achieve reunion, a silent despair response might still 
optimize the likelihood that parents would eventually 
find their lost offspring alive. No doubt the separation 
call returns in a periodic manner during the circadian 
cycle, but this issue remains unanalyzed. 

In any case, the cascade of events during the initial 
protest phase of separation appears to establish the brain 
conditions for the subsequent despair phase. This in
cludes activation of the brain CRF system along with 
the pituitary adrenal stress response,87 followed by a 
depletion of brain norepinephrine, serotonin, and cer
tain dopamine reserves.88 Indeed, depressive symptoms 
in animals and humans can be evoked experimentally 
by establishing these types of physiological changes in 
the body. 89 For instance, prolonged administration of 
CRF, along with depletion of the biogenic amines, can 
promote depressive responses.90 We do not yet know 
precisely how this ultimately leads to the persistent 
psychological changes that characterize clinical depres
sion, but medications that counteract these changes tend 
to have antidepressant effects. For instance, all antide
pressants facilitate synaptic activity of biogenic amine 
systems,91 whether it is by blockade of synaptic reup
take of the transmitters, as achieved by the tricyclic anti
depressants and SSRls, or by inhibition of degradation, 
as produced by MAO inhibitors.92 

In the early days of psychopharmacology, even mor
phine was used as an antidepressant,93 but this practice 
diminished with the advent of more effective medi
cations. Presumably, future drugs that inhibit brain 
CRF and promote oxytocin activity should have new 
and useful profiles of antidepressant activity. Of course, 
environmental and cognitive therapies can also help, 
perhaps partly by providing the social support that 
depressed individuals need. In fact, perhaps the most 
effective nonphysiological maneuver for alleviation of 
depression is to provide increased social support. After 
young animals exhibit depressive responses to isolation, 
social contact is sometimes sufficient to cure them.94 

In sum, even though early investigators did not be
lieve in the existence of intrinsic social processes within 
the brain, it now seems likely that a great deal of higher 
brain organization evolved in the service of promoting 
social behaviors and sustaining feelings of social ho
meostasis.95 Much more work along these lines needs 
to be conducted before the puzzle of the social brain is 
solved, but progress will have profound implications for 
the development of new treatments for various psychi-

atric disorders, including the most devastating ones, 
such as early childhood autism. 

Additional Psychiatric Implications: 
Autism and Brain Socioemotional 
Systems 

Early childhood autism is characterized by severe fail
ures in socialization, communication, and imagination. 
As Leo Kanner said in his seminal 1943 paper, autistic 
children "have come into the world with an innate in
ability to form the usual, biologically provided affec
tive contact with people."96 A current theoretical per
spective is that these children do not develop a "theory 
of mind," which refers to the ability of most children 
past the age of 2 to begin recognizing the types of 
thoughts and feelings that go on in the minds of oth
ers.97 Obviously, the appreciation of these thoughts can 
become highly complex, and often delusional, in adults. 

The existence of this syndrome affords investigators 
a unique opportunity to study the workings of social 
emotional systems in human beings. After a long pe
riod in which many claimed that the disorder arose from 
faulty parenting, virtually all investigators now agree 
that autism is a neurobiological disorder,98 which prob
ably reflects some type of dysfunction in normal neural 
development originating in  the second trimester of preg
nancy, when primitive brain stem and limbic circuits 
are laid down in the developing brain.99 Exactly what 
goes wrong during the development of an autistic brain 
is not yet known precisely, but a large number of brain 
changes have been documented in these children. 100 

In addition to a variety of gross brain abnormalities, 
such as an undersized cerebellum and brain stem, and 
a larger than normal cerebrum, significant abnormali
ties have recently been described at the fine structural 
level. Autistic children have too many densely packed 
small neurons within parts of the limbic system, 10 1  sug
gesting that selective cell death, a natural process of the 
developing brain called apoptosis, has not progressed 
normally . 102 This also means that the neurons do not 
interconnect with the rest of the brain as well as in nor
mal children, which all goes to suggest that a biochemi
cal program for neuronal development has malfunc
tioned. It is presently impossible to correct such a wiring 
problem of the brain. 

Without prenatal detection of autism, it will be im
possible to correct such deficits even with new maneu
vers such as the administration of appropriate neural 
growth factors (see Chapter 6). At the time most chil
dren are diagnosed, at around 2 years of age, neuronal 
development has progressed to an irreversible point. 
Still, many affected children do exhibit some functional 
improvements following the readjustment of brain 
chemical imbalances.103 Since there are so many abnor
malities in autism, related to deficits in communication, 
socialization, and imagination (known as the "autistic 

triad"), no single medication is likely to help aU chil
dren. Indeed, no drug is yet medically approved for the 
treatment of autistic disorders, and much research work 
remains at a hit-or-miss level. However, some lines of 
work are emerging from a careful consideration of the 
many potential underlying causes.104 

For instance, numerous similarities have been noted 
between the behavior of young animals with medial 
temporal lobe damage as well as those treated with 
opiates and the symptoms of children diagnosed with 
autism. 105 Both are characterized by pain insensitivity 
and deficits in communication, play, and curiosity. For 
instance, opiate-treated animals, like autistic children, 
do not exhibit a high desire for social companionship; 
rather, they exhibit a pervasive reduction in social 
responsivity, with the exception of rough-and-tumble 
play, which, as we will see in the next chapter, can be 
increased by low doses of opiates at least in rats. In
deed, the motivation for rough-and-tumble activity is 
practically the only social desire that autistic kids ex
hibit at a relatively high level, but not with the recipro
cating give-and-take and fantasy structures of normal 
childhood play. 

Young animals chronically treated with opiates also 
exhibit a pervasive stunting of development in all 
realms, from growth and bodily maturation to the on
set of various behavioral abilities. I06 It is now gener
ally agreed that opiates given during early development 
can regulate growth. to? This raises the possibility that 
autistic children may have been exposed to excessive 
levels of endogenous opioids, or related molecules, 
during early development. Moreover, they may con
tinue to experience excessive opioid activity within 
certain circuits of their brains as they mature. This could 
explain their pain insensitivity and consequent tendency 
to exhibit self-injurious behavior, as well as many other 
symptoms ranging from stereotypies to social aloof
ness.108 Because of these considerations, it has been 
suggested that some benefits may be brought to these 
children by the administration of opiate receptor block
ing agents such as naltrexone.109 

Although tests of this hypothesis have yielded mixed 
clinical results, the lives of about half of all autistic 
children can be improved with the judicious use of this 
medication. Moderate doses of naltrexone can reduce 
some of the active symptoms of autism such as over
activity, stereotypies, and self-injurious behaviors, and 
in low infrequent doses, it can promote social activities. 
Many investigators have reported positive signs such 
as increased social initiative and interaction, heightened 
desires to communicate and cooperate with others, and 
increases in attention, curiosity, and social interchange, 
often accompanied by a better mood. 1 10 Most of these 
benefits reflect a general normalization of day-to-day 
living. Although naltrexone does not produce improve
ments in all children, nor can it be deemed anything 
close to a cure, the benefits are often substantial enough 
that parents choose to keep their children on the medi-
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cation for the long term. Family life is generally less 
stressful and more cheerful. Although there is presently 
no way to predict which children will be helped, pre
sumably it will be those who have high circulating 
levels of opioids in the brain, a condition that has been 
demonstrated in about half of all autistic children who 
have been tested. 1 1 1  

Although naltrexone is only a marginally beneficial 
medicine, it highlights a coherent theoretical strategy 
for developing new and better agents: Substances that 
increase social motivation in animal studies, as indicated 
by increased vocalizations and gregariousness, may be 
beneficial in these children. One could also focus on 
other symptoms, such as the highly irregular sleep pat
terns found in many autistic children, suggesting that 
natural sleep-promoting agents such as melatonin might 
be beneficial (see Chapter 7). Indeed, melatonin has 
recently proved to be an effective treatment for develop
mentally delayed children, with improvements seeming 
to extend to domains other than sleep. 1 12  However, this 
could be an indirect effect of the medication. Perhaps 
the stabilization of sleep rhythms allows the restorative 
effects of sleep to provide widespread benefits in many 
realms of brain functioning. Investigators are presently 
also looking into the potential roles of oxytocin and 
serotonin in the genesis of the disorder. 

It should also be noted that there is a related genetic 
disorder, Williams syndrome, whose symptoms are just 
the opposite of those of autism. 1 1 3  Children with this 
syndrome tend to have a characteristically elfish facial 
appearance and a sweet social disposition. They are 
extremely friendly, socially outgoing, and can chatter 
on smoothly as if at a stimulating cocktail party, but 
there is comparatively modest propositional content in 
their speech. Nothing substantive is known about this 
syndrome at the neural level, but it almost appears to 
be the miiTor image of autism. They love to socialize. 
We might surmise that children with Williams syn
drome have highly responsive social interaction systems 
that are poorly connected to cognitive analyzers. 
Clearly, we will need to know more about the social 
circuits of the mammalian brain before we can under
stand these perplexing disorders. Indeed, the manifes
tations of these emotional systems in real life are re
markably diverse. 

Conclusions and Future Prospects 

Although many psychologists study and speak of the 
importance of attachment processes for human person
ality development, the critical information about these 
mechanisms has come from brain research on animal 
models. Once we understand the underlying brain pro
cesses in other animals, we may be able to intervene in 
such processes in humans. We may be able to help moth
ers who are having difficulty bonding to their children, 
perhaps because of postpartum depressions or psycho-
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ses, or simply for the lack of neural resilience within their 
bonding systems. It is possible that certain manipulations 
of brain opioid or oxytocin systems would facilitate 
bonding even ftillOng relative strangers, such as occurs 
during the social reconstruction that typically transpires 
in broken families following divorce. 1 14  Of course, these 
are far-fetched possibilities, and they may be unrealistic 
options within our current social milieu. As a society, we 
still have great difficulty in coming to terms with the 
neurochemical nature of the human mind. However, this 
type of transformation in thinking has already transpired 
in biological psychiatry. 

The emotional distress that accompanies major psy
chiatric disorders is probably more closely linked to the 
changing dynamics of underlying emotional systems 
than to the cognitive systems in which we most com
monly see the symptoms. However, the separation
distress system poses a new challenge for psychiatry. 
It seems evident that depression and panic attacks are 
most common in individuals who have had a history of 
separation anxiety, while autistic children appear to 
have a primary deficit in the ability to experience so
cial emotions and to perceive the meaning of such emo
tional dynamics in others. This suggests that all these 
disorders are at least partly modulated by separation
distress mechanisms of the brain. 

Although many investigators now accept that the pri
mary deficits in these disorders must be sought in neuro
biological imbalances rather than simply in social dynam
ics, the recognition of separation-distress systems in the 
creation of affective turmoil is not yet well recognized. 
An understanding of this emotional system takes us to the 
very heart of what it means to be a socially sensitive and 
deeply caring human being. Also, this type of knowledge 
may eventually help clarify the most noble human aspi
rations, namely, the desire to help others-in a word, what 
it means to be altruistic as opposed to selfish.115 

AFTERTHOUGHT: Music and Chills 

Might transient arousals of our ancient separation
distress response systems be felt during certain aesthetic 
experiences? I believe one of the most intriguing mani
festations of separation distress in the human brain may 
reflect a powerful response many of us have to certain 
types of music. It is widely recognized that music is the 
language of emotions. It is one of the few ways that 
humans can allow the external world voluntary access 
to their emotional systems on a very regular basis. Most 
of us listen to music for the emotional richness it adds 
to our lives. We even love to hear sad songs-especially 
bittersweet songs of unrequited love and loss. A com
mon physical experience that people report when lis
tening to such moving music, especially melancholy 
songs oflost love and longing, as well as patriotic pride 
from music that commemorates lost warriors, is a shiver 
up and down the spine, which often spreads down the 

arms and legs, and, indeed, all over the body . 1  ; 6  To the 
best of our knowledge, this response reflects a mixture 
of vasoconstriction, local skin contractions caused by 
piloerection, and perhaps changes in evaporative cool
ing at the skin surface. Such effects can be objectively 
measured as a galvanic skin response (GSR), which is 
a general yardstick of skin resistance. Of course, there 
is great variability in  the incidence of this response. 
Some people rarely recognize such feelings in their 
lives, while others, probably the more social ones, de
light in them frequently. For many years, I have sought 
to understand this intriguing phenomenon. Here I will 
summarize the insights I've obtained, as described in 
detail elsewhere.1 17 

I will refer to this shivery-tingly experience by the 
term chills, although many, especially males, tend to use 
the term thrills. [ prefer the label chills because females 
use it predominantly, and it is clear that females, as a 
population, exhibit this response more frequently than 
males. There are many exceptions, of course. I, for one, 
am so sensitized that I can have the experience on a 
regular basis just thinking about events. Females typi
cally recognize that sad music is more likely to produce 
this chill phenomenon than happy pieces, while males 
more commonly suggest that happy music is the cause. 
However, when one actually conducts an experimental 
analysis, it is clear that sad music does in fact produce 
more chills than does happy music, even in males. 
Conversely, those pieces of music that produce more 
chills are typically rated as sad rather than happy by 
listeners. People tend to have many more chills to pieces 
they themselves have selected, which may reflect the 
rich networks of associations people have to music they 
have enjoyed often. What is the underlying meaning of 
this emotional phenomenon? 

An intriguing possibility is that a major component 
of the poignant feelings that accompany sad music are 
sounds that may acoustically resemble separation 
DVs-the primal cry of being lost or in despair. In other 
words, a high-pitched, sustained crescendo capable of 
piercing the "soul" seems to be an ideal stimulus for 
evoking chills. A single instrument, like a cello or trum
pet, emerging from a soft orchestral background is 
equally provocative. Thus, the chills we experience 
during music may represent the natural tendency of our 
brain emotional systems, especially those that are tuned 
to the perception of social loss, to react with an appro
priate homeostatic thermal response. When we are lost, 
we feel cold-not only physically but also as a neuro
symbolic response to social separation. As mentioned 
earlier, the roots of the social motivational system may 
be strongly linked to thermoregulatory systems of the 
brain (Figure 14.1).  Thus, when we hear the sound of 
someone who is lost, especially if it is our child, we 
also feel cold. This may be nature's way of promoting 
reunion. In other words, the experience of separation 
establishes an internal feeling of thermoregulatory dis
comfort that can be alleviated by the warmth of reunion. 

In music that provokes chills, the wistful sense of 
loss and the possibility of reunion are profoundly 
blended in the dynamics of sound. Thus, there may be 
no better stimulus for chills than a sustained note of grief 
sung by a soprano or played on a violin. This audio vocal 
experience speaks to us of our humanness and our pro
found relatedness to other people and the rest of na
ture. Since naloxone can reduce the incidence of chills, 
we can conclude that the chill response to music is 
partly controlled by endogenous opioids.1 1 8  A vram 
Goldstein, the pharmacologist who originally dis
covered the opiate receptor and the powerful opioids 
B-endorphin and dynorphin, interpreted this finding to 
reflect the fact that release of brain opioids may pro
duce chills (or "thrills," as he referred to them). From 
the present perspective, it seems more likely that 
opioid blockade reduces chills because one no longer 
experiences the rapid decline in opioid activity that is 
produced during the perceptually induced affective 
experience of social loss, an experience that, in the 
human mind, is always combined with the possibility 
of redemption-being found and cared for when one 
is lost. The study of music will have profound conse
quences for understanding the psychology and neuro
biology of human emotions.1 !9 
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Rough-and -Tumble Play 
The Brain Sources of Joy 

When children play, they exercise their senses, their intellect, their emotions, 
their imagination-keenly and energetically . . . .  To play is to explore, to dis
cover and to experiment. Playing helps children develop ideas and gain experi
ence. It gives them a wealth of knowledge and information about the world in 
which they live-and about themselves. So to play is also to learn. Play is fun 
for children. But it's much more than that-it's good for them, and it's neces
sary . . . .  Play gives children the opportunity to develop and use the many tal
ents they were born with. 

CENTRAL THEME 

When children are asked what they like to do more than 
anything else, the most common answer is "to play ! "  
I t  brings them great joy. And roughhousing play is the 
most fun of all, even though most investigators recog
nize other types such as "object play" and "fantasy 
play." Although thousands of papers have been writ
ten on the topic, play is still considered a frivolous area 
of inquiry among most neuroscientists. Only recently 
have some become interested in the underlying brain 
issues. Now increasing numbers of investigators are 
beginning to realize that an understanding of play may 
reveal some major secrets of the brain and yield impor� 
tant insights into certain childhood psychiatric problems 
such as autism and attention deficit disorders (or 
hyperkinesis, as it used to be known). It is now certain 
that the brain does contain distinct neural systems de� 
voted to the generation of roughhousing or rough-and
tumble (RAT) play. Indeed, one of the best species for 
systematic study of this behavior is the laboratory rat, 
and practically all the work summarized here is based 
on such play in rats. Although our knowledge about the 
underlying PLAY systems remains rudimentary, RAT 
play appears to be intimately linked to somatosensory 
information processing within the midbrain, thalamus, 
and cortex. Certain synaptic chemistries are especially 
effective in arousing play (e.g., acetylcholine, glutamate, 
and opioids), while others reduce playful impulses (e.g., 
serotonin ,  norepinephrine, and GABA), but neuro
pharmacological studies tel! us little about the adaptive 

Instruction sheet in Lego0 toys ( 1985) 

function(s) of play. There is an abundant theoretical lit
erature regarding these functions, comparable to that 
found in dream research, but relevant data are decid
edly scarce. The description from a leaflet in a box of 
Lego® toys says it all. Now it is necessary to judge the 
various possibilities with rigorously conducted experi
ments. Fortunately, roughhousing PLAY systems appear 
to be conserved in the brains of many mammalian spe
cies, and we should be able to obtain a credible answer 
to the functional questions, even for humans, by care
fully analyzing animal models. We anticipate that play 
will be found to have many beneficial effects for both 
brain and body, including the facilitation of certain kinds 
of learning and various physical skills. Most important, 
play may allow young animals to be effectively assimi
lated into the structures of their society. This requires 
knowing who they can bully, and who can bully them. 
One must also identify individuals with whom one can 
develop cooperative relationships, and those whom one 
should avoid. Play probably allows animals to develop 
effective courting skills and parenting skills, as well as 
increasing their effectiveness in various aspects of ag
gression, including knowledge about how to accept 
defeat gracefully. It seems that most of the basic emo
tional systems may be recruited at one time or another 
during the course of play, and in higher organisms, play 
may encourage organisms to test the perimeters of their 
knowledge. In short, the brain's PLAY networks may 
help stitch individuals into the social fabric that is the 
staging ground for their lives. Is it any wonder, then, 
that play is such fun-perhaps one of the major brain 
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sources of joy? It is sad that play research has not been 
of greater interest for neuroscientists, but perhaps that 
is because they are having great fun working on the 
minutest details of the most trifling problems (or so it 
may seem to outsiders). However, it is often there, 
among the fine details of nature, that scientists find 
startling things that can move heaven and earth. This 
is what Einstein did when he imagined what it would 
be like to ride a beam of light, and he remained men
tally young and playful throughout his life. Perhaps 
the modern search for the mythological "fountain of 
youth" should focus as much on the neurobiological 
nature of mental youthfulness and play as on ways to 
extend longevity. 

Conceptual Background for the Neural 
Sources of Ludic Urges 

A great deal of joy arises from the arousal of play cir
cuits within the brain. Although this is a reasonable 
assertion, it can only be a supposition until the identity 
of play circuits has been more completely revealed by 
brain research. That play is a primary emotional func
tion of the mammalian brain was not recognized until 
recently, but now the existence of such brain systems 
is a'certainty. For instance, juvenile rats will exhibit 
roughhousing or RAT ludic behaviors (from ludare, 
meaning "to play") even if they have been prevented 
from having any prior play experiences during earlier 
phases of development. Just as most young birds fly 
when the time is ripe, so do young mammals play when 
they have come of age. Young rats start to play around 
1 7  days of age, and if denied social interaction through
out the early phases of psychosocial development (e.g., 
from 15 to 25 days of age), they play vigorously as soon 
as they are given their very first opportunity . 1  

Thus, the impulse for RAT play i s  created not from 
past experiences but from the spontaneous neural urges 
within the brain. Of course, a great deal of learning 
probably occurs during the course of roughhousing 
play, but this is ultimately the result of spontaneously 
active PLAY impulses within specific circuits of the 
brain, some of them in ancient parts of the thalamus, 
which coax young organisms to interact in ludic ways 
on the field of competition. It may well be that various 
neuronal growth factors are recruited during play (see 
Chapter 6), but evidence at such molecu1ar levels of 
analysis remains nonexistent. 

Although we presently have little detailed knowl
edge about the underlying brain mechanisms of play, 
rigorous psychobiological experiments are finally being 
conducted. We now have the empirical and conceptual 
tools to identify the primal circuits that lead animals to 
play. This work may eventually yield a neural under
standing of what it means for humans to experience joy, 
or at least one of the most intense forms of joy. This 
work will also eventually reveal the true adaptive na-
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ture of play, but for the time being our ignorance re
mains vast, especially since it is hidden by an abundance 
of compelling theories propounded liberally by psy
chologists and others, without sufficient evidence. 

Although play reflects genetically ingrained ludic 
impulses of the nervous system, it requires the right 
environment for full expression. For instance, fear and 
hunger can temporarily eliminate play.2 In most mam
mals, play emerges initially within the warm and sup
portive secure base of the home environment, where 
parental involvement is abundant. Jane Goodall de
scribed the sequence of events as play first unfolds in 
chimpanzees: "A chimpanzee infant hao;; his first expe
rience of social play from his mother as, very gently, 
she tickles him with her fingers or with little nibbling, 
nuzzling movements of her jaws. Initially these bouts 
are brief, but by the time the infant is six months old 
and begins to respond to her with play face and laugh
ing, the bouts become longer. Mother-offspring play is 
common throughout infancy, and some females fre
quently play with juveniles, adolescents, or even adult 
offspring."3 The role of the mother in guiding the play 
and initial social interactions of young children is evi
dent in humans, and such trends are evident even in 
rats.4 In many species, fathers seem less playful and less 
socially tolerant than mothers, but humans may be 
an exception, perhaps partially because of cognitive 
mediation. In any event, it is now clear that the most 
vigorous play occurs in the context of preexisting so
cial bonds. As discussed in the previous chapter, it is 
not unusual in nature for social bonds to be stronger 
between infants and their mothers than their fathers, 
who all too commonly exhibit little enthusiasm for 
nurturance. 

Thus, contrary to conventional wisdom, it may be 
that females of most species remain more playful than 
males (at least in friendly, nonharmful ways) as they 
approach adulthood. As we will see, the prevailing 
notion that males intrinsically have stronger play ten
dencies5 is certainly not justified for rats, and we should 
doubt it for other species until well-controlled studies 
have been conducted. The larger size and stronger com
petitive/aggressive urges of males may make their play 
rougher, so that social reinforcement of victory makes 
them appear more playful during the later stages of 
juvenile life. However, this difference may reflect the 
drive to attain dominance (which may, of course, be
come integrally associated with PLAY circuits), rather 
than elevated neural impulses for vigorous and joyful 
social interaction. 

The stronger urge for social dominance in males 
(which is only one component of RAT play) may have 
incorrectly led to the widespread supposition that rough
housing play impulses are more intense in males than 
in females. For instance, in humans, the apparent height
ened male enthusiasm for rough sports may be due as 
much to their biologically and socially based "power 
needs" as to any intrinsic differences in the arousability 
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of their basic PLAY circuits. This is affirmed by the fact 
that the recent liberalization of sports policies in  
America has led to  a stupendous growth in female par
ticipation in competitive sports. In any event, the ex
tent to which human enjoyment of sports emerges from 
activities of primal PLAY circuits will be an important 
(but yet unresolved) question for us to consider. 

Overview of the Experimental Analysis 
and Sources of Play 

In most primates, prior social isolation has a devastating 
effect on the urge to play. After several days of isolation, 
young monkeys and chimps become despondent and are 
likely to exhibit relatively little play when reunited.6 
Apparently, their basic needs for social wannth, support, 
and affiliation must be fulfilled first; only when confi
dence has been restored does carefree playfulness retum.7 
Laboratory rats, on the other hand, deviate markedly from 
this general pattern and thereby provide a useful model 
for the systematic analysis of play mechanisms within 
the brain. Laboratory rats show a greater emotional equa
nimity in coping with social isolation as compared to 
many other mammals (see Figure 2.1) .  Also, as empha
sized in the previous chapter, the social-bonding mecha
nisms in laboratory rodents are ·comparatively weak. 
Perhaps for this reason, isolation housing does not readily 
produce obvious depressive responses in laboratory 
rats and mice.s Thus we can take advantage of social-

deprivation variables to control levels of playfulness. 
Prior social isolation systematically increases roughhous
ing play in juvenile rats, while social satiation system� 
atically reduces it (Figure 15 . 1 ).9 

The facilitation of play in rats by prior isolation is 
due not simply to social deprivation itself but to the 
specific effects of play deprivation. If one houses ani
mals together in the tight confinement of a ''jungle gym" 
type of living environment where they cannot readily 
roughhouse, they show abundant play in an open play 
arena. Likewise, if one houses juvenile rats with adult 
animals that are not very playful, they will play with 
other juveniles as intensely as if they had just emerged 
from total isolation. 10 In any event, with the use of prior 
social deprivation, RAT play can be analyzed efficiently 
in the laboratory. The systematic nature of the results 
again affirms that the urge to play is an intrinsic func
tion of the mammalian nervous system. 1 1  

Although there is  substantial diversity in the specific 
play patterns exhibited by different mammalian species, 
the evolutionary roots probably go back to an ancient 
PLAY circuitry shared by all mammals in essentially 
homologous fashion. It is also possible that creatures 
other than mammals (especially birds) exhibit social 
play, but avian play is less predictable and hence harder 
to study . 12  Accordingly, the present discussion will be 
restricted to mammals, although the evolutionary roots 
may well go back to an era predating the divergence of 
mammalian and avian lines more than a hundred million 
years ago (see Appendix A). Once we understand the 
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(Adapted from Panksepp, 198 1 ;  see n. 18). The pinning measure is depicted in Figure 15.2. 

neural circuitry of mammalian play, it should be easier 
to determine whether birds have homologous brain 
mechanisms, or whether their seemingly playful behav
iors emerge from different types of neural systems. 

Before discussing the most basic form of play
namely, roughhousing play-it should again be empha
sized that several distinct forms are widely recognized 
in human research. Human play has been divided by 
social and developmental psychologists into explor
atory/sensorimotor play, relational/functional play, 
constructive play, dramatic/symbolic play, and games
with-rules play, as well as RAT play, of course. 13 This 
last form, rough-and-tumble play, is presently easiest 
to study in animal models, but except for a few outstand
ing pieces of work, it has received the least attention in 
human research. 14  This is understandable, for rough
housing is boisterous and often viewed as disruptive and 
potentially dangerous by adults. Of course, kids love it 
(it brings them joy), and animals readily learn instru
mental responses to indulge in it. 15 This is the main form 
of play that other mammals exhibit, and it remains pos
sible that the relatively solitary motor play of many 
herbivorous animals, such as running, jumping, pranc
ing, and rolling, emerges from the same basic PLAY 
urges that control roughhousing play between young 
animals. Unfortunately, there is no neurological evi
denCe yet that allows definitive conclusions. 

Although human play has been extensively taxono
mized, it is still worth contemplating to what extent the 
various forms are merely higher elaborations (cultur
ally derived, as well as higher neuroevolutionary vari
ants) on a single primal theme: Are there multiple ex
ecutive circuits for play in the human brain, or do they 
all reflect manifestations of a single underlying PLAY 
system of the mammalian brain? Until demonstrated 
otherwise, we should be parsimonious and subscribe to 
the single command-circuit alternative. 

Just as each basic mammalian emotion can be ex
pressed in many ways in human cultures-including 
dance, drama, music, and other arts-arousal of a single 
basic

.
ludic circuit could add "fun" to the diversity of 

playful activities. In other words, PLAY impulses that 
are processed through the higher cognitive networks of 
the human cortex (i.e., via social constructions) may 
tesult in many seemingly distinct forms of human play. 
The common denominator for all, however, may arise 
from basic neuronal systems that were originally de
signed to generate RAT ludicity. Indeed, it is a testable 
proposition: Once we unravel the details of RAT PLAY 
circuits, their role in other forms of play can be evalu
ated. Accordingly, let us briefly entertain ways in which 
play diversity in humans may emerge from the "sim
plicity" of a single system. 

Perhaps, in humans, the source energy for rough
housing play can be channeled voluntarily into a large 
variety of distinct activities. At times humans simulate 
playfulness and thereby attempt to evoke ludic feelings 
indirectly through pretenses. For instance, children like 
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to stage various skits and shows, but as they attempt to 
perform seriously, all too often they simply end up gig
gling in glee. Perhaps the culturally sanctioned playful 
expressions, such as dancing, remain emotionally hol
low until the ancient circuits of playfulness-affectively 
characterized by "lightness," "joy," and "flow"-are 
recruited? 

Through their attempts to voluntarily activate the 
natural ludic mechanisms of the brain, humans may 
achieve totally new forms of playfulness (including 
various games, toys, and dramatic and linguistic de
vices). In this context, it should be remembered that 
each basic emotional system can energize a number of 
distinct behavioral options, and perhaps PLAY systems 
help generate a diversity of emotional behaviors upon 
which learning can operate. It must also be noted that 
playfulness in humans can eventually be expressed in 
symbolic ways, which may be largely linguistic, such 
as puns, joking, and verbal jibes, that lead to a great deal 
of mirth and laughter. 

A discussion of the functions of play will be re
served for a later section, but here I will anticipate the 
main conclusion. PLAY circuitry allows other emo
tional operating systems, especially social ones, to be 
exercised in the relative safety of one's home environ
ment. Play may help animals project their behavioral 
potentials joyously to the very perimeter of their 
knowledge and social realities, to a point where true 
emotional states begin to intervene. Thus, in the midst 
of play, an animal may gradually reach a point where 
true anger, fear, separation distress, or sexuality is 
aroused. When the animal encounters one of these 
emotional states, the playful mood may subside, as the 
organism begins to process its predicaments and op
tions in more realistic and unidimensional emotional 
terms. In human children this may often consist of 
running to mother in tears, with complaints about the 
injustices they have encountered to see what type of 
social support and understanding (i.e., kin investment) 
they might be able to muster. 

Finally, as will be discussed more fully later in this 
chapter, play and exploratory systems (i.e., of the type 
discussed in Chapter 8) appear to be distinct in the 
brain. Although these concepts are often combined in 
human research, 16 as if they reflected synergistic pro
cesses, they appear to be independent and at times 
mutually exclusive. For instance, psychostirnulants 
such as amphetamines, which invigorate exploratory 
activities, markedly reduce play behaviors.17 Indeed, 
when placed in new environments, animals typically 
exhibit strong exploratory activity with little tendency 
to play until they have familiarized themselves with 
the new surroundings. 

In sum, we now have highly effective laboratory 
procedures to analyze the neural substrates of RAT play. 
A straightforward experimental approach will surely 
yield more important insights into the nature of'this 
phenomenon than any armchair theorizing of the type 
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highlighted in the description of children's play at the 
beginning of this chapter. 

A Description of 
Rough-and-Tumble Play 

It is difficult to capture the dynamic image of real-life 
play in words. But the overall impression given by prac
tically all mammals is a flurry of dynamic, carefree ram
bunctiousness. In rats, one sees rapid spurts of activity, 
toward and away from a play partner. Sometimes one 
animal "bowls" the other animal over, which leads to a 
flurry of playful chasing. In turns, the animals pursue 
each other, with rapid pivoting and role reversals. Ani
mals often pounce on each other's backs as if they are 
soliciting vigorous interaction; these "dorsal contacts" 
can be easily quantified and have been commonly used 
as an explicit measure of play solicitations (Figure 15.2). 
Sometimes the dorsal contacts do not yield reciprocation, 
instead ending up as prolonged bouts of dorsal groom� 
in g. At other times, the recipient of play solicitations 
responds by either running away or twisting laterally; an 
apparent bout of Wrestling ensues, in which one animal 
winds up on its back with the other animal on top. This 
"pinning" posture can also be easily quantified (Figure 
15.2) and is the clearest measure of the consummatory 
aspects of play. If animals are allowed to play on an ac� 
tivity platfonn, one can also obtain an overall measure 
of RAT activity. There are surely many other ways to 
monitor play, and each of these measures can be sub� 
categorized. For instance, most pins are of short dura
tion, occurring in the midst of ongoing "wrestling" 
matches, while others are more prolonged, often signal-

Figure 15.2. 
Two major 

play postures 
that are used 
to quantify 
rough-and

tumble play. 

ing the end of a play bout. Dorsal contacts can be strong 
or sustained, or made passingly as one animal bounds 
leapfrog-style off another. The precise details of play 
episodes vary widely among different mammalian spe
cies, but the general flavor remains the same--one of 
joyful social exchange with a strong competitive edge. 
It may come as a surprise to some, but young rats given 
no other ludic outlets love to be tickled by and play with 
a frisky human hand. 

RAT play in most species exhibits a characteristic 
developmental time course, with the amount of play 
increasing during the early juvenile period, remaining 
stable through youth, and diminishing as animals go 
through puberty (see Figure 2.1) . 18  We presently know 
essentially nothing about the neurobiological factors 
that control this inverted U-shaped developmental func
tion. Presumably it is related to aspects of brain matu
ration, as well as neurochemical shifts that occur dur
ing development.'9 

Play dominance clearly emerges if two rats are al
lowed to play together repeatedly.20 After several play 
episodes, one rat typically tends to become the "win
ner," in that it ends up on top more often during pins. 
On the average, the split is that the winner ends up on 
top about 70% of the rime, while the "loser" achieves 
less success, but the continuation of play appears to 
require reciprocity and the stronger partner's willing
ness to handicap itself. If one animal becomes a "bully" 
and aspires to end up on top all the time, playful activ
ity gradually diminishes and the less successful animal 
begins to ignore the winner. There are reasons to be
lieve that similar dynamics are present in human ver
bal play, which is a common way for folks to get to 
know each other and to best each other. 

As might be expected, body weight is an impor
tant factor in dictating which animal of a pair becomes 
the winner, as is neurochemical activity.21 With regard 
to weight, approximately a I 0% weight advantage, just 
like in human boxing and wrestling, is sufficient to 
give a statistical edge to the heavier combatant (we 
are here ignoring the more complex issue of physical 
strength, not to mention psychological "strength," 
which as we will see is partly opioid-mediated). Neuro
chemically, if one animal of a play pair is given a small 
dose of an opiate agonist such as morphine and the 
other is given a small dose of an opiate antagonist such 
as naloxone, all other things being equal, the animal 
receiving morphine always becomes the winner (Fig
ure 15.3).  A similar effect is seen in vehicle-treated 
rats pitted against naloxone-treated ones, but a mor
phine-treated animal does not invariably win against 
controls.22 These effects suggest that brain opioids 
control social emotionality, so that without brain opio
ids an animal tends to feel psychologically weaker, 
causing it to lose because it is more prone to experi
ence negative feelings such as separation distress, as 
discussed in the previous chapter. To the contrary, 
control animals as well as morphine-treated ones may 
prevail because they experience heightened social 
confidence, a feeling of psychological strength that 
presumably emerges from the neurochemical corre
lates of social bonding. 

Of course, there are alternative explanations for 
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these effects, as there are for all the findings of sci� 
ence (see Figure 2.3). For instance, opiate receptor 
antagonists may reduce or eliminate the opioid�medi
ated reinforcing pleasure of social interaction, while 
opiate agonists enhance such forms of reinforcement. 
Also, it is possible that the opiate antagonists make 
some playful blows more painful, while morphine 
dulls those play�reducing sensations. Surely, if the 
scrapes of life become less painful, animals should 
play more. In any event, the play�dominance effects 
of opioid manipulations are remarkably clear-cut in  
animals that begin receiving these agents at the outset 
of their mutual play experiences (Figure 15.3). The 
fact that it takes some time for the full manifestation 
of the effects suggests that social learning promotes 
the emergence of the dominance asymmetry. However, 
if social dominance has already transpired prior to the 
neurochemical manipulations, play-dominance pat� 
terns do not shift readily. Indeed, past social learn
ing is a powerful force in all social encounters. On 
the basis of this simple fact, one must again wonder 
whether some of the effects that have been widely 
disseminated in the literature, such as the oft-reported 
sex differences in play whereby males supposedly 
exhibit more RAT play than females, merely reflect 
assertiveness biases that have emerged from prior so
cial learning based on body weight and strength asym
metries between the sexes. Persuasive data are pres� 
ently not available on this issue. 

PLAY DOMINANCE WHEN ONE ANIMAL OF A PAIR GETS 
MORPHINE (1 mg/kg) AND T H E  OTHER NALOXONE (1 mg/kg) 
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Figure 1 5.3. Pinning on successive days, with one animal getting naloxone (1 mgfkg) and 
the other getting morphine at the same dose. After seven days, drug conditions were 
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Play and Aggression 

RAT play in animals is often called play-jlghting, and 
some believe it is little more than the juvenile expres
sion of certain types of aggressive activity-for in
stance, intermale aggression. Although RAT play often 
has the outward behavioral hallmarks of aggressive 
fighting, a formal behavioral analysis indicates that the 
behavioral sequences exhibited during real fighting and 
play are remarkably different.23 Resemblances between 
the two are only superficiaL For instance, serious ag
gressive postures are rarely seen in play-fighting. In a 
real fight, rats often exhibit boxing, consisting of stand
ing on their hind paws and paddling each other with 
their front paws, as well as laterally directed aggressive 
postures called "side-prancing," commonly accompa
nied by piloerection. These postures essentially never 
occur during social play. Sometimes play does end up 
in real fighting, but then the signs of behavioral ram
bunctiousness (frantic hopping, darting, and pouncing) 
immediately cease.24 A behavioral tension emerges as 
RAGE and FEAR systems are presumably activated. 

Moreover, true aggression and play follow differ
ent rules and are differentially sensitive to a variety of 
experimental manipulations: ( 1 )  In real intennale domi
nance fights, all other things being equal, the resident 
animal is invariably the winner if the behavioral test is 
conducted in the home territory of one of the animals. 
This is not the case during play-fighting.25 (2) During 
play there are no sustained defensive postures in which 
one animal lies on its back while the other sustains a 
menacing top position for extended periods (i.e., thus, 
pins during play move along more gracefully and rap
idly). (3) Play-fighting is a positive reward for both 
participants. The winners and the losers of previous play 
fights readily learn instrumental tasks, such as making 
an appropriate choice in a T-maze, in order to gain the 
opportunity to play together again, and they both run 
toward the opportunity to play with equal speed. The 
only difference is that the winners barge quickly into 
the play box, while the so-called losers are a bit more 
hesitant in making their entry into the play arena.26 (4) 
Testosterone, which is quite powerful in promoting 
aggressive dominance, has relatively little effect except 
that in some pairs it reduces play-fightingY In animals 
that exhibit reductions in play following several days 
of testosterone treatment, it seems that the play bouts 
quickly become too aggressive. When this occurs, the 
behavior loses its "carefree" quality, and overall play� 
fulness becomes inhibited. (5) Highly specific antiag� 
gressive drugs such as fluprazine and eltoprazine, which 
can markedly reduce various forms of fighting (see 
Chapter 10), do not clearly reduce play and in some 
instances appear to increase playful interactions.28 

Although there are bound to be continuities between 
the skills learned during piay�fighting and eventual 
adult dominance abilities, there is presently no clear 

. T 
evidence for powerful continuities in the executive brain 
mechanisms of roughhousing play and adult forms of 
aggression. The two seem to have distinct motivational 
substrates, although it remains possible that the plaY 
circuits of juvenile stages of development may take on 
a more adultlike luster as animals mature. Similarly, in 
humans, we see childhood play fading into ritualized 
dominance sports such as football or basketball. 

It is unlikely that professional football or other sports 
require the participation of PLAY circuits in adult hu� 
mans, but the quality of performance is probably in
creased when such circuits are aroused. On the other 
hand, it is possible that few spectators would consider 
professional sports to be fun were it not for the exist
ence ofPLA Y circuits in their brains that are vicariously 
aroused by observation of play activities in others. Pro
fessional wrestling may be especially attractive to cer
tain audiences because its choreography closely re
sembles the instinctual expressions of RAT play in 
humans. 

Another dimension of sports that deserves attention 
is the possibility that it is an institutionalized way to 
dissipate intennale aggressive energies that might other� 
wise cause chaos in peaceful societies. Keeping "warrior 
energies" constrained within the guise of playfulness 
may help reduce the level of violence in peacetime. 
Indeed institutionalized forms of play, such as profes
sional sports, have become big business around the 
world. This development casts a new and sometimes 
dark shadow over the spontaneous expressions of emo
tionality that should characterize the playing field. 

Although there is still a great deal of joy and despair 
among those participating in professional sports, with 
spectators being overcome by waves of positive and 
negative emotions as the fortunes of their teams wax 
and wane, the new economic dimensions of professional 
sports have made us realize that in humans, games are 
simply no longer what evolution meant them to be. 
Instead of exercising various skills and having a good 
time, institutionalized play has become the arena for 
demonstrating one's acquired and aggressive skills. 
Although I do not dwell on such issues in this book, it 
is obvious that cultural forces in human societies have 
the ability to change emotional forces into new entities, 
both beautiful and horrific. 

In sum, it seems evident that PLAY circuits are largely 
independent of aggression circuits, even though during 
development they may eventually contribute to the 
intermale types of aggres::;ion that were highlighted in 
Chapter 10. It is certainly possible that PLAY systems 
contribute to social dominance urges, which may help 
explain our love of rough professional sports, where such 
issues are paramount in the minds of players and specta
tors alike. Also, since sports provide the opportunity for 
expressions of symbolic dominance, it is little wonder 
that they are accorded such high esteem in our society, 
even by administrators of so many universities. 

The Varieties of Play and Laughter, 
Especially in Humans 

Humans are a uniquely playful species. This may be due 
in part to the fact that we are neotenous creatures who 
benefit from a much longer childhood than other spe
cies. For instance, our childhood and adolescence con
stitute about 20% of our life span, which is comparable 
to other great apes. However, the corresponding pro
portion for other primates is generally less than 1 0%; 
in dogs, cats, and rats, it typically approaches 5%. An
other feature that adds to the complexity of our play
fulness is the simple fact that our play insti ncts are 
modified so markedly by our cognitively focused higher 
brain areas. Although cortical processes surely add a 
great deal of diversity to our playful behaviors, espe
cially as we develop, it is unlikely that the primal brain 
"energy" for playfulness emerges from those higher 
brain functions. These energies probably emerge from 
the same ancient executive systems that govern RAT 
play in other species. As those primitive playful im
pulses percolate through the brain, they assume new 
forms ranging from slapstick humor to cognitive mirth. 
Indeed, the hallmark of PLAY circuitry in action for 
humans is laughter, a projectile respiratory movement 
with no apparent function, except perhaps to signal to 
others one's social mood and sense of carefree cama
raderie.29 Some believe laughter is uniquely human, but 
we would doubt this proposition. 

Ethologists have long distinguished two general types 
of happy or friendly faces: the social smile and laughter. 
The smile, with its prominent baring of teeth, probably 
harks back to ancient mammalian threat displays. 3D For 
instance, many creatures exhibit bare-toothed hissing in 
response to potential threats. In a social context, this may 
communicate that one possesses quite a dangerous set of 
teeth and is potentially willing to use them. No doubt, 
the probable evolutionary adaptation behind the display 
is that the potentially tense situation will require no fur
ther action if one smiles. The human smile may have 
evolved from such preexisting old parts to communicate 
that one is basically friendly but quite capable of deal
ing with any difficulties that may arise. Laughter, on the 
other hand, seems to have emerged largely from a dif
ferent brain system; as some have cogently argued, it may 
emerge from PLAY motivation. 

In children, laughter occurs most commonly in play
ful situations. Indeed, an openmouthed display charac
terizes the most intense forms of human laughter, and 
similar gestures are used as signals for play readiness 
in other species such as chimpanzees and dogs. Also, 
the rhythm of laughter has an outward resemblance to 
the rhythmiC kicking and thrashing commonly seen 
in the roughhousing play of many mammals. Although 
we commonly associate the presence of laughter with 
the punch line of a joke, making it functionally similar 
to the pin position that is the terminal component of a 
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RAT play episode, laughter certainly docs not require 
much cognitive complexity. Physical tickling is one of 
the easiest ways to provoke Iaugher in young children; 
indeed, this response can be induced in infants within 
the first half year of life, even though it appears to be 
preceded by a period in which there is a strong tendency 
to smile in response to social interaction, starting at 
about 4 months of age.:ll A cyclical pattern, resembling 
laughter, with respiratory panting and grunting vocal
izations can also be induced in chimpanzees and goril
las by tickling, and we have recently discovered a seem� 
ingly homologous process in young rats. · 

To evaluate whether rats laugh, we took a simple tick!� 
ing approach. Listening in to the ultrasonic frequency 
range at which rats communicate, we rapidly found that 
friendly tickling induced very high-frequency chirping 
at about 50 KHz. This response could be provoked more 
effectively when the tickling occurred at the nape ofthe 
neck, where animals normally solicit play, than on the 
rump, and full body tickling was most effective of all 
(Figure 15.4). Animals that had been deprived of social 
contact from weaning at 24 days of age through puberty 
exhibited more chirping to tickling than littennates that 
had been allowed two play sessions each day through 
this interval. Also, the amount of playfulness in these 
animals correlated highly with the amount of tickling
induced "laughter," but while play declined with age, 
tickling effects did not (Figure 15.4). Tickling was a 
positive incentive for our animals: They would seek out 
this kind of stimulation and would rapidly begin to chirp 
to cues associated with tickling. If this vocalization 
pattern is truly homologous to basic human laughter, 
we may come to understand human joy by studying the 
circuits that generate such vocalization in rats.32 

Apparently, laughter is not learned by imitation, 
since blind and deaf children laugh readily .33 The abil
ity to laugh precedes one's ability to comprehend the 
point of a joke; a great deal of children's laughter typi
cally occurs in free play situations rather than in re
sponse to verbal jests. It is reasonable to suppose that 
the sources of human laughter go back to ancient so
cial engagement systems that first mediated mamma
lian playfulness. 

Laughter may now be one signal for victory within 
playful social encounters as the philosopher Thomas 
Hobbes argues,34 just as being in the top position dur
ing pinning in RAT play is the preferred physical posi
tion (Figures 15.2 and 15.3). Indeed, this is the dark side 
of laughter, for it often occurs in response to seeing 
others hurt, humiliated, or embarrassed, and it indicates 
a recognition of the victim's slapstick predicament 
coupled with the feeling that one has been psychologi� 
cally luckier and perhaps even smarter than the poor sod 
who is the brunt of some misfortune. In competitive 
playful encounters in humans, laughter is invariably 
exhibited more by victors than by losers. Likewise, the 
perpetrator of a practical joke is much more likely to 
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an adjacent day are also provided. (Unpublished data, Panksepp & Burgdorf, 1 997 .) 

laugh than the recipient. Groups of humans also often 
laugh together (it is infectious); this may help cement 
group solidarity, which is another popular view of the 
function of laughter. 

Neurologically, laughter emerges from primitive 
subcortical areas of the brain as indicated by the types 
of brain damage that are correlated with pathological 
laughter, One disease process that can release impul� 
sive laughter is amylotrophic lateral sclerosis (ALS), a 
demyelinating disease that affects the brain stem. An� 
other is gelastic epilepsy, which is accompanied by 
bouts of laughter. Individuals with such a brain disor� 
der can exhibit strong motor components of mirth with
out any accompanying experience of happiness. Al
though the victims of such disease processes look happy 
when they are spontaneously smiling and laughing, they 
often report no associated positive affect.35 Most in
terestingly, such individuals typically exhibit pathologi
cal crying during earlier phases of the disease, again 
without any accompanying feeling of sadness. Not only 
does the onset of pathological crying typically precede 
the onset of laughter during the development of ALS, 
but the crying seems to emerge from lower levels of the 
neuroaxis than does the laughter.36 

The apparent neural relationship between these two 
motor displays suggests that laughter and crying are 
intimately related in the brain, although the ability to 
cry appears to have preceded the ability to laugh in brain 
evolution. In other words, separation�distress mecha� 
nisms, and social�bonding ones, may have been essen-

tial prerequisites for the evolution of laughter. From 
this, one might suppose that the evolution of the social 
bond, and the consequent ability to cry, may also have 
been social prerequisites for the evolution of play. If 
so, we might suppose that both play and laughter still 
serve social-bonding functions, thereby helping to dis
criminate friends and family from strangers. Indeed, 
reunion "rituals" in chimpanzees, especially after long 
separations, are typically characterized by a lot of hoot
ing, howling, and touchingY Also, in this context, it 
should be recalled that the preeminent sensory system, 
which both provides comfort after separation and most 
readily provokes play, is touch. Thus, in evolution, the 
pleasure of touch may have established a neural frame
work for the emergence of play. 

Of course, in humans, play impulses can be mani
fested in many ways. As individuals mature, a great deal 
of human play may come to be focused on verbal inter
change. The persistent verbal repartee that often charac
terizes nonsedous interactions, such as teasing (e.g., 
when humans "rib" each other), seems to have the out
ward characteristics of dorsal contacts and pinning. One 
tries to arouse the other individual with some provoca
tion, at times even sharp and biting comments; then, if 
others respond, there is often a desire to "sock it to 
them" with an especially clever response. If success
ful, this tends to yield peals of laughter among the young 
and chuckles among the elderly. This type of repartee 
may be repeated many times, with each individual try
ing to best the other-to be cleverest-until it is clear 

that one is prevailing or until each is satisfied that he 
or she is a match for the other. Presumably, when that 
happens, the individuals have a high potential to estab
lish a special respect and friendship. If one verbally 
"pins" the other too insistently, the relationship will 
probably be different, with a much greater sense of 
dominance and submission asymmetries, which may 
decisively guide future interactions. Perhaps this is one 
reason most humans are better talkers than listeners
humans are more likely to feel that they have prevailed 
if they sustain a high level of output instead of "wast
ing" time attending to inputs. 

Such bonding and social-stratification functions of 
play and laughter are also especially evident in institu� 
tionalized sports. Perhaps for similar reasons, our cui� 
ture has formalized "roasting" as a special occasion for 
individuals to exhibit their well-honed playfulness and 
dominance skills toward people they like. Apparently, 
the manifestations of PLAY circuitry have permeated 
human cultures and, perhaps, a great deal of higher brain 
organization. 

Obviously, it would be presumptuous to reduce 
human playfulness to the operation of a single primi
tive system that controls RAT play in other animals. Too 
many layers of neural complexity have been added 
to the original PLAY instigation systems. In a hier� 
archically controlled structure like the brain (see Fig� 
ure 2.2), each level of control has some consequences 
for the form of the final output. To use an analogy from 
physics, evidence about the basic emotional systems 
resembles our general knowledge of atomic structure, 
which constrains but does not readily allow us to 
predict the complexity of molecules and man-made 
materials that can be constructed from those basic struc� 
tures. However, as we accept the complex reality of 
playfulness and other emotions in humans and their 
societies, an adequate analysis of the lower levels that 
we share with animals is essential for a satisfactory 
understanding of the complex manifestations that the 
higher levels permit. Thus, I will assume that the neu� 
ral mechanisms of RAT play will ultimately prove 
illuminating for understanding play and joy in humans. 
It may also help us better understand certain childhood 
problems such as autism and attention deficit, hyper� 
activity disorders (ADHDs).38 In any event, it is re� 
markable that the existence of this brain system has not 
yet been generally accepted in either neuroscience or 
psychology. 

The Somatosensory Control of Play 

Since RAT play ultimately emerges from powerful 
endogenous neural activities of the brain that interact 
with many forms of learning, it is especially difficult 
to study comprehensively. The motor features of RAT 
play are so complex that it is hard to imagine how one 
might trace the source mechanisms in a systematic 
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manner. One approach is to consider that play is a so
cially contagious process. When playful urges arise in 
one animal, they seem to "infec�" other animals via 
some type of sensory-perceptual influence. Accord� 
ingly, a reasonable question to ask would be: Which 
sensory systems are most important for social play? 
Studies that have selectively eliminated individual sen
sory influences clearly indicate that, at least in rats, 
neither vision nor olfactory senses (including vibrissae) 
are necessary for the generation of normal play. One 
can eliminate any one of these senses without reducing 
the overall amount of RAT play, even though the exact 
patterning of play has not yet been carefully analyzed 
in such animals. The auditory system contributes posi
tively to play to some extent, since deafened animals 
play slightly less, and rats do emit many 50-KHz laugh
ter-type chirps both during play and in anticipation of 
play .39However, the premier sensory system that helps 
instigate and sustain normal play is touch. 

Indeed, certain parts of the body surface are more 
sensitive to play-instigation signals than others. This has 
been established by anesthetizing various zones of the 
body (Figure 15.5). Local anesthetization of the neck 
and shoulder area is highly effective in reducing the 
level of playful pinning in young rats, even though the 
motivation for play, as measured by dorsal contacts, is 
not reduced.4o A substantially smaller effect on pinning 
is obtained if the anesthetic is applied to the rump, and 
no effect is evident if it is applied to either rostral or 
caudal areas of the animal's ventral surface, or when it 
is injected systemically. These findings correspond 
nicely to the tickling results summarized in Figure 15.4. 
This suggests that rats have specialized skin zones that 
send play signals into the nervous system when they are 
touched. In other words, mammals appear to have "play 
skin," or "tickle skin," with specialized receptors send
ing information to specific parts of the brain that com
municate playful intentions between animals. Obvi� 
ously, humans also have tickle skin. It is situated at the 
back of the neck and around the rib cage, where it is 
easiest to tickle young children and get them into a play� 
ful mood. 

In rats the homologous play skin of the body seems 
to be on the rostral dorsal surface of the body, where 
most play solicitations (i.e., dorsal contacts) are di
rected. This is not the only target of play solicitation in 
rats, but PLAY circuitry of the brain does appear to 
receive especially potent somatosensory inputs from 
certain body zones. This helps answer the question that 
has perplexed so many children: Why can't I tickle 
myself? Apparently, the system is tuned to the percep
tion of social stimulation partially by being sensitive 
to unpredictability. The underlying neural systems are 
designed so that one cannot easily be his or her own 
social partner or play companion. Tickling requires 
other selves to arouse playfulness. Thus, the ability to 
identify and perceive play partners is not a mere sen
sory phenomenon but a powerful, ingrained central 
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EFFECTS OF REPEATED ANESTHETIZATION OF THE 
NAPE OF THE NECK ON PINNING DURING PLAY 
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Figure 1 5.5.  Play as a function of age in animals treated at the nape of the neck with 
xylocaine after 25, 3 1 ,  and 37 days of life. The reduction of play exhibited no clear 
tolerance, suggesting that without appropriate somatosensory input, the consummatory 
aspects of play are seriously compromised. (Adapted from Siviy & Panksepp, 1987; see 
n. 40.) 

nervous system concept (one that may have gone awry 
in autism). 

Apparently, the broadly ramifying PLAY system of 
the brain can instigate rapid forms of learning. For in
stance, with some experience and the right ludic atti
tude, one can "tickle" a young child simply by wiggling 
a finger in midair or by intoning a "coochi-coochi-coo." 
Young rats also exhibit rapid conditioning to the cues 
associated with tickling. Presumably, this is because 
such rapidly learned play signals can generate the in
ternal interpretation that one has a playful companion. 
Indeed, if a child is already in a playful mood, it is some
times sufficient for them to simply look at another per
son to trigger laughter and playfulness. Indeed, children 
get into patterns of uncontrollable laughter rather eas
ily, especially when sharing special mental games dur
ing culturally pretentious events-formal dinner tables 
and classrooms, where the abiding adult expectation is 
that ludic impulses should be controlled. In such cir
cumstances, children's mutual "knowing" glances can 
generate great hilarity, often in an inverse relation to 
the level of self control that adults are expecting from 
them. This tendency indicates that, in humans, the vi
sual system rapidly learns the patterns of behavior that 
are especially playful. Whether the visual system can 
generate playfulness without any prior participation of 
touch during earlier phases of development is unknown. 
At least in rats, vision is not essential; blind animals play 
with undiminished vigor.41 

In sum, the existence of PLAY circuits in the brain 
probably explains the phenomenon of tickling and high� 
lights the fact that the analysis of somatosensory stimu� 
lation of play skin may be a key to understanding the 
neural processes of PLAY systems. Parenthetically, it 
should be noted that the apparent expansion of play skin 
on the body surface when one is in a playful mood high
lights a key property of an emotional system-namely, 
its ability to modify sensory and perceptual sensitivi� 
ties that are relevant for the emotional behavior being 
exhibited. 

It should be emphasized that anesthetization of the 
body surface (Figure 15.4) only reduces the animal's 
ability to perceive proximal play signals, which leads 
just to a reduction in pinning. It does not reduce the 
apparent desire to play, since the reduced pinning is not 
accompanied by a decrease in the emission of dorsal 
contacts, although it apparently results from diminished 
appreciation of such contacts. ln other words, the anes
thetized animal still exhibits normal play-solicitation 
tendencies. The basic desire to play is not dependent 
on sensory inputs. It is an endogenous urge of the brain. 

The Neuroanatomy of Play 

Analysis of the somatosensory projection systems of the 
brain yields a coherent way to address the neuroanatomy 
of play systems. Since anesthetization of the dorsal body 

surface can reduce pinning, it is not surprising that simi
Jar effects can b'e obtained by lesioning the ascending 
somatosensory projection circuits from the spinal cord 
such as the spinothalamic tract.42 However, this is also 
not a result of diminished play motivation, since such 
animals exhibit a normal desire to play. Only when 
somatosensory information enters the thalamic projec
tion areas do we begin to get more specific motivational 
effects.43 At that level, somatosensory information di
verges into the specific thalamic projection areas of the 
ventrobasal nuclei that project discriminative informa
tion up to the parietal cortex and into nonspecific re
ticular nuclei, such as the parafascicular complex and 
posterior thalamic nuclei, that seem to elaborate a ludic 
motivational state within the animaL In other words, 
bilateral damage of the nonspecific reticular nuclei 
yields what appear to be specific play effects. Follow
ing such damage, pinning and dorsal contacts are both 
reduced, and the lesioned animals are no longer moti
vated to play. This effect is specific, since other rela
tively complex motivated behaviors, such as food seek
ing (foraging), are not diminished. This suggests that 
the parafascicular and posterior thalamic nuclei do spe
cifically mediate play urges. 

The parafascicular area is also thought to participate 
in pain perception because it contains neurons that re
spo'nd to pinpricks and comparable noxious stimuli.44 
It may be, however, that these stimuli are closer to nip
ping or tickling ones than to painful ones. In this con
text, it is worth recalling that in humans, intense tick� 
ling is almost unbearable. Dorsal contacts may generate 
stimulus effects resembling the types of provocative 
stimuli that are especially effective in activating neu
rons in this brain area. It is of considerable import that 
human laughter systems have also been associated with 
these brain zones.45 

Obviously, play recruits many brain abilities con
currently, and it is to be expected that many neural cir
cuits are called into action during RAT play. There are 
bound to be powerful influences from the vestibular, 
cerebellar, and basal ganglia systems that control move
ment. However, little is known about the ludic functions 
of these brain areas, since extensive damage to them 
compromises virtually all of the animal's complex 
motor abilities. For instance, in some early unpublished 
work, we inflicted extensive bilateral damage to the 
caudate-putamen nuclei of several young rats; their play 
was abolished, but so was their appetite, curiosity, and 
desire to exhibit simple locomotor acts. They had to be 
sacrificed, since they were incapable of taking care of 
themselves. Obviously, that line of research could not 
have provided convincing evidence for the role of those 
brain areas in play. Large lesions in other areas, such 
as cerebellum, temporal lobe/amygdala and lateral hy
pothalamus, also markedly reduce play, but again, the 
overall behavioral competence of the animal is so im
paired that it precludes any interpretation with respect 
to specific play circuitries. Smaller lesions are generally 
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more interpretable, and early anectodal observations 
suggest that play circuitry is not heavily concentrated 
in the amygdala or temporal lobes. For instance, mon
keys exhibiting the Kliiver-Bucy syndrome, although 
emotionally placid and socially deranged, were "always 
eager to engage in playful activities with the experi
menter."46 Likewise, the comparable initial experiment 
with cats reported that the lesioned subjects exhibited 
augmentation of pleasure reactions and were generally 
playful, docile, and friendly.47 

It is worth emphasizing that the neocortex is not 
essential for play .48 Even though decortication, such as 
that depicted in Figure 15.6, can reduce pinning behav
ior to about half of control levels, those effects are not 
due to a reduced playfulness, since play solicitations and 
overall roughhousing, as monitored by direct activity 
measures, remain intact.49 The reduced levels of pin� 
ning appear to be due to the animal's reduced willing
ness to respond to play solicitations by rolling over on 
its back. This may again reflect a heightened level of 
somatosensory and social insensitivity. 

Contrary to the observations of other investigators, 
in our experience, massive lesions of the cingulate cor� 
tex also have little effect on the play of rats. Substan
tial increases in play can be produced with large fron
tal Jesions5° as well as septal ones, suggesting that those 
brain areas participate in the developmental processes 
that normally diminish play as animals mature. Other 
lesions may arouse emotional states that are incompat
ible with play. For example, VMH lesions, which make 
animals pathologically aggressive (see Chapter I 0), will 
markedly reduce play.sl 

Clearly, the study of play circuitry remains in its 
infancy, and new techniques are needed to identify the 
relevant brain systems. One of the most promising tech
niques would be to analyze early gene markers of neu� 
ronal activity, such as (j(Js expression, described in 
Chapter 5. Using this approach, it becomes evident that 
wide fields of cells in the higher brain stem and telen� 
cephalon are activated during RAT play. This seems to 
be a common feature of all emotional processes-vast 
areas of the brain are aroused during each emotional 
state. As is evident in Figure 15.7, play elevates cj(Js 
expression in such medial thalamic areas as the para� 
fascicular, in the hippocampus, and in many higher
brain areas, especially the somatosensory cortex.52 
Thus, even though decortication does not eliminate play 
motivation, it seems clear that play has powerful effects 
on the cortex. In other words, one of the adaptive func
tions of juvenile play may involve programming vari� 
ous cortical functions. In a sense, the cortex may be the 
playground of the mind, and PL.A Y circuits may be a 
major coordinator of activities on that field of play. 
Unfortunately, aside from such data as are summarized 
in Figure 15.6, there is presently no compelling evi
dence to support such a contention. A similarly unsat
isfactory level of closure on key issues exists at the 
neurochemical level. 
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Figure 1 5.6. Play as a function of development in decorticate and control animals. 
(According to Panksepp et at., 1 994; see n. 49.) The anatomical drawing depicts the 
appearance of the brain following the neonatal decortication, with many of the 
structures clearly visible that were described in Chapter 4, especially the hippocampus 
(HC), the caudate nucleus (CN), and the septal area (S). 

The Neurochemistry of Play 

It is remarkably easy to inhibit play using pharmaco
logical manipulations, but it is very difficult to deter
mine whether the effects reflect specific changes in the 
underlying regulatory mechanisms or merely the gen
erally disruptive psychological and behavioral effects 
that many psychoactive drugs produce. Likewise, a 
great number of environmental manipulations can re
duce play-including all events that evoke negative 

emotional states such as fear, anger, and separation dis
tress. In addition, hunger is a powerful inhibitor of 
play,:53 as are many other bodily imbalances, including, 
of course, illness. In short, play is both a robust and a 
fragile phenomenon. When animals are healthy and feel 
good, play is an appealing psychobehavioral option. 
When they feel bad, it is not. Presumably many of these 
negative factors will have neurochemical underpin� 
nings, and if we arouse them in a play context, play will 
be reduced (see Figure l . l ). Unfortunately, such rna-

nipulations do not measure the normal processes 
whereby an individual attains play satiety (i.e., reaches 
a healthy state of having played enough). Because of 
such specificity problems, which beset all behavioral 
experiments to some extent, it will be difficult to sort 
out those manipulations that reduce play because of 
physiologically important PLAY regulatory effects 
from those that reduce play for many other reasons. 

One reasonable criterion for establishing that cer
tain neurochemical systems have specific effects on play 
is to demonstrate that drugs that facilitate and inhibit 
neural transmission in a given system have opposite ef� 
fects on play. With this criterion in mind, there is pres
ently considerable evidence that opioids specifically 
modulate play. Low doses of morphine can increase play, 
and opiate antagonists can reduce play (even though, as 
highlighted in the previous chapter, these same manipu� 
lations decrease and increase the desire for social inter
action, respectively). 54 Presumably, the reduction in play 
following opiate antagonists is a result of reduced activ
ity and heightened negative emotionality, such as might 
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be produced by mlld arousal of separation-distress cir
cuits. Jf the latter is the main cause, one would expect 
opioid blockade (at doses that normally reduce play) to 
increase play solicitation in animals that feel very secure 
about their social situation. Indeed, when tested against 
a totally nonthreatening, nonreciprocating partner who 
has been made unplayful via administration of choliner
gic blocking agents such as scopolamine, animals treated 
with naloxone gradually begin to exhibit heightened play 
solicitations. 55 

Jn addition, as previously mentioned, play-domi
nance studies suggest that brain opioids may increase 
feelings of "social strength''; hence, animals treated with 
opiate antagonists are consistently submissive to nor
mal control animals as well as those treated with low 
doses of morphine (Figure 1 5.3). Indirect evidence 
(from in vivo subtractive autoradiography studies)56 
suggests that there is widespread release of opioids in 
the nervous system during play, especially in such brain 
areas as the medial preoptic area, where circuitries for 
sexual and maternal behaviors are situated.57 Of course, 

FOS Expression 
During PLAY 

. . 
PARAFASCICULA� �REA 

Figure 1 5.7. Photomicro
graphs depicting Fos 
protein labeling in parietal 
cortex, hippocampus, and 
dorsomedial/parafascicular 
thalamus of rats that had 
played for half an hour and 
those that had been placed 
into the play chamber 
alone. Each dark dot 
represents a neuron that is 
expressing the neuronal 
activity marker cFos. I 
thank Steve Siviy ( ! 997) 
for sharing these data; see 
n. 52.) 
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to facilitate play, opiate doses must be kept low. Higher 
doses of opioids reduce all social behaviors including 
play, and very high doses of opiates reduce all behav
iors and induce a catatonic immobility. In any event, 
we can conclude that modest brain opioid arousal pro
motes play, and ongoing play promotes opioid release, 
which may serve to gradually bring the play episode to 
an end. However, opioids are surely not the only factor 
mediating play motivation, for it is not possible to re
store playfulness in older rats or younger rats that are 
satiated with play by administration of low doses of 
opiate agonists or antagonists. 

Many other neurochemical systems that have been 
studied also appear to have specific effects on play.58 
For instance, the muscarinic cholinergic receptor sys
tem appears to promote play; blockade of cholinergic 
activity with scopolamine or atropine markedly reduces 
play. Unfortunately, no one has yet been able to enhance 
play by activation of the cholinergic system. This may 
be partly because of the opposite roles of the-nicotinic 
and muscarinic receptor components. Nicotinic recep� 
tor agonists reduce play, and antagonists mildly increase 
play.59 Activation of serotonergic and noradrenergic 
systems also reduces play, while receptor blockade of 
certain of these systems can increase play somewhat.60 
Conversely, dopamine blockade reduces play, and most 
agonists do the same, which may indicate that animals 
need normal levels of synaptic dopamine activity in 
order to play. A comprehensive analysis of the many 
receptor subtypes within these biogenic amine systems 
should provide further clarity about their precise con
tributions. 61 Of course, all of these chemical systems 
participate in the control of a large number of brain and 
behavioral processes. 

There may well be highly specific play-promoting 
neurochemicals in the brain, perhaps neuropeptides, but 
no such substance has yet been identified. Part of the 
problem in searching for relevant evidence is that vir
tually all of the neuropeptides must be administered 
directly into the brain, and we really do not know 
enough about play circuitry (especially about the rele
vant synaptic fields) to place the substances into the 
appropriate areas. However, we have evaluated the ef
fects of a few neuropeptides, including oxytocin and 
CRF, both of which reduce play, while vasopressin does 
not appear to affect play.62 We are still searching for 
that neurochemical system that will "turn on" playful
ness in animals that are not psychologically ready to 
play, but this has proved to be a very difficult task (see 
the "Afterthought" of this chapter). It may require just 
the right combination of many manipulations. The fact 
that social deprivation increases the desire to play (Fig
ure 15 . 1 )  suggests that it should be possible to produce 
such a state artificially. Only when someone has found 
a way to turn on play pharmacologically will we have 
achieved a profound neural understanding of playful
ness, but even that may not reveal its adaptive functions. 

The Functions of Play 

The possible functions of play have been discussed ex
tensively,63 and the proposed ideas are remarkably wide
ranging. Suggestions fall into two categories: social and 
nonsocial. Among the first are the learning of various 
competitive and noncompetitive social skills, ranging 
from behaviors that facilitate social bonding and social 
cooperation to those that promote social rank and leader
ship, as well as the ability to communicate effectively. 
Among the potential nonsocial functions are the ability 
of play to increase physical fitness, cognitive abilities, 
skillful tool use, and the ability to innovate. Innovation 
can range from very generalized cognitive skills such as 
the ability to think creatively in a wide range of situa
tions to very specific aptitudes such as learning to hunt 
among young predators and predator-avoidance skills in 
prey species. The collective wisdom is well summarized 
in the instruction sheet to Lego® toys that was quoted 
earlier. Unfortunately, there is no substantial scientific 
database for any of these ideas. 

One could also propose a variety of additional fit
ness-promoting effects of RAT play, such as inocula
tion against social stress in future adult competitive 
encounters64 or perhaps the facilitation of social attrac
tiveness and skill so that reproductive potential is en
hanced. Indeed, perhaps play even allows animals to 
hone deceptive skills, and thus in humans may refine 
the ability to create false impressions. It almost goes 
wi

'
thout saying that play must increase reproductive 

fitness in some way, but it should be noted that sexual
type behaviors are very infrequent during the course of 
RAT play in animals. Indeed, in unpublished work, we 
have been unable to find any evidence that male rats 
that had been socially deprived during the entire juve
nile period (21 to 45 days of life) exhibited any defi
ciency at maturity in the latency and onset of sexual 
behaviors toward a hormonally primed female. How
ever, if placed into a competitive situation, play-expe
rienced animals were more effective in thwarting the 
advances of play�deprived animals than vice versa. 
Also, we have found that animals like to spend slightly 
more time with conspecifics that have had abundant 
play experiences than with those that have not.65 

The best-documented beneficial effect of play dis
cussed in the rodent behavioral literature is a mild in
crease in problem-solving ability in rats,66but in unpub
lished work we have not been able to replicate this 
effect. Other reported effects are decreased habituation 
to novelty in animals that have not experienced normal 
amounts of juvenile play and increased fearfulness in 
social situations.67 Also, animals that have had much 
opportunity to play appear to be more effective in cer
tain competitive encounters later in life,68 but more data 
must be collected on these issues. 

Although systematic work on this question is still 
in its infancy, there seems to be a growing consensus 

that play is not superfluous, and that some distinct adap
tive function should be demonstrable in a reasonably 
rigorous fashion. The issue of play functions in humans 
is muddied by the great variety of distinct forms of 
activities that are labeled as play, especially activities 
such as board games, where a great deal of previous 
learning is essential for the "play" to proceed. Indeed, 
it is generally believed that children learn more rapidly 
when they have fun, but the whole concept of play as it 
relates to educational ends remains murky. 

By attempting to intentionally and formally recruit 
·playfulness for educational ends, humans probably 
exercise many cortical potentials independently of 
PLAY �related functions. One is led to wonder to what 
extent the literature that has evaluated the role of play 
in facilitating learning and development of social com� 
petencies has simply evaluated the power of positive 
social interactions to facilitate desired educational 
goals.69 It does seem that many of the supposed bene
fits of play that have been revealed by formal investi
gation simply reflect the beneficial effects of other types 
of social activities and supplemental tutoring.70 There 
is presently no assurance that the many play interven
tions that have been studied in laboratory settings do 
in fact arouse primary-process PLAY circuits intensely. 
Of course, it remains very attractive to assume that the 
consequences of playful activities are beneficial for 
learning, but unfortunately, there are no robust and cred� 
ible demonstrations of this in either humans or ani
mals.71 Once we have a clear understanding of basic 
PLAY circuits in the mammalian brain, it may be pos
sible to monitor the development of behavioral and 
social competence in animals deprived specifically of 
normal activity in those circuits. Such experiments may 
be able to yield some definitive data. 

Play and Dreaming 

One straightforward perspective is that during play all 
of the natural (unconditional) emotional-behavioral 
potentials of the brain can be exercised. However, in 
addition to the relatively obvious functional hypotheses 
summarized here, only a few of which have even mod
est empirical support, it is to be expected that play may 
also be important in the functional control of brain or
ganization. One molecular view might be that play pro� 
motes certain types of neuronal growth. A higher-level 
view is that play may serve to exercise and extend the 
range of behavioral options under the executive con
trol of inborn emotional systems.72 In fact, play may be 
the waking functional counterpart of dreaming. 

As discussed in Chapter 7, a key function of rapid 
eye movement (REM) sleep may be to promote the 
processing of information that is especially important 
for complex emotional integration. PLAY systems may 
serve a similar function during waking. Since one of 
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the characteristics of play is that many types of emo
tional behaviors are exhibited in the context of non
serious interactions, it is reasonable to hypothesize that 
play exercises the behavioral potentials of emotional 
circuits (Figure 15.8). According to this view, play may 
serve a function that is orthogonal to that of REM sleep: 
Namely, REM may exercise the potentials for organiz
ing affective information in emotional circuits, while 
play exercises the emotive behavioral potentials of these 
same circuits in the relative emotional safety of a posi
tive affective state. In other words, dreaming and play 
may have synergistic functions-providing special 
opportunities for exercising the psychobehavioral po� 
tentials of emotional operating systems within socially 
supportive environments. Thus, there could be as many 
behavioral variants of play as there are primary emo
tional systems within the brain. 

A relationship between REM and PLAY processes is 
suggested by the fact that both are under strong cholin
ergic controL If there is, in fact, a neural continuity be
tween REM and PLAY impulses, one might expect that 
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Figure 1 5.8. Emotional circuits are embedded in 
multiple convergent control processes such as startle, 
REM, and play circuits. REM may preferentially 
influence the higher affective consequences of 
emotive circuits, thereby helping process information 
that was collected during waking through the 
auspices of the various basic emotional circuits (see 
Chapter 7). Play may preferentially access the motor 
subroutines that are normally accessed by emotional 
circuits, thereby providing exercise and practice of 
instinctual motor patterns that are essential for 
competent emotive behavior patterns. (Adapted from 
Panksepp, 1986; see n. 72.) 
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RAT play may be characterized by unique EEG signals
for instance, large spikes during play jumpiness, which 
may resemble the PGO spikes of REM (see Chapter 7)
but this has never been evaluated. Also, since norepineph
rine and serotonin neurons are silenced during REM, it is 
of interest that modest pharmacological reduction of ac
tivity in these two systems can modestly increase play. 

Obviously, play will provide food for thought to 
scientists for a long time to come. Indeed, perhaps play 
provides "food for thought" for the brain, as recurring 
patterns become especially well consolidated into new 
habits during dreams. It will be interesting to determine 
to what extent preceding play periods affect subsequent 
REM periods, and how REM deprivation affects the 
information that is processed in the midst of play (e.g., 
whether play dominance, such as summarized in Fig
ures 15.2 and 15.3, emerges without subsequent REM). 

From this perspective, it would also seem likely that 
play may have direct trophic effects on neuronal and 
synaptic growth in many brain systems. Although the 
evidence is modest, environmental enrichment, includ
ing social dimensions, has been well studied in lab ani
mals,73 and there is some evidence that the observed 
social effects are due to RAT play. Neuronal effects of 
social enrichment (such as increased brain RNA and 
heavier cortices) can be observed after as little as 10  
minutes of exposure for four days during sensitive pe
riods of juvenile development 74 Another basic hypoth
esis concerning play that deserves more experimental 
attention is the possibility that play is a "neuro-tonic" 
that can have antistress, health-promoting effects. We 
have evaluated this possibility via analysis of corticos
terone secretion to mild stress in play-experienced ver
sus nonexperienced animals. Unfortunately, we found 
no evidence to support the hypothesis that RAT play 
can regulate other stress responses.75 Still, I believe 
more work along these lines will yield positive findings. 

Distinctions between Play 
and Exploration 

One psychobehavioral dimension that deserves special 
attention in future work is the role of SEEKING cir
cuits in playful activitiesJ6 It has been quite common 
in the human literature to combine play and exploratory 
activities under the same rubric.77 This is more prob
lematic than is commonly realized. The mammalian 
brain probably contains distinct circuits for arousal of 
roughhousing types of social interactions and others for 
the arousal of exploratory and investigatory activities. 
These circuits may not always operate in synergistic 
ways. For instance, one highly effective way to reduce 
RAT play in animals as well as in humans (as indicated 
by the observation of "hyperkinetic" children) is to 
administer psychostimulants such as amphetamines, 
which concurrently increase attention and investigatory 
activities.78 Such data raise the possibility that activi-

ties in PLAY and SEEKING systems may typically be 
antagonistic rather than synergistic. 

Since the exploratory urge seems to be triggered to a 
substantial extent by brain dopamine activity,79 it has 
been of some interest to determine whether dopamine 
systems are aroused during the course of RAT Bocial play. 
To evaluate this, we once placed small amounts of 
the dopamine neurotoxin 6-hydroxydopamine into the 
nucleus accumbens at doses that did not debilitate the 
animal, but no clear effects on play were observed.80 
However, others have found some reduction in play from 
placing this same toxin into the dorsal striatum.81 In more 
recent work, we measured the levels of forebrain dopam
ine and 3.4-dihydroxyphenylacetic acid (DOPAC), the 
metabolite that is commonly taken to reflect impulse flow 
in dopamine systems of the brain. Twenty minutes of 
RAT play led to an apparent increase of utilization of 
dopamine in the brain.82 This result suggests that certain 
dopamine neurons are especially active during play, 
which is not surprising from the perspective that brain 
dopamine controls psychomotor arousal related to the 
perception of positive incentives (see Chapter 8). How
ever, a determination of whether the same populations 
of dopamine neurons are active during the various forms 
of play and exploration will require a finer analysis of 
neural changes than has yet been achieved. 

At present, it seems reasonable to provisionally con
clude that basic exploratory and PLAY circuits in the 
brain are distinct, and that they normally operate antago� 
nistically. However, we should remain open to the pos
sibility that vigorous activity of the SEEKING system 
is a source process for what is typically called object 
or manipulative play. Because of concerns such as these, 
it will be difficult to determine to what extent the mas� 
sive child development literature on the effects of"play" 
on psychological development reflects the functions of 
brain systems that control roughhousing play, as op
posed to those that control exploration. These distinct 
psychobehavioral processes should not be placed under 
the same verbal construct. 

There is presently an urgent need to determine what 
contributions to child development are in fact exerted 
by the PLAY circuits of the brain. Since roughhousing 
play cannot be readily studied in long-term and con
trolled experiments in human children, the use of ani
mal models will be essential for adjudicating critical 
issues. Even more important, since this emotional sys
tem may be subject to pathologies, just like all the other 
emotional systems, it is worth considering how knowl� 
edge about the underlying circuits may relate to psy
chiatric disorders. 

Play Disorders: Mania, Impulse Control 
Disorders, and Hyperkinesis 

Since the PLAY circuitry of the brain appears to repre
sent a fundamental emotional system, it is to be ex-

pected that there may be psychiatric disorders related 
to overarousal and underarousal of the system. Under� 
arousal may well be related to certain types of depres� 
sion and melancholic responses. Overarousal may be 
related to various manic symptoms, hyperkinetic or 
attention deficit disorders, and perhaps even Tourette's 
syndrome and other impulse-control disorders.1u At 
present, there is no direct evidence for such assertions, 
but the symptoms of mania-expansiveness, unrealis
tic optimism, excessive happiness, and grandiosity
are the types of psychological symptoms one might 
expect from a highly playful brain. 

Attention deficit hyperactivity disorders (ADHD) 
and impulse-control disorders are due in part to under
arousal of cortical functions.84 If we accept that height
ened cortical activity can inhibit playfulness, it might 
well be that many children diagnosed with ADHD may, 
in fact, be exhibiting heightened play tendencies. Their 
hyperactivity, impulsiveness, and rapid shifting from 
one activity to another may be partly due to their uncon
strained and unfocused playful tendencies. Indeed, the 
medications that are used to treat the disorder-psy
chostimulants such as methylphenidate (i.e., Ritalin®) 
and amphetamines-are all very effective in reducing 
playfulness in animals. !55 Moreover, parents of hyperM 
kinetic children often complain that one of the unde
sirable side effects of such medications is the reduced 
playfulness of their children. 86 Obviously, parents value 
these childlike characteristics and are typically disturbed 
when the children's  natural playfulness is pharmaco
logically diminished. 

If at least part of ADHD is caused by excessive play
fulness, it becomes a profound societal issue whether 
it is ethical to drug children for such traits (for more on 
this question see "Afterthought," Chapter 16). Obvi
ously, it is essential to maintain attention to academic 
matters in the classroom, but is it appropriate to induce 
compliance in children through pharmacological means? 
At the very least, more benign interventions should be 
attempted first, such as provision of abundant RAT 
activity early in the morning prior to classes. This is 
especially important in light of the possibility that such 
drugs can produce long-lasting changes in the respon
sivity of brain catecholamine systems, as is seen in the 
psychostimulant-induced sensitization phenomenon 
(see "Afterthought," Chapter 8). 

Finally, it is worth considering that Tourette's syn
drome, with its bizarre nervous impulses-which lead 
to tics and sudden verbal expletives, commonly includ
ing "forbidden" expression such as curses and slurs87-
may represent aberrant play impulses, or components 
of play impulses, circulating without restraint within the 
nervous system. Although this may seem far-fetched, 
pharmacological evidence provides some support for 
the hypothesis. Dopamine blocking agents, which pres
ently are most effective in bringing Tourette's symp
toms under control,88 are also very effective in reduc� 
ing playfulness in anima!s.89 

ROUGH-AND-TUMBLE PLAY 297 

Although these connections are highly speculative, 
if we keep our minds open to such possibilities, we may 
achieve a better understanding of both the nature of play 
and other perplexing disorders of childhood. In this 
context, it might be noted that autistic children typically 
like RAT play; if this is essentially the only type of 
social activity a child seems to favor, it is taken to be 
consistent with the diagnosis of autismY0 This is also 
consistent with the idea that such children may have 
slightly excessive opioid activity, a brain chemical state 
that is compatible with abundant RAT play in animals 
(see Figure 15.3). 

One thing is certain: During play, animals are espe
cially prone to behave in flexible and creative ways. 
Thus, it is not surprising that play interventions have 
been used in educational and therapeutic settings (i.e., 
play therapy) to facilitate more efficient acquisition of 
new information and behavioral change. However, 
since play is fun, it could also be used more effectively 
as a reinforcer for desired behavioral change. To what 
extent would children be willing to discipline them
selves with academic tasks if the availability of rough
housing play were made contingent on good academic 
performance? The benefits, for both classroom disci
pline and educational progress, might be enhanced if 
the availability of roughhousing was used to system� 
atically reward scholarly achievement. But this would 
require us to begin viewing this ancient evolutionary 
brain function as a potentially desirable activity, rather 
than a disruptive force whose energies need to be sup
pressed or dissipated on the playground after the ear
nest business of education has been completed. 

It is worth considering whether it might be possible 
to develop maneuvers to reduce disruptive RAT play 
impulses in the classroom, while utilizing opportunities 
to release those impulses as a reward for scholarly 
achievement. This approach is used by some high schools 
and colleges to increase the probability that athletes also 
become scholars, but it needs to be implemented in the 
earlier grades. Of course, the bottom line is that play is 
such fun. If we were able to make the process of !earn� 
ing more playful, the whole enterprise of education might 
become easier. The computer revolution now allows us 
to pursue such joyous modes of cultural development. 

AFTERTHOUGHT: Future Research 
and the Search for Ludic Cocktails 
and Fountains of Youth 

In addition to the many hypotheses that have been gen� 
crated concerning the possible adaptive functions of 
play-ranging from the idea that play promotes mus
cular development to the possibility that play promotes 
the generation of new ideas-there are other provoca� 
tive alternatives. For instance, it could still be the case 
that a major adaptive function of play is simply the 
generation of a powerful positive emotional state. This 
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could have direct health benefits by establishing a certain 
type of neurohumoral tone in the brain and body, which 
may promote more vigorous irrununological patterns and 
other beneficial physiological responses. There are in
stances in the literature of prominent individuals claim
ing they have experienced remarkable medical benefits in 
the midst of serious illnesses by sustaining playful atti
tudes accompanied by abundant laughter.91 

In a sense, play is an index of youthful health. From 
this vantage, the search for play transmitters can be 
thought of as a modern version of the search for the 
fountain of youth. It is the PLAY instinct that, more than 
any other, uniquely characterizes the joy of youth. Pre� 
sumably there are brain chemistries, or combinations 
of chemistries, that can vigorously promote playfulness, 
but they have not yet been found. One way to discover 
them would be to identify neurochemical influences that 
gradually lead to the diminution of play as organisms 
grow older. The period of childhood has been greatly 
extended in humans and other great apes compared with 
other mammals, perhaps via genetic regulatory influences 
that have promoted playful "neoteny."92 lndeed, we hu
mans have the longest childhood of any creature on the 
face of the earth. One influence that might be irrevers
ible is the maturation of the neocortex, which may tend 
to inhibit RAT ludic activities or at least channel those 
energies in different, more symbolic, directions. 

Another way to understand playfulness might be to 
consider why playful impulses tend to return during 
adulthood, when one has offspring of one's own. Gen
erally, parents seem to be more playful than nonparents, 
and it is reasonable to suppose that this tendency is 
promoted by neurobiological vectors in addition to the 
obvious cultural ones. In this context, it is worth reem
phasizing that motherhood promotes specific neuro
chemical changes in the brain. For instance, oxytocin 
gene expression is increased, which certainly helps pro
mote parenting behavior.93 Perhaps this same neuro� 
chemical change promotes playfulness. For this reason, 
we evaluated the effects of intraventricular injections 
of oxytocin on play, but, as already noted, we only 
observed reductions in play. Vasopressin did seem to 
increase play slightly, but the results were not defini
tive. Thus, we presently only have hypotheses regard
ing which changes during parenthood may promote 
playfulness. Although we have an abundance of neuro
pharmacological data suggesting a variety of inhibitory 
influences on play circuitry ,94 we presently have no way 
to markedly increase playfulness in a nonplayful ma
ture animal, except by play deprivation. 

Over a decade ago, we took some of the more sug
gestive items from the Jist of available pharmacologi
cal fnanipulations that seemed to mildly promote play 
to see if we could generate some combinations that 
would facilitate play in a vigorous fashion. We were 
hoping to find a "ludic cocktail." The items selected 
included the opiate receptor agonist morphine, the se
rotonin receptor antagonist methysergide, and the 

dopamine receptor agonist apomorphine, each of 
which, given at low doses, had exhibited some ten
dency to increase play. These drugs were given in all 
possible permutations (a single drug, or two or three 
drugs concurrently), using various levels of social 
deprivation that should have allowed one to see both 
increases and decreases in play. These efforts were 
eminently unsuccessful. No combination of drugs 
seemed to clearly potentiate play, and each of the 
agents alone was, at best, marginally effective. How
ever, we have recently had some modest success with 
cannabis-like molecules. 

It remains possible that age-related decrements in 
play emerge from a diminished vigor of the underlying 
play circuits rather than a diminished availability of 
"play transmitters." If this is the case, it will be unlikely 
that a "ludic cocktail" can ever be generated, and the 
search for this "fountain of youth" will be as unproduc
tive as the ones that have gone before. However, many 
lines of inquiry remain to be pursued. 

lndeed, the pursuit of the neurochemical fountain of 
youth is becoming an active area of inquiry. Already, a 
series of agents have been found to exert powerful effects 
on longevity. I will discuss only one here-the antidepres� 
sant monoamine oxidase inhibitor deprenyl, which can 
selectively increase dopamine availability in the brain.95 
In fact, deprenyl is highly effective in reducing the symp
toms of Parkinson's disease96 and also provides neuro
protection against the progressive degeneration of dopam� 
ine systems that occurs with aging. 97 The vigor of brain 
dopamine declines markedly in most individuals after the 
age of 50, and most would become parkinsonian if they 
lived long enough.98 Deprenyl, given daily in low doses, 
reduces this decline and seems to promote youthful vital� 
ity: It extends the maximal life span in animals by almost 
30%, and male animals that have become sexually slug
gish tend to regain their lustiness_99 

It will be interesting to see how such agents influ
ence the ontogeny and dynamics of play throughout 
juvenile and adult development. One would think that 
agents that can maintain psychological vitality would 
also tend to increase playfulness. Indeed, we should also 
consider the reciprocal idea-whether playful social 
companionship may actually extend life span. It is dis� 
concerting how little work is presently being devoted 
to trying to understand the underlying mechanisms and 
the adaptive nature of this and other fundamental emo
tional processes of the mammalian brain. 
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Emotions, the Higher Cerebral 
Processes, and the SELF 
Some Are Born to Sweet Delight, 
Some Are Born to Endless Night 

The mind of man seems so far removed from anything known in other animals 
and the animal mind seems so inaccessible to us that those who approach the 
problem from this side seem prone to seek a way out through metaphysics or 
mysticism, though relief of this sort is obtained only at the expense of profound 
narcosis of critical and scientific method. 

C. Judson Herrick, Neurological Foundations of Animal Behavior ( 1924) 

CENTRAL THEME 

Although primal emotional feelings arise from the sub
cortical systems of the animal brain, their consequences 
ramify widely within the unique conscious abilities of the 
human mind, as well as the social fabric of our cultures. 
For 15 chapters I have focused on the former, but now 
I will turn to the latter. The critical issue that I have 
avoided until now is the nature of consciousness and 
the self. Emotional feelings cannot be fully understood 
without understanding these matters. Do animals have 
a spontaneous sense of themselves as active creatures 
in the world? Descartes suggested that animals, unlike 
humans, did not have a sentient self-that they were 
closer to reflex automatons than feeling creatures. Many 
scholars have recently chosen to disagree with this cold 
view of animal nature, but to be scientifically useful such 
alternative perspectives need to probe the neuro
evolutionary roots of consciousness. J have constructed 
a brain perspective that acknowledges the existence of 
internal feelings in other animals. The indirect evidence 
seems overwhelming that other mammals do have ba
sic forms of affective consciousness, not unlike our own 
(which is not meant to imply that they can have the 
same cognitive contents in their consciousness as we 
have in ours). All mammals appear to experience pain, 
anger, fear, and many other raw feelings, but they do 
not seem able to cognitively reflect upon such feelings 
as we do. They do not appear to extend feelings in time, 
as we can with our rich imaginations. If the existence 

of such feelings is not an illusion but a substantive part 
of nature, we cannot understand their brains, or ours 
for that matter, without fully confronting the neural 
nature of that undefinable attribute of mind that we 
commonly call our sense of self, our ego-the feeling 
of "will" or " !-ness" by which we come to represent 
ourselves and our self-interests within the world. Here 
I will develop the idea that a neural principle of self-rep
resentation emerged early in brain evolution, and that 
it became rooted first in brain areas as low as those situ
ated in ancient midbrain regions where primitive neu
ral systems for motor maps (i.e., body schema), sensory 
maps (world schema), and emotional maps (value 
schema) first intermixed. Although this neuropsychic 
function emerged early in brain evolution, it did not 
remain primitive. It  continued to evolve as brains be
came increasingly encephalized, which allows us more 
behavioral flexibility and the ability to have complex 
thoughts and internal images. Thus, with the evolution 
of higher brain functions in humans (such as the ability 
to reflect on our own reflections, as commonly occurs 
in writing and reading, not to mention our penchant for 
narcissistic gazing into mirrors), a multidimensional con
scious sense of self came to be greatly expanded in the 
human brain/mind. Although higher forms of human 
consciousness (namely, awareness of events and our role 
i n  them) surely emerge from the cortex and higher 
reaches of the limbic system, they are not independent 
of the lower reaches of the brain, which generate our 
basic emotions, feelings, and other instinctual tenden� 
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des. Although our higher cerebral functions have led to 
the great achievements of humankind, including the con
struction of civilizations via cultural evolution, they have 
also generated the illusory half�truth that humans are 
rational creatures above all else. Despite the appeal of 
this rational fallacy, our higher brain areas are not immune 
to the subcortical influences we share with other crea� 
tures. Of course, the interchange between cognitive and 
emotional processes is one of reciprocal control, but the 
flow of traffic remains balanced only in nonstressful cir
cumstances. In emotional turmoil, the upward influences 
of subcortical emotional circuits on the higher reaches 
of the brain are stronger than the top-down controls. 
Although humans can strengthen and empower the 
downward controls through emotional education and 
self-mastery, few can ride the whirlwind of unbridled 
emotions with great skill. 

Appraisals and Higher Brain / 
Mechanisms in Emotions 

For every investigator studying the brain substrates of 
emotions, there are dozens focusing on sociocultural 
issues. Because of the massive development of the 
human cortex, many investigators presently see human 
emotionality as being constituted largely from higher 
appraisal functions of the human mind that evaluate 
various situational complexities-ranging from the 
subtleties of perceptual interpretations to the many 
intricacies of learning and planning strategies. The 
human cognitive app"aratus dwells easily on the vari
ous emotional issues that the world offers for our con
sideration. By examining the higher sociocultural per
spectives, we can pursue many issues that cannot be 
tackled thoroughly at the neurological level. For in
stance, many human emotions-from avarice to xeno
phobia-are almost impossible to study in the brain 
even with modern brain-imaging technologies, not to 
mention in animal models. 

We humans can experience guilt, shame, embarrass
ment, jealousy, hate, and contempt, as well as pride and 
loyalty. However, in some yet undetermined manner, 
these secondary, cognitive-type emotions may also be 
linked critically to the more primitive affective sub� 
strates that we have discussed so far. Perhaps they 
emerge largely from social-labeling processes, whereby 
we experience slightly differing patterns of primitive 
feelings in various social contexts and come to accept 
them as distinct entities. Perhaps they reflect intermix
tures of several basic emotions, even though no one has 
yet specified the proportions in the various recipes. 
However, they may also reflect newly evolved neural 
functions that have developed within the higher areas 
of the human brain. Perhaps human brain evolution 
yielded some totally new forms of affective-cognitive 
feelings, making us the complex creatures of history and 
culture that we are. No one really knows for sure, but it 

seems unlikely that those affective proclivities will ever 
be clru-i'fied at a neurological level, at least until the more 
primal passions are understood. I do not believe that 
distinct neurochemical systems will ever be found for 
such higher feelings, even though they may certainly 
have emerged from the evolutionary engraving of some 
additional paths of emotional epistemology within our 
general-purpose cerebral functions. 

It is reasonable to view the evolution of higher cor
tical processes as a way for nature to provide ever more 
effective ways for organisms to cope with their intrin� 
sic biological values-to seek resources and reproduce 
more effectively and to find better ways to avoid dan
gers. Once special-purpose mechanisms, such as the 
emotional systems we have discussed, became less 
adaptive, evolution created ever more sophisticated 
general-purpose learning mechanisms to provide sys
tems that could cope with the increasing variability of 
animate nature. The higher reaches of the human brain 
now contain layers of complexity of such proportions 
that some investigators find it difficult to accept that 
many of our psychological processes are still controlled 
by the basic systems that have been the focus of this 
book. Such a view, I believe, ignores the evidence. Still, 
the intricacies of our cerebral abilities pose many con
ceptual dilemmas for our minds. Our lives, our values, 
and our aspirations are remarkably complex. 

When the mushrooming of the cortex opened up the 
relatively closed circuits of our old mammalian and rep
tilian brains, we started to entertain alternatives of our 
own rather than of nature's making. We can choose to 
enjoy fear. We can choose to make art out of our loneli
ness. We can even exert some degree of control over our 
sexual orientations. Most other animals have no such 
options. Affectively, we can choose to be angels or dev
ils, and we can construct and deconstruct ideas at wilL 
We can choose to present ourselves in ways that are dif
ferent from the ways we truly feel. We can be warm or 
acerbic, supportive or sarcastic at wilL Animals cannot. 
These are options that the blossoming of the human ce
rebral mantle now offers for our consideration. 

I believe the basic emotional messages that have 
been summarized here will still be quite clear and evi
dent in any population analysis of human values and 
behaviors, but they will always be embedded in innu
merable complexities that characterize human life. We 
rarely see human emotional systems in action except as 
they are refracted through higher cerebral mechanisms. 
However, we can still see the underlying brain struc� 
tures and functions reasonably clearly through animal 
brain research. These lower levels of understanding are 
essential for clarifying the foundations of our higher 
thoughts, feelings, and actions. Affective neuroscience 
aspires to provide answers to such questions, but to do 
so with any sense of completeness, we must now probe 
deeper into the very nature of affective consciousness. 
Only when we begin to understand how primitive sub
jective feelings are created within the brain will we be 
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able to understand the nature of the values that are 
stitched together by our more recently evolved cogni
tive apparatus. 

A Prospectus 

Thus, this book ends where many books on emotions 
begin-with a consideration of emotions in conscious 
experience. But even here I will need to go below the 
surface glimmer of experience to the deeper causal is
sues. Because there is less substantive knowledge at this 
level, this chapter must be more speculative than the 
rest. To shed new light on the "hard questions" concern
ing human and animal consciousness, 1 namely, to 
clarify the brain sources of subjective experience, we 
must be willing to entertain novel ideas that will lead 
to new lines of research. Only when there are substan� 
tive, testable conjectures on the table will we be able to 
crawl toward a causal neurodynamic resolution of the 
mind-body problem (see Appendix C). In pursuing such 
a path, there will be inevitable mistakes, but hopefully 
they can be corrected through successive empirical 
approximations. 

By appreciating how the brain is organized, we may 
gradually outgrow the illusory sense that we are crea� 
tures of two distinct realms, of mind and matter, and 
come to monistically accept that we are simply 
ultracomplex creatures of the world-with complex 
feelings, thoughts, and motor abilities that have arisen 
from the dynamic interaction of our brains with envi� 
ronments, both past and present. So far, I have focused 
more on the aspects of emotionality that evolved from 
ancestral challenges of such importance that they be
came genetically coded into the circuits of the brains 
we inherit. These ancient structures now constitute the 
neural substrates from which our primary-process af
fective consciousness-our "raw feels"-arise. The 
power of these systems was presumably pulled along 
during the subsequent mushrooming of the cerebral 
mass. It is likely that our more subtle feelings are a 
consequence of this neural expansion, but it is unlikely 
that those feelings could exist without the basic neural 
scaffolding we have so far explored. 

An image that can serve us well here is that of a tree: 
Most full-grown trees have a remarkable canopy of 
branches and leaves that interact dynamically with the 
environment. However, the spreading branches cannot 
function or survive without the nourishment and sup
port they receive from the roots and trunk. We may 
appreciate the tree for its spreading leaves, but our 
understanding must begin with the seed, the roots, and 
the emerging trunk. The same metaphor applies to the 
many neuronal "trees" that mediate emotions. It is cer� 
tainly likely that the dynamic changes in our moods and 
feelings can arise from the perceptual capacities of our 
cerebral canopies, but all that could not exist without 
the emotional trunk lines. 

In any event, the precise manner in which subjec� 
tive experiences of primitive emotional feelings emerge 
from neural interactions remains a mystery, but because 
of the neuroscience revolution, it is fast becoming a 
scientifically workable problem. An understanding of 
such fundamental issues as primitive forms of con� 
sciousness will prepare us to address the nature of the 
more recent forms (see Figure 2.6), such as our ability 
to conjure images and to think about our perceptions 
and feelings. In other words, the more recent forms of 
consciousness may be linked critically to the rich neu� 
ral "soil" that originally allowed our mammalian ances
tors to experience primary�process affective states. 

Trying to analyze consciousness coherently is dif� 
ficult enough when we just consider the human mind, 
to which we have some introspective access, but the 
enterprise becomes increasingly treacherous when we 
try to understand the animal mind. However, from a 
formal scientific/experimental perspective, it should be 
no more difficult to understand the basic conscious 
abilities of other animals than our own. Indeed, it is 
possible that a careful study of animal behavior may 
take us to valid general principles more quickly than 
the study of the complex behaviors of humans. Obvi
ously, we can only proceed experimentally if we accept 
objective animal and human behaviors as accurate in� 
dices of inner states (see Figure 2.3). It is unlikely that 
human verbal reports will provide the only inroad to the 
analysis of conscious experience. Our exquisite ability 
to transcribe experience into verbal symbols may be a 
lens that distorts reality as readily as it reveals it. Evo
lutionarily, the brain mechanisms for language were 
designed for social interactions, not for the conduct of 
science (see Appendix B). 

Indeed, words give us a special ability to deceive 
each other. There are many reasons to believe that ani
mal behavior will lie to us less than human words. This 
dilemma is especially acute when it comes to our hid
den feelings that we normally share only through com� 
plex personal and cultural display rules. In addition, it 
now appears that our two cerebral hemispheres have 
such different cognitive and emotional perspectives on 
the world that the linguistic approach may delude us as 
readily as inform. Medical research in which the non
speaking right hemisphere has been selectively anes
thetized indicates that people express very different 
feelings when their whole brain is operating than when 
just the left hemisphere is voicing its views.2 In short, 
our left hemisphere-the one that typically speaks to 
others-may be more adept at lying and constructing a 
social masquerade rather than revealing deep, intimate 
emotional secrets. If this is so, an indeterminate amount 
of information that has been collected with question
naires and other linguistic output devices may be tainted 
by social-desirability factors, making the data next to 
useless for resolving basic issues. However, if we ac
cept the reality of the psychological forces that have 
been long accepted in folk psychology-our ability to 
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feel happy, sad, mad, and scared--and include a care
ful study of comparable emotional behaviors in animals 
and their brain substrates, the issue of affective con� 
sciousness should be resolvable. 

Although emotionality has typically been deemed 
among the most difficult psychological issues to tackle 
scientifically, contrary to a traditional assumption of 
cognitive psychology,3 the basic emotions we share 
with other animals may actually be easier to understand 
in neural terms than are their cognitive representations. 
As emphasized throughout this book, a consideration 
of the relevant details in the animal brain may offer an 
especially robust empirical way to shed definitive light 
on the neural nature of such forms of consciousness in 
humans. Moreover, affective feelings are clearly very 
important forms of consciousness to understand in their 
own right. Such knowledge has the real potential to 
improve human existence (by the development of new 
medications for psychiatric problems) and to reveal the 
fundamental nature of our core values. It follows that 
such knowledge should also have profound implications 
for scientific psychology-one that is not simply an 
experimental discipline describing surtace appearances 
but also based on a causal, neurobiological understand
ing of fundamental principles. 

If we could come to understand affective experience 
in neural terms, it could provide the fragmented disci
pline of psychology with a new unity that often appears 
unimaginable.4 At present, there is still one enormous 
missing piece in scientific psychology. Clearly, we are 
11otjust behavioral creatures, as one old school ofpsy� 
chology, by no means dead, continues to assert. Nor are 
we merely mental creatures, as the prevailing cognitive 
paradigms would have us believe. We are also deeply 
feeling and deeply biological creatures who possess 
values handed down to us not simply through our socio� 
cultural environments but also by the genetic heritage 
derived from our ancestral past. It is this last dimension, 
so lacking in modern psychology until quite recently, 
that has the strength to serve as a foundation for many 
higher concepts. 

We are ultimately creatures whose capacity to feel 
is based on inherited brain representations of times past. 
Although the details of each individual's mental and 
behavioral life are constructed by living in the here-and
now world, our values remain critically linked to those 
encoded in our ancient modes of affective conscious
ness. Just as most people have always believed, our 
thoughts and actions are probably guided by our inter� 
nal feelings-feelings that initially, in our youth, were 
completely biological and affective but which, through 
innumerable sensory�perceptual interactions with our 
environments, become inextricably mixed with learn
ing and world events. 

Once we accept the need for such deep evolution� 
ary views, we will eventually have to come to terms with 
many unconventional premises. For instance, in this 
chapter I will argue that human and animal affective 

consciousness is based fundamentally on motor processes 
that generate self-consciousness by being closely linked 
to body image representations. I will try to show how an 
acceptance of such a seemingly incorrect premise-that 
the fundamental nature of consciousness is constructed 
as much from motor as from sensory processes-may 
help us resolve some key conceptual sticking points con� 
cerning the nature of consciousness, such as its apparent 
psychological coherence and unity (i.e., or the "binding 
problem," as it is traditionally called). Consciousness is 
not simply a sensory-perceptual affair, a matter of men� 
tal imagery, as the contents of our mind would have us 
believe. It is deeply enmeshed with the brain mechanisms 
that automatically promote various forms of action readi
ness. If this nontraditional view is on the right track, it 
may allow us to come to terms with our deepest nature 
in a nondualistic way. 

If one accepts the importance of consciousness in 
understanding many psychological issues, the ultimate 
questions are: How can a brain feel its ancestral emo
tions and motivations? How are the intrinsic emotional 
processes generated by brain tissue and intermixed with 
representations of specific life activities? And how can 
we construct a third-person consensual science that i� 
intimately linked to first-person subjective experiences? 

On the Nature of Affective 
Consciousness 

So far I have argued that the fundamental executive 
substrates for a large number of affective processes are 
coded into mammalian brains as a birthright-as cross
species, genetically provided neural functions that are 
experientially refined through maturation within the 
developing functional architecture of the brain. The 
basic emotional systems serve adaptive functions that 
emerged during the evolutionary history of mammals. 
They help organize and integrate physiological, behav
ioral, and psychological changes in the organism to 
yield various forms of action readiness. The emergence 
of emotional circuits, and hence emotional states, pro� 
vided powerful brain attractors for synchronizing vari� 
ous neural events so as to coordinate specific cognitive 
and behavioral tendencies in response to archetypal 
survival problems: to approach when SEEKING, to 
escape from FEAR, to attack when in RAGE, to seek 
social support and nurturance when in PANIC, to en
joy PLAY and LUST and dominance, and so forth. 
Each of these systems is affectively valenced, yield
ing feelings that are either positive or negative, desir
able or undesirable, but there are probably several 
distinct forms of each of these general types of affec
tive experiences. Considerable evolutionary diversity 
has been added by species-typical specializations in 
higher brain areas as well as lower sensory and motor 
systems, but as we have seen, the basic affective value 
systems, deep within ancient recesses of the brain, ap-
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pear to be reasonably well conserved across mamma
lian species. 

These systems provide a solid foundation of bio
logical values for the emergence of more complex 
abilities. Without a consideration of the types of under
lying brain functions, it will probably be impossible 
to provide definitive inclusion and exclusion criteria 
for what constitutes the various emotional processes 
and how one emotional process might be distinguished 
from another. Such issues are solvable, in principle, 
when one begins to anchor his or her thinking about 
basic issues in neural terms. The ultimate inclusion and 
exclusion criteria for basic emotional processes must 
be found within the intrinsic potentials of the brain as 
opposed to the peripheral physiological and expresM 
sive changes of the body. Obviously, they cannot be 
based simply on our "feelings" or on psychological 
appraisal processes. For instance, the inclusion criteM 
ria for one type of fear are the properties of a specific 
neural circuit that extends from the lateral and central 
amygdaloid areas to the central/peri ventricular gray 
(see Figure 1 1 . 1 )  The exclusion criteria are the properM 
ties of many other nearby emotional and motivational 
systems. Furthermore, the properties of these brain 
systems can, I believe, be linked credibly to our deepM 
est human concerns.5 

Affective neuroscience seeks to provide conceptual 
bridges that can link our understanding of basic neuM 
ral circuits for the emotions with straightforward cog
nitive and folk-psychological views of the human mind 
and, most important, its emotional disorders. This in
terdisciplinary approach would have little chance of 
working were it not for the simple fact that we humans 
do have some introspective-linguistic access to our 
subjective feelings.6 Because of that small psychologi
cal window, and because the key emotional circuits 
are conserved in the brains of all mammals, the two 
can be linked in such a way that we can finally under
stand the neurobiological underpinnings of our human 
feelings. Conversely, and equally important, our in
trospective access to primitive feelings may also pro� 
vide a credible scientific view, albeit indirect, on the 
minds of other animals.7 This conceptual bridge can 
yield clear empirical predictions in both directions, 
from animal to human and from human to animal, and 
it can serve as an intellectual highway for productive 
commerce between the psychosocial and neurobiologiM 
cal sciences, at least as far as the basic, genetically 
dictated foundations of our natures are concerned. 

The present era is an opportune time for such views: 
Brain research, because of its abundant factual riches, 
is finally ready to deal with some subtle integrative is� 
sues. Also, there is now increasing agreement that hu- . 
mans do have some universal psychological traits,8 a 
possibility that was long viewed skeptically because no 
unambiguous methodologies existed to resolve the in
evitable debates. Until recently, the most compelling 

evidence came from studies of identical twins separated 
at birth and cross-cultural ethological analyses of be- -
havior patterns, such as facial, vocal, postural, and other 
behavioral expressions.9 Now, however, there is an ad
ditional and remarkably robust strategy: the comparative 
neurological study of homologous psychobehavioral 
functions across mammalian species. Our neuroscientific 
knowledge allows us to probe below the surface details, 
to recognize the deep emotional and motivational ho
mologies that guide animals in the use of their different 
toolboxes of sensory and motor skills. For instance, there 
is little doubt that the 24-hour biological clock of the 
suprachiasmatic nucleus guides the distribution of behav
iors in all vertebrate species, or that the neuronal regula
tors of sleep are conserved in essentially all mammals, 
or that our urges to eat, drink, and make metTY (i.e., play) 
are strikingly similar. 

Currently, an increasing number of psychologists 
and other social scientists are beginning to develop an 
enthusiasm for the brain sciences, largely because of the 
great advances in clinical psychopharmacology and the 
spectacular advances in our ability to image brain func
tions in humans. Still, we should recognize that detailed 
animal brain research will be essential for us to make 
progress on the details of every one of the mechanistic 
issues. Such work has the best chance of filling in ana
tomical, neurophysiological, and neurochemical details 
for the basic psychological concepts derived from higher 
levels of analysis. 10 Indeed, for those who believe the 
new brain-imaging technologies will soon answer all 
the important brain questions, I simply note, once more, 
that they are not terribly precise in highlighting many 
of the subcortical neural circuits and chemistries in
volved in governing basic psychological processes, 
partly because multiple interacting systems are so in
credibly tightly intermeshed in the brain stem. 1 1  

In any event, because of the many emotional homolo
gies that have been revealed across species, we must also 
now seriously consider that other animals possess a con
scious appreciation, rudimentary though it may be, of 
their own personal circumstances in the world. Of course, 
a great deal of their perceptual consciousness as well as 
ours is sensory, but there are good reasons to conclude 
that they also can feel internal affective states in ways 
that are not remote from our own. A rabbit trying to evade 
a mountain lion may subjectively experience an emo
tional state of fear embedded within a cognitive context 
of having perceived and identified a threat, and it may 
have some automatized awareness of its behavioral op
tions. The rabbit's consciousness is surely much more 
tightly constrained to the present than is ours because of 
the animal's comparatively modest frontal lobes. When 
a rabbit is in the midst of danger, it probably has little 
thought about the past and future. It is dealing with its 
present circumstances on a moment-to-moment basis. It 
is precisely those here-and-now states of consciousness 
that we must seek to understand before we can grasp how 
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they come to be extended in time, as they are within the 
human mind through our frontal cortical time-extending 
and planning abilities.l2 

I will propose a conceptual scheme of how the brain 
may generate subjective feelings through the neural 
mechanisms of self-representation at a primitive motor 
and sensory level. As I have reflected on the current, 
rapidly expanding literature on the nature of conscious
ness, it seems that this view is still a novel one. It may 
also be closer to the tmth than many of the others, or as 
remote as any of them. The only thing we can be con
fident about with regard to this difficult topic is that our 
doubts must still outweigh certainties, and that om· ideas 
should be cast in ways that can lead to empirical tests. 

We should also recognize that many dedicated in
vestigators remain doubtful that there can be any cred� 
ible science of consciousness. Many psychologists, 
neuroscientists, and philosophers believe that the trans
mogrification of brain processes into subjective expe
rience may be inexplicable on the basis of first prin
ciples: There is simply no way to understand mental 
states that we all experience firsthand by applying the 
consensual observational approaches of our third
person scientific methodologies. Such concerns are pro
found and appropriate, and they can only be skirted by 
the development of new and indirect strategies such 
as the one advocated throughout this text. If one as
sumes or can demonstrate that the affective neuro
science approach simply cannot work, then the task is, 
most assuredly, undoable at least for emotional con
sciousness. I believe the skeptical views are wrong and 
counterproductive; the powerful lessons of 20th cen
tury particle physics suggest that a comparable highly 
theoretical but empirically constrained strategy might 
succeed in psychology and neuroscience. Only because 
of the advances in behavioral brain research is this 
matter now an empirical issue that must be resolved on 
the basis of the predictions that can be made. 

A growing number of investigators13 believe that the 
solution to the mind-body problem-namely, the fun
damental nature of consciousness-can emerge only 
when we begin to theoretically blend "first-person" 
insights concerning primitive states of consciousness 
that we humans share with the other animals with "third
person" empirical observations that can be made in the 
behavioral brain research laboratory. I believe that if 
we deploy the full flexibility of empiricially guided 
theoretical inference (i.e., the so-called hypothetico
deductive method of traditional science), there is no 
unbridgeable chasm between the nature of subjective 
experience and relevant brain and behavioral facts that 
can be gathered through traditional scientific modes 
of inquiry. Before I proceed into the center of the hor
net's nest of primary-process consciousness, let me 
dwell briefly on a few examples of the problems that 
arise when we begin to address such ephemeral mat
ters scientifically. 

Common Mistakes in Conceptualizing 
Psychological Functions in the Brain 

In our continuing quest to reveal the natural order of 
brain processes (or, as the popular saying goes, "trying 
to carve nature at its joints"), will the search for affec
tive consciousness in the brain of other mammals help 
reveal human realities, or will it take us down a mis
guided path of postulating brain functions that do not 
exist? Many examples of such mistakes come to mind 
from the history of the physical sciences-including 
"the ether,'' a nonexistent substance that was postulated 
to tnmsport light in space, and ''phlogiston," which was 
thought to do the same for heat. The history of func
tional brain research, rooted as it is in the phrenologi
cal tradition of postulating organs for mental faculties, 
still makes many of us shudder with shame for some of 
the gross oversimplifications of our predecessors. 14  
Such mistakes remind us of the empty concepts that 
litter the history of science. Such "empty categories" 
and "block diagrams" are even easier to create in the 
psychological sciences, partly because of the complex
ity of the matters we seek to understand and partly be
cause of the social nature of language, which, from an 
evolutionary vantage, was surely not designed for sci� 
entific discourse (see Appendix B). In any event, seri
ous investigators of the brain are loathe to contribute 
more verbal rubbish to existing confusions so they are 
prone to remain silent on such matters. 

Let me share one minor but instructive example of a 
conceptual mistake that has assumed the status of ac
cepted fact in the popular imagination-the observation 
of "sexual cannibalism" in certain insects. On occasion, 
female praying mantises have been observed to consume 
the head parts of males that have pounced on them with 
copulatory intent (all presumably done unconsciously, 
of course). A functional evolutionary story has been 
generated that this type of"sexual cannibalism" emerged 
to release the natural sexual reserves of the male. By re
moving higher sources of inhibition, the female sup
posedly promotes (unconsciously again) unbridled copu
lation in her headless suitor. This type of beheading has 
been widely assumed to be an evolved behavioral strat
egy that helps ensure reproductive success. 

Many even believe that evolution coaxed the male 
to offer his life (or, more accurately, his bodily energy) 
to help assure the female's ability to rear the next gen
eration successfully. Are such tendencies toward "self
sacrifice" and "sexual cannibalism" real sexual reper
toires of male and female mantises, or simply a myth 
created by scientists awed by the predatory rapacious� 
ness of these creatures? Careful evaluation of the evi
dence now suggests that mantises are simply very preda
tory creatures and that cannibalistic tendencies are 
amplified by limitations imposed on their opportunity 
to hunt in captivity. Perhaps only because of certain 
experimental procedures (i.e., the use of isolation hous-
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ing that precludes predation) do sexually eager males 
unwittingly come to gratify the female in more ways 
than one. There may, in fact, be no evolutionary con
nection between the two acts. The females merely grasp 
their opportunity to express predatory urges when males 
are copulating close at fang.15 Thus, there may be no 
neural mechanism for sexual cannibalism or self-sacri
fice within the nervous systems of female and male 
praying mantises. 

It is certainly possible that other animals, despite 
their many emotional behaviors, have no internal ex
perience of any ongoing emotional states. As asserted 
by Rene Descartes, who fonnally introduced dualism 
into our sciences almost 400 years ago, the other ani
mals of the world may be more akin to reflexive robots 
than to the feeling creatures some of us believe them to 
be.16 If this is so, a search for mechanisms of affective 
consciousness in the animal brain will be futile. How
ever, it does seem self-evident to most observers that 
animals experience emotional states. Not only is this 
apparent in their outward behaviors, but it has now re
peatedly been indexed by their motivation to exhibit 
various conditioned approach and avoidance behaviors. 
Other compelling lines of evidence come from psycho
pharmacology, where behavioral changes in animals 
can predict human clinical and subjective responses, and 
from brain stimulation studies, where the subjective 
responses of humans and the corresponding behavioral 
responses of animals are remarkably similar. Indeed, on 
a related topic, formal analysis of rat behavior has led 
to the conclusion that such creatures do exhibit some 
true intentionality . t7 

Hence, it seems likely that the pursuit of the under
lying mechanisms of affective consciousness in the 
animal brain may help reveal the nature of homologous 
processes in the human brain/mind. If so, the eventual 
knowledge we may achieve by pursuing this path of 
reasoning may be more worthwhile than the rather ster
ile views promoted by the strict paths of logical posi
tivism and skepticism (i.e., that only the consensual 
evidence arising from our visual system is to be believed 
in science). Instead, we should come to respect a new 
and more powerful criterion: Our ability to predict new 
observations should serve as the only credibility dis� 
criminator for various competing lines of thought. 

A Rapprochement between Logical 
Positivism and Folk Psychology 

It is obvious that the concepts we choose to guide our 
experimental inquiries must be as flexible and profound 
as the functional processes that actually exist in nature. 
The recent neuroscience revolution has finally provided 
the necessary tools and findings for a major rapproche
ment between the internally situated emotional powers 
long recognized in folk psychology and the subcorti� 
cal neural controls that can be detailed through animal 

brain research. We can finally seek the neurobiologi
cal wellsprings, albeit not the diverse cultural conse
quences, of human emotionality by studying the neural 
mechanisms for affective experiences in other animals. 
Their emotions will surely not resemble the cognitively 
detailed and emotionally subtle experiences that fill our 
minds. But they may resemble the deeply felt, visceral 
emotions of children, which some adults again experi
ence when they succumb to psychiatric disorders. 

So how shall we ever understand how felt experience 
actually emerges from brain matter? Let me suggest a new 
brain process-one that is not as controversial in develop
mental psychology as it is in neuroscience: To really 
understand the basic affective states of consciousness, we 
may have to understand the primal nature of "the self." 
We need to fathom how humans and animals naturally 
come to experience themselves as active, feeling crea
tures in the world. To do so, we must learn to conceptu
alize subtle brain processes such as "the self" in neuro
scientific terms. Such a neural entity, in its primordial 
form, may constitute the preconscious foundations for 
all other forms of consciousness-it may be the essen
tial object of mature consciousness without which higher 
levels of consciousness could never have emerged. How
ever, before I tackle this thorny issue, let me first dwell 
on several "higher types" of conscious awareness of 
which the human brain/mind is capable. This may ease 
our difficult journey into this central mystery of the 
animal mind-the nature of primary-process affective 
consciousness. 

Obviously, within the human cortex, there is not 
just a single form of consciousness but various types 
of awareness, as indicated by changes that can result 
from damage to specific parts of the brain. The higher 
levels of consciousness give us awareness of the 
almost infinite regress of self-reflection: We can be 
conscious of being conscious of being conscious, and 
so on.18 An initial consideration of these levels may 
help us distinguish the lower forms of consciousness. 
That will help us understand how emotional feelings 
are actually encoded within the intrinsic potentials of 
brain dynamics. 

Higher Levels of Human Consciousness 

There is great appeal in trying to find the keys to con� 
scious activities within the higher sensory-perceptual 
reaches of the human brain. However, the functions of 
most higher brain areas may be more closely related to 
the neural computations required for specific skills
namely, the various "tools of consciousness" -as op
posed to the construction of primary-process conscious
ness itself. For instance, although we are getting close 
to understanding the conscious experience of vision, 
few are tempted to argue that elimination of visual abili
ties or any other single sensory system markedly im
pairs primary-process consciousness. 19 
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The most discrete disruptions of perceptual aware
ness occur as a result of various forms of cortical dam
age. One of the most striking is the loss of consciously 
appreciated vision following damage to the occipital 
cortex. Although individuals with these impairments 
report being completely blind, they can accurately iden
tify the locations of moving objects in their visual fields. 
This "blindsight" has perplexed students of conscious
ness, for it highlights how wrong our conscious under
standing of our behavioral abilities can be. It seems 
likely that blindsight is mediated by our ancient frog

. type visual abilities, seated in the superior colliculi of 
the midbrain. That ancient visual system allows all ani
mals to identify where objects are in visual space with
out being able to decode what they are. Our higher lev� 
els of conscious awareness are no longer well tuned to 
movement information in the absence of object infor
mation. Such blindsight leaves only a vague feeling of 
something having happened.20 

Comparable types of effects have been found with 
the loss of face-recognition abilities, or prosapagnosia, 
following damage to the bottom surface of the tempo
ral lobes and the neglect of personal space following 
damage to the parietal lobe, especially when these forms 
of damage are situated in the right hemisphere. Such 
agnosias clearly tell us how important specific types of 
cortical information are for constructing a detailed 
awareness of our world. Not only are aft1icted individu
als still able to identify others by their tone of voice and 
by the clothes they wear, they can still process incom� 
ing facial information at a preconscious level. For 
instance, people with prosapagnosia still selectively ex
hibit galvanic skin responses to familiar faces, indi
cating that their autonomic nervous systems remain in 
touch with the facial features of the people they have 
known.21 We do not know whether this type of auto
nomic information is simply unable to be represented 
in consciousness, or whether it has come to be neglected 
during development because of the power of the more 
salient types of visual information-namely, it became 
a "preconscious" ability. I would assume that the latter 
is true, and that such alternative channels of information 
can be made more salient within affective conscious
ness through emotional education (i.e., by training 
people to get in closer touch with their feelings). 

Phenomena such as blindsight and prosapagnosia 
highlight how powerfully preconscious perceptual pro
cesses may control our behavior. Such findings have 
generally led to the widespread view that the contents of 
consciousness are mediated by very specific neocortical 
functions. As a consequence, it is now commonly be� 
lieved that most subcortical processes operate uncon
sciously. However, this is far from true. By comparison 
to cortical damage, very small lesions of subcortical 
areas can severely compromise human consciousness, 
and electrical and chemical stimulation at many sub� 
cortical sites can have effects on affective consciousness 
that cannot be matched by any form of cortical stimula-

tion.22 Still, because of such examples, we should obvi� 
ously remain cautious in trying to understand conscious 
awareness in animals by simply interpreting their out
ward behaviors. Special behavioral assays need to be 
conducted before such conclusions are warranted. When 
we do use procedures such as conditioned place pref
erence and avoidance, a mass of data from animals as 
well as humans suggests that the fundamental sources 
for affective and intentional consciousness are subcor
tical, but they are also represented in higher regions. 

Split-Brain Data and the Subcortical 
Sources of Consciousness 

A subcortical location for the essential mechanisms of 
consciousness can be derived from the many fascinat
ing studies of "split-brain" individuals in whom the 
corpus callosum has been severed, eliminating the main 
communication channels between the two cerebral 
hemispheres. Although such data are more commonly 
used to argue that human conscious awareness is corti
cally elaborated, the continued unity of primary-process 
consciousness and a primal form of behavioral inten
tionality following the splitting of the human brain are 
also striking. 

Although each hemisphere can have independent 
realms of perceptual awareness, cogitate independently, 
and have distinct emotional communication styles, care
ful behavioral observation of split-brain individuals 
yields an additional overriding conclusion: Despite 
massive hemispheric disconnection, the deep and essen
tial coherence of each person' s  personality and his or 
her sense of unity appears to remain intact. Most forms 
of intentionality and deep emotional feelings are not 
split in any obvious way by a parting of the hemi
spheres. Only the cognitive interpretations of specific 
events are affected. For instance, when one side of the 
brain is exposed to a sexually arousing visual stimulus, 
the other side feels the arousal but is not able to inter� 
pret the precipitating event correctly and often dis
sembles and rationalizes.23 The unity of an underlying 
form of consciousness in split�brain individuals, per
haps their fundamental sense of self, is affirmed by the 
fact that the disconnected hemispheres can no more 
easily execute two cognitive tasks simultaneously than 
can the brains of normal individuals.24 The inability to 
distribute attention simultaneously to two tasks is  a 
characteristic feature of a unified consciousness in neu
rologically intact individuals. In split-brain people, a 
central workshop of consciousness,25 which simulta
neously influences both hemispheres, continues to limit 
distribution of attentional resources. 

Only with special procedures can we demonstrate 
distinct types of cognitive and affective styles, as well 
as perceptions and information-processing strengths 
within each hemisphere.26 To put it simply, the left 
hemisphere is generally more socially communicative 
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and seemingly happier than the right hemisphere, while 
the right side is more reserved and prone to feel intense 
negative emotions and to become depressed.27 Even 
though it is clear that the right and left hemisphere<:> have 
different affective styles, this does not mean that the 
affect they help weave can be generated without sub
cortical inputs. It is possible that the distinct affective 
abilities of the hemispheres arise from how they handle 
ascending emotional messages from subcortical circuits. 
This possibility has been explored in some detaiL 28 It 
is also noteworthy that in day-to-day activities, the lon
gitudinally severed hemispheres of split-brain people 
rarely meddle with each other's affairs. For instance, 
when a split-brain individual dives into a swimming 
pool, there are no behavioral signs, such as one side of 
the body flailing, to suggest that half of the brain has 
been taken by surprise. Thus, the most impressive mes
sage is that despite a massive division of the major 
toolboxes of human consciousness, split-brain individu
als still operate as coherent wholes in the affective, in
tentional, and motor conduct of their daily lives. Thus, 
the foundations for our subjectively experienced core 
of being must lie deeper within the brain than the cere
bral hemispheres. Indeed, there are many subcortical 
channels for interhemispheric communication of infor
mation that could sustain coherence between the two 
hemispheres. 

A similar conclusion is evident from the study of 
animals that have been decorticated early in life: They 
sustain a remarkably strong level of behavioral coher
ence and spontaneity. Indeed, as mentioned in the pre
vious chapter, college students asked to observe two 
animals, one normal and one decorticate, typically mis
take one for the other. This arises from the fact that 
decorticates are generally more active, while the nor
mal animals appear more timid. Students tend to believe 
that the energized affective behavior is an indication of 
normality. The ability of such decorticate animals to 
compete effectively with normal animals during bouts 
of rough-and-tumble play is further testimony to the 
likelihood that internal self-coherence is subcortically 
organized.29 

Such diverse lines of evidence, taken together, sug
gest that the essential "core of being" is subcortical. In 
my estimation, it was first elaborated in brain evolution 
within central motor-type regions of the midbrain-in 
peri ventricular and surrounding areas of the midbrain 
and diencephalon that are richly connected with higher 
limbic and paleocortical zones. These brain areas ap
pear to be the most likely sources for the primal neural 
mechanisms that generate affective states of conscions
ness. It will be argued that those primordial circuits may 
elaborate a fundamental sense of"self' within the brain. 
Although this is not a very skilled and intelligent self 
and its pervasive influence may often seem precon
scious (especially when higher forms of consciousness 
have matured during ontogenetic development), it ulti-

mately allows animals to develop into the intentional, 
volitional, and cognitively selective creatures that they 
are.30 It may do this in part by providing a basic body 
image that can control primitive attentional and inten
tional focus. I will assume that such archaic brain func
tions provide a fundamental reference point for the 
development of more sophisticated levels of compe
tence throughout the rest of the nervous system. 

If, as John Milton suggested, "The child is father 
of the man," a primordial sense of self may tlltimately 
be mother to all higher forms of consciousness. This 
is not to imply that higher forms of conscious aware
ness do not require higher brain mechanisms, only that 
the elaboration of conscious abilities in the brain ger
minates and sprouts from a primal neural field that in
trinsically represents a basic body image within the 
brain stem. This mechanism is shared by all mammals, 
and it is presumably grounded in various intrinsic cir
cuits that exhibit spontaneous types of oscillatory ac
tivity. Because of the different paths of cortical evo
lution in different species, and distinct forms of higher 
epigenetically derived paths of cognitive development 
among different individuals of a species, these primal 
mechanisms come to be manifested in many ways. To 
simplify my analysis, I will focus, once more, on es
sential evolutionary sources rather than on their ulti
mate manifestations. 

Obviously, humans can have contents within their 
conscious awareness that other animals never have, and 
vice versa. Simply consider the importance of language 
for the temporal extension and deepening of human 
thought, the sophisticated olfactory abilities of the rat 
and the ability of bats to represent the world in audi
tory coordinates. It is as unlikely that classical speech 
areas of the brain mediate the elemental infrastructure 
of primary-process consciousness in humans as it is that 
the auditory cortex or olfactory bulbs do so for bats and 
rats. Many of us know individuals with left hemisphere 
strokes who in most realms act as do unimpaired incli
viduals, even though they can no longer use language 
effectively. In short, one can damage many higher parts 
of the brain, eliminating specific cognitive abilities, but 
the organism's internally sustained neural representa
tion of itself as a coherent creature remains intact Like
wise, following damage to higher motor areas, people 
can be paralyzed while sustaining the internal experi
ence that they are not. Just ask a hemiplegic person, 
paralyzed on one side because of a stroke to the oppo
site side of the brain. Such individuals typically retain 
the internal feeling that they can still move the impaired 
limb. This is a motor counterpart to the common feel
ing of amputees that they still have their missing body 
parts (i.e., the experience of "phantom limbs")Y 

In sum, following many forms of higher brain dam
age, an individual's "center of being" or "sense of self" 
appears to be intact. Is there, in fact, such a center of 
being within the brain, or is it a mere mythical entity? 
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No one knows for sure, but here I will develop the po
sition, probably uncontroversial to most neuroscientists, 
that a variety of key processes centered in the ancient 
circuits of the brain stem are absolutely essential for the 
creation of consciousness within the brain. For instance, 
there is general agreement that the extended ascending 
reticular activating system, including thalamic reticular 
nuclei, is necessary for normal waking and attentional 
activities.32 However, I think we have almost totally 
ignored one of the ancient foundation processes-a 
neurosymbolic affective representation of I-ness or "the 

· self' that may be critically linked to a primitive motor 
representation within the brain stem. It is easy to over
look this motor foundation for consciousness when we 
are continually entranced by the seemingly endless forms 
of sensory-perceptual awareness. However, I would sug
gest that the self-referential coherence provided by an
cient and stable motor coordinates may be the very foun
dation for the unity of all higher forms of consciousness. 

A Proposal concerning the Fundamentally 
Affective Nature of Primal Consciousness 

No matter how one views it, discussions of conscious
ness resemble the heads of Hydra-from each severed 
observer, many others can sprout. To use this slightly 
mixed metaphor, each observer gazes at the others, 
wondering if there is some more powerful observer who 
can see all the rest, leaving all to ponder the infinite 
regress of who is observing the observer, and so forth. 
Is there a primal monitoring function within the brain, 
one that observes but is not observed? Many, includ
ing myself, believe there is no such entity. 33 In antici
pation of the main point of this chapter, I will suggest 
just the reverse--that there is a coherent foundational 
process, or "self-representation," that does not observe 
in the conventional sense but is observed or at least 
strongly "intermeshed" with various higher perceptual 
processes. {n other words, the self-schema provides 
input into many sensory analyzers, and it is also strongly 
influenced by the primal emotional circuits discussed 
in the previous chapters. These interactions may con
stitute affective consciousness. This foundation pro
cess-the primordial self-schema-was first laid out in 
stable motor coordinates within the brain stern. It not 
only helps guide many higher perceptual processes, by 
promoting attentional focus and perceptual sensitivity, 
but also may provide a fundamental stability for the 
psychological "binding" that is characteristic of our per
ceptual field. Presumably, this foundation process is not 
directly influenced by higher contents of consciousness, 
although it may be strongly and automatically modified 
by various other influences-by conditioned emotional 
"triggers," by meditation, by music, dance, and prob
ably a variety of other rhythmic sensory-motor inputs 
and activities. 

To facilitate discussion, I shall henceforth refer to 
this "it" as the SELF-a Simple Ego-type Life Fonn
deep within the brain. At present, our knowledge about 
this brain function is so rudimentary that we can only 
generate "best guesses" as to its nature. I will advance 
one proposal with some confidence, since it squares 
with known facts and yields testable hypotheses. I will 
advocate the view that the SELF first arises during early 
development from a coherently organized motor pro
cess in the midbrain, even though it surely comes to be 
rerepresented in widely distributed ways through higher 
regions of the brain as a function of neural and psycho
logical maturation. Not only does this archaic SELF
representation network control motor tone and some 
simple orienting responses, its intrinsic rhythms can be 
transiently modulated by a wide array of regulatory 
inputs, and it is highly interactive with all the basic 
emotional circuits discussed in this book. Feelings may 
emerge when endogenous sensory and emotional sys
tems within the brain that receive direct inputs from the 
outside world as well as the neurodynamks of the SELF 
begin to reverberate with each other's changing neu
ronal firing rhythms. 

By directly modifying the intrinsic neurodynarnics 
of the SELF, emotional circuits establish the condi
tions by which the essential neural conditions for af
fective consciousness are created. Here I will argue 
that the changing neurodynamics of the extended rep
resentation of SELF networks are essential for gener
ating subjective emotional feelings in all mammalian 
brains. Thereby, the neurodynamic ripples of various 
affective codes may spread widely through the brain. 
The interaction of these neurodynamics with the sen� 
sory analyzers of the thalamus and cortex and the 
motor systems they regulate allows organisms the 
possibility of various species-typical modes of emo
tional SELF-expression and SELF-regulation. The 
ensuing affective states may be the internally experi
enced regulatory value signals around which much of 
animal behavioral and cognitive activity revolves. 
Organisms aspire to maximize certain states of the 
system and to minimize others. 

Considering this possibility, I would argue that ba
sic affective states, which initially arise from the chang
ing neurodynamics of a SELF-representation mecha
nism, may provide an essential psychic scaffolding for 
all other forms of consciousness. Thus, a primitive af
fective awareness may have been an evolutionary pre
requisite for the emergence of perceptual-cognitive 
awareness. If so, computational and sensory-perceptual 
approaches to consciousness must take affective bodily 
representations into account if their higher extrapola
tions are to be correct. From such a vantage, Descartes's 
faith in his assertion "I think, therefore I am" may be 
superseded by a more primitive affirmation that is part 
of the genetic makeup of all mammals: "I feel, there
fore I am."34 
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Evolutionary Relations between 
Primary-Process and Secondary Forms 
of Consciousness 

To get at the root of primary-process consciousness 
empirically, one will surely need to distinguish between 
the varieties and sources of distinct conscious abilities 
in different species and the shared neural foundations 
across species. For instance, other animals obviously 
do not have linguistic consciousness, although they no 
doubt have some complex ideas that emerge from the 
association cortices that eventually led to the evolution 
of linguistic abilities in humans. The emergence of a 
multimodal association cortex capable of constructing 
ideas by intermixing information from various senses 
surely preceded the ability of such tissues to represent 
those ideas in concrete symbols such as grunts and 
eventually words. JS Thus, while the mental activity that 
emerges from multi modal association cortex in humans 
can now focus on the detailed meanings of words, the 
integration of information in similar brain regions of 
other animals may create comparatively simple holis
tic perceptions and appraisals. For instance, the appar
ent sound or smeli of a predator at a certain location 
means that danger may be nearby, perhaps leading to 
the automatic evocation of wariness-fearful internal 
feelings and images of potential predators -along with 
some simple strategies to avoid them. In other words, 
the cognitive and affective contents of consciousness 
may become inextricably intertwined within the high
est forms of neural symbolization that can be created 
by the animal's cortex. 

Presumably, some of the neural connections that 
instantiate such internal images arise from neural com
putations that occur in rapid eye movement (REM) sleep 
(see Chapter 7). Unfortunately, such cognitive issues 
are horrendously difficult to analyze neuroscientiflcally. 
Short of someone identifying neurophysiological or 
chemical markers for the animal's internal representa
tions, such issues are scientifically unworkable.36 Such 
difficulties help highlight why the study of spatiotem
pontl abilities, as opposed to internal images, is such a 
popular topic of study in the field of animal cognitions. 
It is comparatively easy to determine how animals use 
cognitive strategies with reference to measurable events 
in the outside world. 37 Although the various brain� 
imaging technologies are now providing a glimmer of 
the higher cognitive-emotional interactions in human 
brains, it would be premature to conclude that these 
representations actually reflect the fundamental affec
tive substrates in action.38 Most of the affect-related 
brain changes observed so far may be more closely 
aligned with the cognitive contents of different affec
tive states rather than with the primary-process affec
tive states themselves. The types of work that are needed 
to reveal the latter are direct chemical and electrical 
stimulation procedures that arouse emotional states 
unconditionally-work that is best done in animals. 

Conceptualizations of 
SELF-Consciousness 

For the present purposes, primary-process conscious
ness will not be conceptualized simply as the "aware
ness of external events in the world" but rather as that 
ineffable feeling of experiencing oneself as an active 
agent in the perceived events of the world. Such a primi
tive SELF-representation presumably consists of an 
intrinsically reverberating neural network linked to 
basic body tone and gross axial movement generators. 
It may provide a coherent matrix in which a variety of 
sensory stimuli become hedonically valenced. In other 
words, primary-process consciousness is probably 
rooted in fairly low-level brain circuits that first repre
sented the body as an intrinsic and coherent whole. 
When other incoming stimuli, both internal and exter
nal, interact with this body schema and establish new 
kinds of reafferent reverberations,39 the potential for an 
internal state of affective awareness is created. Obvi
ously, for such an entity to have adaptive value, it must 
be able to control certain basic motor and attentional 
processes.40 

This type of analysis suggests that the brain substrate 
of "the SELF," and hence primary�process conscious
ness, has certain explicit attributes. Contrary to some tra
ditional religious and philosophical thought on the mat
ter (i.e., concerning the nature of the soul), the SELF has 
concrete neuroanatomical, neurochemical, and neuro
physiological characteristjcs. First, it should be ancient 
in brain evolution and hence situated near the core of the 
brain. Also, one would expect that it would be richly 
connected to the rest of the brain, both higher and lower 
areas, presumably more richly than any other area of the 
brain stem.41 It would be highly multi modal, allowing for 
rerepresentation at many levels of the neuroaxis during 
ontogenetic development. With the emergence of such 
rerepresentations, a variety of recursive observers and 
observers of observers seems to emerge within the ma
turing fabric of the brain. Presumably such higher SELF 
reverberations would typically operate in coordinated 
fashion with the lower substrates, but the possibility of 
semi-independent action may also emerge. 

According to such a view, emotional feelings, as 
well as the unique character of various emotional be
haviors, may arise from the ways in which the basic 
emotional command circuits modulate neuronal rever
berations or resonances within these extended represen
tations of the SELF. FEAR circuits may push the SELF
schema into an "up-tight," shivery state of tension. 
RAGE circuits may pressure it into an invigorated cycle 
of forceful actions, and so on. These changes in the 
ongoing neurodynamics of the SELF would set the stage 
for a variety of discrete emotional behaviors and mood� 
congruent forms of information processing. It would 
also establish a homeostatic "set point" or "settling 
point" (see Chapter 8) whereby various emotional self
regulatory strategies could be established. 
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In  sharing this viewpoint about the sources of  con
sciousness, I am affirming a truism of 20th century be
havioral science: Evolution can mold brain functions only 
by inducing changes that modify the efficacy of behav
iors. Affective representations promote certain classes of 
behavior patterns, and with the additional evolution of 
various highly differentiated sensory and motor tools, 
affective states may increasingly provide an internal ref
erence point for more complex abilities. Thus, in com
plex organisms such as human adults, affective feelings 
may arise from a build-up of reverberations in the ex

. tending SELF-schema, which is experienced as a mount
ing sense of "force" or "pressure" to behave in a certain 
way. With psychological development, organisms may 
develop a variety of counterregulatory strategies, rang
ing from various cognitive-perceptual reorientations to 
the withholding of behavior patterns. In other words, 
since the basic emotions provide fairly simpleminded 
solutions to problems, it would be adaptive for organ
isms to be able to generate alternative plans. Still, such 
newly evolved brain abilities may continue to be refer
enced to the affectively experienced neurodynamic sta
tus of the primal SELF. To put it quite simply: Animals 
may adjust their behaviors by the way the behaviors make 
them feel. 

We cannot be confident of the predominant anatomi
cal soUrce of the primal SELF in the brain, but two areas 
recommend themselves-the deep cerebellar nuclei, 
which receive a great deal of primitive sensory and 
emotional information and control body movements, 
especially those guided by sensory feedback, and the 
centromedial areas of the midbrain, including the deep 
layers of the colliculi and the periventricular gray, which 
do the same. Many believe these areas are too low in 
the neuroaxis to create consciously perceived affect, but 
this is certainly not so during infancy and early child� 
hood. Because removal of the cerebellum does not se
verely compromise consciousness, I favor the option 
that the centromedial zones of the midbrain are the very 
epicenter of the primordial SELF (see Figure 16 .1 ).42 

A SELF-Referencing Mechanism in the 
Brain: A Foundation for Primary� Process 
Affective Consciousness? 

Recently, and without much data to bear on the issue, 
it has become fashionable to question the existence of 
central agencies within the brain that permit conscious 
awareness. Many claim that there is no coherent neural 
referent for the pronoun "1." Contrary to that trend, I 
would advocate the position that such a central proces
sor (albeit perhaps not an observer) does exist within 
the "Cartesian theater" -a current philosophical 
catchphrase for the neural work space of consciousness 
within the brain.43 Thus, a key element in the present 
conception of primary-process consciousness is the 
SELF-an ancient neural process for the generation of 

spontaneous emotional actions that is observed within 
the Cartesian theater by a series of more recently 
evolved "monitors" or sensory�perceptul processors. It 
is assumed that with the aid of such a primal SELF�ref
erencing mechanism, deviations from a resting state 
came to be represented as states of action readiness and 
as affective feelings. Further, this central faculty may 
have served as a critical neural vector for the evolution 
of a variety of higher forms of consciousness that hu
mans spill out so casually with phrases such as "I felt 
this" and "! felt that." 

As already mentioned, traditional contemplations 
about the nature of conscious awareness have led think
ers to envision an infinite regress of sensory homunculi 
observing each other ad infinitum. It is obviously quite 
difficult to contemplate how an ultimate observer could 
ever have evolved. The existence of an archaic SELF
network, especially one that is referenced in motor coor
dinates, can help solve this dilemma and others as well: 
All higher monitors are entranced by a central process 
that itself does not observe but exists in the very center 
of the Cartesian theater as the primordial neurosymbolic 
representation of the core of each individual existence. 
The SELF does not have thoughts or clearly defined 
perceptions, but it does help elaborate primitive feel
ings, and it serves as an anchor that stabilizes or "binds" 
many other brain processes. 

At a practical neurobiological level, the postulated 
existence of a primitive motor�action homunculus that 
is the primal representation of the SELF allows us to 
envision ways in which primary-process consciousness 
can begin to be empirically studied. In its essential state, 
I assume the SELF.provides the first executive mecha
nism for behavioral coherence and bodily awareness. 
In neural representational terms, the SELF may be topo
graphically like a body of quite primordial shape. Per
haps an image of a stingray may serve as an approxi
mate metaphor here. While it is reasonable to assume 
that the SELF is not unchanging but becomes more 
sophisticated in the course of both ontogeny and phy
logeny, this is more likely due to the addition of new 
layers of neural control as opposed to a reshaping of 
the original form. 

The intrinsic neurodynamics of the archaic SELF 
may be a primary influence in guiding the nenrodevel
opmental maturation of higher levels of consciousness, 
perhaps through various iterative bootstrapping pro� 
cesses, whereby closely interconnected brain areas begin 
to resonate with the inherent neurodynamics of the 
lower substrates. Also, the existence of use-dependent 
neuronal growth factors (see Chapter 6), which guide 
the development of certain patterns of brain intercon
nectivities, may contribute to the neuronal maturation 
of the SELF through higher regions of the neuroaxis. 
Such spreading epigenetic interactions may help make 
certain higher brain circuits more permeable to lower 
influences, leading to a sense of SELF and a feeling of 
internal coherence or discoherence that are represented 
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ever more widely in the brain as organisms develop and 
mature. Thus the developmental reflections of the SELF 
may eventually come to reside in many brain areas, in 
individualized ways, thereby providing higher brain 
circuits a concrete value focus for their complex delib
erations about the external world. Presumably this im
migration would at least initially be controlled by the 
richness of intrinsic, genetically and epigenetically 
guided connectivities of the basic SELF circuits with 
higher brain areas. 44 

This, I believe, is the type of primitive but develop
mentally t1exible and intrinsically dynamic substrate of 
consciousness that we should be seeking deep withln the 
brain stem-not the final oh'>erver, not the ultimate per
ceptual monitor in the Cartesian theater, but a spontane
ously active "stage manager" that helps create a neuro
psychic focus of existence for a multitude of higher 
observers that emerge as the SELF-process migrates 
through higher regions of the brain, especially the fron
tal, temporal, and cingulate regions of the cortex. 45 Thus, 
fully developed consciousness is reflected in hierarchi
cal but recursive sets of neural processors, all still rooted 
in some primal aspects of SELF ontogenesis. 

I will now elaborate the idea that the primary tem
plate or "seed" of the SELF process, and hence the roots 
of primary-process consciousness, -reside deep within 
medial zones of the brain stem. In one sense this is an 
uncontroversial issue, since the reticular formation of the 
brain stem, with extensions into the thalamus and hypo
thalamus, has long been considered an essential substrate 
for conscious, attentional activities (see Chapter?). How
ever, in another sense, what I suggest here is significantly 
different from, albeit complementary with, that view. 

Rather than focusing on the basic waking and attentional 
systems of the ascending reticular activating system 
(ARAS), which certainly allow higher brain areas to work 
efficiently, I will now develop the idea that the deep 
layers of the colliculi and underlying circuits of the 
periaqueductal gray (PAG) are the neuroanatomical 
focus of the intrinsic motor SELF (Figure 16.1). 

A remarkable amount of neuropsychological and 
neurobehavioral evidence is consistent with such a 
possibility. The deeper layers of the colliculi constitute 
a basic motor mapping system of the body, which in
teracts not only with visual, auditory, vestibular, and 
somatosensory sytems but also with nearby emotional 
circuits of the PAG. The PAG elaborates a different, 
visceral-type map of the body along with basic neural 
representations of pain, fear, anger, separation distress, 
sexual, and maternal behavior systems (as summarized 
throughout this text). Adjacent to the PAG is the mes
encephalic locomotor region, which is capable of insti
gating neural patterns that would have to be an essential 
substrate for setting up various coherent action tenden
cies.46 If one had to select between these functions (the 
motor or sensory zones of the tectum) as the very 
focus of the SELF process, I am inclined to envision 
the motor map as being more central to the SELF than 
the incoming somatosensory processes. This is based 
partly on evolutionary considerations: A level of mo
tor coherence had to exist before there would be utility 
for sensory guidance. Neurophysiological evidence also 
indicates that the somatomotor, eye-movement map that 
borders the PAG is intrinsically a more stable tectal 
circuit than are the overlying sensory maps of the su
perior colliculi. While the superficial layers of the su-
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Figure 1 6.1 . Overview of mesencephalic organization of convergent somatic and 
emotional processes in the interface area of the periaqueductal gray (PAG) and the 
superior colliculi (SC) of the tectum. The adjacent mesencephalic locomotor region (MLR) 
can generate coherent forward locomotion. 
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perior colliculi flexibly harvest information about the 
location of visual stimuli, the underlying motor system 
generates appropriate orienting movements using what 
appears to be a remarkably stable set of action coordi
nates. In other words, the sensory maps of the tectum 
appear to shift markedly in reference to stable motor 
coordinates when the motor map initiates specific ac
tions.47 I take this stability of the somatomotor system 
to indicate that it has primacy in the evolution of  the 
psychobehavioral coherence that this system spontan
eously generates. In addition, the underlying PAG tis
sues, which contain representations of all emotional pro� 
cesses, may constitute an even deeper and more primitive 
visceral SELF. To keep things relatively simple, for the 
present purposes the somatic and visceral components 
will be considered as an interactive unity. 

The mesencephalic roots of the SELF, through its 
many neural connections with higher brain areas, help 
us envision, albeit dimly, the emergence of higher forms 
of self-consciousness. The deep tectal and underlying 
PAG zones are more richly connected with frontal 
motor areas, where plans and intentions are generated, 
than with posterior sensory areas, where perceptions are 
constructed. Again, in selecting one or the other of these 
large cortical regions of the brain-sensory or motor
as being more closely linked with primal consciousness, 
the fi'ontal cortex clearly has a great deal to commend 
it. To establish behavioral priorities in time, the frontal 
cortex needs to actively retrieve perceptual information 
from sensory cortices. It is also significant that more 
powerful personality changes result from frontal corti� 
cal damage than from comparable damage to posterior 
sensory areas.48 

It should be recalled that the frontal areas are the 
motor association or planning cmtex. Thus, even though 
the exteroceptive contents of consciousness are obvi
ously created by sensory zones, those zones must send 
massive outputs into the motor areas in order for co
herent behavior to occur. I suspect this has led many 
thinkers to mistake sensory awareness for conscious
ness itself, as opposed to the toolbox of consciousness 
that it really is. In sum, I would suggest that a careful 
consideration of all issues indicates that primary
process affective and intentional consciousness is more 
critically linked to motor than to sensory cortices. This 
is not to deny the importance of sensory-perceptual 
processes in the guidance of behavior, but to make a 
distinction between the essential foundations of con
sciousness and the contents of consciousness. The con
tents of consciousness (which I would consider a 
secondary or derivative form of consciousness) are ob
viously created from the various sensory�perceptual 
processes-visual, auditory, somatosensory, olfactory, 
gustatory, vestibular, and kinesthetic-to which may be 
added the various thinking and cognitive operations that 
allow these systems to be interrelated. I assume that 
primary-process consciousness is more than that, and 
it resides in the intrinsic action-readiness of the system. 

I assume the action-readiness system provides a mas
sive stability for the perceptual apparatus, and that it is 
essential for the retrieval of information from those 
toolboxes of consciousness. Changes in the neural ac
tivities of primary-process SELF-schema, I assume, con
stitute the changing nature of affective consciousness. 

A Putative Neuroanatomical Roots for 
Primary-Process Consciousness 

The massive and unparalleled convergence of informa
tion onto a simple and ancient body representation makes 
the centromedial areas of the midbrain an excellent can
didate for the basic integrative framework that provided 
a neural scaffolding for a primitive neurodynamic of 
emotional SELF-awareness. As mentioned, this may 
have been achieved by the ability of the SELF-map to 
establish a characteristic resting tone within the somatic 
and visceral musculatures. The establishment of such a 
tone throughout the body and brain, along with a variety 
of reafferent processes, may have provided each organ
ism with the teeling of individuality-of "I-ness." Up
ward influences into higher parts of the brain may have 
been achieved through the control of certain neural 
rhythms (e.g., delta, theta, alpha, beta, and gamma) that 
appear to have general properties in the control of ex
teroceptive information processing.49 

This postulated SELF-schema presumably can trig
ger basic forms of bodily orientation and promote the 
extraction of values from the interaction of the internal 
milieu with environmental incentive stimuli. It may not 
be exceedingly difficult to imagine how such a system 
might generate intrinsic biological meaning structures 
within the organism. For instance, brain hormone 
detectors that instigate sexual urges may do so partly 
by promoting a natural copulatory LUST -type neuro
rhythm within the SELF-schema. This rhythm would 
reverberate through the body and, at a cultural level, 
find representation in the varieties of dance. Hence, 
certain types of music, such as the pulsing rhythms of 
rock and roll, may help simulate a sexual neural rever
beration in the brain, promoting energetic forms of 
dance with strong pelvic movements. Other rhythms 
may promote the expression of other affects that can be 
expressed in dance, or simply felt. For instance, the 
"chills" discussed in the "Afterthought" of Chapter 14 
may reflect a local sound-induced isolation�type change 
within the neural representation of the primal SELF. If 
various emotional and regulatory inputs modulate the 
SELF-schema in distinct ways (each with a character
istic neurodynamic and neurochemical signature), the 
internal result may be a large number of subjectively 
experienced feeling states. 

Although one might fault this schema by noting its 
failure to specify the exact manner in which subjective 
experience emerges from neurodynamics, that short� 
coming may retlect our human inability to verbally 
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symbolize the operations of complex, intrinsically ac
tive neural systems in action. At such levels of ultra
complexity, where our human imagination does not 
reach, we have to rely on the power of predictions. For 
instance, from the preceding analyses, I would suggest 
that the emotional power of music may arise from au
ditory inputs from the inferior colliculi invading the 
underlying emotional circuits of the PAG. Also, if this 
hypothesis is essentially correct, extensive damage to 
the PAG should have disastrous effects on all forms of 
conscious activity, while more modest damage should 
dampen many affective tendencies. 

Indeed, extensive PAG damage does produce a spec
tacular deterioration of all conscious activities, but to 
achieve that, the damage must extend along the whole 
length of the PAG. For instance, early studies in which 
lesioning electrodes were threaded from the fourth ven
tricle up the aqueduct to the caudal edge of the dien
cephalon yielded striking deficits in consciousness in 
cats and monkeys as operationalized by their failure to 
exhibit any apparent intentiOnal behavior and their glo
bal lack of responsivity to emotional stimuli. 5° While 
forms of damage to many other higher areas of the brain 
can damage the "tools of consciousness,'' they typically 
do not impair the foundation of intentionality itself. 
PAG lesions do this with the smallest absolute destruc
tion of brain tissue. 5 1  Moreover, lower intensities of 
electrical stimulation in this brain zone will arouse ani
mals to a greater variety of coordinated emotional ac
tions than stimulation at any other brain location. Ac
cordingly, as a provisional hypothesis, I would suggest 
that the foundation of the most basic form of conscious 
activity, the generation of SELF-representation along 
with various basic affective states, arises from the in
trinsic neurodynamics of the PAG, as well as the direct 
extensions of this tissue upward in the brain to 
intralaminar and midline thalamic areas, to widespread 
hypothalamic areas, and to various branches of the ce
rebral canopy. 

Although it may seem unlikely that PAG tissue is 
sufficiently high along the neuroaxis to elaborate con
scious awareness and intentionality, this doubt may be 
based more on our human pride in our extensive nco� 
cortical perceptual skills than on a critical evaluation 
of the empirical evidence and a consideration of what 
the foundation of consciousness must be like. Although 
high-level cognitive awareness is certainly not a local 
property of the PAG, such functions do emerge from 
the many higher brain areas that are especially closely 
linked to the PAG, including the frontal cortex. 52 As we 
have seen in so many of the preceding chapters, many 
affective processes seems to be intimately linked to 
networks that are interconnected with the PAG. To the 
best of our knowledge, this tissue is the most primal 
source of the anguished pain and suffering that suffuse 
consciousness during stressful circumstances. It is here 
that all forms of pain leave strong neuronal footprints, 
as indicated by cfos and Fos neuronal labeling. It is the 

PAG that allows creatures to first cry out in distress and 
pleasure. 53 It is largely here that pain arouses the un
conditional state of fearftilness,54 even though learning· 
allows many other inputs, especially those from the 
amygdala and hippocampus, to also access the SELF. 55 
All this is consistent with the postulate that our basic 
biological values, essential ingredients for a sense of 
self, are inextricably intertwined with the local proper
ties of PAG tissue. 

In sum, I doubt if we can explain secondary or higher 
contents of consciousness without first coming to terms 
with primitive SELF-representations and the ancient 
attentional work spaces with which they interact. With
out the activities that transpire at the lower levels, the 
higher cerebral "observers" probably could not func
tion efficiently, and if they could, they would probably 
suffer major deficits56as they stared into empty psycho
affective space. If all of the preceding is on the right 
track, we may eventually be able to measure the affec
tive consciousness of animals in action by using mod
ern electrophysiological and neurochemical techniques, 
especially when our probes are properly situated within 
the mesencephalic substrates of the SELF. 57 It is un
fortunate that these brain areas are so inaccessible for 
analysis in humans, but neurochemical knowledge may 
eventually yield insights that can be evaluated using 
pharmacological probes. 

The Neurochemistry of Consciousness 

The primordial SELF is most probably organized around 
universally important, rapidly acting amino acid trans
mitter circuits such as glutamate. The closely related 
ARAS attentional networks, on the other hand, appear 
to have acetylcholine and norepinephrine at their core. 58 
In addition, the SELF network may receive feedback 
concerning affective states via the many converging 
neuropeptide systems discussed throughout this book. 
Each separate emotional input may modify the rever
beratory activity of the SELF in characteristic ways. Such 
changes in neural activity may ultimately be experi
enced as different emotional states of being. Obviously, 
the SELF mechanism also must have powerful outputs 
to control various higher brain activities as well as be
haviors. The presence of nearby ascending serotonin, 
norepinephrine, and acetylcholine circuits provides 
such generalized neural substrates. Each of these sys
tems has powerful and coherent effects on higher brain 
activities, yielding several ways in which all brain 
activity can be molded and controlled. For instance, 
cholinergic influences in the thalamus sustain process
ing in all sensory channels of the cortex and thereby 
control the flow of information that generates the per
ceptual contents of consciousness. Indeed, specific nu
clei of the thalamus, the intralaminar nuclei and most 
especially the nucleus reticularis, may be critical for 
controlling the informational work space through which 
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the specific contents of consciousness are created.59 Al
though acetylcholine and GABA are key players in such 
thalamic functions, there are bound to be others. As we 
have seen in previous chapters, it is through specific 
neurochemical theories that most testable ideas con
cerning the nature of emotions, and thereby of primary
process affective consciousness, will be forged in the 
foreseeable future. 

Although many neurochemical systems can modulate 
affective processes,60 a key issue is whether disruptions 
of any single system will compromise all forms of af� 
fecti ve consciousness without impairing general percep
tual awareness. No such item is known at present, sug
gesting the two may be tightly linked. It seems certain 
that glutamate transmission is essential for both, for the 
simple reason that glutamate antagonists provoke such 
remarkable changes in the quality of consciousness. 
Drugs such as phencyclidine (PCP, street name "angel 
dust") dissociate sensory and motor processes to the point 
where cognitive coherence disintegrates.61 Mild doses 
can cause panic attacks, while at high doses waldng con
sciousness is so impaired that treated animals can undergo 
surgery without further anesthetic. Likewise, a study of 
the brain sites and mechanisms by which general anes� 
thetics operate should provide key insights into the neu
rochemical nature of consciousness.62 

Advances in clinical medicine have brought us many 
anesthetic agents that can completely compromise con� 
scions activities. If we could identify the major brain 
circuits that such manipulations act upon, we would 
have the beginnings of a substantive neuroanatomy of 
consciousness. Unfortunately, critical sites in the brain 
remain to be identified, but judging by the evidence 
offered here concerning the nature of the SELF, I would 
predict that consciousness would be compromised most 
when such agents are placed into the PAG tissues of the 
midbrain and closely connected reticular areas of the 
diencephalon, perhaps all the way up to the front of 
the neural tube at the septal area. 

Anesthetics have been used in novel ways to high
light the nature of consciousness in the human brain. In 
the study of epilepsy, neurologists have developed what 
is now called the Wada test, whereby shortwacting bar
biturate anesthetics are injected into one or the other 
carotid artery (see Figure 4.6), leading to a brief anes� 
thetization of one whole cerebral mantle. Since much of 
the injection enters the anterior and lateral cerebral ar
teries, it is generally assumed that most of the effects are 
cortically as opposed to subcortically mediated. When 
one selectively "knocks out" the right cerebral hemi
sphere in this way, patients usually express little emo
tional concern about the matter, claiming everything is 
just fine; when the anesthetic wears off, they change their 
minds rapidly, making statements of their displeasure 
with the manipulation. This has led to the idea that each 
of the cerebral hemispheres can have distinct emotional 
feelings, which, if true, will tell us much about the higher 
nature of affective consciousness.63 

In this vein, it is important to emphasize that scien
tists typically only respect theories that can be empiri� 
cally evaluated, and those who are interested in the na
ture of consciousness should be willing to provide 
paradigmatic experiments that would highlight the work
ings of their theories. For me, the most telling experi
ments will be those that attempt to reveal the brain sites 
and neural mechanisms by which anesthetics operate and 
the study of the brain mechanisms that mediate affective 
experiences such as simple gustatory pie·asures and aver
sion, as well as various forms of pain.64 However, such 
primitive affective functions must link up with higher 
sensory-perceptual analyzers of the cortex. 

Reflections of Emotions in the Higher , / 
Reaches of the Brain V 

Although the basic emotional "energies" arise from 
subcortical processes, the external details of emotional 
experiences are obviously encoded in the neural repre
sentations of time and space at higher cerebral levels. 
Usually, we do not just love, we love someone. We are 
not simply angry (a subcortical process), we are angry 
at something (a cortical process). We are not angry and 
in love for just a moment but for as long as our memo� 
ries and relevant neurochemistries are aroused to sus� 
tain the neurodynamics of anger and love. Thus, affec
tive and cognitive processes are inextricably intertwined 
in higher brain areas, such as the frontal and temporal 
cortices, which allows our brains to extend psychologi
cal events in time and space. Whether emotions in these 
higher brain systems also operate via the same neuro
chemical codes as in the lower reaches of the brain re
mains unknown. For instance, there are some cortico
trophin releasing factor (CRF) cells in the cortex, as well 
as abundant CRF receptors, and it may well be that 
various stressful experiences are imbued with stressful 
affect in part by local cortical CRF dynamics. 

Although emotions derive their rich cognitive reso
lution from interactions with higher brain functions, 
they can also be triggered at various levels of the 
neuroaxis by minimal stimuli as a function of condi� 
tioning-from the briefest glance to a nuance in 
someone's tone of voice. Once emotional systems are 
aroused, a variety of higher brain functions (from subtle 
appraisals to self�serving plans) are energized. Such 
cognition-emotion interactions constitute the details of 
people's  lives, and we are more likely to recall specific 
events related to emotional episodes rather than reex
perience the intensity of the aroused emotions them� 
selves. The actual affective intensity that promoted the 
flow of action during emotional episodes seems to be 
easily forgotten. Only when the right "buttons" (i.e., the 
conditioned stimuli) are pushed again do the feelings 
return once more. 

J will not dwell on cognitive details here, but it is 
important to consider how basic emotional systems 
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might modify the higher cerebral processes that allow us 
to be the sophisticated, affectively cognitive creatures that 
we are. Indeed, it may well be that specific higher brain 
areas are specialized to help elaborate the cognitive con
tents of different types of affective processes (Figure 
16.2). Thus, one general way to view many higher cor
tical functions is as providing ever more flexible ways 
for animals to deal with basic survival issues. One of the 
most important of these functions is the ability to utilize 
past experiences to inform future plans. The ability to 
extend action tendencies in time and space provides hu
mans with remarkable advantages over animals that can
not gauge the passage of events as well. 

It is generally accepted that the frontal lobes are 
capable of anticipating events and generating expectan
cies and foresights about the world. People with fron
tal lobe damage typically perseverate on old strategies 
and do not plan ahead effectively. They are susceptible 
to living within the present moment, in a more animal
like state of existence. 65 Because of rich cortical con
nections, the SEEKING system is especially strongly 
related to frontal cortical functions. 66 On the other hand, 
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social-emotional sensitivities and feelings related to the 
PANIC system-namely, the affective dynamics of 
both positive and negative social interactions-appear 
to find a stronger focus of control within the cingulate 
cortex. For instance, the psychic tension that leads to 
panic disorders and agoraphobia is markedly dimin
ished following cingulate cortex damage in humans, and 
changes in the arousability of this brain region have 
recently been implicated in the genesis of depression.67 
Neural computations that can activate FEAR, RAGE, 
and LUST appear to be especially well represented in 
the temporal lobes; indeed, the arousal of such emotions 
is based on perceptions that are processed in temporal 
cortical areas that have strong connections to specific 
regions of the amygdala. 68 People with damage to ante
rior temporal areas are often emotionally placid (the 
Kliiver-Bucy syndrome); it is difficult to arouse such 
laid-back individuals to the point of irritability, anxi
ety, or lust. Indeed, it has recently been shown that 
people with amygdala lesions exhibit deficits in fear
ful memories, as has long been evident from animal 
brain research.69 

� "--- - -/ 
I 

/ CINGULATE - � 
I 

I 
I 
I • • . • • 

I 
I 

/ 
/ 

SEEKING ·. · • •  
EXPECTANCIES ·:; ." • • , 

' . . · :  : :.·.·:: : 

( 

-

/ 

/ 

-- - -� 

-
/ 

- -- -

_ _ _ _  _.... ,...,.. 
TEMPORAL LOBE 

AMYGDALA 

--

I 

/ 
) 

\ 
' 

'-.. 

'- """I 

" 
'\ 

"" \ 
" I 

" "\ I 
'._ )  I 

-... 
\ 

I 

\ 
' 

\. 
Figure 1 6.2.  Overview of forebrain zones that are devoted to elaborating higher manifes
tations of basic emotional processes. Each of the emotional systems has higher spheres of 
influence, with FEAR and RAGE concentrated in the lateral and medial temporal lobes, 
SEEKING in the ventromedial frontal lobes, and various social emotional processes such 
as separation distress or PANIC in the anterior cingulate. All of these systems converge on 
the emotional and SELF representation zones of the midbrain. (Adapted from Panksepp, 
1989; see n. 80.) 
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Although it is  certain that the amygdala and nearby 
hippocampus are very important in processing cogni
tions and memories that can arouse various emotional 
responses, it is probably a mistake to believe that the 
affective entirety of such emotions as fear, anger, and 
sexuality is mediated locally just within medial tempo
ral lobe structures. For instance, although it might be 
reasonable to expect that in males the sexually arous
ing effects of erotic images would be dramatically re
duced by severing the pathways that transmit well
processed visual information from the occipital lobes 
into the temporal lobes, such brain damage should have 
much less of an effect on sexual arousal induced by 
touch, where the key connections are bound to be sub
cortical. Thus, even though it is likely that many con
ditional stimuli derive their emotional impact from local 
interactions within the amygdala, many other uncon
ditional sensory inputs to the same functional systems 
may derive their affective impact by interacting with 
lower aspects of the emotional command systems (see 
Figures 10 . 1  and 16. 1). 

The main reason the amygdala may appear to be 
so important in generating affect may arise largely 
from the fact that most emotional episodes in adult 
animals are closely linked to teaming and cognitive 
appraisals. These are the types of emotional stimuli 
that converge on the amygdala. Accordingly, the amyg
dala may gradually become a strong interface between 
higher information processing and emotional arousal 
as a function of development and various concrete life 
experiences,70 but there is presently no clear evidence 
that the amygdala can generate emotional energy with
out the arousal of the lower functions situated in the 
hypothalamus, the PAG, and the rest of the peri ven
tricular gray. As we saw in Chapter 10, rage elicited 
from the amygdala is critically dependent on the in
tegrity of the systems in the hypothalamus and the 
PAG (see Figure 10.4). Of course, it may well be that 
during ontogenetic development the higher functions 
assume such a prominent role in conscious life that the 
lower functions tend to become increasingly subcon
scious as organisms mature. Clearly, a great deal of 
work is needed before we will understand these pro
cesses with any assurance. Recent brain-imaging stud
ies do suggest that only higher brain areas are aroused 
during emotional episodes, but, as indicated earlier, 
these techniques are quite likely to generate false
negatives as far as the lower brain stem areas are con
cerned. For simple anatomical reasons, such as the 
massive overlap of antagonistic circuits, the lower 
limbs and trunks of each emotional "tree" are less 
likely to "light up" than the more widely distributed 
branches. 

One of the most intriguing findings is that positive 
emotional feelings are associated with EEG arousal of 
the frontal areas of the left hemisphere, while negative 
and depressive moods are associated with frontal arousal 
within the right hemisphere. These types of patterns also 

prevail in the resting EEGs of individuals with differ
ent temperaments-people who are depressed, or sim
ply susceptible to depression, exhibit more right fron
tal arousal, while those who feel positive about life 
exhibit more left arousal.71 These types of asymmetries 
are already evident in babies, with extroverted ones 
having more left arousal and inhibited ones having more 
right arousal.n 

More recently, PET scanning studies have also pro
vided glimmers of happiness and sadness in the brain; 
perhaps not surprisingly, sadness produces more arousal, 
while happiness produces neuronal relaxation.TJ 
This is not unexpected, since during sadness we have 
more cognitive problems to dwell on.74 However, the 
laterality effects are not totally congruent with the 
electroencephalographic (EEG) data. Acute sadness 
leads to left frontal arousal, while depression has the 
opposite effect; only this latter effect is congruent with 
the EEG data, indicating left frontal underactivity in 
depression. 

Considerable neuropsychological evidence indicates 
that characteristic emotional changes also result from 
damage to higher brain areas. In agreement with the 
aforementioned EEG data, the most robust finding is 
that damage to the left cerebral hemisphere (especially 
left frontal areas) appears to reduce positive affective 
tone, while similar damage to the right hemisphere does 
not.75 Thus, following strokes to the right hemisphere, 
which is generally the sadder side of the brain, it is not 
uncommon for patients to deny that anything bad has 
happened; comparable damage to left cortical areas, the 
seemingly happier side, can promote feelings of cata
strophic despair. 76 

Congruent effects during brain activation have been 
obtained with new techniques called rapid transcranial 
magnetic stimulation (rTMS). Preliminary results sug
gest that rTMS of the left frontal cortex can evoke feel
ings of sadness, while right stimulation enhances hap
piness. Of course, this is outwardly inconsistent with 
the aforementioned EEG data; however, the complex
ity of the underlying neural changes precludes defini
tive interpretation. It is certainly possible that the rTMS 
disrupts normal neural activity, causing a diminution 
of normal functions. In support of this possibility, the 
longer-term effect of right prefrontal stimulation was 
an increase in anxiety and worsening of mood in de
pressed individuals, while left stimulation provoked 
remarkable improvements in mood, even in medication
resistant individua!s.77 

It is generally believed that in addition to such posi
tive and negative affective distinctions, the right hemi
sphere is more of a specialist for deep emotional 
communication as compared with the linguistically 
competent left hemisphere (see Appendix B), which is 
more focused on social niceties. While left hemisphere 
damage typically leads to deficits in understanding and 
expressing thoughts, right hemisphere damage disrupts 
one's ability to express and understand emotional in-
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flections.78 Although there are a great number of theo
ries as to why the two hemispheres have different emo
tional specializations, as yet there is no clear evidence 
for any of them. One good idea is that the left hemi
sphere is more skillful in serial processing of informa
tion, as required for linear thinking such as math and 
language, while the right hemisphere provides more of 
an affective background for various experiences. An
other intriguing possibility is that the left hemisphere 
specializes in the communication of socially constructed 
emotions, while the right hemisphere is more closely 
attuned to primal-process emotionality .79 

Although a great deal of work has been devoted to 
differentiating how right and left hemispheres partici� 
pate in various emotional functions, the idea that dif� 
ferent cortical regions modulate specific emotions de
serves greater attention in the future. It presently seems 
reasonable to suppose that in a mature organism the two 
hemispheres have different emotional strengths. How
ever, it may be that these differences arise largely from 
learning, rather than from any deep and intrinsic dif
ferences in emotional competence. so For instance, the 
left hemisphere may appear more happy only as a sec
ondary consequence of its linguistic functions, which 
are at least partly designed to reinforce the appearance 
of a positive "social front." This may leave the right 
hemisphere to dwell on the emotional realities that 
emerge from subcortical dynamics. 

In addition, it also remains possible that various 
areas of the neocortex can be devoted to different emo
tions in relatively idiosyncratic ways, just as core 
memory space is devoted to software files in modern 
computers. Thus, there may be a great deal of variabil
ity in the higher representations of emotions among 
different individuals. In this context, it should again 
be emphasized that the new brain-scanning technolo
gies are not as well suited for picking up distinct brain 
stem functions as they are for detecting differences in 
higher brain areas. In addition to concerns voiced ear
lier, most mood-induction procedures used for gener
ating feelings in brain-imaging studies tend to employ 
mental imagery of one kind or another, which would 
automatically lead to better differentiation of higher 
rather than lower brain processes. To the best of our 
knowledge, the higher areas of the brain would remain 
emotionally cold without the psychological energies 
that emerge from the subcortical circuits described in 
this book. In other words, a distinction between higher 
cognitive/rational processes and the more primitive 
affective/passionate processes is essential if we are 
going to make sense of how the brain generates affec� 
tive experiences and spontaneous emotional behaviors. 
Such a distinction is further affirmed by the ability of 
higher forms of brain damage in humans to impair 
voluntary facial expressions of emotions, while the 
more spontaneous emotionally driven expressions reM 
main intact.81 

How Does a Cognition 
Provoke Feelings? 

J 
Perhaps the most obvious experience of emotions that 
we humans have is that environmental events cause our 
feelings. As we have now seen, this is largely an illusion: 
Such events only activate intrinsic affective potentials of 
the nervous system. However, now that I have completed 
this provisional analysis of the deep nature of affective 
experience in the brain, we are in a better position to 
address the question: What does it mean, in brain terms, 
to experience the illusion that appraisals cause emotions? 

I would suggest that this question boils down to how 
cognitive representations of the world get enmeshed 
within the extended neurodynamic process that we call 
affective states. If affective mood states are ultimately 
constituted of distinct reverberatory neural patterns 
within the extended SELF-representation networks of 
the brain, it is possible that each type of mood can be 
set in motion by a variety of inputs into the system. 
When the primitive emotional command circuits arouse 
the whole extended neural network, we have full�blown 
emotional states. On the other hand, when cognitive 
inputs, both conditioned and unconditioned attributions, 
initiate weaker types of reverberation in the system, we 
have mood states. Thus, because of our past experiences 
and history of conditioning, cognitions can come to 
reevoke strong feelings. 

However, once a weak type of reverberation has 
been established, it can proceed along several paths. It 
has the potential to become a full-blown emotion if the 
reverberation recruits full arousal of the primitive emo
tional command systems. This is probably the path of 
least resistance in the brain, because of our many mood
congruent memory processes that can add fuel to each 
emotional fire. However, the reverberation also has the 
potential to fade rapidly, if one can divert cognitive 
resources to other points of view. This, I believe, is the 
main aim of various forms of self-discipline, including 
assisted ones such as cognitive behavior therapy. Thus, 
in adult humans, cognitive processes have the option 
of becoming enmeshed, ever further, within ongoing 
emotional dynamics, or they can extract themselves 
from any oncoming neural maelstrom. Emotional self
regulation is presumably made possible through our 
higher cerebral endowments. Our symbol systems 
are especially effective in allowing us to negotiate 
such rough terrain. Language allows us to regulate our 
emotions. 

Conflicts between Cognitions\ i 
and Emotions \J 
If emotions and cognitions-or passion and reason, as 
they used to be called-are differentially, albeit inter
actively, organized in the brain, there are bound to be 
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conflicts between the int1uences of the two systems. The 
dictates of emotional systems are bound to be more 
egocentric and unconditionally affective than those of 
cognitive systems, even though, as emphasized recently 
by proponents of evolutionary psychology, the goal of 
cognitive processes is to provide more subtle solutions 
to problems posed by states of emotional arousaL 82 In
deed, the evolution of certain higher symbolic abilities 
in hominids may have provided ways for organisms to 
solve conflicts that are simply too difficult from a 
simpleminded emotional perspective. For instance, 
explicit spoken or written contracts between humans 
help minimize disputes that would easily emerge if one 
merely followed the dictates of one's immediate wants 
and desires. 

The ability for symbol systems to mediate cont1ict 
resolution has even been observed in chimpanzees. 
When confronted by a seemingly simple pointing task, 
where their desires are put in conflict with outcomes, 
chimps find it impossible to exhibit subtle self-serving 
cognitive strategies in the immediate presence of a de
sired reward. However, such tasks are mastered when 
an alternative symbol system is employed. Let me 
clarify: In one study, animals were confronted by a 
simple choice; two plates holding tasty food items were 
presented, each with a different number of treats. If the 
animal pointed to the plate having more treats, it would 
immediately be given to a fellow chimp in an adjacent 
cage, and the flustered subject would receive the smaller 
amount. After hundreds and hundreds of trials, these 
chimps could not learn to withhold pointing to the larger 
reward, even though it always resulted in the same un� 
desired consequence of receiving the smaller of the 
desired alternatives. Although this outcome was com
monly accompanied by howling and complaining, the 
task was simply too difficult for them to solve. How� 
ever, these same chimps had already been taught the 
symbolic concept of simple numbers; when those num
bers were placed on the plates as a substitute for the 
actual rewards, the chimps promptly learned to point 
to the smaller numbers first, thereby commandeering 
the larger rewards for themselves.s3 

In other words, in the immediate presence of a treat, 
chimps could not withhold their apparent self�referential 
desire for the bigger reward, but once a more affectively 
neutral numerical symbol system was introduced, they 
restrained themselves to achieve successfully selfish 
ends. The extent to which our various symbol systems, 
ranging from paper money to contracts, allow us to 
capitalize on our own selfish desires appears to be an 
unstudied dimension of human motivation. Obviously, 
money is equivalent to having the ability to make more 
choices in the world, and it is remarkable that even 
among chimpanzees a numerical symbol system was a 
more effective tool fOr acquisitiveness than the imme� 
diacy of their own wants when actually confronted by 
available rewards. Seemingly, the acquisition of nu-

merical symbols expanded the options available for the 
chimp's higher levels of consciousness. Such work 
should make us suspect that human reason may still be 
inextricably intertwined with our self-centered animal 
needs. 

If one is willing to dichotomize between cognitive 
functions and emotional functions-between reason and 
the passions (as many are no longer inclined to do in the 
present intellectual climate)84-then one can ask whether 
the downward cognitive controls or the upward emo
tional controls are stronger. If one looks at the question 
anatomically and neurochemically, the evidence seems 
overwhelming. The upward controls are more abundant 
and electrophysiologically more insistent; hence, one 
might expect that they would prevail if push came to 
shove. Of course, with the increasing influence of corti
cal functions as humans develop, along with the pressures 
for social conformity, the influCnces of the cognitive 
forces increase steadily during maturation. We can even
tually experience emotions without sharing them with 
others. We can also_easily put on false faces, which can 
make the facial analysis of emotions in real-life situations 
a remarkably troublesome business.85 

Although we can employ our emotions with gradi
ents of subtlety that other creatures simply cannot 
match, even using them for aesthetic or manipulative 
purposes, we would probably feel very little without the 
ancient subcortical source processes. And when those 
ancient sources become truly aroused, our cognitive 
apparatus shifts into fairly narrow grooves of obsessive 
ideation.86 

In Sum 

Although I have tried to clarify the neural foundations 
of affective experience in mammals, the actual mani
festations of the neural circuits within living brains are 
so complex that many centuries of work will be needed 
to reveal how emotional systems really operate. In pur
suing such matters empirically, we may find that there 
is a great deal more variability, plasticity, and flexibility 
in the underlying systems than I have suggested here. 
Many molecular underpinnings for neuronal plasticity 
have already been revealed (see Chapter 6), but no 
growth factor or gene has yet been identified that is 
specific to the growth and development of emotional 
systems. I suspect such molecules will be discovered, 
which may eventually open up a totally new area of 
psychiatric medicine. 

Since we finally do have some precise knowledge 
concerning the neural substrates of a few emotional 
systems, we can begin to ask how these circuits change 
both structurally and functionally in response to vari
ous environmental events.87 Ongoing work on electri
cal and psychostimulant sensitization (see "After
thoughts," Chapters 5, 6, and 8) has already confirmed 
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what William James surmised a long time ago when he 
wrote: "We are spinning our own fates, good or evil, 
and never to be undone . . . .  The drunken Rip Van 
Winkle, in Jefferson's play, excuses himself for every 
fresh dereliction by saying, 'I won't count this time!' 
Well! he may not count it, and a kind Heaven may not 
count it; but it is being counted none the less. Down 
among his nerve cells and fibres the molecules are 
counting it, registering and storing it up to be used 
against him when the next temptation comes."88 

We are spinning our own fates not only in our per
sonal lives but also in our body politic. Until now, I have 
only alluded to the implications of this type of biologi
cal knowledge for cultural issues. A psychobiology text 
is not the most fitting place for such intellectual exer
cises, but I will take this final opportunity to share a 
few thoughts on the potential societal ramifications of 
emotional matters. I would emphasize, in closing, the 
obvious fact that our lives are outwardly swayed more 
by cultural issues than by biological ones. But even as 
we reside within the complexities of cultural structures 
and processes, our internal feelings will always be 
guided by powerful psychobiological tethers-our deep 
affective reactions to events in the world. Although such 
biological constraints on the human spirit have been 
denied by generations of scholars who prefer to think 
in terms of personal life histories rather than evolution
ary terms, the evidence that such tethers exist is defini
tive. But the societal implications are not. 

AFTERTHOUGHT: The Role of Brain 
Emotional Systems in the Construction 
of Social Systems 

What consequences might a deeper understanding of 
emotions have on modes of thought in the humanities 
and social sciences? Can new information from psycho
biology clarify issues in fields as distant as social, eco
nomic, and political thought? Hopefully they can. Al
though we remain remote from understanding the many 
interactions among brain circuits that govem the real
life flow of psychological responses in either animals 
or humans, our provisional knowledge allows us to 
explore some new lines of thought, hopefully without 
falling into the pit ofnaturalisticfallacies.89 In this final 
"Afterthought," I will brietly probe the possible impli
cations of the emerging psychobiological knowledge for 
the construction of social systems.90 

To understand how affective processes are related 
to cultural institutions, we need to discuss how each 
emotional system of the brain might be related to ex
isting social structures. This is a daunting task. Al
though we have many emotional systems in common 
with other mammals because of the long evolutionary 
journey we have shared, our cultural self-conceptions 
are not governed or constrained by our animal past. 

Nonetheless, they may be substantively clarified through 
the inclusion of affective dimensions in our discussions. 
For instance, the failure to fully recognize certain in
ternal "forces" in human children may have already led 
to some very unusual societal practices in the United 
States. 

Consider one troublesome example from our present 
educational practices-the widespread pathologization 
of rough-and-tumble play in the American school sys
tem. The widespread medical treatment of attention 
deficit, hyperactivity disorders, or hyperldnesis, as it 
used to be called, does not reflect an increased incidence 
of a neurological disorder in American children but an 
increased intolerance for childhood impulsivity. The use 
of drugs to control such symptoms in American school
children has risen dramatically in the past few decades, 
to the point where many believe it has become a national 
scandal. The neuroscience data clearly indicate that 
psychostimulants such as methylphenidate and amphet
amine can increase synaptic levels of catecholamines 
in the brain, and it is understandable why facilitation 
of noradrenergic tone in the cortex would increase at
tention spans in the classroom. The normal neurobio
logical function of this chemical system is to facilitate 
attentional processes, and the maturation of such sys
tems during childhood is slow. This is one of the rea
sons young children are so impulsive and playful. 

Obviously, these systems will mature more gradu
ally in some children than in others, and psychostimu
lants certainly can increase attention span miraculously 
in children whose neurochemical development is slow. 
However, such drugs have many other effects on the 
brain. For instance, they markedly decrease playful
ness-an effect that is well documented in animal stud
ies (see Chapter 15).  Are excessively playful children 
now being medicated to reduce their natural desire to 
play, on the pretext that they have some type of impulse
control disorder? This seems to be the case for at least 
some of the children who are being medicated. If so, it 
is unconscionable to give them antiplay drugs such as 
methylphenidate instead of providing substantial oppor
tunities for rough-and-tumble play at the appropriate 
times of day, such as early in the morning when such 
urges are especially high. Even more frightening is the 
fact that the nervous system becomes sensitized to 
psychostimulants, and animal research indicates that 
such modifications of the nervous system can be per
manent. 9 1  Are we now permanently altering the nervous 
systems of children with psychostimulant medications? 
Might we not actually be retarding the natural growth 
of the brain by reducing the normal influence of play
ful behaviors on central nervous system development?92 

I believe that such effects are, in fact, occurring as a 
result of our present social policies, but the growing 
ethical debate on such matters is not yet being premised 
on our knowledge of the brain. The other basic emo
tional systems have equally important implications for 
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our social practices, but they are also not being ad
dressed because, as a society, we have yet to come to 
terms with the evolutionary epistemology of the ner
vous system. 

As we have seen, the subcortical areas of the brain 
contain a large number of emotional systems that gov
ern our moods and values. However, our cortical abili
ties have played a greater role in constructing social 
institutions than have our limbic circuits. The uniquely 
human neocortex, which allows our brains to elabo
rate complex ideas about the world, such as humanis
tic, scientific, and economic concepts, has evolved 
largely from sensory and attentional systems that har
vest information from our external senses rather than 
from those that generate our internal feelings. Consid
ering the likelihood that the evolution of human neo
cortical/cognitive processes was only partly con
strained by the dictates of ancient limbic circuits, let 
me briefly explore the general impact on social insti
tutions of our emerging understanding of subcortical 
emotional systems. 

The human brain, like all other mammalian brains, 
has circuits that are designed to seek out positive re
wards in the environment; this innate tendency can pro
mote excessive materialism and greed (see Chapter 8). 
The brain also has systems that can induce anger toward 
perceived offenders to our liberties and freedom, which 
can lead to deep animosities among groups forced to 
compete for common resources (see Chapter 10). The 
brain mediates fear to detect those agents of change that 
threaten our safety and comfort; this can lead to xeno
phobia and the stigmatization of groups that do not 
appear to share our interests (see Chapter 1 1 ) .  We have 
brain systems that aspire for social pride and dominance, 
leading to the types of power politics that have been the 
hallmark of human history down through the ages. 

Our mammalian brain also has systems that mediate 
social and sexual bonds, including parental nurturance 
(see Chapter 13) and the despair of being isolated from 
our fellows (see Chapter 14). As humans with sophisti
cated social sensitivities, we can also be overwhelmed 
with grief, shame, and embarrassment when we feel we 
have offended the strictures of our social contracts. So
cial systems that fail to recognize the importance and 
natural dynamics of these intrinsic urges are bound to 
make graver mistakes than those that do. The brain also 
elaborates hungers (see Chapter 9) and passions (see 
Chapter 12), and social systems that do not aspire to dis
tribute necessary resources relatively evenly must toler
ate increasing social chaos. The brain also contains cir
cuits for social play and dominance (see Chapter 15), and 
no successful social system has stifled the dictates of 
those circuits. Emotional systems add immeasurably to 
the variety, chaos, meaning, and value of our lives. With
out them, the cortex would have little to talk about and 
little to be excited about. Indeed, some deem it a moral 
imperative to live a passionate life. But our passions have 

no unambiguous power to dictate outcomes within com
plex social systems. Our feelings only encourage us to 
consider the options that are available to us. 

There have already been too many political struc
tures in human history that have promoted fear and 
aggression, but it should be possible to develop distinct 
social systems based on each of the emotions. If such 
social engineering is possible, the next question might 
be: At our present stage of cultural evolution, should a 
single system have priority in our deliberations about 
the future? Does one system have the intrinsic "right" 
or "worth" or "power" to predominate over the others? 
Many of u s  might agree that the social-emotional sys
tems that allow us to be caring and giving, that promote 
deep sympathies for each other, have intrinsic worth, 
although they do not seem to have intrinsic power. 
Perhaps they could gradually recruit the necessary 
power by being more widely and realistically recog
nized within our cultural matrix, but there is no assur
ance that such values could prevail within the intrinsic 
emotional tendencies of the neurobiological mind. The 
urges for power and greed are probably as insistent in 
the brain circuits of the human species as the urges for 
nurturance.93 But since we can now conceptualize the 
roles of the basic emotional systems more clearly, we 
are left with more choices. 

It would be most interesting to imagine what form 
our society could eventually take if it chose to foster 
the feminine forces of nurturance and incentive-based 
altruism as opposed to materialism and male domi
nance. But how shall we construct stable and balanced 
economies that are not fueled by the self -serving forces 
of greed and materialism? Most prefer a bigger and 
bigger piece of the pie. How do we learn to divide the 
bounty of mother earth more equitably around the world 
so all her children can be reasonably satisfied? Perhaps 
a legislated cap on individual greed would be a move 
in the right direction, but to do so effectively, we may 
need to allow new and creative expressions for our 
dominance urges. As already exists in sports, we may 
have to widen compensatory doors for self-expression 
in the arts, humanities, and social services. These are 
psychobiological options that mammalian brain evolu
tion offers for our consideration. 

Although a full understanding of emotional systems 
may provide better alternatives for conceptualizing and 
creating new and better social institutions, our ancient 
emotional circuits cannot dictate the future. The neo
cortex, with its cognitive riches, shall remain the un
easy and pretentious master of the external realm, while 
emotions will remain the masters of our inner lives. Still, 
it is reasonable to suppose that new social systems will 
prosper only to the extent that they harmonize with the 
positive emotions of the greatest number, and will 
flounder to the extent that they do not. Social systems 
will flourish if they minimize the impact of negative" 
emotions on the members of a society, and they will fail 
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to the extent that they do not. However, within these 
constraints, there are all too many options to consider, 
including, as always, the dream of reason that creates 
monsters.94 

This may be the most in1portant overall message to 
take away from our consideration of the many emotional 
systems that exist within our human brain. These ancient 
neural systems, which constitute the foundations of our 
deeply telt personal values and standards of conduct, only 
give us options to consider in our social worlds. The rela
tive importance we give to various emotional factors in 
each social equation will be determined as much by his
torical and ecological forces as by neurobiological ones. 
Environments where one must battle for resources will 
promote different social solutions than environments 
where circumstances are more generous and forgiving. 
This, of course, makes the study of cross-cultural differ
ences in emotionality a remarkably difficult area of in
quit)'. Even though the different branches of the human 
family may have slightly different patterns of emotional 
responsivity, for both genetic and cultural reasons, it is 
now clear that we also share the same fundamental feel
ings. The same goes for the various genders. 

What should scare us most is the 20th century rec
ognition of the layers of deviousness that evolution may 
have bred within our intermediate cognitive systems 
(those areas of the higher limbic brain that intrinsically 
interface between primitive emotional systems and 
higher cognitive realms). Understanding human nature 
is surely not as simple as understanding the nature of 
the subcortical emotional systems we share with other 
mammals, even if they are the ancient centers of gravity 
for our affective value systems. On top of these systems 
we also have strong intrinsic potentials for Machia
vellian deceit. The brain of "the lizard" still broadcasts 
its selfish messages widely throughout our brains. We 
have layers of human nature that sociobiologists and 
evolutionary psychologists are only beginning to deci
pher with the conceptual tools of inclusive fitness and 
game theories. 

If we take their evolutionary stories to heart,95 we 
can begin to grasp the nature of the psychopathic and 
sociopathic personalities that can sprout from the vari
eties of human SELVES. At some point in human evo
lution, it was probably adaptive for a certain number 
of individuals in each human society to have warrior 
temperaments-individuals who were highly pugna� 
cious and relatively insensitive to the pain of others. If 
such adaptations thrived during human evolution, these 
traits probably remain with us, all too well prepared by 
our evolutionary heritage to wreak havoc and violence 
in social life, even during times of peace.96 To some 
extent such urges may be rechanneled into sports and 
other forms of competition, or perhaps even modified 
by new social and pharmacological strategies.97 How
ever, if we see the cortex as a neuronal playground 
where multiple, evolutionarily adaptive strategies, some 

of them quite unseemly, can be played out, we have only 
modest reason for optimism and solace. It is sad to note 
that our sense of sympathy may be intrinsically weaker 
than our sense of retribution. 

There arc reasons to believe that cold reason, unfet
tered by the impulses of social emotions, can yield per
sonalities that are egotistic, selfish, and willing to hurt 
others for their own gratification (as long as the per
ceived costs to themselves are not too high). There is 
no intrinsic reason that such personalities could not 
present themselves as highly extroverted and sensitive 
while seeking to skillfully take advantage of others in 
social and economic encounters. The existence of the 
social emotions within the human brain provides no 
shield against the existence and future evolution of 
cutthroat, self-serving individuals who have no desire 
to advance cooperative altruistic behavioral tendencies 
in human societies. It is troubling to contemplate that 
such individuals may be especially highly motivated to 
aspire to positions of political and economic power. The 
massive growth of the human neocortex now provides 
options such as these for the human spirit. 

To grow fruitfully into the future, society must learn 
how to recognize and benignly discourage and shun 
those who have no wish or ability to practice and pro
mote stable and honest cooperative strategies. It remains 
possible that some individuals pursue such avenues of 
life because of atypical responsivities of their basic 
emotional systems, while others pursue asocial life ac
tivities because of more personal choices. We may even
tually be able to detect such personality traits at an early 
age, using sophisticated brain measurement procedures, 
a troublesome possibility that is almost at our door
step.98 It is hard to imagine how we might seek to mea
sure and modify such emotional strengths and weak
nesses of individuals without infringing on basic human 
rights and liberties. 

It is a blessing that a modest sense of fair play has 
already been built into the value structures of our human 
brains. As game-theory analysis has affirmed, the most 
etiective trading strategy is fairness: to punish your trad
ing partners only if they have cheated, but then to for
give rapidly. This "tit-for-tat" strategy is also ingrained 
in our best social traditions such as "honesty is the best 
policy.'' Unfortunately, this strategy appears to be most 
effective in small groups where everyone knows each 
other and where shame can still motivate behaviors. In 
our anonymous megasocieties, the ancient stricture
do unto others as you would have them do unto you
may be gradually losing force. Wherever long-term 
social relationships are not stable, our commitments to 
traditional social contracts appear to weaken.99 Since 
we are now so remote from the original evolutionarily 
adaptive environments where our brains were con
structed, our best option may be to understand as hon
estly as possible the varieties of nature that can be nur
tured within human minds. 

EMOTIONS, THE HIGHER CEREBRAL PROCESSES, AND THE SELF 323 

Perhaps early emotional education could counter our 
potential for evil, but to do so, our school systems may 
need to cultivate new perspectiVes that explicitly recog
nize the nature and importance of all the basic emotions 
of our lives.100 We should be willing to clearly and unam
biguously teach future generations about the true nature 
of the affective forces that reside with-in the ancient struc
tures ofol!r brains. Public fotums such as television, mov
ies, and popular music can be increasingly coaxed and 
molded to uplift our spirits rather than to provide more and 
more shallow limbic and reptilian entettainment We must 
learn to emotionally educate the whole brain. To do that 
well, we must come to terms with the biological sources 
of the human spirit. 

Joy and woe are woven fine, 
A clothing for the soul divine; 

Under every grief and pine 
Runs a joy with silken twine. 

It is right it should be so; 
Man was made for joy and woe; 
And, when this we rightly know, 

Safely through the world we go. 

William Blake, 
"Auguries of Innocence" ( 1 863) 
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Appendix A 
Bones, Brains, and Human Origins 

In accepting the present view of the foundations of 
human nature, we need not deny the multifaceted 
possibilities of our human creativity and the complex 
intellectual perspectives that 20th century thought has 
impressed on our culture. Even �s our postmodern 
imagination becomes increasingly engrossed by cultural 
relativism, we need to become conversant with evolu
tionary epistemology-the perspective that ancient 
emotional and motivational forces preceded the emer
gence of our cortical abilities in brain evolution. The 
aim of this appendix is to sketch the evolutionary pas
sages that have created the human brain and mind. I will 
cover three questions: When did the human line diverge 
from prehuman ancestors? What factors promoted the 
divergence? And what is unique about the human 
psyche? Our most special ability, that of language
especially as it applies to our scientific pursuits-will 
be the focus of Appendix B. 

Our Evolutionary Roots 

Only a few decades ago, on the basis of fossil evidence, 
the accepted view was that the human line first diverged 
from that of the other great apes (chimpanzees and go
rillas and, even more distantly, the orangutans and gib
bons) some 20 to 30 million years ago on the now parched 
plains and rift valleys of East Africa. 1 As Robert Ardrey, 
that controversial and oft reviled popularizer of the evo
lutionary origins of humanity, intoned in moving hyper
bole: "Not in innocence, and not in Asia, was mankind 
born. The home of our fathers was that African highland 
reaching north from the Cape to the Lakes of the Nile. 
Here we came about-slowly, ever so slowly-on a sky
swept Savannah glowing in menace."2 

Analysis of molecular evidence from living species 
now suggests that we actually diverged from the other 
great apes more recently. The molecules suggest our 
divergence was finalized little more than 5 million years 
ago. This has not been a happy conclusion for those who 
believe in other creation stories. In any event, the fos
sil and molecular evidence of our past has enriched and 
complicated our view of ourselves. Our culture is still 
trying to come to terms with the lesson. 3 

Without the scientific discoveries of the 20th cen
tury to constrain them, storytellers of the past wove 
creation myths with relative abandon. Their tales often 
told of times and occurrences that were more closely 
related to the substance of our dreams and fantasies than 
our histories. Now, however, abundant fossil .remains 
of our ancestors are available, and we have also learned 
to read the living book of evolution within the DNA
RNA-protein scripts that all living cells share. The de
gree of relatedness of different creatures can be esti
mated by comparing the base sequences of DNA, and 
the similarities in the resulting amino acid chains of 
proteins across living species is remarkable.4 

The pace of divergence among species can now be 
estimated through the degree of molecular divergence. 
Since genetic mutations genera1ly reflect random pro
cesses, such as the influence of cosmic rays, the accu
mulated changes in DNA, RNA, and proteins also com
pute the passage of time in an approximately linear 
fashion. Although the timing of the clock has to be 
anchored to geological evidence (e.g., radioisotope 
dating procedures), the molecular clock does atiirm that 
we humans were not created as uniquely nor as recently 
as some had hoped. 

The homologies in the molecular structures of our 
cells clearly reflect our shared heritage with all other 
vertebrates and even more "lowly" creatures. We hu
mans are variants on a grand mammalian theme that 
started to blossom in earnest when the dynasties of large 
reptiles came to an end about 100 million years ago. 
That transition was probably precipitated by climatic 
and ecological changes resulting from volcanic activi
ties and/or large asteroids striking the earth. 5 

The molecular data have now demonstrated that 
rather than taking separate paths 20 to 30 million years 
ago, as dating of the early bones had originally sug
gested, human, chimpanzee, and gorilla lines diverged 
less than 10 million years ago. While the protein data 
do not as clearly differentiate our divergence from our 
closest living relatives (chimps and gorillas), the DNA 
data are more discrirninating.6 They suggest that hu
mans and chimpanzees diverged from a common ances
tor about 7 million years ago and that both diverged 
from the line that led to gorillas about 9 million years 

325 



326 APPENDIX A 

ago. Our ancestral lines diverged from orangutans and 
gibbons perhaps 15  to 20 million years ago. 

By such reckoning, we can conclude that hominid 
fossils younger than several million years may resemble 
our ancestors. There is little question that creatures such 
as Homo habilis, Homo erectus, and the other famous 
hominid remains are representatives of our line of ascent. 
Whether the existing fossil specimens are in a direct line 
to any existing humans remains unlikely, of course, but 
the evidence that all living mammals shared bloodlines 
within the last hundred million years or so is no longer 
controversial, at least among those who like to base their 
thinking on the evidence. As Vincent Sarich, one of the 
pioneers of molecular dating, so poignantly stated when 
he was still battling the "bone hunters" with regard to the 
approximate divergence dates, ;'I know my molecules had 
ancestors, the paleontologist can only hope that his fos� 
sils had descendants."7 

At this distance of time, the bones can never reveal 
their precise lineage. Molecular analysis of living or
ganisms can. For reasons such as these, we mtist now 
also estimate universal human abilities from a study of 
living humans rather than from any fossilized evidence, 
which can only give us a surface glimmer of the dimen
sions of ancestral brains and occasional samples of their 
artifacts. For similar reasons, the relevance of animal 
brain research for identifying certai'n mammalian uni
versals should become an accepted fact. 

The ancient bones speak reasonably clearly of the 
outward shapes of brains in our lineage. The best 
predivergence candidate for the ape and monkey lines, 
the ancient primate now called Aegyptopithecus, who 
roamed the banks of the Nile more than 30 million years 
ago, had brain surfaces that do not differ greatly from 
those of the monkeys that inhabit the world today. To 
the best of our knowledge, such brains could not gen
erate symbolic representations more complex than those 
needed for immediate survival, and these creatures 
probably had only enough political savvy to establish 
simple social coalitions. In short, these creatures prob
ably did not conduct any long-term community plan
ning, even though modest social plans were no doubt 
routinely made and carried out. For instance, modern 
baboons, despite their immediate emotional ways, occa
sionally do exhibit a more subtle meeting of the minds. 
One striking example is the description of a coalition 
of older baboons in a colony that established a joint 
behavioral strategy to rid themselves of a marauding 
predator. 8 The level of social planning that can be 
achieved by chimpanzees has been strikingly detailed; 
there is even evidence that, like humans, they occasion� 
ally undertake warlike tribal skirmishes.9 

Innumerable environmental pressures constrained 
and guided the trajectory of human brain evolution, as 
did our own emerging abilities. However, we will never 
unambiguously know the factors that led to the mas� 
sive encephalization of our brains. Fossil records suk 
gest this occurred in several steps, starting about 3 mil-

lion years ago with the australopithccines, who had 
brains about a third the size of ours but had already 
achieved an upright stance. A critical stage in our cere
bral progression began with the transitional phase of 
Homo habilis about 2 million years ago and culminated 
in Homo erectus about a million years ago. The final 
touches were completed about a hundred thousand years 
ago, when Homo sapiens neanderthalensis and Cro
Magnon walked the earth. 

Homo habilis possessed a brain that was, in approxi
mate terms, only about 60% of ours in size (about 700 
cc on the average versus 1200+ cc for us), and that of 
Homo erectus (about 1000 cc) was only about 20% 
smaller than our cerebral crown. The various forms of 
early Homo sapiens (Neanderthal and Cro-Magnon) 
possessed cerebral endowments comparable to our own, 
at least as far as overall size was concerned. Most of this 
brain expansion had occurred in cortical areas, where we 
now display about a three-fold enlargement over the other 
modern apes. By contrast, the intermediate areas of our 
brain are only twice as enlarged in relative terms (i.e., 
corrected for body weight), while the lowest reaches, 
such as the medulla, retain ancestral proportions. 10 

In this context, it must be noted that the develop
ment of the human brain entailed more than simply an 
expansion in size. There is also evidence that new pat
terns of conneclivities emerged in h

.
igher cortical areas, 

and hence the possibility of generating new ideas that 
can never be generated by the brains of other primates, 
not to mention the other mammals'. 1 1 For this reason, it 
would be hard to fathom human cortical organization 
simply from studying rats and mice. All these creatures 
can provide is a clear sense of the internal organization 
of cortical columns (see Figure 4.9) and the ability of 
various columns to interrelate certain forms of infor
mation. By comparison, the more ancient functions in 
subcortical areas have apparently remained highly con
served, and hence a study of their function in animals 
should provide many reasonably accurate generaliza
tions to human functions. Below the cortex, the brain 
of a mouse is not all that different in terms of overall 
organization from that of a man. If higher brain func
tions in humans have not imposed totally new organi
zational principles on lower functions, then our own 
subcortical processes can be understood from a study 
of those types of brain functions in other creatures. 

The additional fact that allows us to have confidence 
in the generality of human brain functions across the 
world is the remarkable homogeneity of the human 
genome. Analysis of maternally transmitted mitochon
drial DNA suggests that all humans on the earth shared 
essentially the same bloodline only some 200,000 years 
ago, even though some estimates go up to a million 
years.12 This dating of a mythical "mitochondrial Eve" 
gives us special confidence that the study of one hu
man group will highlight the general principles that 
govern the basic behavioral tendencies and mental lives 
of other human groups. 

Factors Guiding Human Divergence 
and the Evolution of Unique 
Human Abilities 

Although the ancestral remains of Neanderthals and 
Cro-Magnons suggest that the human brain evolved to 
its present state about a hundred thousand years ago, 
only within the past few centuries, through the accu
mulating riches of cultural evolution, has it yielded a 
technological world based on the power of our scien
tific imagination-ranging from the molecularly honed 
·comforts of biological psychiatry to the anxieties of 
atomic despair. The potential of the -human mind has 
finally outstripped what nature uintended"-which is, 
of course, an absurd thing to say. As Darwin taught us, 
nature intends nothing. It merely reels out unending and 
-often seemingly arbitrary possibilities that either sink 
or swim on the basis of their adaptive merits. Only now, 
with the advent of genetic engineering, can we begin 
to modify biological traits with a precision that could 
only be approximated by traditional animal husbandry. 

However, each new possibility is still tethered to the 
past. Thus, even as the potential of the human mind now 
reflects an intermixture of neural and cultural complexi
ties not previously encountered on the earth, it contin� 
ues to be constrained and guided by the brain structures 
and functions that preceded it. However, it is all too easy 
to make mistakes in such paleopsychological pursuits. 
For instance, on the basis of fragmentary evidence avail
able to him and some faulty reasoning, Ardrey conM 
eluded: ';Children of all animal kind, we inherited many 
a social nicety as well as the predator's way. But most 
significant of all our gifts, as things turned out, was the 
legacy bequeathed us by those killer apes, our immediM 
ate forebears. Even in the first long days of our begin
nings we held in our hand the weapon, an instrument 
somewhat older than ourselves.''�3 

Ardrey's attempt to trace the sources of human vio
lence to a predatory heritage is belief rather than fact. 
First, brain evidence suggests that predatory urges 
emerge more from brain circuits that mediate SEEK
ING, rather than from the circ;uits of RAGE (as sum
marized in Chapter 8). It is vital to remember that these 
circuits mediate various forms of resource seeking 
rather than anger, and that human predation is more 
instrumental than it is instinctual. Indeed, the fossil 
evidence now suggests that our evolutionary roots are 
closer to those of herbivorous/omnivorous apes than to 
carnivorous ones, and there is no reason to believe that 
human SEEKING circuits are designed to mediate 
predatory intent in a manner resembling that found in 
carnivorous mammals. Human predation has probably 
been culturally molded from the higher dictates of the 
foraging systems that hunter-gatherers used to collect 
food efficiently. Ancient humans eventually developed 
the habit of stalking prey and eating meat (as do some 
present-day male chimpanzees in the wild), but this 
thread of character emerged independently of the in-
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tense and persistent carnivorous hunting urges of the 
cats and dogs of the ancient plains. The "killer apes" 
that Ardrey described were probably a figment of his 
imagination. 

As the humanoid brain developed enough cortex to 
think and elaborate complex ideas, hunting became an 
acquired practice of the human lifestyle. In short, hu
mans took their place at the pinnacle of the food chain 
not by the dictates of nature but by those of culture. This 
is not to deny that our SEEKING circuits are highly 
influential in potentiating our acquired hunting urges 
and practices. 

Once ideas began to prevail over brute force, new 
avenues of development were opened, and the emerg
ing behavioral opportunities surely contributed to the 
fmther evolution of our brains. In other words, our brain 
growth was guided not simply by natural selection but 
also by our own social selections, as well as by our 
ability to select and construct new environments in 
which to subsist. Still, the more ancient brain _circuits 
continued to provide motivation for our newfound cog
nitive abilities. They still do, and some of the most strik
ing universals of the human spirit will be found among 
the precognitive affective "energies" of those ancient 
circuits. 

While Ardrey argued that the weapon in our hand 
("an instrument somewhat older than ourselves") was 
a critical element in our cerebral evolution, other schol
ars have emphasized different factors. The fossil evi
dence clearly indicates that long before our divergence 
from the other apes, our ancestors had acquired flex
ible, fully rotatable shoulder joints along with our char� 
acteristic chest girdle, adaptations for hanging from 
branches and reaching for the ripest fruit. Monkeys do 
not possess such skills. Of course, our ancestral desire 
for ripe, richly colored fruits may have also promoted 
keen visual abilities, shared by all primates, long be
fore our ancestors took to hanging from the branches. 
Such visual abilities, along with our remarkable shoul
der flexibility, so beautifully refined in our distant cous
ins the gibbons, still serve us well. They allow us to 
swing hammers and mallets precisely, whether in the 
construction of homes or in our various destructive 
pursuits. These preadaptations gave us the option to hurl 
various projectiles at each other, but our choice to do 
so or not remains a cognitive issue that is deeply pre
mised on our emotional concerns. Such exaptations 
now allow us to throw and hit various types of balls 
on the playing fields we have devised to exercise and 
refine the inborn urges of our ludic circuits. We can now 
choose to pursue competitive symbolic pursuits rather 
than dominance through the weapons of warfare. 

Changes in weather patterns and the gradual shift to 
eating more seeds and tubers may have guided our an
cestral descent from trees and the consequent assump
tion of upright postures and increasingly fine finger 
dexterity. For example, manual dexterity combined-with 
an upright squatting position was a fine adaptation for 
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large creatures to search the ground for small edible 
items such as seeds. 

Ever so gradually, the survival advantages of group 
living may have guided the development of our 
prelinguistic ability to symbolize objects and events in 
gestures and vocal signs. But what was it that actually 
led to the final vast expansion of brain, the massive 
expansion of cortex, especially that devoted to speech
that most unique characteristic of our species? Although 
one could imagine the interplay of various social dy� 
namics as being crucial, it is generally believed that one 
set of environmental events was decisive. 

At about the time the earliest Australopithecus fos
sils were laid down, when our ancestors had brains only 
marginally superior to those of existing chimps and goril� 
las, a series of Ice Ages was set in motion. The accom
panying hardships served as a powerful force for the 
emergence of deeper thoughts. Among those who had 
migrated north, survival at the edge of the advancing and 
receding ice sheets provided environments that required 
new solutions to the old problems of acquiring food and 
shelter, as well as many subtle problems related to the 
protection and distribution of resources. The fact that the 
human brain exhibited especially large growth spurts 
during the lee Ages suggests that neural tissues that could 
weigh more subtle alternatives than brute force provided 
a substantial advantage for our survival. Archaeological 
evidence suggests that systematic hunting emerged as a 
key food-seeking strategy at about that time. 

Prior to the Ice Ages, the human line probably sub
sisted like present-day apes and monkeys-surviving 
largely on plant foraging, occasionally supplemented 
by scavenged or caught meat. With the change in weather 
and the discovery of fire, the ability to capitalize on 
concentrated sources of protein energy would have been 
highly adaptive. However, a creature that had not been 
prepared for hunting through evolution needed to dwell 
on new ways to obtain the concentrated energy resource 
that meat provides. 

As already mentioned, the truly "mighty hunters" of 
the time-the various cats, wolves, and bears-had 
achieved their prowess through the modification of 
primitive SEEKING circuits into ones that could ener
gize predatory intent. By comparison, the new human
oid hunters of the lee Ages were not instinctively 
equipped to hunt for meat. They eventually learned to 
achieve their hunting prowess through the application 
of thought and reason, often as coordinated social 
groups sharing joint long-term strategies, as opposed 
to simply using ingrained skills of physical speed, 
strength, and stealth. Although the idea that the poten
tial rewards of a hunting lifestyle could have channeled 
human evolution has been criticized, the Paleolithic 
cave paintings of southern France and Spain, 14 as well 
as the collections of bones that have been unearthed 
from early dwelling sites, 1 5  attest to the emergence of 
new social orders related to the hunt. However, new 
ways of gathering were not neglected. 

An important mental strategy that could have pro
moted survival in the harsher environments of the Ice 
Ages was the ability to bring food to central storage and 
provisioning areas. lt is hard to imagine that an arbo
real primate could ever have developed such practices, 
and indeed, there is little evidence for instinctual stor
age strategies in the human line, as there are in many 
rodents and birds.16 Although early humans probably 
did not have the instinct to hoard, surely the human 
mind was already influenced by ancient circuits that 
promoted greediness-the desire to be first in line in 
access to resources. The instinct for greediness, with
out instinctual mechanisms for hoarding, could have led 
to new developments in economic thought and warlike 
competition, including new food storage strategies 
based on rational decision making. The distribution of 
stored resources would eventually become as important 
an issue for mental deliberation as was the organization 
of the hunt. Such matters could not be resolved with
out clear communication of some form. It was about at 
this time that language abilities evolved in the human 
cortex. However, the motivation for using the auditory 
as opposed to the gestural route of communication had 
been preconditioned by the evolution of various socio
vocal signs. Obviously, sound is a better medium of 
communication than the other senses if one needs to 
compress a lot of information into a channel of infor
mation that can be used at some distance. 

The ecological hardships of the Ice Ages, combined 
with the prior commitment of primates to living in ex
tended social structures, probably added strongly to the 
confluence of forces that established the trajectory of 
cognitive evolution in the human brain. In the midst of 
hardships, social creatures must make ever more diffi
cult and long-term decisions on how resources are to 
be distributed. Will the children get more food than the 
elderly? Will adolescents get less food than nursing 
mothers? Will the more effective hunters and gather
ers get more than the less able? How much food should 
be saved? How can it be saved? Many of these ques
tions can be seen to be "prisoner dilemma" scenarios
situations in which the economic goal of optimizing 
one's long-term needs cannot be achieved by the simple 
dictates of short-term wants. Because of social commit
ments that had already been established in the mamma
lian line, such as bonding and emotional dependencies 
between individuals, along with the unique commitment 
that humans had to show toward each other to survive 
in harsh environments, people could no longer just 
pursue their own personal "economic" advantage. 

Still, when available resources are smaller than the 
desires of a highly social creature, the optimal evolu
tionary solution is not always simple greed but a judi
cious balance of tendencies where reciprocity ultimately 
rules the day. Without reciprocity, all participants in a 
social group may eventually be losers (at least on the 
evolutionary scale). Indeed, in formal mathematical 
analysis of various strategies that might be used in the 

competition for resources, the "tit-for-tat" approach 
typically prevails over all others. 17 This strategy affirms 
that one should consistently be honest, promptly pun
ish any duplicitous offenses by competitors, and then 
forgive rapidly. 18 

With the further evolution of such mental abilities, 
it is not hard to envision how various cultural contriv
ances would have emerged from our ever-increasing 
abilities to symbolize, think, and make "rational" deci
sions. For instance, food gathering and storage would 
be enhanced by development of various means of con-

. veyance, including baskets, slings, yolks, harnesses, and 
gradually more sophisticated modes of transport, such 
as could arise from the domestication of animals. The 
ability to pursue such activities required the emergence 
of a general-purpose, neuromental apparatus for thought, 
deliberation, decision, and action that now constitutes 
the cortical menagerie that can yield human rational
ity. Although these new abilities remained tethered to 
preexisting bodily needs and emotions, they continued 
to provide totally new social and intellectual environ
ments for evolutionary selection to proceed. The newly 
emerging brain abilities provided many opportunities 
for brain evolution to progress via the refinement of 
cerebral potentials rather than the sharpening of bodily 
abilities. This passage to a new order of mind was 
marked by the emergence of modern human languages 
and cultures. 

Still, considering the fact that an essentially mod
ern human brain has probably existed for several hun
dred thousand years, our present level of cultural com� 
plexity is no mere consequence of encephalization; it 
is also a product of long-accumulated traditions. Our 
historical record of cultural evolution goes back a mere 
I 0,000 years, and to the best of our knowledge, that 
passage has not promoted any dramatic advance in the 
complexity of the brain (although potential changes in 
internal organization issues cannot be empilically evalu
ated from the fossil evidence). For most of the ages that 
a fully human-type brain has viewed the world, it has 
had the intrinsic potential to be its "master," but it took 
a long time for the human species to create high culture. 
It took so long because even a human brain, without 
preexisting cultural supports, has to expend a consid
erable amount of time and effort simply to survive. A 
great deal of simple cultural growth had to accumulate 
before the time was ripe for the construction of our 
present world of science and technology. 

Because of our ability to prevail in the natural world 
and to construct artificial worlds of creature comforts, 
we may now be at the threshold of a long period of 
cerebral stasis, comparable to that which the whales and 
dolphins have experienced. Their remarkable cerebral 
endowments have probably been their birthright for 
many more million years than ours, and there is little 
indication that their cognitive abilities have advanced 
much in that time. A constant environment, especially 
one full of creature comforts, may tend to put the brakes 
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on the emergence of new faculties. Although it is not 
mandated, the comparatively stable environment we are 
presently constructing may eventually embalm our 
minds in a noncreative fog. Moreover, to increase our 
brain size much more seems impossible without a cor
responding increase in the size of the birth canal. Of 
course, a doorway for new cerebral growth could be 
opened if babies can survive who are born more and 
more prematurely. Our only other option is to take the 
brain evolutionary path of cone-headed ness. 

Without such readjustments, it seems that human 
brain development has reached a plateau. Of course, 
reorganization of internal structures remains a possibil
ity, and this could include new connections as well as 
new disconnections. The cerebral hemispheres may be 
increasing their influence a bit further at the expense 
of subcortical structures, so ancient brain areas of seem
ingly secondary importance are perhaps being discon
nected from more recent cerebral developments.19 In
deed, such a type of neurodevelopmental process seems 
evident in the anatomical patterns seen in the brains of 
autistic children.2o Is it possible that autism and several 
other neurodevelopmental disorders reflect evolution
ary shuffling of brain connections in ways that provide 
novel variants as fodder for the discriminating processes 
of natural selection? There is no way to tell yet. 

On the Distinctiveness 
of the Human Psyche 

What, then, is truly unique about the human mind and 
human nature? Our brains.are obviously more encepha
lized than those of other creatures. This is especially 
prominent in areas designed for thought-the associa
tion cortices that blend information from the various 
sensory modalities. It is within the natural psychologi
cal "grooves" and depths of such new associative abili
ties that the defining uniqueness of human nature must 
be sought. Rational as well as irrational thoughts allow 
us to weigh alternative courses of action and to choose 
those that maximize the fulfillment of our desires and 
minimize our fears. It is also clear that we have much 
more of that subtle stuff called "free will" than do other 
creatures, which surely reflects the interactions of the 
SELF with higher cognitive structures. 

In economic terms, rationality also allows humans 
to choose a course of action that will maximize returns 
from available resources and investments. Often the 
returns are largest if people work together, but they may 
also sometimes be greater when some people deceive 
and compete unfairly against others. Indeed, one of the 
functions of PLAY circuits in the human brain may be 
to hone such "winning" skills, as well as to learn how 
to lose gracefully. On the playing field, we learn to in
teract, to compete, to deceive, to test the perimeters of 
our knowledge and to learn about the skills and inten
tions of others. 
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Once thinking had become a major factor in the 
acquisition, distribution, and competition for resources, 
we might anticipate that there would also emerge evo
lutionary aberrations and excesses in these newfound 
skills. As with any natural process, the underlying 
mechanisms can go to extremes, and the price of cer
tain evolutionary adaptations may be mental aberrations 
in a certain percentage of the population. For instance, 
the emergence of self-centered types of thought, where 
individuals persist in pursuing very limited and special
ized lines of cognitive activity (should we call it "aca
demic autism?"), beneficial up to a point, might also 
cascade into the excesses of obsessive-compulsive and 
full-blown autistic disorders. The former appear to arise 
from excessive frontal lobe activity,21 while the latter 
are characterized by a disconnection of lower process 
(such as cerebellar and limbic emotional ones) from 
higher ones.22 

Obviously, we humans are the most creative of all 
species, a trait that is a consequence of our cerebral 
evolution. We do not have to look to our opposable 
thumbs to recognize the abilities that now distinguish 
us from the other animals. We not only make tools but 

also make tools with tools. We not only build but also 
build models of buildings. We not only communicate 
but also communicate about communication. We nor 
only think but also think about thinking. We also take 
special interest in the contents of other minds. 

The constraints of traditional scientific languages pose 
enormous dilemmas for discussing and describing the 
intrinsic internal processes of the brain/mind. To pursue 
evolutionary epistemology to the fullest, we will need to 
rethink some of the constraints we have imposed on our 
scientific endeavors. We must try to study ancient brain 
processes that we cannot define. For such brain functions, 
the definitions will be achieved at the end of our scien
tific journey rather than at the outset. We may need to 
use metaphors more liberally, and we have to take seri
ously the types of brain processes that all the folks around 
us speak of so readily--our hungers and thirsts, our an� 
gers and fears, our ability to feel sadness and joy. We 
have to be able to conceptualize first-person issues, us
ing third-person languages. Without some linguistic and 
conceptual flexibility, we cannot fathom the hidden 
realms of feelings that humans have discussed for mil
lennia around the campfires of their lives. 

Appendix B 
The Brain, Language, and Affective Neuroscience 

Next to being able to see and to think, our ability to 
speak is our most important scientific tool. The focus 
of much of this book has been on the prelinguistic pro
cesses that govern emotional organization in the brain. 
Animal behavior clearly tells us that basic emotions 
evolved long before human languages, which surely 
emerged to serve other functions than to talk about 
emotions. This may be one reason it is so difficult to 
speak about emotional matters in clear scientific terms. 
We cannot even generate a precise definition of emo
tions that everyone can agree with. Nonetheless, some 
scholars still hope that a substantive understanding of 
emotiOns can be generated through the mere use of lan
guage. This, of course, is not possible. Any credible 
scientific definition of basic emotions will have to in
clude neural criteria (e.g., Figure 3.3). In this appen
dix, I will first elaborate on why human communica
tion poses such difficulties in pursuing key issues in 
functional neuroscience, such as the study of basic 
emotions; I will then provide a brief overview of how 
the human brain generates language. 

Linguistic Difficulties in the 
Psychological and Brain Sciences 

The nature of human languages poses special dilemmas 
as it enters the arena of evolutionary epistemology
the genetically based knowledge that is embedded in 
the intrinsic patterns of brain organization. It is impor
tant to recall that our symbolic linguistic systems 
emerged only recently in human evolution, presumably 
for purposes other than the pursuit of science. Perhaps 
the earliest functions of vocal signs (which, of course, 
are different from language) were related to affective 
issues such as social communication, but human propo
sitional speech that is the basis for science is only 
weakly linked to such signals. As we will see in the next 
section, propositional speech typically emerges from 
left hemisphere functions, while the affective intona
tions that still carry emotional messages arise from the 
opposite hemisphere. Thus, even though our spoken ut
terances are still colored by social and emotional in
tonations (allowing us even to socially "groom" each 

other at a distance), propositional speech emerged from 
our ability to symbolically interconnect the various 
events of the world that impress themselves on us 
through our various external senses. 

With the evolution of connections between differ
ent sensory areas, vocal communication gradually 
emerged as an especially effective way for encoding the 
relationships among external events. In this role, it is 
ideal for discussing visually evident world events that 
constitute most of scientific inquiry; but as the ability 
to interrelate external events improved, it remained a 
deficient medium for discussing internal events that 
arise from deep evolutionary rather than environmen
tal sources. These difficulties still haunt the application 
of language in scientific inquiries where we must speak 
of processes that cannot be seen. Emotions, of course, 
are such processes-for the only things we can "see" 
are the outward expressions, gestures, sounds, and other 
behavioral acts. 

So what should scientists interested in such neuro
psychological issues do? The traditional solution was 
"behaviorism," which denied the reality of issues that 
could not be directly seen. Most scientists still choose 
to work within excessively stringent linguistic con
straints, limiting the range of their thinking, their ex
pository style, and, all too often, what they are willing 
to pursue in the laboratory to the visual realm. The most 
common aspects of human experience were discarded 
from the list of problems psychologists needed to solve. 

Unfortunately, it is often impossible to think about 
certain psychological issues unless one is willing to en
tertain the deep meaning of certain vernacular concepts. 
Thus a new view has been emerging in the study of sci
entific thought, one that I ascribe to in this text, which 
recognizes that many of our scientific concepts are ini� 
tially metaphoric in form, as, for example, in the sup
position that the brain behaves like a digital cornputer.1 
It follows that we should be willing to acknowledge and 
cultivate such sources of creativity in our scientific 
endeavors by entertaining more ideas along the lines of 
"such a psychological process, as indexed by such be
haviors, is governed by such circuits and neurochem
istries of the brain." Indeed, in psychology, carefully 
selected linguistic liberties along these lines, employ-
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ing vernacular usages, may provide new insights more 
readily than the accepted strictures on scientific prose 
would lead us to believe. For this reason I decided to 
employ capitalized vernacular terms in this text. 

It is sometimes easier to observe and think about new 
phenomena if we have first categorized them under an 
appropriate general conceptual label. When it comes to 
a study of integrative brain functions, especially those 
that were created by evolutionary processes, we must 
remain open to the existence of what at first seem to be 
fuzzy linguistic entities and to sustain a cautious flexi
bility in our lexical and linguistic tools. For instance, 
old emotional concepts need to be entertained in the 
field of behavioral neuroscience, not simply rejected out 
of hand. By entertaining novel interweaving of old con
cepts with new neuroscientific findings, we may gradu
ally be able to overlay primal psychological functions 
onto brain functions in credible ways. A relaxation of 
the traditional lexical constraints (i.e., you can't talk 
about it unless you can define all your terms) may be 
justified simply on the basis of evolutionary considera
tions concerning the nature and sources of certain brain 
functions. 

For instance, we obviously can never understand the 
deep nature of emotions without neuroscientific inquiry, 
and since we cannot study emotions without some type 
of linguistic guidance, we must learn to use emotional 
terms in ways that will further our experimental pur
suits. This requires identifying coherent systems in the 
brain, labeling them with affective terms that will pro
mote discussion and study, establishing operational 
behavioral definitions for the basic emotional processes 
so the underlying neural processes can be effectively 
investigated, and providing linkages for levels of dis
course above (psychological) and below (physiologi
cal and biochemical) the neurobehavioral level of analy
sis. Obviously, a cross-species neural analysis can only 
hope to specify the necessary neural substrates of cer
tain human emotions without making any claims about 
sufficiency. 

Our failure to develop a more flexible attitude to
ward the study of the hidden evolutionary entities in the 
brain is partly due to the obvious linguistic difficulties, 
but it it goes deeper into the lopsided manner in which 
scientists are educated-namely, to be skeptical about 
absolutely everything that is difficult to measure, as 
opposed to being optimistically open to all of the com
plexities of the world. The proper focus of skepticism 
should be toward the end of inquiries, not at the begin
ning as it often tends to be in modern psychological and 
neural sciences. For instance, many still do not believe 
that a "social bond'' or "brain mechanisms for social 
affiliation and affect" exist as objective brain functions, 
and, sadly, we originally experienced great difficulty 
publishing some of our work on rough-and-tumble play 
because we used the wordplay. We were advised to sim
ply describe the behavior we saw. We have had similar 
experiences with distress vocalization (crying) and all 

the other emotional systems that are covered in this text. 
We decided not to cave in, for that would have com
promised the future development of a scientifically 
credible affective neuroscience. 

Skepticism is certainly a beneficial tool, to the ex
tent that it yields a dialectic of ideas that can progress 
toward empirical resolution of difficult issues, but at 
present it is too commonly an attitude, a well-cultivated 
academic pretense, that leads to the neglect of impor
tant problems. Indeed, during the middle part of the 20th 
century, behavioral scientists asserted that we should 
ignore internal processes completely-a bias that is still 
common in behavioral neuroscience. 

In light of the many unresolved problems that still 
exist, debate and disagreement are bound to continue 
to outweigh consensus within the psychobehavioral 
neurosciences. Although we all agree that evolution has 
created many intrinsic functions within the brain "com
puter," there is presently little agreement on how we 
should describe, discuss, and study those functions. We 
do know that internal neuropsychological functions can 
only be inferred from some combination of external 
signs, such as behavior and other bodily changes, along 
with basic psychological insights, but we still do not 
agree on how we can proceed in a coherent scientific 
fashion. Hopefully we will eventually reach a consen
sus on how we might begin to talk about these matters. 
One hope of this text has been to systematize this im
portant area of knowledge so that a more open dialogue 
can be initiated between psychologists, neuroscientists, 
and all other disciplines interested in human nature. To 
this end, I used some plain emotional language in ways 
that have never been attempted before, at least in a ba
sic science text. 

The Brain Organization of Human 
Language and Comparable Functions 
in Animals 

One of the greatest success stories of neuropsychology 
has been the identification of the brain areas that typi
cally generate language, as well a<.; their relatively clear 
division into areas for receptive and expressive skills, 
both of which are embedded in a broad field of neural 
tissue that generates thought. Propositional language is 
the highest achievement of the human brain, and prob
ably the most recent major achievement in mammalian 
brain evolution, probably having emerged with early 
Homo sapiens perhaps a quarter of a million years ago. 
It is puzzling to consider that this is the one function, 
more than any other, with which we must conceptual
ize the many other functions of the brain. Thus, we are 
in the paradoxical position of trying to clarify every
thing that evolved before, using the most recent neural 
instrument in our toolbox of cognitive skills. 

The locations of the language areas in the left cere� 
brat hemisphere (Figure B . l  ), have now been affirmed 
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Fi�ur� � . 1 .  Summary .of la?guage areas of the brain as determined by PET scans o� mdtvtduals performmg dtfferent aspects of language. Dark areas indicate htghest l�vels of metabolic activity. When one is speaking words Broca's area ·s mos� 
.
ac�1ve. When on� is hearing words, Wernicke's area is most

' 
active. When 1 one IS silently gener�tmg words or seeing words, other brain areas are active. (Adapted from a pet rmage by Marcus Reichle as depicted in Eccles 1994 p. 175; see App. C, n. 9.) ' ' 

by ma�y techniques, but the actual processing of lan
guage IS 

.
more complex than we could have imagined. ?ne �orttcal zone, the so-called Wernicke 's area, at the 

JUnCtlOn of the sensory cortices of parietal, occipital, and 
temporal �obes, is specialized for the reception of lan
gua�e. It rs nestled between the areas of the brain that 
receive tactile, visual, and auditory information from 
those respective lobes. In other words, it is a higher
orde

.
r �en�ory as.w

.ciation area, ideally suited for syn
thestzmg Information from many modalities. From its 
central locati�n, nestled among all the primary and sec
onda? so�attc-sensory processing areas of the cortex, 
Wemtcke s

. 
area generates the essence of language

the symbolic representation of information from one 
s
.
ensory modality in another. This area sends inforrna

tJOn, VIa a pathway called the arcuate fasciculus, to the 
nearby premotor cortex, or Broca's area, which elabo
rates acts of speech. This area then transmits individual 
sp�ech acts to nearby motor neurons that control the 
articulatory apparatus of mouth and throat (or gestures 
and other movements of the hands in the case of sign 
languages). The semantic information that is integrated 

in Wernicke's area, so readily translated into sounds 
can also, �fter �low and arduous learning processes, b; 
resymbol:zed tn reading and writing. In other words, 
language IS �ost naturally mediated by audiovocal pro
cesses, but lt can also be instantiated in other sensory 
and motor realms. Thus, we must resist ascribing the 
deep

. 
n
.
ature of language systems of the human brain to 

specific zones of the brain such as Wernicke's and 
Broca's areas. Communication apparently can be elabo
rated by other brain areas, especially when we are 
young.2 

When
. 
Wernicke's area is damaged in normal adults, 

�eople still hear language, but they make little sense of 
It. The ability to construct meaning has been lost. And 
ev�n 

.
though their speech may sound fluent, it charac

tensttcally 
.
tach coherent meaning. This suggests that 

the s�nta�tJc structures and basic urge to speak have 
remamed mtact. Because the natural flow of Iincruistic 
output appears to be an intrinsic function of B�oca's 
�rea, �hen this area is lost, one has great difficulty ar
tJcul�ttng any coherent speech. However, the under
standmg of language is intact. When the large neural 
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pathway between the two areas (i.e., the arcuate fascicu� 
Ius) is damaged, patients show the expected mixture of 
symptoms: They understand what is said, but their flu� 
ent speech is incoherent. 

So where does the urge to speak come from? It does 
not reside in Broca's area, since expressive aphasia is 
typicatiy accompanied by a deep desire to communi
cate. It appears to be elaborated by yet another brain area, 
the anterior cingulate cortex, a zone that also mediates 
social motivation. This reinforces the conclusion that 
speech is fundamentally a social act, and it has only been 
tortuously bent for scientific ends. Parenthetically, dol
phins and whales have rich neural expansions in this area 
of the brain,3 and they do seem to be highly communi
cative. Following anteriorcingulate damage, people ex
hibit akinetic mutism, which means that their apparent 
de.'!ire, but not competence, to talk has disappeared. 

In this context, it is worth considering again that 
mysterious brain disorder known as Williams syndrome 
(described in Chapter 14). This childhood developmen
tal problem highlights the distinction between brain 
mechanisms that generate fluid speech and those that 
generate meaning, revealing that it is not always the 
fastest and smoothest speakers who have the best ideas. 
Clearlv the motivational and neural carrier mechanisms 
for sp��ch are distinct from those that infuse them with 
real significance. It is worth considering whether Wil
liams syndrome might be accompanied by hypertrophy 
of the cingulate speech-motivation mechanisms that 
drive Broca's area, with a diminished influence on out
put by Wernicke's area. In contrast to this, most autis
tic children never pick up normal speech, and CAT and 
MRI brain scans indicate that many of them do not have 
enlarged left-hemisphere speech areas,4 suggesting that 
the areas of the brain that elaborate linguistic meaning 
may not have matured properly in many of these chil
dren. 5 One hopes a neuronal growth factor will even
tually be found that will allow that part of the brain to 
develop richer connections. 

It is not clear why propositional language areas are 
better developed in the left cerebral hemisphere, but it 
may be related to right-handedness. The predominance 
of left hemispheric specialization for propoSitional lan
guage appears to be innate, for presently unknown rea
sons. Most newborn children have more co1tical tissues 
in Wernicke's area on the left side of their brains than 
on the right. Because of this lateralization of function, 
mouth movements during speaking are asymmetrical in 
many people. Since descending motor systems cross in 
the brain stem, most people tend to speak a bit more 
out of the right side of their mouth, because the left 
cortex controls the right side of the face (however, in 
about 5% of individuals speech dominance is reversed). 
It would also be interesting to determine whether the 
motor dynamics change more on one side of the mouth 
than the other when people tell a lie. Such knowledge 
might suggest which hemisphere is the more truthfuL I 
would anticipate that people are generally less truthful 

with the left hemisphere (since it is a specialist in so
cial communication), and that at some deep and funda
mental affective level, the right hemisphere is more in· 
touch with true inner feelings and less liable to lie. 

Of course, such an experiment would have to be con
ducted with considerable finesse, since the right hemi
sphere is reluctant to express itself. For instance, most 
analyses of hemispheric speech control, as can be done 
with split-brain individuals or those undergoing the Wada 
test (selective anesthetization of one hemisphere), find 
that language originating in the right hemisphere consists 
largely of simple labeling, with little ability to chain 
words together into semantic structures. However, this 
does not mean that the right hemisphere is intrinsically 
simpleminded or a slow learner. It has the ability to learn 
language quite well when we are young, and it under
stands more than it linguistically conveys. 

Indeed, our ability to acquire language occurs most 
flexibly during the neural openness of our youth. If the 
left hemisphere is damaged early in life, the right side 
takes over remarkably well and permits normal acqui
sition of speech. This, unfortunately, is not the case for 
older folks. Following a stroke, speech impediments are 
often permanent, with only tortuous improvements over 
time, even with the best language therapies. Improve
ment is generally better in females after comparable 
damage, since they are more able than males to coordi
nate and use both hemispheres in unison.6 

It is also noteworthy that different categories of words 
appear to come from different parts of the brain, from 
areas we might well have predicted simply from a knowl
edge of the general localization of sensory and motor 
processes. Nouns, those static descriptors of the world, 
appear to arise more from posterior sensory-analyzer 
parts of the brain close to Wernicke's area, while verbal 
action descriptors tend to emerge from frontal cortical 
areas that generate motor responses and plans for behav
ior-tissues that are closer to Broca's area. 

The right hemisphere is not without sophisticated 
language functions. In addition to simple propositional 
skills, such as the generation of nouns, it is a specialist 
for conveying the emotional melody in language, or 
prosody. Even if one has lost left hemisphere speech, one 
can often still sing smoothly and expressively. Again, 
there are two general forms of this affective skill, recep
tive and expressive. Indeed, the expressive and receptive 
areas for prosody correspond anatomically to the areas 
of the brain designated as Broca's and Wernicke's areas 
in the left hemisphere. In other words, the cortical zone 
on the right side of the brain that corresponds to Wer
nicke's area allows us to interpret the emotional tone of 
speech, while the zone that corresponds to Broca's area 
mediates our ability to express emotional meaning and 
affective nuances in our utterances. 

Without these right hemisphere functions, people 
exhibit specific deficits in communication. For instance, 
teachers who have had the misfortune to be inflicted with 
right cortical damage often find their ability to teach se-

riously compromised. They can still convey ideas, but 
the lyrical quality of their speech is impaired. Their lec
tures are monotonous, and learning in such classrooms 
becomes a tedious chore. Also, since they have difficulty 
conveying affective intonations to others (although they 
still feel them internally), they are not able to express 
conviction about their ideas, leaving students uninspired. 
It is easy to imagine why classroom control, especially 
in the lower grades, would be more difficult for teachers 
with such brain afflictionS. In this context, it is also worth 
reemphasizing that the speech areas of the two he mi

. spheres appear to function in a more coordinated fash� 
ion in women than in men, with men being much more 
dependent on their left hemisphere for the organization 
of speech. This may be one reason that the speech of 
women tends to be emotionally richer than that of men. 

As with most other brain systems that have been 
studied, the vigorous use and disuse of the language
processing areas of the brain should yield measurable 
changes in the underlying neuronal architecture. A great 
deal of research on other brain systems has indicated 
that enriched environments facilitate the growth of cor
tical systems, especially in young animals.7 Such effects 
have been especially well documented in the visual 
system. For instance, closing one eye in a young ani
mal leads to permanent lifelong deficiencies in that 
eye's hbility to process information, due to accumulat
ing weaknesses in the underlying neural circuits.s Thus 
it has been of some interest to see how sign language is 
processed in deaf children, and preliminary brain map
ping suggests that they process language in very dif
ferent ways than depicted in the classic view (Figure 
B . I ). For them, language is much more a function of 
information processing in somatosensory and somata
motor representations of the hand. 9 This remarkable 
finding suggests that in the young brain, many other 
areas than Broca's and Wernicke's are capable of elabo
rating the processing of linguistic material. 

Do other species have cortex comparable to Wer
nicke's area, which brings together and intermixes many 
sensory impressions? In part, yes. In monkeys, the brain 
areas conesponding to Wernicke's area· are also multi
modal and thereby permit the animals to exhibit cross
modal learning. However, these areas do not appear to 
be important for the monkeys' rich repertoire of spon
taneous communicative calls. Such vocal communica
tion in "lower" mammals is typically organized by sub-

APPENDIX B 335 

cortical brain circuits that are closely linked to the gen
erators of emotional states. A question that remains to 
be resolved is whether the cortical zones that control 
human language abilities are the same as those that 
allow other apes to pick up rudimentary forms of sign 
language. 10 Unfortunately, at present the rudimentary 
communications of other primates have not told us 
much about their minds, except that they can become 
quite adept at such social interactions. It remains pos
sible that their willingness to participate in langul\ge 
games is motivated more by the joys of social interac
tion (and the treats they receive) than by any urge to 
convey their thoughts. 

The poignant case of "Clever Hans," the calculat
ing horse, is instructive here. Clever Hans became fa
mous in the last century for his supposed ability to solve 
simple arithmetic problems. But alas, under close scien
tific scrutiny, it became all too evident that Clever Hans 
was merely responding to inadvertent cues from his 
master-a raised eyebrow or the quiver of a lip was 
enough to cue him to stop tapping his hoof and receive 
the desired reward. Hans had mastered no mathemat
ics, only clever ways to obtain treats. 

The ease with which we can be deceived has more 
recently surfaced in the practice of"facilitated commu
nication," which is a nonverbal way to allow autistic and 
other linguistically impaired children to communicate 
on keyboards. As many careful scientific evaluations 
of the procedure have now indicated, most children 
were not communicating. The only linguistic produc
tion that was objectively evident emerged from the 
"Clever Hands" of the facilitators. 1 1  

Although language is the only way we can scientifi
cally bridge the chasm between brain and mind, we 
should always remember that we humans are creatures 
that can be deceived as easily by logical rigor as by blind 
faith. Despite our scientific pride in using words pre
cisely, the most important metrics for measuring our sci
entific insights are the predictions we can confirm and 
the useful products of our research. It is possible that 
some of the fuzzier concepts of folk-psychology may 
lead us to a more fruitful understanding of the integra
tive functions of the brain than the rigorous, but con
strained, languages of visually observable behavioral 
acts. The dilemma that the "prison house of l<mguage" 
presently imposes on our modern scientific and cultural 
pursuits should not be underestimated. 12 



Appendix C 
Dualism in the Neurosciences 

What is the mind? Does it simply emerge from the bio
logical functions of the brain? Most neuroscientists, 
who ascribe to monistic beliefs, now believe this is the 
case. Many others, who hold dualistic worldviews, do 
not agree. They believe mind and brain are fundamen
tally different, asserting in the most extreme cases that 
the two cannot be definitively joined through any 
neuro.scientific or neuropsychological analysis. Some 
ascribe to a less radical form of dualism, believing that 
mental and neural activities interact at specific areas of 
the brain. The most famous champion of such views was 
the French philosopher Rene Descartes, who, perhaps 
as a matter of political-religious expediency, 1 suggested 
that the human mind and brain interact within the pi
neal gland. This left the province of the body to science 
and that of the human mind and soul to theology. The 
dilemma this debate embodies is as old as our ability to 
speak (see Appendix B), even though philosophers only 
started to worry about it in earnest after Descartes an
nounced his unusual take on the matter. 

Certainly dualism, or the mind-body problem, is 
tightly linked to the nature of language, historical 
records of which go back only about 20,000 years. In
deed, it is quite possible that the mind-body problem is 
merely a reflection of our brain's linguistic abilities
the ability to generate symbolic paradoxes and layers 
of meaning that do not exist in nature. Words can eas
ily create semblances of meaning that are pure fanta
sies-but powerful ones that can change the world. 

The remarkable idea that there is a mind that can 
operate independently of the complexities of the brain 
is not currently a popular one in modern neuroscience, 
but there are many cognitive scientists who are trying 
to simulate mental processes computationally. 2 Thus, 
the issue does need some attention by neuroscientists 
even in this modern era when the ready availability of 
computers has given us a powerful metaphor to make 
the mind-body dichotomy more understandable than it 
has traditionally been: Invisible, mindlike software 
functions, which consume very little energy, can eas
ily control visible, body-type hardware functions, which 
consume much more. 

We have come to recognize that information is an 
organized state of matter. Information t1ow is a distinct 

"semiphysical" process that can be conceptualized in
dependently of specific forms of matter and energy by 
which it is instantiated. 3 The term semiphysical is used 
simply to focus our attention on the fact that the exact 
physical medium upon which information transfers 
occur is less important than the formal mathematical 
concepts that constitute the science of information pro
cessing. Thus, computer memories can be generated 
from a variety of physical substrates engineered to be
have in similar ways. Of course, this does not mean that 
information can exist in our world without the physi
cal instantiation provided by matter and energy. Infor
mation is a specific type of interaction between the two. 
Similarly, mind is an interaction of brain dynamics and 
environmental events. 

Because it is now very _clear how low-energy infor
mation processes within the brain can control high
energy body processes, most neuroscientists are not ter
ribly interested in the old mind-body debates. Most 
thinkers are satisfied to believe that mind is simply the 
brain in action-namely, they ascribe to the mind-brain 
identity approach to the problem: For them, mind emerges 
as naturally from brain functions as digestion emerges 
from normal gastric processes. Although most brain sci
entists are happy to believe that mental events simply 
reflect the neurodynamic infonnational exchanges within 
many interacting networks of the brain, and nothing else; 
there is still substantial controversy among philosophi
cally oriented investigators. Indeed, such issues are be
ing most actively discussed in the ongoing debate about 
the nature of conscious experience.4 

At one end of the opinion spectrum, some thinkers 
presently believe that consciousness emerges from 
quantum�level interactions within matter. To make 
sense of such ideas, one has to leap many gaps in knowl
edge-including neuroanatomical, neurophysiological, 
and neurochemical ones. Most neuroscientists are not 
willing to tolerate such large leaps of the imagination, 
and there are even greater leaps that take us well be
yond the bounds of reason, firmly into the province of 
faith. Thus, on the weird side of the spectrum, some far
out thinkers are willing to entertain untestable ideas 
such as the notion that all blades of grass and even 
pebbles on the beach are imbued with some level of 
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consciousness, but it is difficult to imagine the compu� 
tational devices that might achieve those miracles. Of 
course, they would reply, consciousness is not compu
tational. Most investigators hold more middle-of-the
road opinions and feel that mental events need to be 
understood as brain informational events that happen 
at circuit levels rather than any subatomic levels of 
organization. 

In any case, scholars who try to explain how mind 
may emerge from material processes must contend with 
several distinct points of view in order to integrate all the · available data. Like physicists who view electrons as 
either particles or waves, psychologists and brain scien
tists are coming to terms with the idea that the brain is a 
physical machine that transmits and processes informa
tion in highly complex ways-typically quite differently 
than digital computers. Although it seems unlikely that 
brain scientists will be able to specify precisely how 
mental events emerge from the dynamics of material 
events in the near future because of the sheer complex� 
ity of the task, most believe that mind is simply the brain 
participating in informational transaction that can already 
be envisioned in theory if not in practice. 

Modern neuroscience has become relatively immune 
to the classic paradoxes of mentalism, but the issue of 
mind-brain dualism has not disappeared completely 
from neuroscience thinking. Indeed, it would be sad if 
it did, for then new generations of brain psychologists 
and philosophers would miss out on the fun of debat
ing such perennial and "aweful" issues. We humans 
enjoy holding strange and often incredible beliefs. After 
all, above all else, weare storytelling creatures. We are 
bound to keep taking many diverse positions, and we 
will have to entertain many new ideas, especially those 
that may yield observable results, before we will have 
a practical description of the nature of human or ani
mal consciousness. In any event, dualism is by no means 
dead in philosophical or neuroscientific discussions of 
brain functions. 

Several prominent neuroscientists have continued to 
champion a variety of views along these lines, and they 
have provided several intellectual variants of this prob
lem for our consideration. Here I will summarize the 
viewpoints of three prominent neuroscientists who have 
dwelled at length on issues of mind-brain dualism dur� 
ing the recent flowering of modern neuroscience. Even 
though they have not always spelled out their visions 
in ways that can be rigorously tested, their thoughts do 
allow us to view this ancient dilemma from a variety of 
intriguing perspectives. 

During the past few decades, three esteemed senior 
neuroscientists have forcefully disagreed with the tra
ditional and radically monistic identity view of the 
brain�mind debate, siding instead with the perspective 
that mind is in some essential way separable from the 
material entities of the brain. First I will summarize the 
views of Wilder Penfield, a pioneering neurosurgeon 
who first demonstrated that localized electrical stimu-
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lation of the temporal lobes could yield a remarkably 
faithful subjective reexperiencing of seemingly forgot� 
ten events. His findings suggested that vast unconscious 
stores of memories are locked away within our neural 
circuits. His work provided a major stimulus for the 
ongoing study of memory traces in temporal lobes, es
pecially in tissues such as the hippocampus. Next, I will 
focus on the views of Roger Sperry, who won the Nobel 
Prize in 1981 for his work on the distinct and separate 
forms of awareness within each of the cerebral hemi
spheres (also see Chapter 16). Finally, I will summa
rize the more radical views of Sir John Eccles, a Nobel 
laureate in 1963, who worked out the details of how 
neurons synaptically generate electrical signals of ex
citation and inhibition (see Chapter 4). 

After highly productive scientific careers, these 
scholars chose to dwell on the essential nature of the 
human spirit. Each found solace, understanding, and 
hope in the conviction that a distinction between mind 
and brain functions not only was real but also consti
tuted a vital distinction for understanding the human 
brain and nature. Some of their views (especially Sperry's), 
with modest qualifications, might be usefully incorpo
rated into the cognitive and affective neurosciences 
without a compromise of the types of monistic/materi
alistic principles upon which most modern brain and 
cognitive research is based. Some other ideas, especially 
the recent ones of Eccles, are distinctly more mystical. 

Wilder Penfield made an especially dramatic contri
bution to our knowledge of human brain function. When 
certain areas of the temporal cortex (situated an inch 
inside the cranium from the top of the ear) are electri
cally stimulated in epileptic patients, these individuals 
experience past events almost as vividly as if they are 
reliving them. The experience unfolds psychologically 
like a videotape, with full experiential continuity, even 
while the patient remains aware of the reality of the 
surgical arena in which he or she is situated. To some 
extent these effects are dependent on neural tissue that 
has been primed by epilepsy. Such experiences were not 
easily reproduced in nonepileptic patients. Penfield 
summarized his findings and his philosophical views 
in l975, a few years before his death, in a book entitled 
The Mystery of the Mind. Here he announced his deci
sion, after many years of pondering the nature of human 
consciousness, to side with the idea that our mind is in 
fact not just the material reflection of brain functions, 
but that it is guided by some type of immaterial mind. 
As he phrased the issue: "One may ask this question: 
does the highest brain-mechanism provide the mind 
with its energy, and energy in such a changed form that 
it no longer needs to be conducted along neuroaxones? 
To ask such a question is, I fear, to run the risk of hol
low laughter from the physicists. But, nonetheless, this 
is my question, and the suggestion I feel myself com� 
pelled to make." He proceeds to enunciate his dualistic 
view quite explicitly: "During brain action a neuro-
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physiologist can surmise where the conduction of po� 
tentials is being carried out and its pattern. It is not so 
in the case of what we have come to call mind-action. 
And yet the mind seems to act independently of the 
brain in the same sense that a programmer acts inde
pendently of his computer. . . .  For my own part, after 
years of striving to explain the mind on the basis of 
brain-action alone, I have come to the conclusion that 
it is simpler (and far easier to be logical) if one adopts 
the hypothesis that our being does consist of two fun
damental elements . . . .  Because it seems to me certain 
that it will always be quite impossible to explain the 
mind on the basis of neuronal action within the brain." 
Penfield's straightforward conviction was that a dual� 
ist hypothesis is more reasonable than a monistic one. 
Hence he concludes that "the mind must be viewed as 
a basic element in itself. One might, then, call it a me
dium, an essence, a soma. That is to say, it has a con
tinuing existence."5 

Roger Sperry opened up the study of human conscious
ness with his startling findings concerning the distinct 
perceptual and cognitive abilities of the right and left 
hemispheres in folks whose corpora callosa had to be 
severed to control their epilepsies. From a rigorous 
behavioristic position, which ultimately proved incom
patible with his personal worldview, Sperry formally 
presented his ideas concerning the dual functions of the 
brain in a series of theoretical papers in the preeminent 
journal for psychologically minded academicians, the 
Psychological Review. A synopsis of his view is cap
tured in the following few sentences: "Current mind
brain theory no longer dispenses with conscious mind 
as just an 'inner aspect' of brain activity, or as some 
passive 'epiphenomenal,' metaphysical, or other impo
tent by-product, as has long been the custom; nor does 
it reject consciousness as merely an artifact of seman
tics or as being identical to the neural events. Conscious
ness, in these revised terms, becomes an integral, dy
namic property of the brain process itself and a central 
constituent of brain action. Subjective experience is 
viewed . . as a causal determinant in brain function and 
acquires emergent control influence in regulating the 
course of physico-chemical events in brain activity. No 
metaphysical interaction in the classical sense is im
plied; the causal relation primarily involves the power 
of the whole over its parts." In subsequent writings, it 
is quite clear that Speny's monistic dualism is one of 
emergent properties, where the end result of simple 
processes is more complex than the sum of the whole
for instance, like the properties of water emerging from 
the molecular interaction of hydrogen and oxygen. He 
believes that a superordinate function of neural activ
ity has ultimately formed a brain quality called con
sciousness, which then has the ability to directly modify 
brain activity. Sperry suggests that with the evolution 
of such superordinate functions, such as is present in 
our subjective experience, the flow of causal influences 

on behavior has become one where "top-down" regu
lation is the rule, and hence the science of mind has to 
come to terms with such emergent "mental" properties 
and how they influence the flow of information within 
the brain.6 

There is a certain ambiguity in Sperry's ideas, since 
he really does not spell out how conscious awareness 
functions of the brain modify other neural activities. Yet 
he believes his viewpoint could be the foundation for a 
global ethic based on a science that promotes the over
all welfare of our world rather than the one of personal 
greed that may have come close to destroying it.7 Al
though Sperry's views often seem dualistic, they are 
actually a complex form of monism that accepts the 
complexities of neuromental representations. The evo
lution of such hierarchical controls must be taken seri
ously, asserts Sperry, before we can really understand 
the brain. He criticizes the traditional monistic reduc
tionist approaches that only seek to "explain the whole 
in terms of 'nothing but' the patts" and thereby "leads 
to an infinite nihilistic regress in which eventually 
everything is held to be explainable in terms of essen
tially nothing."8 The views espoused in the present text 
are compatible with Sperry's, in the sense that software 
functions can control hardware functions in computers, 
but the idea that affective consciousness is, in fact, an 
ancient brain process may be somewhat at odds with 
Sperry's view that subjective awareness is a recent 
phenomenon in brain evolution. 

Sir John Eccles has provided the modern counterpart 
of a traditional religious view. In a series of books/' 
Eccles outlined a conception whereby a divinely cre
ated mind or soul could be infused into the developing 
human embryo. To give a t1avor of his views, I will 
quote him from the final article in a 1982 Vatican sym
posium that he edited on mind-brain interrelations: "We 
have to be open to some deep dramatic significance in 
this earthly life of ours that may be revealed after the 
transformation of death. . . We find ourselves here in 
this wonderfully rich and vivid conscious experience 
and it goes on through life; but is that the end? This self
conscious mind of ours has this mysterious relationship 
with the brain and as a consequence achieves experi
ences of human love and friendship, of the wonderful 
natural beauties, and of the intellectual excitement and 
joy given by appreciation and understanding of our 
cultural heritages . . . .  In the context of Natural Theol
ogy I come to the belief that we are creatures with some 
supernatural meaning that is as yet ill defined."10 In 
more recent works, he has attempted to refine his views 
to the point where they might be scientifically testable. 
Eccles does not equivocate about the fact that his view
point is deeply dualistic. The catchphrase in which he 
prefers to encapsulate his perspective is the "dualist
interactionist" view of mind. 

His most recent statement on the matter is summa
rized recursively in the provocatively entitled How the 

Self Controls Its Brain. After sharing an interesting 
history of his personal intellectual quest, the first third 
of the book dissects the many recent texts that have 
sought to explicate human consciousness from monis
tic neuroscientific points of view . 1 1  Eccles perform his 
surgery in both kindly and merciless fashion, and I 
could no more avoid the image of a quixotic knight
errant than I can avoid thinking about white elephants 
when told not to do so. The middle part of the book is 
a masterful analysis of cortical functions, ending with 
the crown jewel of his view-a chapter outlining a 
theory of how an insubstantial self might interact with 
brain matter without violating the energy conservation 
laws of physicsY In a nutshell, Eccles and his coau
thor Friedrich .Beck, a quantum physicist, suggest that 
"the self' may control activity in the cortex by altering 
the statistical probability of vesicular release of chemi
cals into synaptic endings, thus offering a putative ex
planation of how conscious thoughts may control brain 
activities. It is a clever maneuver, but the end result 
could be mediated by many other internal brain pro
cesses, including the epigenetic manifestations of the 
neural SELF described in Chapter 16. In any event, the 
bottom line is that no empirical evaluation of the idea 
was or has yet been provided. Thus, it remains an as
tonishing hypothesis or an untestable story, depending 
on your point of view. The end of the book is devoted 
to an enthusiastic summation of the battle he has waged 
on behalf of a neuroscientifically based dualism. Al
though Eccles does not profess to be religiously moti� 
vated in this book, in the final chapter he does again 
put his thinking in that context. Eccles concludes that 
"since materialists' solutions fail to account for our 
experienced uniqueness, I am constrained to attribute 
the uniqueness of the self or soul to a supernatural spiri
tual creation."D 

In sum, Eccles's view is one of devout confronta
tion with the abiding mystery of existence, and he has 
chosen to accept an essentially religious view, with the 
complex embellishments of neuroscience. Like Descartes 
before him, Eccles has chosen to believe that the brain 
interacts with an immortal human soul, at specific neu
ral locations like the "supplementary motor area" of the 
cortex, close to where a substantial amount of thought 
and voluntary behavior is, in fact, initiated. Because the 
two functions are interactive but separable, he leaves 
open the possibility of a spiritual afterlife. To put it 
perhaps a bit too simply: Eccles feels that our brains 
are touched by a benevolent life force of consciousness 
that may continue in some form after bodily death. 
Many individuals resonate with such beliefs, since they 
have difficulty accepting that the subtlety of their minds 
could have been constructed simply through the pro
cesses of biological evolution. It is hard for many to 
believe that one continues to live after death only in the 
thoughts and hearts of one's descendants. Many believe 
there must be a grander order that underlies our funda
mental nature as living organisms. If so, it is presently 

APPENDIX C 339 

outside the realm of science. However, many scientists, 
including myself, agree that there are mysteries i n  the 
universe that the human mind may never be able to 
understand. One hopes there will eventually be a world 
religion that will help us all, together, pay our respects 
to these abiding mysteries. 

Although dualism remains a difficult view for most 
scientists to accept, many agree that mental and neural 
functions arise from the same grand complexity of brain 
organization. Brain scientists and psychologists are fi
nally coming to terms with such complexities, without 
pretending that there must be any final answers to the 
old philosophical questions. We simply experience the 
things we do because of the types of brain functions we 
possess. Language can take these functions into realms 
of the imagination that are, hopefully, limitless. One of 
the biggest intellectual challenges of the 21st century 
will be to construct unified images of human nature that 
do not denigrate our animal past or our future poten
tials as members of the human family. 

AFTERTHOUGHT: Neodualism and 
Other Alternative Views 

Besides the garden varieties of dualism, which consider 
mind and brain to be constructed of fundamentally dif
ferent stuff, there are various, more subtle and interest
ing versions that will no doubt remain with us for some 
time. Considering the complexity of the human mind and 
the likelihood that many higher mental processes are 
woven by pervasive neocortical transmitters such as 
glutamate, there is bound to remain some skepticism that 
a neural analysis can truly yield the level of scientific 
understanding concerning mental matters that we would 
like to achieve. If the nature of specific kinds of infor
mation processing cannot be solved by direct neurophysi
ological and neurochemical approaches, some argue that 
the computational approach is the only credible alterna
tive. This type of "procedural dualism" suggests that a 
brain approach simply will not have the resolution needed 
to solve major issues in cognitive psychology, and hence, 
it is wiser to pursue other avenues of representational 
psychophysics-for instance, those that rely more on 
computerized simulation of mind functions than on the 
direct analysis of brain functions. 

There is much to be said for such a view, but I will 
not attempt an analysis here, except to suggest that there 
is likely to be some significant chemical coding of cog
nitive dispositions in the higher reaches of the brain. 
As we have seen, the study of various neuropeptide 
systems is providing clear evidence for neurochemical 
specificity in the coding of a variety of emotional and 
motivational processes. Many of these systems inter
act with higher reaches of the mind (see corticotrophin 
releasing factor and cholecystokinin maps in Figure 6.7, 
as well as other transmitter systems in Figure 6.5), and 
we are barely beginning to fathom the nature of such 
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interactions.1•1 Although it is unlikely that these systems 
control the precise form of individual thoughts. it re� 
rnains possible that many of these systems help guide 
cognitive processes in certain predictable paths. Thus. 
even if prevalent transmitters such as glutamate and 
GABA do control the construction of the specific form 
and shape of each thought, there may be various gen
eral neurochemical dispositions that guide the pattern
ing of thoughts that no amount of computational work 
can clarify. Thus, I disagree with a prevailing cogni
tive psychological view that disregards the nature of the 
living brain in its deliberations about the nature of 
mental representations. 

A very different functional form of neodualistic 
thought pervades behavioral neuroscience·--the knee� 
jerk antagonism to considering the possibility that sub
jectively experienced representations of thoughts and 
�motions exist in the brains of other animals. I am 
tempted to call this ''functional neodualism" since it is 
a well-cultivated intellectual stance implicitly based on 
a form of cross-species discrimination that creates a 
greater divide between the animal brain/mind and the 
human brain/mind than may truly exist-one that may 
be wider than the one originally posed by Descartes, 
since he at least accepted the reality of various animal 
passions. The emergence of unique representational 
abilities in humans, especially those instantiated by lan
guage, allows the great divide to be enforced with a 
great deal of assurance. Such convictions are based on 
a prevailing scientific bias-if you can't see it, you 
shouldn't talk about it. This has prevented the whole 
discipline of modern neuroscience from accepting the 
nature of emotions within the mammalian brain as a 
major topic of inquiry or even discussion. 

This view, like the classic behaviorist one upon 
which it is based, is constrained by a special set of blind
ers that allow it to disregard the mass of converging 
evidence that suggests other creatures have strong emo
tional feelings akin to our own. It sees the world based 
on one overriding preconception-that reality can only 
be described through the assiduous applications of our 
senses, especially of the visual variety, and that theo
retical inferences are not needed for us to truly com
prehend the nature of the evolved brain. I disagree with 
this ultrapositivistic scientific view, and 1 believe that 
insightful observations always start with insightful pre
conceptions concerning the underlying nature of things. 
If we do not take initially unseen aspects of a phenome
non into consideration, the hidden underbelly of nature 
cannot be adequately revealed. 

As should be evident by now, I have strong convic
tions about the importance of emotion research in the 
development of a scientific psychology as well as a 
credible integrative neuroscience, while the majority of 
my colleagues remain dubious of the reality of affec
tive consciousness in the brains of other animals. The 
recent appearance of a fine book that shares both of the 
above beliefs, in a forthright and compelling manner, 

has corwinccd me to add thi" i'inal "AI'terthought." so 
as to contrast the raison d 'Ctre of the present work with 
the radical behaviorist perspective that still guides most 
work in this area. 

After this book was submitted to ihe publisher, Jo
seph LeOoux·s book, The E111otional Broin ( 1 996), 
appeared in print. In addition to vigorously chal leng
ing the whole notion that emotional systems are con
centrated in the limbic system, one of his central themes 
was that a consideration of emotional feelings or affec
tive consciousness is more of a hindrance in the study 
of emotions than a key feature of the problem that needs 
to be solved. My own perspective on the matter is, of 
course, diametrically different. For me, the nature of 
affective feelings exists as a core problem for cross
species emotion research. Since so many of my col
leagues still deny that a study of affective feelings is a 
key problem in emotion research, I have decided to use 
LeDoux's perspective as a foil for my final remarks. I 
do this with abundant admiration for LeDoux's empiri
cal contributions. 

At the end of his treatise, LeDoux struggles briefly 
with the nature of emotional feelings. He aspires to 
solve the dilemma by boiling affective experience down 
to the interaction of working memory mechanisms with 
some of the types of emotional systems described in this 
text. The "working memory" hypothesis surely contains 
more than a grain of truth, depending on precisely what 
we mean by that cognitive construct. At present, it re
mains a fairly empty category, at least in neural terms. 
LeDoux suggests that emotional consciousness is a 
mere byproduct, and a rather inconsequential one at 
that, of the higher memory mechanisms of the brain. 
According to LeDoux, affective feelings have little 
consequence in the regulation of emotional behaviors, 
and he proceeds, as did Descartes, to cast new versions 
of doubt on the existence of feeling states in most other 
mammalian species. He boldly asserts at the end: ;;The 
brain states and bodily responses are the fundamental 
facts of an emotion, and the conscious feelings are the 
fril ls  that have added icing to the emotional cake."15 

While I wholeheartedly agree that brain states and 
bodily responses are essential components of each in
tegrated emotional response, I also accept emotional 
feelings as key attributes of emotional operating sys
tems in action. Affective feelings are the here-and-now 
existential states created by these neuromechanisms as 
they interact with brain circuits that neurosymbolica\Jy 
represent the organism as a li ving creature. For instance, 
just as the unconditional, pleasant taste of sugar has little 
to do with working memory, I doubt if the feeling state 
of anger requires working memory, except as a modu
latory intluence to extend, shorten, or blend feelings in 
time. My point of view is that, rather than being cre
ated by memory systems, emotional systems are a major 
moving force within memory mechanisms. Thus, I 
would submit that the interaction of emotional feelings 
with working memory is, at best, only one of the many 

1 I 
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vvays hy which emotional states effectively control fu
ture behaviors. 

Although my view nffirms th<.ll the evolution of 
ernotional feelings was linked. to a substantial degree. 
to the special needs of brain memory systems that must 
rapidly encode intrinsic biological values (sec Chapters 
I and 2). I believe that the core of emotionality must 
be sought in more fundamental terms than as a mere 
subset of working memory, at least of tile type that is 
typically conceptualized as a fairly high-level cortical 
function. In my research experience. animals with es
sentially no neocortex remain behavioral ly, and prob
ably internally, as emotional as ever, indeed more so.16 
I have argued, in agreement with investigators such as 
Paul MacLean. that the capacity to have affective feel
ings is an evolutionary birthright embedded within the 
intrinsic and ancient organizational dynamics of the 
mammalian brain, situated largely in subcortical realms 
known as the extended limbic system. I feel confident 
that this scheme remains a more defensible generaliza
tion than is suggested in LeDoux's severely critical 
analysis of the concept. 

In sum, I doubt if emotional feelings need to be 
!earned or extracted from dynamic memory stores. I 
think LeDoux is misguided, as was William James when 
he suggested that the cortex is the storehouse for our 
emotional feelings. Thus, while LeDoux asserts that we 
should confine our efforts largely to traditional behav
ioral and physiological realms in our study of emotions 
within the animal brain, I would advocate that we 
should, in addition, begin to study emotional feelings, 
indirectly, as essential foundation processes upon which 
many unique aspects of the human mind-from art to 
politics-have been created. 

For those who would continue to deny the existence 
of emotional feelings in other animals (dearly a popu-
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Jar scientific stance), I would like to offer an al !egori" 
cal de vi I' s choice. Imagine that you have been cornered 
by the Evil One, and your options for l ife and freedom 
are constrained by his demanding sense of humor. Your 
hopes for a pleasant future hang on your ability to cor
rectly ans\ver one devilishly simple question: Do other 
mammals have internal ly experienced emotional feeJ .. 

ings that control their behavioral tendencies or do they 
not? The devil knows the <:l!lS\VCL and you must make 
the correct choice in order to enjoy the remaining dny::. 
of your life. How would you reply? How many scien
tists would still be as bold as behaviorists and continue 
to deny that animals have feelings? My personal con
viction is that we shall really not understand the brain 
or the nature of consciousness until we begin to take 
emotional feelings more seriously, as internally expe
rienced neurosymbolic SELF-referenced representa
tions of major evolutionary passages, in the animals that 
we study. Parenthetically. to do otherwise further wid
ens the possibilities for many unethical behaviors in this 
troubled world of ours. 

Fortunately, we do not need the correct answer to 
the devil' s question in order to make scientific progress. 
We can col!ect many useful facts by subscribing to 
many points of view, and we should tolerate them all, 
as long as they do no harm and lead to new theoretical 
approaches and provocative findings that can be repli
cated, or negated, by others. Even though the view I 
have advanced in this text has been tolerated rather less 
than it should have been during the unusual intellectual 
history of 20th century psychology and modern neuro
science, we should remernber that insightful observa
tion of the systematic patterns in nature (whether eas
ily visible or not) remains our second highest calling. 
In the final accounting, that is the most lovely aspect 
of science. 
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Chapter 1 6  
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mously in the past decade. A comprehensive view of 

consciousness is to be found in: Baars, B .  J. ( 1988). A 

cognitive theory of consciousness. New York: Cam

bridge Univ. Press. 
Excellent general discussions concerning the nature 

of consciousness can be found in the following: 
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17. For an intriguing and novel view on this tradi
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awareness in animals and humans: Developmental per
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and the fact that we understood him meant that we h

�
1d 
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e.qmhbnu�, as htghlighted by some sensory depriva
tion expenments that were done before the present era 
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P. ( 1980). Restricted environmental stimulation: Re� 
search and clinical applications. New York: Wiley. 
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Prentice HalL 
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. Damasio, A. R. ( 1990). Category-related recogni
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Damasio, A. R., Tranel, D., & Damasio, H. (1 990). 
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22. Sano, K., Mayanagi, Y ., Sekino, H., Oa-ashiwa, 
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destruction of the posterior hypothalamus in man. J. 
Neurosurg. 33:689-707. 

23. Le Doux, J. E. (1985). Brain, mind, and lan
guage. In Brain and mind (D. A. Oakley, ed.), pp. 197-
216. London: Methuen. 

Zaidel, D. W. ( l 993). View of the world from a split
brain perspective. InNeurologiccd boundaries of reality 
(E. M. R. Critchley, ed.). London: Farrand Press. 
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948. 

Pashler, H., Luck, S. J., Hillyard, S. A., Manguin, 
G. R., O'Brien, S., & Gazzaniga, M. S. ( 1 994). Sequen
tial operation of disconnected cerebral hemispheres in 
split-brain patients. NeuroReport 5:2381-2384. 

25. Baars, B. J. ( 1996). In the theater of conscious
ness: The workspace of the mind. Oxford: Oxford Univ. 
Press. 

26. The likelihood is high that the distinct functions 
of the two hemispheres are derived more by epigenetic, 
learning influences than by any dramatic genetically 
prescribed differential functions. This is suggested by 
the ability of one hemisphere to assume the functions 
of the other when damage occurs early in life. For in
stance, children whose left/speaking hemispheres have 
been surgically removed to control epilepsy rarely ex
hibit the dramatic language deficits that are common 
after similar damage in adults. see: Vargha-Khadem, F., 
& Polkey, C. E. ( 1992). A review of cognitive outcome 
after hemidecortication in humans. Adv. Exp. Med: Biol. 
325 : 137-151 .  
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Davidson, R. J., & Hugdahl, K. ( 1995). Brain asymme
try. Cambridge, Mass.: MIT Press. 

27. See n. 2. 
28. Tucker, D., & Williamson, P. A. ( 1984). Asym
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in the human brain. See: Porges, S. W.,  Doussard
Roosevelt, J. A., & Maity, A. K ( 1994). Vagal tone and 
the physiological regulation of emotion. In Emotion 
regulation: Behavioral and biological considerations. 
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issues, see: Rachlin, H. ( 1995). Self-control: Beyond 
commitment. Behav. Brain Sci. 18:109-159. 
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limbs are summarized in: Melzack, R. ( 1989). Phantom 
limbs, the self and the brain. The D. 0. Hebb Memo
rial Lecture. Canad. J. Psycho!. 30:1-16. 

Related sensory agnosias are summarized in: Rama
chandran, V. S. (1 994). Phantom limbs, neglect syn
dromes, repressed memories, and Freudian psychology. 
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32. For one of the most recent variants of the tha
lamic reticular theory of consciousness, see: Newman, J. 
(1995). Review: Thalamic contributions to attention and 
consciousness. Conscious. Cogn. 4: 172-193. 
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33. Dennett, D. C. ( 1991 ). Consciousness explained. 
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Brown, H. E., & Pfaff, D. W. (1996). Anesthesia dur
ing hormone administration abolishes the estrogen in
duction of preproenkephalin mRNA in ventromedial 
hypothalamus of female rats. Mol. Brain Res. 35:297-
303. 

88. This famous quote by William James (James, 
W. [ 1 890/1961] .  The principles of psychology: The 
briefer course. New York: Harper and Row. Quotation 
on pp. 16-17) is being supported by modern research 
on the development of sensitization within underlying 
brain craving systems as a function of psychostimulant 
abuse (see "Afterthought," Chapter 6). These brain sys
tems are also modulated by stress in similar ways. See: 
Chrousos, G. P., McCartly, R., Pacak. K., Cizza, G., 
Sternberg, E., Gold, P. W . •  & Kvetnansky, R. (eds.) 
( 1995). Stress: Basic mechanisms and clinical impli
cations. Special issue of Ann N Y. �c:v.d Sci., VoL 771, 
New York: New York Academy of Sciences. 

89. Naturalistic fallacies are attempts to derive 
"should" statements from "is" statements. Obviously, 
biological facts do not yield any unambiguous moral 
imperatives for the construction of social systems or 
even personal conduct. However, not taking the avail
able facts into consideration in discussing such issues 
is tantamount to not thinking clearly about the issues. 

90. Much of this last "Afterthought" is adapted from 
my published comments on a theoretical paper that at
tempted to synthesize our understanding of basic emo� 
tiona! systems with classical views concerning politi
cal systems (i.e., Miller, T. C. [ 1993]. The duality of 
human nature. Politics and Life Sci. 12:221-241). 

My response was: Panksepp, J. ( 1994). The role of 
brain emotional systems in the construction of social 
systems. Politics and Life Sci. 13 : 1 16-119. 

For an extensive analysis of emotion-culture inter
actions, see: 

Mesquite, B., & Fryda, N. H. (1992). Cultural varia
tions in  emotions: A review. Psych. Bull. 1 12 : 179-204. 

Scherer, K. R., Walbott, H. G., & Summerfield, A. S. 
( 1986). Experiencing emotion: A cross-cultural study. 
Cambridge: Cambridge Univ. Press. 

91. For reviews of sensitization, see chap. 8, nn. 5 
and 99. 

92. The functions of play are diverse and probably 
include promoting the growth and solidification of neu
ral circuits, perhaps via the genetic activation of vari-
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ous neurotrophins. Although this idea remains to be 
empirically tested, it has recently been demonstrated 
that touch can activate the genetic expression of one 
neurotrophin. See: A Rocamora, N., Welker, E., Pas
cual, M., & Soriano E. (1996). Upregulation of BDNF 
mRNA expression in barrel cortex of adult mice after 
sensory stimulation. J. Neurosci. 16:44 1 1-4419. 

93. It is hard to imagine how such a proposition 
could ever be empirically evaluated. Obviously, the 
expression of emotional and motivational urges will be 
critically dependent on the environments in which they 
occur. 

94. This phrase originally comes from the title of 
an etching from a pessimistic series by Francisco Goya 
( 1746-1828), Spain's first great modern artist. 

95. There are many evolutionary stories that need 
to be empirically evaluated, but we can never experi
mentally determine "why" something happened in evo
lution. For instance, we will never really know why all 
human societies practice religion. Presumably, the human 
brain contains functions that promote worship, rever
ence, and the feeling of belonging, but it may be im
possible to unambiguously identify how those functions 
emerged in brain evolution. For a discussion of some 
possibilities, see: Burkert, W. ( 1996). Creation of the 
sacred: Tracks of biology in early religions. Cambridge, 
Mass.: Harvard Univ. Press. 

In addition to the half dozen possibilities outlined 
by Burkert, we should also consider the possibility that 
religious urges arise partly from our brain mechanisms 
for social bonding (see Chapters 12 and 13), as well as 
our tendency to interpret correlated events in nature as 
reflective of causal processes (see Chapter 8). 

96. For an excellent discussion of the sources of 
criminal behavior, see: 

Marsh, F. H., & Katz, J. (eds.) ( 1985). Biology, 
crime and ethics: A study of biological explanations for 
criminal behavior. Cincinnati, Ohio: Anderson. 

Raine, A. ( 1 993). The psychopathology of crime: 
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Academic Press. 

97, Mealey, L. ( 1995). The sociobiology of soci
opathy: An integrated evolutionary model. Behav. Brain 
Sci. 1 8:523-599. 

98. For a discussion of this issue, see our commen
tary to Mealey (n. 97), which includes our views on the 
matter. See: Panksepp, J., Knutson, B., & Bird, L. 
( 1995). On the brain and personality substrates of psy
chopathy. Behav. Brain Sci. 18:568-570. 

99. For a discussion of tit-for-tat strategies not 
working in certain social environments, see: Wright, R. 
( 1994). The moral animal. New York: Pantheon. 

For a discussion of "cosmetic psychopharmacol
ogy," see: Kramer, P. D. ( 1993). Listening to Prozac. 
New York: Viking. 

100. For a discussion of such issues, see: Goleman, 
D. ( 1995). Emotional intelligence. New York: Bantam 
Books. 

The viewpoint of this text has been that to scientifi
cally understand the basic emotions of the mammalian 
brain as evolved neurobiological entities, we will have 
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to build from the ground up. See: Ekman, P. ( 1992). 
An argument for basic emotions. Cog. Emot. 6 : 169-
200. 

Because of space limitations, 1 have not endeav
ored to thoroughly cover the neuropsychological and 
neuropsychiatric aspects of emotions; for some in
depth discussion of those issues, see: Heilman, K. M., 
& Satz, P. (eds.) (I 983). Neuropsychology of human 
emotion. New York: Guilford Press. 

Also see third book cited in n. 55. 
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scribed. See: Scherer, K. R. (1993). Neuroscience pro
jections to current debates in emotion psychology. Cog. 
Emot. 7: 1-4 1 .  
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Although I have tried earnestly to update relevant literature citations in the notes, work in 
this area is moving at a rapid pace. There would be much to incorporate from the year and 
a half since this manuscript was submitted to the publisher. Rather than attempt the impos
sible, I would like to symbolically select the one paper that I have found to be most impres
sive from this time period. It is a paper analyzing the cerebral consequences of social stress 
by Kollack-Walker, S., Watson, S. J., & Akil, H. ( 1997) Social stress in hamsters: Defeat 
activates specific neurocircuits within the brain . ./. Neurosci. 15:8842-8855. 

I select this paper partially because I have been contemplating the possible existence of 
a basic "DOMINANCE" system for some time, and this work provides the best evidence to 
date (using cFos in situ hybridization) concerning how such a process might be elaborated 
in the mammalian brain. This paper carefully analyzed genetic arousal of neural systems in 
dominant and submissive animals after half an hour of social confrontation/aggression us
ing a resident-intruder paradigm in pairs of males who did not know each other well. It helps 
highlight for us not only the powerful effect of social submission (and FEAR) on the brain, 
but how much less the emotional systems of the dominant animals are aroused. The largest 
increase in arousal seen in the victors was in the supraoptic nucleus of the hypothalamus, 
where vasopressin systems are concentrated. 

This paper again helps highlight for us the widespread consequences of emotional arousal 
within the brain (also see, chap. 1 1 , n. 97). To some extent, such widespread effects may 
seem inconsistent with the existence of fairly discrete emotional systems in the brain, but 
such findings are, in fact, very compatible with the present thesis. The basic anatomical fact 
about emotional systems is that they have remarkably widespread consequences in the brain 
(Figure 3.3), and they also interact with many general modulatory systems (Figures 3.6, 
6.5, and 6.6) of the brain. It must obviously be the case that emotions have diverse effects 
on the brain-for the mental consequences of emotional arousal in humans affect essen
tially all other brain and bodily functions. It will be a most interesting chapter of future 
research when we begin to dissect, anatomically and functionally, those subcomponents 
within the brain that lead to the final integrated psychobehavioral response. 
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science, 5 
skills, 4 
styles, 2 1  

Command systems, 27-28, 34, 49, 79-80, 3 1 0  
Communication systems, 1 2 1 ,  261-267, 33 1 -335 
Companionship, 255 
Computational approaches to mind, 340 
Computer analogies, 20, 32, 61-62, 8 1 ,  3 1 8  
Concaveation. See sensitization 
Concealed ovulation, 239 
Conditioned 

emotional response, 209-2 10 
fear, 2 1 5-217 
place preference, 29, 239, 243 
responses, 36 
taste aversions, 1 7 1 ,  182 

Confirmation bias, 378n. 83 
Connectivities 

of aggression, 197 
anterograde, 63-65, 197 
retrograde, 63-65, 197 

Consciousness 
affective nature oL 34, 309-3 1 0  
affective, 303 
and analgesia, 422n. 62 
in animals, 7, 300-323, 419n. 1 6  
and attributions, 3 1 5  
binding problem, 303, 309 
Cartesian theatre, 3 1 1, 3 1 2  
cholinergic influences, 314 
consciousness in  animal mind, 302 
and dreaming, 125-127 
and dualism, 336-340 
evolution of, 34 

feeling states, 6 
and frontal cortex, 313 
and glutamate, 314 
hard questions, 302 
higher brain functions, 3 1 5  
higher levels of, 306 
intangibility of, 4l8n. 1 2  
intralaminar nuclei and, .314 
motor·vs. sensory, 3 1 3  
neuroanatomy of, 3 1 3  
primary-process, .303, 3 1 0  
and. quantum pqysics, 336 
and sexuality, 3B 
subcortical sources, 307 
and supplementary motor area, 339 
and thalamus, 3 14 
tools of consciousness, 306, 3 1 4  
unity of, 309 
and vesicular release of chemicals, 339 
and Wada test, 423n. 63 

Contact comfort 
nature of, 271-272 
and opioids, 272 
oxytocin, 272 
prolactin, 272 

Contagion of play, 289 
Contempt, 301 
Contextual cues. See fear 
Contracts, 3 1 9  
Copulation, 239, 406n. 72 
Cormac, A., 90 
Coropora quadrigmenia, 77 
Corpus callosum 

sex differences, 225., 235 
split brain, 307, 338 

Cortex 
columns, 60, 326 
cultural practices, 321-322 
hand representation, 1 6  
multimodal association, 3 1 0  
organization, 72-74, 353n. 1 8  
plasticity, 1 6  
and play, 291-292 
speech, 332-333 

Corticotrophin releasing factor (CPR), 1 0 1-102, 1 12, 3 1 5, 
339, 268 

Cortisol and Corticosterone 
feeding, 177 
and play, 295 
and stress, 1 19 

Cosmetic psychopharmacology, 36ln. 1 1  
Courtship, 29, 225, 230 
Cranial nerves, 1 3 1 ,  132 
Craving, 15,  165, 385n. 88 
Creativity, 157, 160-163, 295, 297 
CRF. See corticotrophin releasing factor 
Crick, F., 138 
Crocodiles, 250 
Cro-Magnons, 326, 327 
Cross-species comparisons, 344n. 3 
Cruising, 239 
Crying, 188, 223, 266-268, 288, 346n. 35 

See also distress vocalizations 
Culture, 14, 5 1 ,  188, 205, 245, 247, 259, 283, 301, 306, 329 

Curare, separation distress, 269 
Curiosity, 149, 163 
Cycles 

circadian, 129 
infradian, 129 
ultradian, 129 

Cytokines, 182 

Dale, H., 100, 107 
Dale's law, 1 1 1  
Dance, 283, 309 
Darwin, C, 1 1 ,  1 2 1 ,  327 
Darwin's finches, 29 
db/db mice 178 
Death, 180, 338, 339 
Death wish, 142 
Deception, 226, 329, 335 
Decerebration, 79, 139 
Deconstruction, 45, 190, 301 
Decortication, 292, 308, 354n. 35, 396n. 102, 420n. 29 
Deep-sea anger fish, 229 
Defense system, 203, 39ln. 95 
Defensive burying, 2 1 1  
Definitions 

circular, l 3  
of emotions, 47-49, 150 
role of, 330 

D6jll vu, 260 
Delinquency, 202 
Delta Sleep Inducing Peptide, 1 0 1 ,  134 
Delusional 

behavior, 157, 160-!63 
thinking, 378n. 80 

Dendrites, 63-66 
2-Deoxy-d-glucose, 64, 90-91 ,  357n. 43 
Dependence, 2 1 9  
Deprenyl, 245, 298 
Depression 

and acety lcholinc, 348n. 54 
and antipsychotics, 149 
in children, 35 1 n. 27 
cingulate cortex, 3 1 6  
dopamine and aging, 5 3  
frontal cortex, 95 
hemispheric laterality, 308 
neurochemistry of, 1 17-1 1 8  
and opiates, 276 
postpartum, 249 
and REM, 138 
and social, 250, 262, 275 
social variables, 274 

Dermatomes, 198 
Descartes, R., 36, 306, 309, 336, 346n. 26, 358n. 55, 

420n. 34 
Desire, 144, 225-227 
Despair, 165, 275 
Determinism, 348n. 50 
Development 

of emotions, 26, 55-56 
of nervous system, 62 
and personality, 56 
and play, 282, 294, 296 

Dexamethasone suppression test, 138 
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Diabetes, 6, 173, 183 
Diazepam binding inhibitor, 218, 394n. 70 
Diazepam, 274 
Digital computers, 20 
Digo tribe, 247 
Discrimination studies, 153 
Disgust, 46, 252 
Dishabituation, 35 
Displacement behavior, 161  
Distress vocalizations 

evolutionary sources, 263, 266 
parental responses, 250, 266, 403n. I I  

Distress, 182 
Distributed parallel processing, 75 
DNA 

and behavior, 16, 98 
human origins, 325, 326 
nucleotidcs, 98 
as source of mental life, 97-98 

Dogs, 275 
Dollard, J., 1 9 1  
Dolphins, 329, 334, 353n. 1 9  
Dominance 

as a basic system, 5 1 ,  303 
feature detectors for, 87 
hierarchies, 188 
and intermale aggression, 199 
and mental life, 144 
in play, 281, 285 
and sexual favors, 199 
in sports, 286 

DOPAC. See play 
Dopamine 

and aversive states, 376n. 59 
and drug addiction, 1 1 8 
incentives, 155-156 
interest, 150 
map, 107, 1 10 
mesocortical system, 54 
mesolimbic system, 54 
neuronal firing, 180 
opioid interactions, 264 
and play, 297 
SEEKING, 148 
self-stimulation, 87, 155-157 
sense of time, 156 
sexual appetite, 155 
in sexual pleasure, 243 

Dorsal contacts, 284, 288, 290 
Dorsomedial thalamus, 267 
Drama, 283 
Dreams 

descriptions of, 126-127 
and emotions, 295 
and play, 295 
evolution of, 134-135 
relations to LSD, 142 

Drives, 168 
Drive decay theory, 152 
Drug abuse, 22, 1 17 
Drunkenness, 128, 219, 367n. 6 
DSM-IV, 207 
Dualism, 2 1 ,  59, 306, 336, 337 
Dynorphins, 1 0 1 ,  1 8 1  
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Eating disorders, 174 
Eccles, J., 84, 86, 337 
Ecdysis, 25 
Echidna, 6 1 ,  370n. 69 
EEG 

alpha, 88, 95, 3 1 3  
and affect, 3 1 7  
beta, 88, 3 1 3  
delta, 88, 128, 3 1 3  
desynchronization, 87 
discovery of, 87 
gamma, 3 1 3, 422n. 57 
and psychological functions, 87-89 
as psychological measure, 85 
rhythms, 3 1 3  
theta, 88, 1 5 1 ,  160, 3 1 3, 356n. 26 

Egg trading, 229 
Egg, 199, 240, 244 
Einstein, A., 281 
Ejaculation, 239, 243 
Electrical Stimulation of the Brain (ESB) 

and affective attack, 196-198 
and aggression, 193, 196 
emotional behaviors, 76, 79 
and emotions, 94 
and fear, 2 1 3  
freezing, 214 
and quiet-biting attack, 198-199 

Electroconvulsive therapy, 204 
Eltoprazine 

aggression, 202 
and play, 286, 414n. 28 

Embarrassment, 27, 30 l 
Emergent properties, 338 
Emotion theories 

categorical, 44, 76 
classification of, 41  
componential, 45, 76 
social constructivist, 44, 76 

Emotional controls 
brain circuits, 17, 7 1 ,  75 
cerebral asymmetries, 3 1 7  
and cognitions, 3 1 8  
command circuits, 3 1 0  
conditioning of, 3 1 7  
development, 26 
distress, 45, 250 
BEG arousal, 3 1 7  
feelings, 3 
and mood, 317 
operating systems, 3, 24 
pain, 261 
plasticity, 27 
power of, 42 
and rTMS, 3 1 7  
varieties of, 41  

Emotions 
autonomic responses, 56-57 
cognitive type, 301 
conventions, 5 1  
definitions, 47-49 
and development, 26 
dimensional attributes, 46 

and dreams, 128, 295 
executive systems, 49 
facial analysis, 46 
facial patterns, 46, 2 ! 5  
inclusion and exclusion criteria, 304 
interactions with cognitions, 27 
labeling of, 50-5 1 
ontogeny of, 55 
physiology of, 46 
and play, 292, 295 
pseudoaffective, 7 
and psychotherapy, 387n. 1 2  
i n  society, 320-323 
species differences, 5 
spinal cord injuries, 32 
sudden shifts in, 193 
taxonomies of, 41-58 
tree metaphor, 302 
triggers, 190 
types of responses, 14 
unconscious aspects, 34-35, 260, 345n. 5 
visce!'al sensations, 57 

Empathy, 262 
Empty categories, 305 
Endorphins, nurturance, 248 
Endorphins, 263. See also B-endorphin 
Energy balance 

aminostatic, 175 
brain mechanisms, 174-I 78 
energostatic, 175 
glucostatic, 175 
lipostatic, 175 
long-term factors, 170 
metabolic factors, 170 
nature of, 172-174 
oral factors, 170 
regulation, 164-179 
thermostatic, 175 

Enkephalins, l 0 I 
Enteric nervous system, 1 19 
Epigenesis, 16, 56, 123, 3 1 1 ,  350n. 24 , 420nn. 26, 30 
Epilepsy, 70, 88, 94-95, 212, 337, 352n. 7, 357n. 33 
Erections, 227, 241, 257, 405n. 66 
Erlanger and Gasser, 83 
Erotic desire, 228, 234, 240, 263, 264-265 
ESB. See Electrical Stimulation of the Brain 
Estrogen 

during gestation, 248, 250-252 
organizational effects, 232-233 
sexual receptivity, 240, 242 

Estrus, 228, 239-240, 271 
Ethanolamine-0-sulfate, \80 
Ether, 305 
Ethics in animal research, 6-7 
Ethology, 5,12, 22, 1 2 1  
Eugenics, 39 
Event-related desynchronization (ERD), 88-89 
Event-related synchronization (ERS), 88 
Evil, 187, 341 
Evoked potentials, 88 
Evolution 

of anger, 190 
of dreaming, 134-135 

and efficacy of behavior, 3 1 1  
of emotions, 50, 123, 341 
of humans, 325-330 
of learning, 55 
neural, 48, 426n. 19  
selection, 12 
sexuality, 223, 226 
thinking, 320, 332, 339 
variation, 12 
and variety, 25 

Evolutionary 
epistemology, 321 ,  325, 330, 331 
operants, 55 
psychology, 5, 1 1 ,  226 

Exaptations, 17, 102, 249, 250, 327 
Expectancies, 145, 3 1 6  
Exploratory/search systems, 2, 283, 296, 

344n. 3 
Extrapyramidal motor system, 42, 70 

Facial expressions 
controversies over, 350n. 14, 352n. 48 
deception in, 3 1 9  
friendliness, 287 
happiness, 287 
poker face, 149 
voluntary, 3 1 8  

Facial expressions, 46, 87, 121  
Falck and Hillarp, I I  
Fal!opian tubes, 240 
Fathers, 262, 28 1 ,  397n. 6 
Fatty rat, 178 
Fear 

ACTH, 206, 217, 2 1 8  
a-MSH, 206, 2 1 8  
amygdala, 208 
anticipatory anxiety, 274 
behavior, 1 0  
BZ-GABA receptor complex and, 2 1 7  
CCK, 206, 217, 2 1 8  
childhood, 221 
contextual cues and, 22 
CRF, 206, 217, 2 1 8  
DB!, 206 
and defecation, 2 1 1  
and epilepsy, 207 
and feeding, 169 
freezing, 207, 2 1 1  
lateral amygdala, 2 1 6  
NPY, 217, 219 
and pain, 208 
and play, 1 8  
relations to pain, 2 1 5  
role o f  CRF. 274 
and separation distress, 274 
serotonin, 2 1 0  
o f  snakes, 344n. 22 
sources of, 45-46 
symptoms of, 207 

FEAR circuits, 36, 5 1 ,  54, 123, 206, 2 1 3-219, 
303 

Fear-potentiated startle, 33 
Feature detectors, 86, 228 

Feeding 
and amino acids, 180 
behavior, 1 68-I 69 
biogenic amines, 1 8 1  
dietary effects, 169 
effect of poisons, 181  
and fear, 169 
gastric factors, 185 
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long-tenn satiety, 179- \ 8 1 ,  185 
minerals and vitamins, 1 8 1  
neuropeptides, I 79, 1 8 1  
NPY antagonists and, 1 8 1  
nutrient effects, 170 
opioids, 184-185 
palatability effects, 1 7 1 ,  183 
and pleasure, 1 7 1 ,  182-185 

Feelings 
acetylcholine, 227 
of anger, 1 87-205 
and Buddhism, 226 
cerebral readout, 33 
erotic, 240, 24 
functions, 33 
irritability, 200 
measurement, 34 
of power, 42 
of rage, 194 
sexual, 226 
states, 170 
varieties of, 4 1  

Fenfluramine, 185 
Fibroblast growth factor, 179 
Fixed-action patterns, 29 
Fixed schedules. See schedule:; of reinforcement 
Flexures, 67 
Flight, 27, 208, 213,  2 1 8  
Flirtatiousness, 239, 242 
Flow and play, 283 
Flumazenil, 217,  219 
Fluprazine. See play 
!MRI, 29 
Folk psychology, 12, 32, 302, 306 
Foot shock, 2 1 0  
Foraging, 145, 148, 179, 194. 326 
Fos, 28, 93 
Fountain of Youth, 297-298 
Fourier analysis, 88 
Free will, 329, 387n. 13 
Freezing, 33, 36, 54, 207-209, 2 ! !  
Freud, S., 97, 126, 128, !29, 139, 140, 142. 

246 
Friendship, 242, 246, 256 
Fritsch and Hitzig, 83 
Frontal cortex 

and consciousness, 220-221,  3 13-3 14 
in echidna, 61 
and expectancies, 3 1 6  
foresight, 60-6 1 , 3 1 6  
and frustration, 189, 192 
and mood, 348n. 2 
psychiatric disorders, 330 
and reward, I 97 
and SEEKING, 34, 52, 1 5 1 , 3 1 3  
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Frustration 
and aggression, 166, 190, 192 
feelings of, 192 
frontal cortex, 189, 1 92, 197 

GABA. See gamma-aminobutyric acid 
Galanin, 1 0 1 ,  1 8 1  
Galavanic skin response, 278, 307 
Galilee, 420n. 34 
Galvani, 83 
Gamrna-aminobutyric acid (GABA) 

and consciousness, 3 1 5  
and fear, 217 
and feeding, 179 
inhibition, 49 
shunt, 179, 383nn. 67, 69 
sleep effects, 134 
synthesis, 104 

Gamma-hydroxybutyrate, 180, 369n. 62 
Gambling, 1 18 
Gap junctions, 251-252 
Gender identity, 230 
Genetic influences 

on behavior, I I  
on mental life, 97 
obesity, 182-183 
on personality, 16, 189 
receptor diversity, 99 

Gibbons, 227 
Glia, 63 
Glucagon-like peptide, 172, 179 
Glucocorticoids, 2 1 1  
Glutamate 

and aggression, 203 
conditioned fears, 217 
and consciousness, 314 
cortical functions, 74, 147 
exploration, 52 
and fear, 217 
and memory, 103,  217, 361n. 1 8  
MSG, 40 
and schizophrenia, 103 
and self-stimulation, 374n. 9 
separation distress, 269 

Glutamic acid decarboxylase, 104 
Glycine, 1 13, 36ln. 1 8  
Golden rule, 322 
Gold-thio-glucose, 179 
Golgi stain, 64 
Gorillas, 227 
Grayfish, 27 
Great apes, 43 
Great intermediate net, 87, 90, 132 
Greediness, 166, 328 
Gregariousness 

brain controls, 271 
nature of, 271 
an oxytocin, 271 

Grief, 261 
Grooming, 248 
Growth factors, 6 1 .  

See also Nerve Growth Factor 
Growth hormone, 136-137, 177 
Guevedoces, 233 

Guillemin, R., 10 l 
Guilt, 27, 301 
Gulf War syndrome, 27 

Habituation, 35 
Hallucinations, 142 
Happiness, 13,  45-46, 224, 303, 308 
Hate, 1 9 1 ,  301 
Health 

and laughter, 298 
and play, 298 

Hedonics, 1 8 1-185 
Helen of Troy, 263 
Hemiplegia, 308 
Hemispheric specializations 

communciation, 307 
for emotions, 302, 3 1 8, 418n. 2, 424n. 80 
and learning, 420n. 26 

Heritability, 1 6  
Hess, W . ,  79, 1 2 1 ,  193, 204 
Heterostasis, 164 
Hierarchical organization 

of aggression, 196 
in brain, 28, 77 

Hilarity, 290 
Hippocampus 

anatomy, 7 1-72 
and fear, 217 
food caching, 168 
granule cells, 366n. 81 
histology, 63 
and learning, 75, 157 
and self stimulation, 1 5 1-152 
and sexual arousal, 231,  257 
spatial maps, 22 

Hoarding, 328 
Hobbes, T ., 287 
Hodgkin, A., 84 
Homeostasis 

concept of, 164 
energy, 182, 183 
receptors for, 167 

Homer, 263 
Homo erectus, 326 
Homo habilis, 326 
Homo sapiens, 326, 332 
Homosexuality, 232, 234, 237-238 
Homogenic, 344n. 22 
Homologies, 9, 17, 60, 282, 304, 325 
Hormones 

feeding, 174 
metamorphosis, 25, 28 
and sleep, !37 
stress, 25, 1 19 

Hounsfield, 90 
Hubel, D., 86 
Humanism, 2 1  
Human 

nature, 15,  1 8 ,  45, 332 
psyche, 329 

Humor 
and friendship, 289 
social stratification, 289 

Hunger, 39, 165, 166, 176, 182 
and DA release, 375n. 40 
and play, 292 

Hunting, 327 
Huntington's disease, 40, 74, 103 
Huxley, A., 84 
Hydra, 309 
6-Hydroxydopamine, 296 
Hyenas, 189, 229, 234 
Hyperkinesis. See attention deficit hyperactivity 

disorders 
Hypersexuality, 204, 359n. 67 
Hypothalamus 

aggression, 193-199 
anatomy, 70-71 
and erections, 227 
fear, 213,  208 
feeding, 174-180 
interstitial nuclei, 235 
maternal behavior, 253-254 
nutrient infusions, 169 
osmoreceptors, 167 
self-stimulation, 152-160 
and separation distress, 268 
sexuality, 227, 235-237, 242 
thermoreceptors, 167 

Hypothetico-deductive method, 305 
Hypovolemia, 186 

Ice Ages, 328 
Imipramine, 212, 27 4 
Immune system, 182 
Immunocytochemistry, 28, 93, 97, 106, 107 
Imprinting 

brain areas, 272 
discriminative aspects, 273 
filial and sexual, 255 
gender, 232 
IMHV, 273 
and Lorenz, 121  
measured with 2-DG, 90 
and opioids, 272 
and oxytocin, 272 
and vasopressin, 272 
and vasotocin, 274 

Impulsiveness, 202, 297 
In situ hybridization, 93, 97, 1 15-1 1 6  
fn vivo voltametry, 1 1 5 
Incentives 

defined, 168 
and dopamine, 156 

Inclusive fitness, 228 
lndoleamines, 1 1 1  
Induction, 29 
l-oess, 300, 309, 3 1 3  
Infanticide, 200-20 l ,  247, 258 
Infantile sexuality, 246 
Inferior colliculi, 77, 266 
Infertility, induced by lactation, 200 
Instinct 

and basal ganglia, 74 
in behavior, I t, 2 1 ,  25, 37, 122, 300 
in cats, 38 

conditioning of, 1 3  
explanations of, 1 0  
o f  fear, 207, 2 1 1  
and the motor brain, 75 
in play, 281 
in rats, 18 

Insulin 
cephalic phase, 174 
discovery, 1 0 1  
fat deposition, 174 
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feeding, 173, 183, 261, 382nrt. 46, 54 
in brain, 179 
metabolic phase, 174 

Intentional behavior, 36 
Interest 

as an emotion, 149 
and SEEKING system, 149 

Interleukins, 1 3 1 ,  182 
Intermale competition 

brain areas, 199 
testoterone, 192, 199 

Interstitial nuclei of anterior hypothalamus, 235 
Intralaminar nuclei. See consciousness 
Intromission, 239 
Introspection, 28, 302-304, 350n. 23 
Isolation calls. See distress vocalizations 

James, W., 49, 187, 320, 341 
James-Lange theory, 32, 56, 203 
Jealousy, 242, 257, 301 
Joy 

and play, 283 
sources of, 7, 45-46, 224 

Jung, C., 126, 139 

Kainic acid, 218, 269 
Kanner, L., 276 
Katz, B., 100 
Killifish, 229 
Kin investment/recognition, 247, 256, 259 
Kindling, 94, 212 
Klein, D.,  275 
Klinefelter's syndrome, 233 
Kli.iver-Bucy syndrome, 79, 291, 3 1 6  
Knockout mice 

and aggression, 204 
dopamine reuptake site, 1 18 
hypersexuality, 204 
missing NPY, 1 8 1  
oxytocin, 403n. 25 
technique, 39 
Trk receptors, 1 14 

Krebs cycle, 169, 179-180 

Lactation, 200, 248, 250, 252 
Lambs, 259 
Language 

arcuate fasciculus, 333, 334 
in animals, 332 
and brain, 331-335 
Broca's area, 333, 334 
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Language (continued) 
cingulate cortex, 334 
deep structure of, 122 
of emotions, 5 1-52 
explanations in psychology, 13, 349n. 12,  350n. 23 
and fear, 2 1 6  
and metaphors, 427n. 1 
motivation for, 420n. 35 
and play, 281 ,  289-290 
prison-house of, 428n. 12  
prosody, 334 
and SEEKING, 145 
sex-differences, 334, 335 
and social construction, 45 
for social interactions, 302 
and subjectivity, 49 
Wernicke's area, 333 

Lateral hypothalamus 
and aggression, 195 
feeding, 176, 382n. 50 
food palatability, 177 
and pleasure, 183 
and reinforcement, 145 
satiety, 177 
self-stimulation, 146-148, 167 
stimulus-bound behaviors, 153-156 

Laughing 
in disease, 288 
during tickling, 281 ,  287 
during victory, 287 
and epilepsy, 288 
and yawning, 414n. 28 

Law of Effect, 373n. 8 
L,dopa, 1 05, 1 10, 144, 150 

awakenings and, 144, 150 
Learning 

and aggression, 200-201 
based on feelings, s; 1 4  
birdsong, 244 
and emotions, 26, 190 
evolutionary constraints, 37 
and fear, 2 1 5-217 
general purpose, 301 
and play, 294-295, 4 1 6n. 7 1  
preparedness, 139 
and REM sleep, 139 
seizures, 357n. 33 
in sexual systems, 244 

Leptin receptors, ISO 
Leptins, 174, 178, 185, 38ln. 40, 383nn. 56, 58 
Leutinizing hormone releasing hormone (LI-1-RH), l 0 1 -

1 02, 243 
Levi-Montalcini, R., 65, 1 14 
Libido, 243, 245, 298 
Librium. See benzodiazepines 
Limbic system, 20, 42, 57, 70, 300, 340, 341, 

353n, 17 
Lobsters, 27 
Locus coeruleus, 133, 149, 369n. 54 
Loewi, 0., l 07 
Logical positivism, 306 
Logogenic, 344n. 22 
Loneliness, 261,  301 
Long-term potentiation (LTP), 95, 152 

Lordosis, 230, 239, 240 
Lorenz, K., 1 2 1 ,  255 
Loss of parents, 261 
Love, 226, 242, 246, 259, 262, 263 
Loyalty, 301 
LSD, 1 27, 142 
Ludic cocktails, 297-298 
Lust, 228, 303 
Lying, 302 

MachiaveUianism, 322 
MacLean, P., 42, 57, 6 1 ,  70, 227, 341 
Magnetic Resonance Imaging, 91-92 
Magneto-encephalography, 355n. 5 
Mania, 53, !38, 140, 145, !62 
MAO, 189, 275 
Marriage, 226-227 
Masculinization, 225 
Materialism, 2 1  
Maternal behavior 

BNST, 253 
evolutionary sources, 250 
experience effects, 252-253 
experience-induced, 257 
neural circuitry, 253-254 
olfaction, 252, 204n. 28 
and opiates, 404n. 33 
opioid pleasure in, 184 
and oxytocin, 252 
paraventricular nucleus, 253 
POA, 253 

Matemal stress 
demasculinization, 238 
human data, 238 

MCPP, 2 1 8  
Medial forebrain bundle 

dreaming, 163 
learning, 146 
self-stimulation, 76 
and sex, 227 

Medial geniculate nuclei 
fear, 25-2 1 6  
separation calls, 266 

Medial hypothalamus 
and feeding, 175-181 
and female sexuality, 236, 240 
and rage, 194, 195 

Meditation, 309 
Melanocyte Stimulating Hormone, 1 0 1  
Melatonin 

in autism, 277 
circadian rhythms 137 
and sleep, 129-131 
synthesis, 129- 1 3 1  

Memory 
declarative, 74 
and dreams, 129 
and emotional arousal, 55 
evolutionarily prepared, 139, 1 86 
and long-term potentiation, 95 
mood congruent, 310,  424n. 80 
olfactory, 404n. 27 
and self-stimulation, 55, 374n. 1 6  

semantic, 74 
social, 23 1 ,  256-257 
and trauma, 403n. 13  
and vasopressin, 241 
working, 340-34 1 

Mentalism, 10, 22 
Meprobamate, 2 1 9  
Mere-exposure effect 

affective experiences, 259 
Cross�species, 38 
neurochemistries, 260 
social attraction, 406n. 86 
s"Oeial policies, 260 
unconsious mediation, 259 

Mesencephalic locomotor region, 3 1 2  
Mesotocin, 230 
Metabolic information, 177 
Metaphors in science, 33 1 
Methylphenidate, 297, 320 
Methysergide, 298 
Micronutrients, 1 8 1  
Mimicry, 361n. 1 0  
Mind 

and brain dynamics, 336 
computer analogy, 20 
relations to brain, 59 

Mind-body problem 
identity solution, 336 
like particles and waves, 337 
problem, 336 
resolution of, 302 

Minor tranquilizers 
and aggression, 196 
anxiety, 2 1 3  
and fear, 209 

Mirrors, 268-269 
Mirth, 283, 288 
Mitochondrial Eve, 326 
Money, 3 1 9  
Monism, 302, 336, 338 
Monogamy, 226 
Monosodium glutamate (MSG), 40 
Monotremes, 6 1  
Montane vole, 272 
Mood states 

and frontal cortex, 348n. 2 
induction, 3 1 8  
and rTMS, 348n. 2 
and serotonin, 424n. 86, 429n. 14 
and values, 321 

Morphine, 19,  285, 298 
Mother-offspring play, 2 1 8  
Mothers, 262, 281 ,  283, 397n. 7 
Motivations, distinguished from emotions, 

228 
Mounting, 239 
Multiple chemical sensitivities, 27 
Music 

and chills, 278 
and distress vocalizations, 270 
effects on the SELF, 309 
and memory, 424n. 86 

Mutations, 360n. 3 
Myasthenia gravis, l08 

Naloxone, 103 
and gregariousness, 272 
grooming, 272 

Naltrexone 
effects on EEG, 89 
gregariousness, 272 
and imprinting, 273 
and pleasure, 1 84 
treatment of autism, 89, 277 

Narcolepsy, 369n. 62 
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Naturalistic fallacies, 40, 228, 237, 320, 425n. 89 
Natural laws, 2 1  
Natural selection, 327 
Nature-nurture controversy, 16, 63, 98 
Neanderthals, 326, 327 
Negative affect, 46 
Neher, E., 85 
Neocortex 

columnar organization, 60 
and emotions, 42 
and language, 332-335 
and play, 291-292 

Neoteny, 287, 298 
Nernst equation, 85 
Nerve Growth Factor (NGF), 65, 1 14 
Netrins, 1 14 
Netsilik Eskimo, 247, 248, 267 
Neural firing 

action potentials, 83 
depolarization, 83 
excitation, 82 
inhibition, 82 

Neurexins, 1 14 
Neuroanatomy, nuclei and tracts, 59-80 
Neurochemistry, 97- 1 19 
Neurodynamics, 20, 8 I 
Neuroectoderm, 85 
Neuroethology, 5, 122 
Neuromodulators, 34 
Neurophysiology, 8 1 -96 
Neurotransmitters, 97- 1 1 9  
Neuronal growth factors, 1 14, 28 1 , 3 1 1 , 334 
Neuron doctrine, 59, 64 
Neurons 

action potentials, 83-85 
axon hillock, 83 
ion channels, 84 
myelin, 84 
nodes of Ran vier, 84 
resting membrane potential, 84 

Neuropeptide Y, ! 0 1 ,  I 17, 1 8 1  
Neuropeptides, 28, 34, 52, 99-102, l04, 36Jn. 13,  

362n, 30 
Neurophilosophy, 5 
Neuropsychology, 332 
Neuroscience revolution, I 0-13, 59-60, 63, 306 
Neurosubjectivity, 29 
Neurotensin, 1 0 1 ,  156 
Neurotransmitters Dale's law, 84 

acetylcholine, 84 
Neurotrophins, 1 14, 425n. 92 
Nicotine, 268, 294 
Niewenhuys, R., 61  
Nissl stain, 64 
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Nitric oxide. See aggression 
NMDA 

and fear, 217-218 
separation distress, 269 

Nobel Prizes, 65, 80, 84-86, 90, 100-101,  1 14, 1 2 1 , 249, 
337, 353n. 

Nociception. See pain 
Nonlinear dynamics. See chaos 
Norepinephrine 

arousal, 49, 1 10, 2 1 3  
attention, 133, 364n. 41  
evolution of, 1 10 
map of, 107 
synthesis, 105, 1 10 

NPY anatgonists. See feeding 
Nuclei. See Neuroanatomy 
Nurturance 

circuits for, 54 
in crocodiles, 250 
relations to sex systems, 227, 246 
sex differences in, 249 
and social loss, 263 
and society, 321 
and stress, 238 

Obesity, 165, 169, 174-179, 384n. 68 
ob/.Qb mice, 174, 178 
Object play, 296, 353n. 1 9  
Obsessive-compulsive behavior, 1 6 1 ,  212, 330 
Oddball task, 88 
Odysseus, 263 
Olfaction 

main olfactory system, 221 
and sexual cycles, 245 
vomeronasal complex, 221, 245 
zinc sulfate, 221 

Olympic games, 259 
Open programs, 39, 122, 301,  334, 352n. 9 
Operating systems, 49 
Opiates 

addiction, 202, 255, 260 
and aggression, 343n. 1 5  
conditioned taste aversions, 1 7 1  
developmental effects, 277 
grooming, 271 
receptor blockade and tail wagging, 271 
receptor map, 1 16 
receptors, 106, 1 16, 362n. 27 
and sexual pleasure, 243 
social isolation, 271 
and stereotypies, 277 
withdrawal, 255, 343n. 19, 386n. 93 

Opioids 
and aggression, 202 
and anxiety, 219 
and depression, 412n. 93 
maternal behavior, 252 
and play, 293 
sexual -organization, 238 
in sexual pleasure, 243 

Opponent processes, 197, 202 
Optimism, 159 
Orgasm, 240, 242, 243, 40ln. 87 
Osmoreceptors, 165, 185 

Ovulation, 240 
Oxygen, 165 
Oxytocin 

and aggression, 20 I ,  257 
antagonists and sexuality, 242 
and birth, 56, 1 16 
bonds, 249 
discovery of, 101-102 
erections, 257 
functions of, 250 
in female sexuality, 241-243 
and gregariousness, 271 
in male sexuality, 241-243 
map of 1 12 
in maternal behavior, 251-252, 298 
maternal attachment, 256 
nurturance, 248 
separation distress, 218,  268-269 
sexual arousal, 230-23 1 
sexual pleasure, 248 
social memories, 256-257 

Pain 
and autism, 277 
and fear, 33, 208-209, 215,  277 
vocalizations, 345n. 25 

Paleolithic cave painings, 328 
Panic attacks 

alprazolam, 275 
and benzodiazepines, 275 
and hippocampus, 95 
and imipramine, 274 
and PANIC system, 212, 261-279 
and separation anxiety, 274, 35ln.  27 
sources, 5 I ,  166 

PANIC circuits 
anatomy of, 267 
cats, 267 
chickens, 267 
description, 5 1 ,  54 
guinea pigs, 267 
interactions with other systems, 53, 194 
neurochemistry of, 268 
overview, 261 
primates, 267 
relations to FEAR, 208 
and social support, 223 

Papez circuit, 57 
Parabiotic union, !75--178 
Parabrachial area, 1 16, 197 
Paracrine, 68 
Parafascicular nucleus, 291 
Paralimbic lobe, 6 1  
Paraventricular nucleus, 253 
Parkinson's disease, 9 \ ,  144, 177, 298 
Partial reinforcement extinction effect, 

2 1 1  
Particle physics, 305 
Passerine species, 244 
Passion and reason, 3 1 9  
Pavolovian conditioning, 1 9  
PCPA, 134, 142 
Penfield, W., 337 
Penis, 18, 229, 239 

Periaqueductal gray 
and aggression, 195-!96 
and attention, 3 1 3  
behavioral integration, 77 
emotional energies, 3 I 7 
maternal behavior, 254 
and the SELF, 3 1 2  

Personality, 15-16, 27, 88, 149, 220, 272, 307, 361n. J l ,  
422n. 60 

PET scans, 90, 95 
Petting, 272 
PGO spikes, 129, 135, 140, 142 
Phantom limb, 308 
Phencylcidine, 3 1 5  
Phenelzine, 220, 275 
Phenethylamine, 264 
Phenylalanine, 105 
Philandering, 227, 229 
Phlogiston, 305 
Phrenology, 1 1 ,  4 1 9n. 14 
Pigeons, 3 1  
Pineal gland, 86, 336 
Pinning, 284, 288 
Pituitary adrenal stress response, 1 1 8, 177, 212, 276 
Place attachment, 252, 407n. 93 
Placebo effects, 245 
Placc�preference 

and feelings, 29 
sexual reward, 189, 239, 243 

Plasticity, 154, 319,  348n. 59, 424-425n. 87 
Play (rough-and-tumble) 

adaptive function of, 291 
and ADHD, 289, 297 
age-related decrements, 298 
and aggression, 286 
as a basic emotion, 281 
in birds, 282 
and cat smell, 1 8  
cross-species considerations, 353n. 19  
depriVation, 282 
description of, 284-285 
development of, 284 
disorders of, 296-297 
and DOPAC, 296 
and dreaming, 295-296 
effects of social learning, 230 
experimental analysis of, 282-284 
and exploration, 296 
feeding effects, 172 
fighting, 189 
and fluprazine, 286 
functions of, 294-245 
gender differences, 230, 281 
and hunger, 292 
hyperkinesis and play, 296 
as instinct, 287 
and laughter, 287-289 
in mammals, 282 
neural sources, 281-282 
neuroanatomy of, 290 
neurochemistry of, 280, 292-294, 297-298 
and neuronal growth factors, 281 
opioids and, 248 
and other emotions, 292 

playfulness, 250 
and physical fitness, 294 
and positive reward, 286 
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and problem-solving ability, 294 
and psychostimulants, 283 
and reality, 283 
regulation of, 293 
as reinforcer of behavioral change, 297 
and REM, 295-296 
satiety, 293 
sensory controls, 289-290 
and separation distress, 285 
and social confidence, 285 
and social bonding, 288 
and social isolation, 282 
and social strength, 293 
somatosensory controls, 289-290 
and stress, 296 
system, 54 
touch, 271,  288 
varieties of, 295 

PLAY circuits, 282, 289, 291,  303 
Play-dominance 

asymmetries in, 285 
and body weight, 285 
and intermale dominance, 286 
measurment of, 284-285 
psychological strength, 285 

Pleasure 
definition of, 182 
dopamine, 385n. 88 
gustatory, 164, 1 7 1 ,  1 81-183 
neurochemistry of, 1 84-185 
opioids, 184-185 
self-stimulation, 149 
sexual, 242-243 

PLG, 102 
Plus-maze, 2 1 1  
Political structures, 247, 321 
Porpoises. See cetaceans 
Positive affect, 46 
Postejaculatory pauses, 243 
Postpartum depression, 277 
Post-traumatic stress disorder, 195, 207, 212, 403n. 1 3  
Potentiated startle, 33, 209-21 0  
Power 

in aggression, 230 
in play, 281-282 
in politics, 321 

Praire voles, 256, 272 
Praying mantises, 305 
Precursor loading strategy, 104 
Predation, 188, 222, 310, 327 
Predatory aggression 

avoidance and play, 294 
odors, 18-19, 221-222, 344n. 22 
and SEEKING system, 167 
skills and play, 294 

Preganancy 
and males, 227 
oxytocin receptors, 252 

Preoptic area 
male sexuality, 253 
sex differences, 235 
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Pride, 301 
Prisoner's dilemma, 328 
Progesterone 

during gestation, 248, 250 
sexual receptivity, 240, 242 

Prolactin 
discovery, 1 0 1  
during gestation, 248, 250-25 1 
nurturance, 248 
separation distress, 268-269 

Propranolol and aggression, 202 
Prosapagnosia, 307 
Prosody, 334 
Proteins 

postranslational processing, 98 
translation, 98 

Proto�oncogenes, 93 
Proximal causes, 14 
Psychiatric disorders 

anxieties, 2 12 
depression, 95, 102 
as discipline 5, 15, 40 
medicines, 1 1 7  
obsessive-compulsive disorders, 9 1 -92 
panic attacks, 92, 95, 274 
personality disorders, 94 
and play, 296 
post-traumatic stress disorder, 94, 95 
schizophrenia, 9 1  

Psychobehavioral controls, 25 
Psychology 

and behaviorism, 23 
and brain, 9-2 1 ,  6 1  
decline of animal research in, 6-7 
neglect of emotions, 20 
role of emotional understanding, 3-5, 9 
subjectivity vs. objectivity, 49 
taxonomies of emotions, 145 

Psychopathy, 42, 322 
Psychopharmacology, I 17-J 18,  304, 361n. 1 1  
Psychosocial dwarfism, 136, 370n. 76 
Psychostimulants, 1 1 7, 162, 296, 283 
Push-pull techniques, 1 15 

Quantum physics, 336 
Quiet-biting attack 

laterality effects, 199 
other stimulus-bound behaviors, I 98 
sensitization of sensory inputs, 198 
and self*stimulation, 195, 198 

Racoons, 1 1  
RAGE system 

amygdala, 187 
brain circuits, 19\-199 
cerebellum, 203 
description of, 5 1 ,  123, 303 
hypothalamus, 1 87 
periaqueductal gray, 187 

RAMs, 20 
Raphe 

and aggression, 197 
nuclei, 1 1 1  

Rapid transcranial magnetic stimulation 
(r!'MS) 

and aggression, 205 
and depression, 95, 204, 3 1 7  
and moods, 317,  348n. 2 

Rational fallacy, 301 
Raw feels, 33, 38 
Reason and passion, 3 1 9  
Receptors, 82, 97-100 
Reciprocity, 230, 328 
Reductionism, 45, 338 
Reflexes, 19,  6 1 ,  1 66, 346n. 25, 352n. 8 
Reinforcement 

adventitious, 161  
brain mechanisms, 145-148, 373-374n. 
Law of Effect, 373n. 8 
as process, 12,  38 
See also self-stimulation 

Religion, 425n. 94 
REM deprivation 

immune system, 136 
and learning, 139-140 
neurochemical effects, 140-1 4 1  
and survival, 136 

REM sleep 
and acetylcholine, l08 
antidepressants, 138, 1 4 1  
atonia, 129 
and cortisol, 137 
and depression, 140 
effects of stress, 128 
and emotionality, 139 
fMRI studies, 368n. 43 
frontal lobes, 140 
FTG cells, 134, 140 
functions of, 138-142 
and learning, 1 39-140, 37ln. 92, 372n. 93 
neurochemical consequences, 140- 1 4 1 ,  

372n. 99 
personality, 142 
PET imaging, 128-129 
PGO spikes, 127, 129, 135, 140 
protein synthesis, 371 
relations to LSD, 1 27 
serotonin, 1 4 1  
theta during, 129 

Representations, 3 1  
Reptilian brain, 43, 58, 6 1 ,  223 
Resentment, 250, 267 
Resonance, 3 1 0, 3 1 1  
Reticular system, 63, 132, 197, 312,  

309 
Retrograde connectivities, 63-65 
Reward 

brain mechanisms, 147 
hedonics of, 1 8 1 - 1 85 

Rhinencephalon, 7 1  
Ritalin. See methylphenidate 
RNA 

and play, 295 
transcription, 98 

Roasting, 289 
ROMs. 20 
Roosevelt, F. D., 221 

Roosters 
castration, 228 
and testosterone, 228 

rTMS. See rapid transcranial magnetic stimulation 

Saccharin, 184 
Sadness, 7, 13,  288, 303 
Sakmann, B., 85 
Satiety agents, 1 7 1 - 1 72, 179 
Schally, A., 1 0 1  
Schedule-induced polydipsia, 1 6 1  
Schedules o f  reinforcement 

fixed-interval schedules, 22-23, 157, 159-161 
fixed-ratio schedules, 21-23, 173 
piece work, 22 
token economies, 22 
variable-ratio schedules, 22 

Schizophrenia 
dopamine receptors, 9 1 ,  1 17, 358n. 49 
and dreams, 127, 1 39-140 
glutamate receptors 103 
glutamate, 148 
glycine, 1 1 3  
and L-dopa, !50 
SEEKING system, 53, !45, !62 
and self-stimulation, 157, 160 
septal area, 227 
stimulants, 374n. 20 
types of, 35 ln. 29 

School phobia, 274 
SCN, 130 
SDN-POA, 235 
Sea bass, 229 
Sea hare. See Aplysia 
Sea otters, 262 
Secure base 

and play, 281 
neurochemical nature of, 266, 403n. 1 3  

SEEKING circuits 
and anger, 1 9 1  
and frustration, 1 9  I 
inhibiton by RAGE, 191 
and predatory attack, 188, 193, 194, 328 

SEEKING, 37, 5 1 -52, 54, 123. 144-163, 165, !83, 303, 
344n. 3 

Selective attention, 133 
Selective serotonin reuptake inhibitors, 202, 2 12, 

429n. 14 
SELF 

behavioral coherence, 3 1 1  
body representations, 3 1 3  
consciousness, 3 1 0-312, 346n. 25 
and deep cerebe!lar nuclei, 3 1  l 
definition of, 309 
midbrain, 3 1 1  
and motor maps, 3 I 2 
neurodynamics of, 309 
as new concept, 224 
PAG, 312-314 
periventricular gray, 31 I 
superior col!iculi, 3 1 2  

Self-fertilization, 229 
Self-injurious behavior, 277 

Selfishness, 278 
Self-reflection, 34 
Self-representation, 309 
Self-stimulation 

antipsychotics, 148 
2�00 mapping, 9 J 
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difference from conventional rewards, 1 5 1 -152, 
380n. I I  

dopamine, 148, 150, 155-156 
and dreaming, 163 
drive-decay theory, I S  
glutamate, 1 4  7 
heritability of, 40 
and homeostasic imbalances, 1 67 
learning, 157-161 
paradoxes of, 152 
psychiatric disorders, 148 
reinforcement, 146-148 
and schizophrenia, 1 62-163, 378n. 82, 

379n. 103 
and SEEKING system, 53 
as unitary process, 152-153 

Sensitization 
behavioral, 35 
and fear, 207 
human implications, 258 
matemal, 238 
psychostimulant, 1 62, 3 19 
sexual eagerness, 242 
in young animals, 258 

Sentic cycles, 89 
Separation anxiety 

and amines, 276 
brain opioids, 255 
calls, 261 
distress, 27, 166, 223 
effect of mirrors, 268 
effect of music, 270 
effects of testosterone, 268 
and fear, 274 
gender differences, 268 
growth hormone, 262 
neurochemistry of, 268 
parental response, 250, 403n. J l 
pituitary adrenal response, 276 
relations to PANIC, 274 
role of CRF, 274 
sleep, 262 
and SSRis, 275, 429n. !4 
and steroid secretion, 262 
varieties of anxiety. 212 

Septal area 
and play, 291 
sexual arousal, 227 

Serotonin 
and aggression, 189, 202 
and anxiety, 210, 364n. 47, 49 
depletion and behavior, ! 4 1  
general effects, 49, I l I 
map of, 107 
neuronal firing in sleep, 128, 142 
separation distress, 275 
and sleep, 134 
synthesis of, 99, l 05 

l 
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Set-point, 164 
Sex differences 

in aggression, 230 
oxytocin, 226 
in play, 230, 281 
vasopressin, 226 

Sexual behavior 
bonding, 242, 255 
contact and aggression, 257 
evolution of, 223 
preoptic area, 226 
varieties of, 229-230 

Sexual desire 
adrenal testosterone, 244 
cholecystokinin, 244 
galanin, 244 
in females, 244 

Sexual differentiation 
activational effects, 231, 234 
dihydrotestosterone, 232-233 
estrogen, 232-233 
genetic effects, 231-233 
hormonal effects, 232-236 
organizational effects, 23 1, 234 
XYY males, 234 

Sexual motivation 
and birdsong, 29, 244 
brain controls, 236-237 
cannibalism, 305 
and energy balance, 240 
evolutionary sources 
hopping and darting, 240 
identity in femaleness, 234 
neurochemistry of, 240-244 
neuronal responses, 236 
orientation, 301 
pleasure, 227, 242-243 
preceptive, 239 
and preoptic area, 243 
receptive, 239 
receptivity advertizement, 

230 
reward and opioids, 1 84, 231 
septal area, 149 

Sham rage, 194 
Shame, 27, 301 ,  322 
Sheep, 259, 273 
Sherrington, C., 83 
Sign-stimuli, 3 1 ,  121  
Single-gene deletions, 39 
Skinner, B. F., 1 1 ,  1 2 1  
Sleep 

action potentials during, 128 
delta waves, 128 
in echidna, 135 
EEG indicators, 125, 128, 132 
effects of melatonin, 129- 1 3 1  
growth hormone, 136 
and sChizophrenia, 127 
and survival, 135-136 

Sleep deprivation 
and biogenic amines, 133-134, 

142 
and growth, \36 

Slow wave sleep 
and biogenic amines, 134 
growth hormone, 136 
serotonin, 134 

Smiling, 287 
Sniffing 

brain stimulation, 148-155 
and dopamine blockade, !55 
and reinforcement, 1 59-160 

Social attachments 
attractiveness and play, 294 
bonds, 227, 246, 281 
brain systems for, 254 
conventional rewards, 262 
neurochemistries of, 254 
and opiate addiction, 261 
and oxytocin, 252 
and place attachments, 262-263 
and separation distress, 265-267 
species differences, 248 
temporal dynamics, 258 
thermoregulation, 262-263 
in ungulates, 248 
ways to promote, 258 

Social phobias, 1 17, 220, 27 5 
Social processes 

attraction, 406n. 86 
confidence and fluoxetine, 275 
and the cortex, 283 
deprivation, 282 
detachment, 267 
dominance, 229 
and gonadal hormones, 271 
homeostasis, 276 
loss and depression, 275, 278 
memories, 273 
phobias and phenelzine, 275 
pleasure of interaction, 285 
protest and despair, 275 
selection, 327 

Society, 145, 205, 278, 297, 301, 320-323, 
402n. 3 

Sociobiology, 5, 227, 228, 259 
Sociopathy, 42, 189, 246, 322 
Sodium appetite, 186 
Somatic nervous system, 69, 352n. 7, 355n. 8 
Somatostatin, 102, 2 1 8  
Sorrow 

in brain, 261-279 
sources of, 45-46 

Sperm, 227, 243, 244 
Sperry, R., 86, 337 
Split brain, 307, 308, 317-318, 338 
Sports 

cultural consequences, 286 
and play, 281 
power-needs, 281 
and symbolic dominance, 286 

Stalking, 194 
State Trait Personality Inventory, 149 
Stereotaxic atlas, 78 
Steroid receptors, 235 
Stickleback fish, 1 2 1  
Stimulus and response, 1 2  

Stimulus-bound emotional behaviors 
and dopamine blockade, .155 
and emotions, 52-54, 94-95 
FEAR, 208-209, 2 1 3-215 
from tall-pinch, 161 
PANlC, 267-268 
RAGE, 188, 193-199 
SEEKiNG, 153-155 

Strange attracrors, 3 
Stress 

and adrenal, 1 19 
and gender identitiy, 237-238 
higher brain functions, 3 1 5  
neurotoxic effects, 41 1n. 78 
and play, 295 
and sleep, 136-137 

Striatum, 155, 265 
Strokes 

and phantom limbs, 308 
sex differences, 334 

Subjective feelings 
of danger, 1 9 1  
discrimination studies, 152-153 
functions of, 32 
homeostatic imbalances, 1 8  t 
instrumental behavior, 34 
measurement of, 34 
minimal criteria for, 34 
nature of, 14 
need to understand, 30 l 
oxygen need, 165 
power of, 42 
SEEKING system, 149 
of thirst, 165 
and values, 55 

Subjectivity 
difficulties in study of, 6, 9 
as distinguished from objectivity, 49 
nature of, 300-323 
objectification of, 45 
as poor explanation for behavior, 1 0  
visualization of, 29 

Submission, 196 
Substance P 

and aggression, 202 
discovery, 1 0 1  

Substantia nigra, 70 
Subtractive autoradiography, 1 1 5  
Suckling, 251-252 
Suffocation alarm response, 166, 2t2, 275 
Suicide, 142, 390n. 87 
Superior colliculi, 7 1 ,  75, 77, 307 
Supplementary motor area, 86, 339 
Suprachiasmatic nucleus, 174, 304 
Surprise, 46 
Surrogate mothers, 275 
Sweetness, 164, 182 
Synapses 

EPSPs, 85 
information transfer at, 82 
ionic effects, 84-85 
lPSPs, 85 
transmitter uptake, 100 
vesicles, 84, 100 

Tails 
functions of, 25 
pinching, 1 6 1  
wagging, 271 

Taxonomies 
of aggression, 193-194 
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of emotions, 41-55, 349nn. 4, 12 
of fear, 2 1 2-213 
of play, 283 

Tears, 283 
Temperament 

and oxytocin receptors, 272 
in voles, 272 
stimulus-bound behaviors, 198, 388n. 27 

Temporal lobes 
emotional circuits, 3 1 6  
and experiences, 337 

Testis-determining factor, 232 
Testosterone 

and anger, 198, 200 
aromatization, 225 
female libido, 244 
in hyenas, 189 
intermale aggression, 199 
male libido, 245 
masculinization, 238 
and play, 286, 4 l 4n. 27 
power-urges, 259 
and social dominance, 245 
and vasopressin, 200 
and vasotocin, 230 

Theory of mind, 276 
Theta rhythm, 88, 1 5 1 ,  160, 356n. 26, 375n. 33 
Thermoregulation, 1 67, 278 
Thirst 

angiotensin, 186 
anguish from, 165 
drinking pleasure, 182 
hypothalmic ESB, 153 
organum vasculosum, 185 
regulatory response, 32 
types of, 185 
volumetric thirst, 185 

Threat displays, 287 
Thrills. See chills 
Thyroxine, 177 
Tickle skin, 289 
Tickling 

conditioning of, 290 
and joy, 287 
50 KHz vocalizations, 287 
in primates, 281, 287 
in rats, 288 

Tinbergen, N., 121  
Tit for tat, 322, 329 
Tiri monkey, 227, 265, 397n. 6, 

425n. 99 
Tolerance 

cultural, 260 
interspecies, 38, 260 
social, 255 

Toilet training, 247 
Tolstoy, L., 225, 226, 227 
Tonic immobility, 190 
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Tools of consciousness, � 
Touch 

and consciousness, 3 1 2, 4 l 9n. 1 9  
laughter, 289 
local anaesthesia, 289 
milk letdown, 251-252 
and play, 271,  288-289 
social comfort, 263, 272 

Tourette's syndrome, 296 
Tournament species, 189 
Tracts 

ansa lenticularis, 74 
fornix, 7 1  
schematic, 63 
stria terminalis, 7 1 ,  76 
ventral amygdalofugal pathway, 76 
See also neuroanatomy 

Traits, 149 
Transsexual, 234 
TRH, 1 0 ! -102 
Trk receptors, 1 14 
Trinucleotide repeats, 40 
Triune brain 

!i.mbic system, 70 
neomammalian brain, 7 1  
overview of, 42-43, 62, 70--72 
pathways, 72, 75 
reptilian brain, 70 

Trk receptors, 1 14 
Trojan War, 263 
Turtles, 250 
Tyrosine hydroxylase, I 05 

Unconscious emotions, 34-35, 260, 
345n. 5 

Urocortin, 179, 383n. 61 

Vaginocervical stimulation, 258 
Vagus 

and aggression, 197 
anatomy, 69 
and feeding, 270 

Vagus, 170, ! 7 1  
Valium. See benzodiazepines 
Values. See Biological values 
Vasoactive Intestinal Peptide, 10!  
Vasopressin 

and aggression, 200, 230 
courtship, 230 
discovery, 101-102 
female sexuality, 241 
functions of, 250 
and jealousy, 242 
male sexuality, 241 
map of, 1 12 
maternal behavior, 230 
and play, 298 
social memories, 256-257 
territorial marking, 120 

Vasotocin 
and imprinting, 274 
sexual urges, 230, 250 

. --· p�<:::lt::fCOCC, 256 
in turtles, 250 

Ventral tegmental area, 70, 145, 156, 167, 253, 265 
Ventricles, 68 
Ventromedial hypothalamus 

in aggression, 79, 195, 197 
effects of GTG, 179 
insulin sensitivity, 179 
local energy stores, 179-180 
metabolic information, 179-180 
nutrient infusions, 179 
and play, 291 
as satiety center, 175 
in sex, 177 

Verbal play, 284 
Vestibular system. See aggression 
V.iolence, 187, 204 
Visceral-emotional nervous system, 33, 42, 62, 69, 1 19, 

352n. 7, 355n. 8 
Vitamins. See minerals and vitamins 
VMH female sexuality, 240 
Vocalization 

courting, 239 
22 KHz, 239 
50 KHz, 239 
in rage, 197 

Voltage sensitive dyes, 358n. 54 
Voluntary behavior, 36 
Vomeronasal organ 

and fear, 221 
and sexuality, 245 

Von Frisch, K., 1 2 1  

Wada test, 3 1 5 ,  334, 418n. 2 
Waggle dance, 121  
Waking 

EEG indicators, 1 3 1--133 
and norepinephrine, 133 

Wac, !88, 326, 328 
Weight reduction, 179 
Wernicke's area, 333, 420n. 35 
Whales. See cetaceans 
White Fang, 221 
Wiesel, T., 86 
Williams syndrome, 277, 334, 427n. 19  
Winning, 329 
Wolves, 189, 221 
Working memory, 340-341 
Wrestling, 285, 286 

Xenophobia, 301 
Xylocaine, 290 

Yallow, R., 100 
Yawning, 4 ! 4n. 28 
Yerkes-Dodson law, I J O  
Yohimbine 

and anxiety, 2 1 8  
and sexuality, 245 

Zoo animals 
Binti's nurturance, 259 
taming of, 2 1 9  

Zoophobia, 6 
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