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Technological Innovation and Organizations
Pierre Azoulay and Josh Lerner

1. Introduction

Inahandbook that takes a broad view of organizational structure, it might be wondered whether
a chapter devoted to the relationship between technological innovation and organization is
appropriate. After all, is not innovation just one relatively modest facet of economic activity?

There are two responses to this question. First, since the 1950s, economists have understood
that technological innovation is critical to economic growth. Our lives are more comfortable
and longer than those of our great-grandparents on many dimensions. At the heart of these
changes has been the progress of technology. Innumerable studies have documented the strong
connection between technological progress and economic prosperity both across nations and
over time. Since the work of Abramowitz (1956) and Solow (1957), the importance of tech-
nological change has been generally understood, an understanding that has been deepened by
studies in recent years documenting numerous positive effects of technological progress in spe-
cific areas, such as information technology (Bresnahan et al. 2002).

Second, innovation represents a particularly extreme ground for understanding organiza-
tional economics. This setting is one where information and incentive problems, which exist in
the backdrop of many models of organizational structure and effectiveness, are front and center.
These problems are at the heart of the innovation process. As Holmstrom (1989: 307) observes
in his classic essay:

One would expect modern finance theory to give good general advice on how to manage
investments into research and development. But a quick look at finance textbooks reveals an-
swers that are based on a very stylized conception of the problem and rather less illuminating
than one would hope.

We thank Harvard Business School’s Division of Research for financial support. Bob Gibbons, John Roberts,
and participants in a meeting of the NBER Working Group in Organizational Economics devoted to reviewing
early drafts of chapters from this handbook provided helpful comments. All errors and omissions are our own.
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Thus, if we can understand organizational issues in the innovation setting—where perfor-
mance often cannot be accurately measured, where knowledge often flows between entities,
and where contracts may not be enforceable—we are likely to have a better understanding of
these questions more generally. In this sense, the study by an economist of the relationship be-
tween innovation and organizational structure is akin to that of a physicist studying reactions
in extremely young stars to gain insights that will be useful here on earth.

In this chapter, we begin by examining the relationship among internal organization, inno-
vation inputs, and research productivity. We then turn to the relationship between contracting
and innovation, and finally to the consequences of innovation for organizations.

Technological innovation is a large topic with many empirical and theoretical challenges.
Nonetheless, we can highlight several conclusions that emerge from our discussion:

¢ Our understanding of contracting and innovation is probably the most developed of any
of the major topics delineated here. At least in part, this reflects the close connections
between theoretical and empirical research on this topic.

* In far too many other topics, however, there has been a disconnect between the insights
of theoreticians and the work by empirical researchers.

*  Most of what economists know about technological innovation and organizations does
not stem from the mining of traditional datasets. On the contrary, some of the more
lasting insights come from the collection of original fine-grained data at the project level.
Case studies also inform the state of economists’ knowledge on these topics (see Baker
and Gil, this volume).

* An essential difficulty facing large-sample empirical research has been an inability to
distinguish between association and causation, and, in some cases, a failure even to think
carefully about this distinction. Empirical research is likely to advance considerably if
some of the experimental methodologies employed in labor economics and related fields
can be adopted here.

¢ Manyvaluable insights into these questions can be gleaned from fields outside economics,
including sociology and more traditional managerial studies.

¢ The greatest gains in future years will be achieved by looking inside the “black box” of
the firm and understanding the internal workings of the innovation process.

Reflecting the substantial size of this topic, we have limited our discussion in several impor-
tant ways. First, we have focused on technological, not organizational, innovations. Readers
interested in the adoption of new management techniques and their consequences for firm per-
formance could turn to the work of Nick Bloom, John Van Reenen, and their collaborators
(Bloom and Van Reenen [2010] provide a concise introduction to this fascinating topic). We
have also focused only on research concerning the development of new ideas and approaches,
and not on the diffusion of those ideas. Finally, we have ignored industry-level perspectives,
such as the study of shake-outs and the industry life cycle, which have been the subject of other
reviews (Klepper 2008).
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2. Research and Development Productivity and Internal Organization

What makes an organization more or less innovative? For a long time, the literature on this
topic focused solely on the relationship between innovation and firm size, following Schum-
peter’s (1942) conjecture that large firms had an inherent advantage at innovative functions
relative to smaller enterprises. From the vantage point of twenty-first—century economists, the
Schumpeterian hypothesis has not stood the test of time. It turns out to have been the intellec-
tual by-product of an era that saw large firms and their industrial laboratories (e.g., IBM, AT&T,
and DuPont) replace the independent inventors who accounted for a large part of innovative
activity in the late nincteenth century and carly twentieth (Lamorcaux and Sokoloff 2009).

Atananccdotal level, the Schumpeterian hypothesis does not accord with casual empiricism,
as in several new industries (medical devices, communication technologies, semiconductors,
software), industry leadership is firmly in the hands of relatively young firms whose growth was
largely financed by public equity markets (e.g., Boston Scientific, Cisco, Intel, and Microsoft).
But more systematic tests of Schumpeter’s argument have been inconclusive too. A vast empirical
literature, reviewed by Cohen and Levin (1989), has failed to uncover a robust relationship
between firm size and innovation inputs.

What explains the relative failure of the empirical program started by Schumpeter’s mid-
century prophecy? An important reason is institutional change in the form of the emergence
of vibrant markets for ideas that heralded a new division of innovative labor between large and
small firms (Teece 1986; Gans and Stern 2000; Arora et al. 2002; Gans et al. 2002). If would-be
innovators have the ability to cooperate with incumbent firms to appropriate the returns from
technological innovation, regressing research and development (R&D) expenditures on firm
sales will not be very illuminating.

Longbefore the emergence of modern ideas markets, some of Schumpeter’s contemporaries,
however, had some misgivings about the ability of large firms to generate technological innova-
tions. For instance, Jewkes (1958: 55) argued:

It is erroneous to suppose that those techniques of large-scale operation and administration
which have produced such remarkable results in some branches of industrial manufacture can
be applied with equal success to efforts to foster new ideas. The two kinds of organization
are subject to quite different laws. In the one case the aim is to achieve smooth, routine, and
faultless repetition, in the other to break through the bonds of routine and of accepted ideas.
So that large research organizations can perhaps more easily become self-stultifying than any
other type of large organization, since in a measure they are trying to organize what is least
organizable. The director of a large research institution is confronted with what is perhaps
the most subtle task to be found in the whole field of administration.

This section is devoted to fleshing out Jewkes’s intuition by reviewing work by economists
and other social scientists studying how other organizational characteristics impinge on the
process of technological innovation. For organizing the discussion, we distinguish between
studies of that focus on the intensive margin (the degree of effectiveness achicved by firms as they
attempt to organize their innovative activities) from those that focus on the extensive margin
(whether firms are able to innovate at all in the face of technological transitions).
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2.1. Beyond Firm Size: Opening the Innovation Black Box

Perhaps the carliest indication that the internal organization of firms deserved more atten-
tion than it had traditionally received from economists came from empirical studies of the
innovation production function in the often-cited National Bureau of Economics Research
conference volume edited by Zvi Griliches (1984), Re»D, Patents, and Productivity. Pakes and
Griliches (1984) found that when estimating patent production functions, the magnitude of
the coefficient on R&D investment fell drastically in the within-firm dimension of the data.
Similarly, Scott (1984) found that fixed firm effects explained about 50% of the variance in
R&D intensity. Of course, firm effects constitute a measure of economists’ ignorance, and since
1984 a sizable body of research has emerged to explain the magnitude and relative stability over
time of these firm effects. The literature has focused on three broad features of organizations:
(1) the design of incentive systems; (2) firms’ abilities to manage spillovers of knowledge, with a
particular emphasis on the causes and consequences of job mobility among engineers and scien-
tists; and (3) firms’ choice of organizational structure, including (but not limited to) acquisition
behavior.

2.2. Motivating Innovation: The Role of Incentive Systems

Firms provide incentives to their employees in all realms of economic life. Why would the
design of incentive systems for innovative tasks differ from that appropriate for “humdrum”
tasks? Holmstrom (1989) provides a number of reasons that make the provision of incentives
for innovation a difficult task. First, innovation projects are risky and unpredictable; second,
they are long-term and multistage; third, it might not be clear ex ante what is the correct action
for the agent to take; and finally, they tend to be idiosyncratic and difficult to compare to other
projects.

To this list, we would add two additional characteristics: innovators tend to bring to their
labor a certain degree of intrinsic motivation, and innovation is very often a team activity.

Manso (2011) is the first economist to formalize the trade-off between the exploration
of untested actions and the exploitation of well-known actions, which has long been a focus
of organization theorists (March 1991). He uses a class of decision problems called “bandit
problems,” in which the agent does not know the true distribution of payoffs of the available
actions. Exploration of new untested actions reveals information about potentially superior
actions but is also likely to waste time with inferior actions. Exploitation of well-known actions
ensures reasonable payofts but may prevent the discovery of superior actions. Embedding the
bandit problem into a traditional principal-agent model, Manso focuses on the features of
incentive schemes that encourage exploration. He finds striking departures from the standard
pay-for-performance contracts that are optimal when the principal is focused on eliciting effort
for known actions. The principal should tolerate early failure and reward long-term success; she
should provide some job sccurity to the agent and should provide feedback on performance to
the agent.

Ederer and Manso (2011) devise a laboratory experiment in which subjects are randomly
assigned to incentive plans, including (1) a flat wage, (2) a standard pay for performance con-
tract, and (3) a pay for future performance contract. They find that forward-looking incentives
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result in more exploration and higher profits. These results suggest that appropriately designed
incentives do not lead to a crowding-out effect, contrary to earlier arguments that incentives are
likely to undermine creativity (e.g., Amabile 1996).

To test the potency of exploration incentives to stimulate innovative activities in a real-
world setting, one of the main difficulties is to find agents who are at risk of receiving cither
exploration- or exploitation-type incentives. Azoulay et al. (2011) focus on alternative funding
mechanisms for elite biomedical scientists that appear to provide just this kind of variation.
The lifeblood of academic life sciences in the United States is provided by so-called RO1 grants
awarded by the National Institutes of Health. These grants are relatively short term (the modal
length is 3 years), and renewal is both competitive and not forgiving of failure. In addition,
brilliant scientists can be appointed as investigators of the Howard Hughes Medical Institute.
HHMI investigators continue to be housed in the same institutions but labor under a very
different set of incentives. They are explicitly told to “change their fields” and are given the
resources, time (5-year renewable appointments, with a lax first review and a 2-year phase down
in case of termination), and autonomy (they do not need prior authorization to change the
direction of their research) to accomplish this.

Compared with a set of equally eminent scientists at bascline, the authors find that the
program appears effective in boosting the rate of production of particularly creative scientific
papers—those in the top percentile of the citation distribution. The impacts are even larger
for other outcomes, such as the production of trainees who go on to win early-career prizes or
election to the National Academy of Sciences.

In the absence of random assignment, the conclusions must remain tempered, despite the
care taken to match control scientists with treated scientists, based on observable characteris-
tics. But taken as a whole, these two papers certainly suggest that tolerance for early failure and
rewards for good performance over the long term are effective ways to motivate agents engaged
in idiosyncratic, nonrepetitive tasks. Of course, many questions remain to be addressed. For ex-
ample, how does one design incentives to attract the most creative agents? Also, in a setting with
multiple agents, what is the optimal balance between individual and team incentives to motivate
exploration? In particular, can exploration-type incentives be effective when the principal must
rank the agents she oversees to determine a prize, such as in a promotion tournament? These
are important questions for future research.

Another generic theme is that of incentive balance, when several tasks compete for the agent’s
attention, but the principal’s ability to infer effort from output is much higher for one set of
tasks relative to another set. The main result from this literature is that it may be optimal to
provide low-powered incentives in such situations, to avoid distorting the agent’s allocation of
effort toward the task that is easier to meter. Cockburn et al. (1999) illustrate the implications
of this principle in the setting of drug discovery R&D. Pharmaceutical firms would like their
researchers to generate many uscful patents, but if the scientists are not connected to sources
of knowledge located outside the firm, their creativity will eventually run dry. Conversely, if
the scientists solely focus on staying on the frontier of science, the firm will find itself running
a (possibly very good) biology department but will have little tangible output (actual new
drugs) to show for its R&D investment. Cockburn et al. show that pharmaceutical firms resolve
this tension by keeping incentives for basic and applied output in balance. On the one hand,
scientists will be rewarded and promoted based on their individual standing in their scientific
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subfield, using traditional academic criteria, such as publications and citations. On the other
hand, research teams will be rewarded on the basis of their applied output. In practical terms, a
group that generates more useful patents than expected in a given year will see its budgetincrease
the following year. Cockburn et al. (1999) find that firms tend to adopt both or neither of these
practices, rather than adopting one without the other.

Innovation settings differ from more traditional ones because employee-technologists often
work on something because they find it personally rewarding. Intrinsic motivation is important,
because it has implications for job design and wage setting. In a fascinating survey of life scientists
on thejob market, Stern (2004) finds that pharmaceutical firms who give their scientists freedom
to choose their own projects and otherwise remain connected to open science pay 15% less on
average, holding scientist ability constant. This finding provides a rationale for firms to harness
their employees’ preferences in the way they organize research activities, in addition to the
crowding-out effect of extrinsic incentives often stressed by psychologists (Amabile 1993).

Of course, firms need to balance the wage savings associated with employee autonomy
against the probability that some of the knowledge generated internally will leak out to their
competitors. As it turns out, the management of knowledge spillovers from innovative activities
is a topic that has also reccived considerable attention.

2.3. Spillovers of Knowledge and Internal Organization

In his famous 1962 essay, Kenneth Arrow focused economists’ attention on the nonrival nature
of knowledge and the attendant disclosure problem. Ever since, economists have been focused
on firms’ ability to actively manage knowledge spillovers. The starting point for the discussion
is that knowledge is not as public a good as initially thought, and therefore, distance between
the transmitter and the receiver of knowledge matters in determining the extent of spillovers.
Jaffe cral. (1993) observed that despite their ethereal nature, knowledge spillovers might leave
a paper trail in the form of citations to prior art recorded in patents. By constructing a large
dataset of patents and matching the location of inventors for both cited and citing patents, they
documented that these citation patterns exhibit a pronounced degree of localization.!

However, physical proximity is not necessarily the only, or even the most relevant, concept
of distance that economists should consider when attempting to estimate the magnitude of
knowledge spillovers. To the three dimensions of physical space, it seems worthwhile to add
technological space: advances in the state of knowledge in one particular technological area are
likely to spur relatively more developments in technological areas that are thematically related.
Jaffe (1986) was the first to construct a measure of technological distance between firms by using
the distribution of firms’ innovative cfforts across patent classes, and he found that the R&D
productivity of a focal firm was indeed positively correlated with the R&D of technological
neighbors.

Social distance might also impinge on the extent of spillovers. Here the network metaphor
is particularly apt, whether one thinks about degrees of separation between scientists in a

1. As documented by Thompson and Fox-Kean (2005), this exercise is fraught with difficulties because of the
difficulty of finding nonciting patents that can serve as a control group and capture the agglomeration patterns
that are due to other factors than knowledge spillovers.
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coauthorship network, of the relationship between a corporate parent and its subsidiaries, or
about the vertical linkages between buyers and suppliers. Adams and Jaffe (1996), focusing on
the chemical industry, showed that the effects of parent firm R&D on plant-level productivity
decrease with both geographic and technological distance between the research lab and the
plants. Moreover, spillovers from technologically related firms are significant in magnitude
but are diluted by the firms” own R&D intensity. This article stands out in the vast empirical
literature, because it simultaneously attends to the three concepts of distance mentioned above.

In a similar vein, Azoulay et al. (2010) estimate the magnitude of spillovers generated by the
untimely death of 112 academic superstars in the life sciences on their coauthors’ research pro-
ductivity. They find a lasting and significant decline in publication output, which is surprisingly
homogencous across a wide range of coauthor characteristics. But they do not observe a differ-
ential effect of a prominent collaborator’s death for co-located coauthors. They interpret their
findings as providing evidence that part of the scientific field embodied in the “invisible college”
of coauthors working in a particular area dies along with the star.

A second fundamental idea in the study of knowledge spillovers is that of absorptive capac-
ity: absorbing spillovers from other firms requires doing rescarch yourself (Cohen and Levinthal
1989, 1990). Using a datasct that combines the Federal Trade Commission’s line of business in-
formation with Levin ct al. (1987) survey data, these authors find that spillovers from input
suppliers can be absorbed with less R&D investment than spillovers from government and uni-
versity labs. In the setting of pharmaceutical drug discovery, Cockburn and Henderson (1998)
document strong correlations between the extent of ties between firms and academic science
(mostly through coauthorship of scientific articles) and these same firms’ research productivity.
Moreover, building absorptive capacity has implications for the organization of R&D activity.
Henderson and Cockburn (1994) use detailed data at the research program level from ten phar-
maceutical firms and show that firms that adopted the practices of open science to motivate and
reward scientists increased their research productivity (as measured by important patents per
dollars invested) significantly during the 1980s.

A more recent literature stresses that there are other ways—beyond performingbasic R&D —
for firms to absorb outside knowledge. In a fascinating case study of the semiconductor industry,
Lim (2011) shows that IBM’s competitors were able to quickly imitate its design of copper
interconnects by working closely with equipment suppliers, collaborating with some key aca-
demic labs, and hiring newly minted PhDs and postdoctoral fellows in the relevant scientific

subfields.

2.4. The Mobility of Engineers and Human Capital Externalities

In her seminal study of the computer and semiconductor cluster in Silicon Valley, Annalee Saxe-
nian (1994) drew the attention of economists to the high rates of job hopping among engineers.
She ascribed the sustained success of Silicon Valley firms to the rapid movement of technical
professionals among firms in the region and pointed out that an accident of Californian legal
history precluded the enforcement of noncompete agreements in the state. Since then, an ever-
expanding empirical literature has documented more systematically that job hopping is indeed
a source of knowledge spillovers, and that these spillovers tend to be geographically localized
(Almeida and Kogut 1999; Fallick ct al. 2006).
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What is less clear from this evidence, however, is whether these spillovers correspond to true
externalities or whether there exist mechanisms through which the labor market can internalize
the effects. Pakes and Nitzan (1983) present a model in which engineers bond themselves to
their firms by accepting lower entry wages. Moen (2005), using matched employee/employer
data from Norway, compares the wage-experience profiles of engineers and nontechnical white
collar workers and finds that they are steeper for the former group of employees than for the
latter. This suggests that the potential externalities associated with labor mobility are partially
internalized in the labor market.

Our knowledge of the practices used by firms to manage outgoing and incoming knowledge
spillovers is still fragmentary. The best-known evidence probably pertains to the role of scientific
superstars documented by Zucker et al. (1998). These authors document a robust correlation
between the rates of founding of new biotechnology firms and proximity to scientists who
are leaders in the relevant subfields of biology. In the same spirit, Lacetera et al. (2004) show
that pharmaceutical firms are more likely to change the organization of their drug discovery
operations toward the open science model after hiring academic superstars. In this line of
rescarch, the direction of causality has not been clearly established, for a number of reasons.
First, high-quality data on employee mobility is hard to come by. A popular approach has been
to rely on patent or publication data to ascertain the movement of employees across firms,
but it is obviously problematic to base mobility on potentially endogenous output measures
(Almeida and Kogut 1999; Rosenkopf and Almeida 2003). Second, even if mobility could be
measured with less error, there is always the possibility that scientists’ or engineers’ movements
in and out of firms are driven by expectations regarding future firm productivity. A productive
avenue for mobility research is to gather much more detailed data on individuals to extract
exogenous variation in exposure to talent. Life cycle events, such as marriage, birth of children,
and becoming “empty nesters” might provide such variation. An alternative is to focus instead on
policy changes that affect rates of mobility among technical personnel. Marx et al. (2009) exploit
Michigan’s inadvertent reversal of its noncompete enforcement legislation to demonstrate that
noncompetes decrease inventor mobility by 34%. Although this effect is not by itself surprising,
the study’s design can be thought of as providing a plausible first stage to study the effect of

engineers mobility on productivity.

2.5. Organizational Structure

In their efforts to broaden the range of organizational characteristics that impinge on the in-
novation process, economists and other social scientists have focused on various aspects of
organizational structure. We focus here on three of the most salient: the choice between cen-
tralized and decentralized R&D activities, the effect of takeover and acquisitions on innovation,
and the design and composition of R&D project teams.

2.5.1. Corporate R&D Laboratories versus Decentralized Innovation

Managerial scholars have long debated the relative merits of centralized R&D labs and decen-
tralized R&D activities (Rosenbloom and Spencer 1996). Centralized R&D labs can potentially
engage in nonlocal search activities and focus on long-term projects, but they run the risk
of slowly evolving into ivory towers. Decentralizing R&D investment into divisions prevents
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employee-technologists from losing sight of market imperatives, but it might result in a slow
degradation of technological and scientific competencies. Some recent studies appear to support
the view that centralized R&D more effectively supports wide-ranging innovative activities.

Using a sample of 71 large research-intensive corporations, Argyres and Silverman (2004)
show that firms with centralized R&D labs generate more highly cited patents than do firms
with decentralized or hybrid R&D structures. Lerner and Walf (2007) combine information
about structure with data on incentives provided to corporate R&D managers among Fortune
500 firms. They find that long-term incentives (stock options and restricted stock) result in
patents than are more heavily cited, but this relationship is driven solely by firms with centralized
R&D.

Together, these studies suggest that aligning the incentives of corporate R&D staffwith those
of the firm as a whole can mitigate the risk that research output loses relevance, with important
caveats. First, patent citations are far from an ideal measure of the relevance of the research to
the firm’s product markets; sales from innovative products would be a more appropriate metric.
Second, the choice of structure is potentially endogenous, and the studies provide suggestive
conditional correlations, not estimates of causal effects. The relative virtues of centralized and
decentralized R&D structures remain a relatively open question.

2.5.2. Takeovers, Mergers, and Acquisitions: Much Ado about Nothing?

In the 1970s and 1980s, the rise of Japan as an industrial giant stirred a debate in the United
States and Europe about the effects of takeovers and merger activity on the rate and direction of
R&D undertaken by firms. This prompted several studies probing the link between corporate
restructurings and the intensity of R&D among U.S. manufacturing firms. Although the zeit-
geist that provided the impetus for these studies has changed radically in the past 20 years, two
papers by Bronwyn Hall stand out as particularly informative (Hall 1990, 1991).

As usual, the devil lies in the details of the econometric exercise, but in both cases, the effects
she uncovers are of a relatively small magnitude—certainly smaller than what the hyperbolic
statements of policymakers at the time would have implied. Hall finds that public firms involved
in acquisitions where both partners are in the manufacturing sector have roughly the same
pattern of R&D spendingas the sector as awhole, and that the acquisition itself does not cause a
reduction in R&D activity. Moreover, the target’s R&D capital seems to be valued more highly
by the acquirer than by the stock market itself (Hall 1991). In a second paper, Hall also studies
the effects of leveraged buyouts. Here, she finds a more pronounced negative effect of increased
leverage on R&D intensity, but because the firms taken over as a prelude to leveraged buyouts
tend to be in less R&D-intensive segments, it seems unlikely that the leveraged buyout wave of
the 1980s and early 1990s had a significant negative effect on R&D expenditures (Hall 1990).

2.5.3. Performance of R&D Project Teams: The Role of Social Structure
Employee-technologists are very often organized in project teams. Economists have long studied
the provision of incentives in teams, including peer pressure (Kandel and Lazear 1992) and
collective rewards (Che and Yoo 2001). Here we draw attention to a distinct attribute of R&D
teams that has been shown to play a role in explaining their performance: the structure of the
social networks to which team members belong.
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Economists have contributed very little to this vibrant area of social science research. In light
of the relevance of the results to the rate of technological innovation inside organizations, we
chose to include a bare-bones exposition of the key idea, partly in the hope of stimulating econ-
omists’ interest in the topic. Sociologists characterize social networks as cohesive or closed when
many redundant contacts exist among network members. In a closed network, information
flows quickly from one individual to another. In contrast, social networks can be rich in struc-
tural holes, that is, when some individuals can broker ties between subgroups that would have
otherwise no opportunity for communication (Burt 1992). A central trade-off arises because
network closure among team members makes coordination easier—which is beneficial in the
execution phase of a project. At the same time, assembling in a team individuals whose social
worlds do not overlap provides learning benefits, because it ensures that team members will be
exposed to diverse sources of information (Burt 2004). In a fascinating paper, Reagans ct al.
(2004) provide evidence from a contract research organization that sheds light on how orga-
nizations can resolve this tension. Using the fact that employees participate in several distinct
teams over the period during which they collected the data, these authors show that the most
effective project teams have both high internal density (i.c., strong ties exist among team mem-
bers) and high external range (i.c., team members have ongoing relationships with employees
belonging to a diverse set of other project teams).

Of course, an economist might be skeptical of the empirical results for a variety of standard
reasons. We might rightly wonder about simultaneity or omitted variables, though the authors
have designed the study while attending to these concerns. More importantly, the outcome
variable—time to project completion—is not ideal, especially as other research has found that
employees in brokerage positions extract higher wages from their employers. Nonetheless, the
effects the authors uncover are important in magnitude and statistically significant. Given the
explanatory power of social network theories, it would seem that economists ignore these
findings to their own detriment.

2.6. The Extensive Margin: When Established Firms Fail to Innovate at All

Rather than ask whether large firms invest more in R&D relative to small ones, another line
of research focuses on evaluating theoretically and empirically the costs and benefits of market
incumbency.

One branch of the literature provides an explanation for the dominance of entreprencurial
firms in new industries. Aron and Lazear (1990) present a model in which new firms pursue
high-variance strategies and hence are more likely to introduce new products. Prusa and Schmitz
(1994) test their argument by examining the introduction of new software programs. The
authors suggest that new firms appear to be more effective at creating new software categories,
whereas established firms have a comparative advantage in extending existing product lines. It
should be noted that models like that of Aron and Lazear pertain to innovation generally, not
necessarily to technological innovation.

A distinct stream of research explores the conditions under which market incumbents can
adapt in the face of technological change. Here there has been a closer connection between
theoretical work and empirical studies. The theoretical debate is well known and has been
reviewed elsewhere (e.g., Reinganum 1989). In brief, models of technology races make sharply
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different predictions about the innovation incentives of incumbents and entrants depending
on (1) the nature of uncertainty (i.c., can investment shift the timing of the new product’s
introduction?) and (2) whether the innovation is radical or incremental (i.c., is the new product
so obviously superior that demand for the old product disappears?) (Gilbert and Newberry
1982; Reinganum 1983).

Because these features are hard for researchers to measure, empirical work has attempted to
test the implications of racing models rather than compare the models directly. Lerner (1997),
in his empirical examination of the disk drive industry, is a good example of this approach. For
cach product generation, he finds that firms who followed the leader in the previous generation
display the greatest propensity to innovate. Interestingly, the same pattern does not exist in
situations where strategic incentives are muted, as is the case when the firm is a division within a
vertically integrated firm. Lerner interprets these findings as providing support for Reinganum’s
model of technological racing, butitis not clear thatinnovation in the disk drive industry should
be construed as radical. In particular, the old and new generations of products tend to coexist
for a period of time, because they typically appeal to distinct customer segments.

Christensen (1997) provides a different interpretation of the same phenomenon. According
to his analysis, the new product generation initially poorly serves the needs of the incum-
bent’s customers, but its quality eventually catches up. This presents an ideal situation for
entrants to exploit incumbents’ blind spots, which stem from their single-minded focus on ex-
isting customers. Christensen goes on to recommend that established firms systematically create
“skunkworks” to incubate their next generation of products, far from the paralyzing influence
of the old business.

Economists will naturally be skeptical of such a blanket recommendation. The disk drive
industry is characterized by a weak appropriability regime (patents can be invented around),
and it would be hazardous for an entrant to try to license an innovation to an established
firm. The conclusions may be therefore highly contingent on particular industry characteristics.
Nonetheless, the reasons behind the apparent bias of incumbents in favor of home-grown
technology is a recurrent theme of the managerial literature, and its persistence and effects are
worthy of attention by economists.

Other strands of the managerial literature put forth a conception of radical and incremen-
tal innovations based on supply-side considerations: A radical innovation is one that destroys,
or at least does not build on, the technological capabilities of incumbent firms (Tushman and
Anderson 1986). In her study of the photolithographic industry, Henderson (1993) notes that
it is entirely possible for innovations to be incremental in an economic sense but radical in an
organizational sense, and she provides evidence that incumbents have particular difhculty adape-
ing to such architectural changes. Using qualitative evidence, she explores the mechanisms that
might explain the incumbents’ lack of success in commercializing architectural innovations. She
advances two types of explanations. The first focuses on dysfunctional incentives and stilted
communication channels; the second emphasizes behavioral biases that affect the managers of
incumbent firms. One lesson from recent advances in behavioral corporate finance is that cogni-
tive biases can magnify the salience of agency problems in firms (Baker et al. 2007). The study of
internal capital markets—especially in the presence of informed but biased R&D managers—
seems a very promising area for future research. So far, the growing literature on internal capital
markets (reviewed by Gertner and Scharfstein, this volume) has been largely focused on resource
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allocation in diversified publicly listed conglomerates. Although attention has increasingly been
paid to the role of divisional boundaries on R&D investment and productivity (e.g., Seru 2010),
further progress in this area will probably require access to finer-grained, project-level data.

Before moving on to other issues, we can venture a few conclusions. First, most of what
economists know about technological innovation and organizations does not stem from the
mining of traditional datasets. On the contrary, some of the more lasting insights come from the
collection of original data atalevel that is usually finer grained than the whole organization. Case
studies also inform the state of economists’ knowledge on these topics. Second, the empirical
literature has been rather casual in its treatment of endogeneity issues, though there are of course
exceptions (e.g., Stern 2004). What is missingare more systematic attempts to estimate the causal
effect of various features of firms’ internal organization on innovative outcomes.

3. Contracting and Innovation

One of the most fertile areas of research in recent years has been the relationship between
innovation and contracting. Thanks to a variety of theoretical work, we now better understand
the critical importance of contracting in the innovation process and the ways in which contract
structure can affect the innovations being undertaken.

3.1. Why Is Contracting Important for Innovation?

One of the dominant features of many high-technology industries has been a reliance on con-
tracting. In many cases, start-up firms, rather than going head-to-head with established incum-
bents, will choose to license technologies to their peers. Such industries as telecommunications
and biotechnology have been profoundly shaped by this business model.

Itis natural to wonder what the rationale for this approach in technology-intensive industries
is. Gans and Stern (2000) suggest that there are several reasons firms will choose a cooperative
strategy, including avoidance of thinner profit margins and duplicative investments associated
with head-to-head competition. They argue that a cooperative strategy is more likely for stare-
ups in three cases: when intellectual property rights are stronger (which puts the start-up firm
in a better bargaining position with potential licensors), when intermediaries who can facilitate
and reduce the costs of such transactions are present, and when established firms have made ex-
pensive investments (e.g., in a sales force) that the start-up would need to duplicate. The authors
show that these patterns not only hold theoretically but also in a survey of the commercialization
strategies of more than 100 start-up firms.

This rationale for cooperative commercialization is compelling, but efforts to contract on
technology often encounter many challenges. In many instances, academic technology man-
agers or corporate executives secking to commercialize carly-stage technologies have encoun-
tered real difficulties. They may find investors unwilling to invest the time and resources to
examine early-stage technologies, or offering only modest payments in exchange for large stakes
in innovations that the scientists, technology transfer officers, and company executives believe
to be quite valuable.

Much of this reluctance stems from the information problems that surround innovations,
particularly in technologically advanced industries, which often scare off potential investors.
The work of Guedj and Scharfstein (2004) highlights the importance of these information
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problems. The paper documents the extent of agency problems among young biotechnology
firms, which emerges from a comparison with established pharmaceutical companies. The
authors show that the young firms—particularly those with large cash reserves—are more likely
than their more established peers to push drug candidates forward in clinical trials, but the
success rate in these trials is much lower. The evidence points to an agency problem, in which
managers of single-product early-stage firms are unwilling to drop the development of their
only viable drug candidates, and the difficulty that outside sharcholders have in monitoring
innovative activities.

The consequences of these difficulties have been illustrated by Shane (1995) and Majewski
(1998), who examine the decisions of biotechnology firms to raise capital through public
markets and alliances. Through their different methodologies, these authors show that firms
turn to alliance financing when asymmetric information about the biotechnology industry
is particularly high. During these periods—which are measured through such proxies as the
variance of the returns of biotechnology securities—firms are likely to delay the time until
their next equity issuance and to rely on alliances rather public offerings as a source of external
financing. The authors argue that the greater insight on the part of the pharmaceutical company
into the nature of the biotechnology firm’s activities allows it to make successful investments at
times when uninformed public investors are deterred by information problems.

3.2. Contract Structure and Innovation

Much academic interest in recent years has surrounded the question of how firms contract for
innovations and the implications of these contracts. The seminal work of Aghion and Tirole
(1994) has inspired a variety of investigations.

This work builds on the tradition, beginning with Grossman and Hart (1986) and Hart and
Moore (1988), that depicts incomplete contracting between a principal and an agent. A typical
assumption is that it is impossible for the two parties to write a verifiable contract, enforceable in
a court of law, that specifies the effort and final output of the two parties. This is because there
are many possible contingencies, not all of which can be anticipated at the time the contract
is drafted. Due to this nonverifiability problem, these models suggest that it is optimal for
ownership of the project to be assigned to the party with the greatest marginal ability to affect the
outcome. This party, who will retain the right to make the decisions that cannot be specified in
the contract ex ante, should also receive any surplus that results from the project. Because of this
incentive, the party will make the decisions that maximize—or come close to maximizing—the
returns from the project.

Aghion and Tirole (1994) adapt this general model to an R&D alliance between two firms.
In their basic model, the authors assume that the research unit is without financial resources of
its own, cannot borrow any funds, and has no ability to commercialize the innovation itself. As
a result, it turns for financing to a customer, a firm that may intend to use the product itself or
to resell it to others but cannot make the discovery independently. The success of the research
project is an increasing function, though at a decelerating rate, of both the effort provided by
the research unit and the resources provided by the customer.

Developing a contract between the two parties is challenging. Even though the ownership
of the product can be specified in an enforceable contract, and the resources provided by the
customer can also be so specified, uncertainty precludes writing a contract for the delivery of a
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specific innovation. Similarly, an enforceable contract cannot be written that specifies the level
of effort that the research unit will provide.

Aghion and Tirole (1994) consider two polar cases: when the research unit has the ex ante
bargaining power and when the customer does. When the research unit has the bargaining
power, the ownership of the research output will be efhciently allocated. If the marginal impact
of the research unit’s effort on the innovative output is greater than the marginal impact of the
customer’s investment, then the research unit will receive the property rights. If not, the research
unit will transfer ownership to the customer in exchange fora cash payment. This result is similar
to that of Grossman and Hart (1986).

When the customer has the bargaining power, a different pattern emerges. If it is optimal
for the customer to own the project, it will retain the project. If, however, the total amount of
value created would be greater were property rights to be allocated to the research unit, the ideal
outcome will not be achieved, because the cash-constrained research unit will not have enough
resources to compensate the customer. As a result, an inefhicient allocation of the property rights
occurs, with the customer retaining the rights to the invention.

This work has inspired a variety of empirical investigations. Lerner and Merges (1998) ex-
amine the determinants of control rights in a sample of 200 alliances between biotechnology
firms and established pharmaceutical firms. This setting is particularly auspicious, because it
exhibits wide variation in contractibility (e.g., carly-stage versus late-stage projects) and bar-
gaining power (c.g., does the start-up have other products in development or is it essentially a
single-product firm?). They analyze the share of 25 key control rights allocated to the financing
firm by regressing the assigned number of rights on independent variables denoting the project
stage and financial conditions, as well as on controls for a variety of alternative explanations. The
results are generally consistent with the framework developed by Aghion and Tirole (1994): the
greater the financial resources of the R&D firm, the fewer control rights are allocated to the fi-
nancing firm; in contrast, there is no evidence that early-stage projects are associated with more
control rights being assigned to the research-based firm.

Lerner and Malmendier (2010) expand on this line of rescarch. They point out that the
key variable in Lerner and Merges (1998) is a bit of a grab bag. Among these 25 decision
rights, which ones really matter? They also point out that Aghion and Tirole’s (1994) canonical
model should not be taken too literally. Rather, they ask what central incentive problem the
proper assignment of these rights should alleviate. Based on insights gained from conversations
with practitioners, they conjecture that pharmaceutical firms are especially worried that their
biotechnology partners will inappropriately cross-subsidize other projects using the payments
received as part of a specific drug development project. They go on to develop a simple model
in the spirit of Aghion and Tirole but tailored to the specifics of the context at hand. This
leads them, in turn, to focus on the allocation of a specific contractual clause: a termination
right coupled with broad transfer of intellectual property and associated payments. The model
makes some specific predictions: (1) such clauses should be more frequently observed when
the direction of research is less contractible (e.g., when the alliance does not center on a “lead
compound” with a specific chemical formula); and (2) this correlation should be much weaker,
or even go away, when the biotechnology firm is not financially constrained (e.g., when the
biotechnology firm has low net income). These sharp predictions are borne out in the empirical
analysis and appear robust to a number of carefully examined alternative explanations.
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Whereas Aghion and Tirole (1994) do not explicitly depict a role for the public market,
Lerner et al. (2003) argue that variations in the availability of public financing will affect the
bargaining power of R&D firms. During periods when public financial markets are readily
accessible, these firms may be able to finance projects through either public equity issues or
alliances. But during periods when equity issues are more difficult, R&D firms may have few
alternatives to undertaking alliances. In the latter periods, it is also reasonable to assume that
the R&D firm’s bargaining power will be considerably reduced.?

The authors examine these patterns in biotechnology, noting that equity financing in the
industry has undergone dramatic variations over the years. These shifts have been largely in the
nature of industrywide shocks. The authors show that in periods when public equity financing
is readily available, the agreements are more likely to grant key control rights to the R&D firm.
This pattern—consistent with the theory of Aghion and Tirole (though, of course, with other
theories as well)—holds even after controlling for variations in the quality of the technology in
the agreement. Lerner etal. (2003) then examine whether the agreements are successful in terms
of the progress of the product under development. Alliances that grant the bulk of the control to
the R&D firm are more successful, an effect that is more pronounced in weak financing markets,
as Aghion and Tirole (1994) predict.®

Finally, the authors examine the likelihood of renegotiation. If it would have maximized
innovative output to assign control to the small biotechnology company, but this allocation of
control was precluded by financial market conditions, there should then be a distinct pattern in
renegotiations. In particular, when financing conditions for biotechnology firms improve, the
agreements that assign the bulk of the control to the financing firm should be disproportionately
renegotiated. The empirical results are consistent with this pattern.*

Robinson and Stuart (2007) take a different approach, examining 125 alliances involving ge-
nomics research at young biotechnology firms. The authors consider a variety of characteristics
of these contracts, including the use of equity, extent of up-front payments, contractual provi-
sions employed, provisions regarding termination, and length of the agreement. Although it is
difhcult to do justice to so many disparate analyses in a brief summary, the key findings are the
resemblance between strategic alliances and venture capital contracts® and the importance of
contractual provisions that are difficult to verify. The authors interpret the latter conclusion as

2. Asnoted above, the posited relationship between the strength of the public equity market and the bargain-
ing power of the R&D firm is not explicitly modeled in the Aghion-Tirole model. Under the plausible assumption
thatin the subset of parameters where the R&D firm chooses an alliance instead of public equity issue, the strength
of the market still affects the R&D firm’s bargaining power in choosing the terms of the alliance, an extension to
their model could deliver this result. The claim that control rights are more likely to be transferred to the financing
firm during periods of diminished public equity market activity is also supported by theoretical work by Aghion
and Bolton (1992) and Holmstrém and Tirole (1997).

3. Ofcourse, if we assume that having the R&D firm control the alliance is inevitably efficient, then it is hard
to distinguish the Aghion-Tirole hypothesis from one where the lack of financial resources leads the R&D firm to
make important concessions. The results regarding the renegotiations of alliances, however, seem less consistent
with this alternative hypothesis.

4. See Elfenbein and Lerner (2003) for another example of an analysis of these issues.

5. This point has also been raised in the work of legal scholars, such as Bernard Black, Ronald Gilson, and
Robert Merges. For one example, see Merges (1995).
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raising doubts about the substantial literature on incomplete contracts most closely associated
with Grossman, Hart, and Moore.

3.3. Spin-offs and Firm Boundaries

A consequence of the ability of start-up firms to enter into contracts with established firms
is that industry structure may change. The prospect of garnering profits through licensing—
or alternatively, through successful head-to-head competition—may lead individuals to leave
established firms and begin new concerns. A varicty of work has examined these changes to
industry structure and the consequences for innovation.

Much of this literature highlights the dithculties that firms face when managing multiple
projects in a single organization. This literature has been largely motivated by the diversification
discount puzzle: the empirical observation that diversified firms appear to trade at prices that
are significantly below those of comparable portfolios of specialist firms.

Much of the literature has highlighted the presence of agency problems in firms. Jensen
(1986), for instance, suggests that CEOs have a tendency to use the cash flows from the busi-
ness to overinvest in unprofitable projects. Scharfstein and Stein (2000) argue that the presence
of agency problems at both the CEO and divisional manager level may lead to firms overin-
vesting in weaker projects and neglecting stronger ones, particularly when there is a substantial
divergence in the projects and when the CEO has low-powered incentives.®

Several works have explicitly examined the trade-off between undertaking an innovative
project in a major corporation and in a start-up firm. Typically, they assume that an employee
makes a valuable discovery while working for an established firm. These models usually assume
that substantial informational asymmetries preclude the established firm from learning (at
least initially) about the project’s prospects. In some cases, the difficulties of contracting and
bargaininglead to an independent firm being established. Wiggins (1995) predicts that projects
that are high risk, take longer to develop, and are less capital intensive will be more likely to
be pursued in independent firms. Although employing a somewhat different theoretical setup,
Anton and Yao (1994) similarly conclude that more radical innovations will be more likely to
be pursued in start-ups.”

These issues are captured nicely in a model by Hellmann and Perotti (2011), who explore the
challenges that an inventor who has developed an incomplete idea faces. They argue that if the
would-be entreprencur can find a third party (e.g., a venture capitalist) to evaluate his idea, he
will be able to validate his concept and decide whether to invest more resources into it. But the
third party may be tempted to report to the inventor that the idea is worthless, and then steal
the idea and commercialize it herself. They argue that the likelihood a third party will respond
truthfully depends on the extent to which her skills are complementary with, or simply identical
to, those of the inventor.

6. Although the work is not cast in this manner, the findings of Steven Klepper highlighting the importance
of disagreements among individuals as a driver of new firm formation (e.g., Klepper and Thompson 2005) may be
seen as consistent with these arguments.

7. Dix and Gandelman (2007) and Hellmann (2007) are two more recent examinations of these questions.
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Alternatively, the entrepreneur may take the idea to his employer. Although this approach
may not be as efficient in some respects (the firm may not have as much expertise asa third party),
Hellmann and Perotti argue that firms can more readily develop a reputation for trustworthiness
and honesty. They argue that these commitments are least likely to be honored when the
invention is very valuable: in these instances, individual investors are more likely to try their
luck in the treacherous open market.

Acemoglu etal. (2003) take a somewhat broader view of these questions. They depict a world
where firms can engage in two activities: adopting existing technologies from the world’s best
innovators and developing innovations themselves. They argue that managerial skill is relatively
unimportant in the adoption process but is critically important to successful innovation. As a
result, in countries where technology is more advanced—and hence, the returns from imitation
are lower—it becomes critically important to select the right managers. Thus, they suggest, as
countries approach the technological frontier, technology-intensive industries should become
increasingly Darwinian, with younger firms, shorter relationships among firms, and more weed-
ing out of managers.

On the empirical side, Gompersetal. (2005) contrast two views of the spin-off process. In one
view, individuals already working for entreprencurial firms—particularly those already backed
by venture capitalists and located in hotbeds of venture capital activity—may find launching
their own venture less daunting than others might for a number of reasons. These reasons
include: they have already been exposed to a network of suppliers of labor, goods, and capital,
as well as a network of customers (Saxenian 1994); they have already learned by doing how to
establish an entrepreneurial firm; or individuals with a higher taste for risky activities may have
already found their way to entreprencurial firms, consistent with models of the sorting processes
(Jovanovic 1979; Holmes and Schmidt 1990; Gromb and Scharfstein 2002).

Alternatively, individuals become entreprencurs because the large bureaucratic companies
for which they work are reluctant to fund their entreprencurial ideas. As discussed above,
established firms may be incapable of responding to radical technological changes that upset
the established ways of organizing their businesses, or these hicrarchical organizations may
have a hard time assessing such investment opportunitics (Stein 2002; Berger et al. 2005).
After systematically examining which publicly traded firms had employees depart to start new
venture-backed firms, Berger et al. and Stein conclude the findings appear to be more consistent
with the view that entreprencurial learning and networks are critical factors in the creation of
venture-backed firms.

Azoulay (2004) examines instead the question of how the innovative process affects firms’
vertical integration decisions. Pharmaceutical companies have long outsourced at least part
of the process by which new drugs are evaluated (known as clinical trials) to specialists in
these procedures. He argues that these trials typically are dominated by one of two tasks,
routine compilation of data on the drugs’ effectiveness and more fundamental analyses of the
pharmaceuticals’ workings.

The analysis suggests that firms respond to this variation. They will choose to undertake the
project in-house, or alternatively outsource it, depending on the nature of activities that will
dominate the trial process. In the more cutting-edge projects involving the production of new
knowledge, they are more likely to use their own employees. A key driver of this choice, Azoulay
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(2004) argues, is the difficulty of measuring contractor performance when undertaking truly
innovative activities: the difficulty of designing appropriate incentives for innovation leads to
the choice of firm boundaries.

3.4. New Organizational Structure and Innovation

Another area of considerable research interest has been the growth of new organizational struc-
tures to promote innovation. These have many intriguing features, which will well reward on-
going research.

Perhaps the most intriguing of these topics is the open source process of production and
innovation, which seems very unlike what most economists expect. Private firms usually pay
their workers, direct and manage their efforts, and control the output and intellectual property
thus created. In an open source project, however, a body of original material is made publicly
available for others to use, under certain conditions. In many cases, anyone who makes use
of the material must agree to make all enhancements to the original material available under
these same conditions. This rule distinguishes open source production from, say, material in
the public domain and “shareware.” Many contributors to open source projects are unpaid.
Indeed, contributions are made under licenses that often restrict the ability of contributors to
make money on their own contributions. Open source projects are often loosely structured,
with contributors free to pursue whatever area they feel most interesting. Despite these unusual
features, recent years have seen a rise of major corporate and venture capital investments into
open source projects.

Economics research into open source has focused on two issues. The first has been the mo-
tivation of contributors. Lerner and Tirole (2002) argue that the standard framework of labor
economics can be adapted to capture activity in the open source environment. Even if there are
no short-run monetary returns from working on open source projects, they argue that participa-
tion can have important signaling benefits in the long run. The paper highlights the importance
of programmers’ desire to signal their quality—that is, the desire to impress prospective employ-
ers and financiers, as well as obtain peer recognition—as a spur to contributing to open source
projects. The presence of these signaling incentives will lead to more success for open source
projects where contributions are more visible to the relevant audience (e.g., peers or employers)
and where the talent of the contributor is better discerned from his or her contributions. These
observations lead to a series of predictions about the likely success and structure of open source
projects.

The empirical evidence, particularly the survey work of Hann et al. (2004), is largely consis-
tent with the belief that individual contributors to open source projects do ultimately benefic
financially from their participation in these projects. The results suggest that the sheer volume
of contributions to the Apache project have little impact on salary. But individuals who attain
high rank in the Apache organization enjoy wages that are 14-29% higher, regardless of whether
their work directly involves the Apache program.

The second issue on which economists have focused concerns the legal rules under which
open source projects operate. The licenses differ tremendously in the extent to which they enable
licensors and contributors to profit from the code that is contributed.
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Lerner and Tirole (2005) argue that permissive licenses, where the user retains the ability to
use the code as she sees fit, will be more common in cases where projects have strongappeal to the
community of open source contributors—for instance, when contributors stand to benefit con-
siderably from signaling incentives or when the licensors are well trusted. Conversely, restrictive
licenses, such as the General Public License, will be commonplace when such appeals are more
fragile. Lerner and Tirole also examine the licenses chosen in 40,000 open source projects. The
authors find that, consistent with theory, restrictive licenses are more common for applications
geared toward end users and system administrators. Similarly, projects whose natural language is
not English—whose community appeal may be presumed to be much smaller—are more likely
to employ restrictive licenses.

But many issues posed by open source are not unique to this setting. Open source can be
seen as at the end of a spectrum of technology-sharing institutions. Many of these other institu-
tions have encountered similar conflicts. Leaders of patent pools, for instance, have had to deal
with the conflicting goals of the potential members, sometimes reconciling their disparate goals
successfully and in other cases failing to overcome these gaps. To cite another example, the chal-
lenges of enlisting cooperation from commercial firms while guarding against opportunistic be-
havior are familiar to leaders of standard-setting organizations. These institutions have lengthy
and well-documented track records; for example, the first patent pool dates back to the 1850s.

The modern study of patent pools has its origins in the work of Shapiro (2001), who uses
Cournot’s (1838) analysis to point out that patent pools raise welfare when patents are per-
fect complements and harm it when they are perfect substitutes. Although this observation is a
useful first step in the antitrust analysis of patent pools, patents are rarely perfect complements
or perfect substitutes. Indeed, antitrust authorities sometimes are unsure about the relation-
ships among the patents. Moreover, frequently observed features of pools, such as provisions
demanding independent licensing, cannot be analyzed in a setting where only the polar cases
exist.

Lerner and Tirole (2004) build on this work, analyzing the strategic incentives to form a
pool in the presence of current and future innovations that either compete with or are comple-
mentary to the patents in the pool. The authors begin with a very stylized model (though one
that allows the full range between the two polar cases of perfectly substitutable and perfectly
complementary patents) and then consider progressively more realistic scenarios. A major fo-
cus of the analysis is the process through which competition authorities examine patent pools.
Recent antitrust doctrines are that only “essential patents” should be included in pools and that
patent owners retain a right to license their invention separately from the pool (known as “in-
dependent licensing”). Among other conclusions, the paper highlights the effectiveness of the
demands for independent licensing: a pool is never affected by the possibility of independent
licensing if and only if the pool is welfare enhancing.

Lerner et al. (2008) empirically focus on patent pools. They construct a sample of 63 pools
established between 1895 and 2001 and determine the structure of these agreements. They then
analyze the determinants of the features of these agreements and highlight the extent to which
the structure does appear to be consistent with theoretical predictions.

These areas are certainly not the only ones of interest to researchers in terms of new organiza-
tional forms and innovation. Open source and academia have many parallels. The most obvious
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parallel relates to motivation. As in open source, the direct financial returns from writing aca-
demic articles are typically nonexistent, but career concerns and the desire for peer recognition
provide powerful inducements. In recent years, academic institutions have begun more aggres-
sively experimenting with new organizational forms, whether in the hopes of more thoroughly
diffusing their discoveries (e.g., the Biological Resource Centers; Furman and Stern 2011) or to
more effectively profit from their intellectual property.

Another fascinating and important area is the study of standard-setting bodies. This topic is
important because how open a standard is can critically affect its evolution. The rapidity with
which the standard is adopted and the incentives to innovate may be shaped by this decision. For
instance, the Internet today runs on a nonproprietary architecture largely because the Internet
Engineering Task Force in its early years had a strict policy of only incorporating technology
where the developer agreed to license it on reasonable and nondiscriminatory terms. Had the
Standard-Setting Organization had a more permissive policy (as indeed they adopted in the
mid-1990s), the development of the Internet may have been very different (Bradner 1999).
Although there have been some initial looks at standard-setting bodies and how they affect
innovation (Lerner and Tirole 2006; Chiao et al. 2007; Greenstein and Stango 2007; Simcoe
2012), much more needs to be done.

4. The Financing of Innovation

Another cluster of relevant research has been in finance literature. Although the relationship
between finance and innovation has been studied in many contexts not particularly relevant to
organizational economics—for instance, work on the market reaction to the announcement of
R&D projects and the value relevance of R&D expenditures in accounting statements—other
work is very germane.

In this section, we highlight two relevant bodies of work. The first of these stresses the im-
portance of capital constraints and the financing of innovation. The second focuses on financial
intermediaries—particularly venture capitalists—and their role in fomenting innovation®

Another source of uncertainty surrounds the ability of capital constraints—or limits on the
ability to raise external financing—rto affect the innovation process. Even if a firm has a great
idea, it may be unable to raise the capital to market it.

4.1. Capital Constraints and Innovation

The examination of financial constraints has been an important topic in corporate finance. In
practitioner accounts and theoretical models, the state of financial markets may limit a firm’s
ability to raise outside capital. This inability to raise capital may stem from information gaps or
an inability to reach a satisfactory contract on the outcomes of a venture. In this environment,
good projects may find it impossible to get financing on reasonable terms if the firm does not

have enough internal funds.

8. Even here, there is other work we do not discuss. One example is work on R&D financing organizations,
such as those typically seen in the biotechnology industry (Beatty et al. 1995).
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Avariety of empirical studies of financial constraints explore the investment behavior of firms
and its sensitivity to changes in internally generated funds. Fazzari et al. (1988) find that firms
with low or no dividend payout ratios are more likely to have investment that was sensitive
to changes in free cash flow. The authors interpret their results as demonstrating that capital
constraints likely affect companies that do not pay dividends, as they forego investment when
internal cash is not available. In a similar vein, Lamont (1997) looks at companies that have
oil-related production and nonoil-related businesses. He finds that investments in the nonoil-
related businesses are dramatically affected by swings in the world price of oil. This is true even
though the firm’s nonoil businesses were largely uncorrelated with the prospects for their oil
businesses. He interprets this result as suggesting the capital constraints limit the ability of firms
to raise outside financing.

Since Arrow (1962), it has been understood that not only investments in physical goods but
also innovation should be affected by an inability to raise capital. The substantial information
problems surrounding R&D projects make it difficult to raise external capital to finance them.
As a result, firms with promising projects may be unable to pursue them.

The sensitivity of innovation to capital constraints has been corroborated in a number of
studies. For instance, Himmelberg and Petersen (1994) look at a panel of small firms and show
that the sensitivity of R&D investment to cash flow seems to be considerably greater than that
of physical investment. This suggests that the problems discussed above are if anything more
severe for innovation as opposed to more traditional capital investments.

Economists have also studied the impact of debt on R&D spending. The classic study in this
mold, Hall (1990), shows that firms that take on more debt and increase their leverage tend to
reduce R&D spending. Similar conclusions are offered by Greenwald et al. (1992).

Thus, even if a firm develops an invention, it may not have the resources to commercialize
it. The difficulty of raising capital stemming from the information problems surrounding the
proposed innovation may preclude the development of innovations that would be otherwise
successful.

4.2. Financial Intermediaries and Innovation

A second relevant stream of the finance literature on innovation has examined the relationship
between intermediaries and innovation. Much of the attention here has focused on venture
capital organizations, that is, independently managed, dedicated capital focusing on equity or
equity-linked investments in privately held high-growth companies.

Venture capital has attracted extensive theoretical scrutiny. These works suggest that venture
capitalists promote innovation by mitigating agency conflicts between entreprencurs and in-
vestors. The improvement in efficiency might be due to the active monitoring and advice that is
provided (Hellmann 1998; Marx 2000; Cornelli and Yosha 2003), the screening mechanisms
employed (Chan 1983), the incentives to exit (Berglof 1994), the proper syndication of the in-
vestment (Admati and Pflciderer 1994), or investment staging (Sahlman 1990; Bergemann and
Hege 1998).

Theorists have suggested a variety of mechanisms by which venture capital may affect innova-
tion, but the empirical record is more mixed. It might be thought that establishing a relationship
between venture capital and innovation would be straightforward. For instance, one could look
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at regressions across industries and time to determine whether, controlling for R&D spending,
venture capital funding has an impact on various measures of innovation. But even a simple
model of the relationships among venture capital, R&D, and innovation suggests that this ap-
proach is likely to give misleading estimates.

Both venture funding and innovation could be positively related to a third unobserved factor,
the arrival of technological opportunities. Thus, there could be more innovation at times when
there was more venture capital, not because the venture capital caused the innovation, but rather
because the venture capitalists reacted to some fundamental technological shock that was sure to
lead to more innovation. To date, only two papers have attempted to address these challenging
issues.

The first of these papers, Hellmann and Puri (2000), examines a sample of 170 recently
formed firms in Silicon Valley, including both venture-backed and nonventure firms. Using
questionnaire responses, the authors find empirical evidence that venture capital financing is
related to product market strategies and outcomes of start-ups. They find that firms that are
pursuing what they term an “innovator strategy” (a classification based on the content analysis
of survey responses) are significantly more likely to obtain venture capital and to obtain it more
quickly. The presence of a venture capitalist is also associated with a significant reduction in the
time taken to bring a product to market, especially for innovators. Furthermore, firms are more
likely to list obtaining venture capital as a significant milestone in the lifecycle of the company
compared to other financing events.

The results suggest significant interrelations between investor type and product market di-
mensions, and a role for venture capital in encouraging innovative companies. Given the small
size of the sample and the limited data, Hellmann and Puri (2000) can only modestly address
concerns about causality. Unfortunately, the possibility remains that more innovative firms se-
lect venture capital for financing, rather than venture capital causing firms to be more innovative.

In contrast, the second paper, Kortum and Lerner (2000), examines whether these patterns
can be discerned on an aggregate industry level rather than on the firm level. These authors
address concerns about causality in two ways. First, they exploit the major discontinuity in the
recent history of the venture capital industry: in the late 1970s, the U.S. Department of Labor
clarified the Employee Retirement Income Security Act, a policy shift that freed pensions to
invest in venture capital. This shift led to a sharp increase in the funds committed to venture
capital. This type of exogenous change should identify the role of venture capital, because it is
unlikely to be related to the arrival of entreprencurial opportunities. They exploit this shift
in instrumental variable regressions. Second, they use R&D expenditures to control for the
arrival of technological opportunities that are anticipated by economic actors at the time but
are unobserved by econometricians. In the framework of a simple model, they show that the
causality problem disappears if they estimate the impact of venture capital on the patent-R&D
ratio, rather than on patenting itself.

Even after addressing these causality concerns, the results suggest that venture funding does
have a strong positive impact on innovation. The estimated coefhicients vary according to the
techniques employed, but on average a dollar of venture capital appears to be three to four times
more potent in stimulating patenting than a dollar of traditional corporate R&D. The estimates
therefore suggest that venture capital, even though it averaged less than 3% of corporate R&D
from 1983 to 1992, is responsible for a much greater share—perhaps 10%—of U.S. industrial
innovations in this decade.
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Some of the most interesting theoretical work in recent years has focused not on the question
of whether venture capitalists spur innovation but rather on the socictal consequences of the re-
lationship between venture-backed entrepreneurship and innovation. Landier (2006) presents
a model in which entrepreneurial ventures succeed or fail on the basis of ability and luck.” He
argues that as the venture progresses, the entreprencur is likely to learn about the probable even-
tual success of the venture, but that the decision to continue or abandon it will not be the same
in all environments. In particular, the decision depends critically on how expensive it would be
to raise capital for a new venture from investors after a failure. In this setting, Landier shows,
multiple equilibria can arise. If the cost of capital for a new venture after a failure is not very high,
entreprencurs will be willing to readily abandon ventures, and failure is commonplace but not
very costly. Alternatively, if the cost of capital for failed entrepreneurs is high, only extremely
poor projects will be abandoned. Thus, socicties may differ dramatically in the prevalence of
experimentation in high-risk, innovative ventures.

5. Conclusion

In this chapter, we review the key features of the literature on innovation and organizational
structure. We highlight the key areas where work as been undertaken, as well as the limitations
of the literature to date.

Stepping back, two metathemes emerge across the strands of literature reviewed above. The
first is that there is now a much more fruitful back-and-forth between theoretical and empirical
work than was the case at the inception of the field. The patent race literature, for example,
was only looscly motivated by empirical observations and did not (at least initially) necessarily
provide much grist for the empiricist’s mill (e.g., Cockburn and Henderson 1994). Similarly,
much of the early empirical work on the relationship between firm size and innovation was
atheoretical.

In recent years, these two approaches have been moving more closely together. Consider, for
example, the response to the rise of an active market for early development projects in the bio-
pharmaceutical sector. These changes have made salient—in theorists’ minds—the possibility
of appropriating at least part of the returns from innovation on the ideas market, rather than
on the product market. In addition, they have stimulated both theoretical work and empirical
investigations that test these theories’ specific predictions, cither in different papers (Gans and
Stern 2000; Gans ct al. 2002) or sometimes in a single paper combining theory and evidence
(Lerner and Malmendier 2010). These developments bode well for future research in this area.

The second theme pertains to the style of empirical work practiced by applied economists
studying innovation and organizations. Although aware of the perils involved in sweeping gen-
eralizations, it seems clear to us that we are lagging behind other subfields of microeconomics in
our treatment of endogencity and unobserved heterogeneity. It is possible that our subject mat-
ter provides inherently fewer opportunities to exploit natural experiments, relative to the type
of questions studied by health, development, or labor economists. An alternative explanation is
that we have collectively been too reluctant to place identification at the center of our preoccu-
pations. This reluctance is not always for the worse. Researchers often face trade-offs between

9. See also Gromb and Scharfstein (2002) for a thoughtful theoretical analysis that touches on many of these
issues,
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the importance of the problem they tackle and the degree of confidence they can achieve in
providing answers to this problem.

At the same time, we suggest that putting relatively more emphasis on the establishment of
causal relationships—as opposed to the careful documentation of conditional correlations—
would be a welcome development. One hallmark of the fields of technical change and organiza-
tional economics is that researchers often laboriously produce the data that they analyze rather
than simply consuming existing sources of administrative data, such as the Current Population
Survey or the Panel Survey of Income Dynamics. Thus, in the quest for exogenous sources of
variation, we face potentially fewer constraints than do researchers in other subficlds of econom-
ics, provided that we channel more effort into addressing identification problems at the time of a
project’s inception. Stern’s (2004) study of compensating differentials in the entry-level science
labor market is an exemplar of this particularly creative genre. More studies in that vein on the
traditional concerns of the field (e.g., the estimation of knowledge spillovers) would enable us
to step back and sort out what we can confidently claim to know from what is at most informed
speculation.
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