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Our goal in writing this book was to describe
why weeds occur where they do. We have
made no attempt to discuss their manage-
ment and control: there are excellent texts
available for that. Rather, we think that stu-
dents should understand how and why
weeds fit into their environment. This text
presents ecological principles as they relate
to weeds. Ecology is central to our under-
standing of how and why weeds invade and
yet there are few books that make this con-
nection. That is the niche we hope to fill. 

We make no excuses for using the word
‘weed’, and, since humans decide what
species are considered to be a weed, we
make no attempt at a detailed definition. We
could really have used the word ‘plant’
throughout the text. We have tried to present
a broad array of weed examples, and have
therefore selected weed examples from dif-
ferent types of systems – agricultural, man-
aged (e.g. forestry) and natural systems – and
from around the world. 

The book was designed as a teaching
text for a middle year undergraduate course.
No ecological background is assumed,
although some basic biology is required. We
have tried to write it and arrange the materi-
al so that it is presented in a clear concise
manner. At the beginning of each chapter,
we have listed concepts that will be

addressed,  as an overview of what is to
come, and to assist the reader when review-
ing the material. At the end of each chapter
there is a list of questions, the first of which
refers to a weed of your (the student’s)
choice. It can be a common widespread
weed, or it may be a local problem. You will
be asked to summarize information that is
known about your weed in relation to the
material discussed in each chapter. There
may be a lot or very little information avail-
able to you. The idea behind this is to apply
the ecological principles you learn in the
chapter to a weed of interest, and to give you
practice in researching a topic. Our hope is
that by the end of the book, you will have
created a ‘case history’ of your chosen weed.

For the instructor, we designed this
book so that the material could be covered in
a single-term course by covering approxi-
mately one ‘content chapter’ per week.
Chapters 1 and 15 are a brief introduction
and conclusion. Two chapters (10 and 14)
discuss how ecology ‘is done’, i.e. method-
ology, experimental design and basic calcu-
lations. These can be used as you see fit. We
have tried to keep the writing precise and
concise and to include only pertinent infor-
mation. If we have done our job well, stu-
dents should be able to read and understand
all of the information.
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viii Preface

We have used common names through-
out the text with Latin names given the first
time the species is mentioned in each chap-
ter. We did this because common names are
easier to remember when first learning about
a species. A species list of common and
Latin names is provided at the end of the
book.

We thank many people who assisted in
the writing and production of this book.
David Clements and Jason Cathcart provided
detailed comments on many versions of the
text. Cheryl Corbett, Sara Mohr and Sheryl

Lonsbary read sections or chapters. Of
course we accept the responsibility for any
errors that occur. We also thank the authors
and publishers who allowed us to use their
illustrations and Tim Hardwick of CAB
International who kept us on in spite of
many missed deadlines. 

Finally, we thank our spouses, David
Beattie, Tara Murphy and Josee Lapierre,
who probably heard more about ‘the book’
than they wanted, but kept smiling and nod-
ding their heads anyway. We dedicate this
book to them.



Introduction

It may be tempting for you to start this book
with Chapter 2. After all, the real informa-
tion doesn’t start until then, and exam ques-
tions rarely focus on what you learn in
Chapter 1. However, Chapter 1 is important
because it sets the tone for what is to follow.
A Shakespearean play or an opera always
begins with a prologue. If you walk in after
the prologue has finished, you will certain-
ly follow the plot and enjoy the play, but you
might not understand the ‘why’ of the char-
acters’ actions. Consider this chapter to be a
prologue. You may already know much of

what we are about to say, and you may not
be tested on it, but it will put what you are
about to learn into context.

There are a number of excellent weed
science (Radosevich et al., 1997; Zimdahl,
1999a) and plant ecology (Crawley, 1997a;
Barbour et al., 1999) texts. We have found,
however, that very few texts are devoted
entirely to the basic ecology of weeds. A
number of books are available on plant inva-
sions; however, they often: (i) assume an in-
depth understanding of ecological princi-
ples; (ii) focus heavily on the control and
management of invasive species; or (iii) pro-
vide a detailed description of the biology of
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1
Ecology of Weeds

Concepts

• The terms ‘weed’, ‘invader’, ‘colonist’, ‘exotic’, ‘non-native’ and others are often used in
overlapping and conflicting manners. 

• Weeds are classified based on their impact on human activities. Therefore, the effect of
a weed is difficult to quantify because it depends on our personal biases.

• Definitions and classifications in ecology are often arbitrary and made for purely prac-
tical reasons. They do not necessarily reflect any innate structure of nature.

• Ecology can be studied at a variety of levels. In this book, we focus on population and
community ecology.

• Weed ecology provides a basic understanding of the distribution and abundance of
weeds in natural and managed systems. In the long term, it may change our attitudes and
perceptions towards weeds and alter the way we manage them.
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Fig. 1.1. Schematic diagram of three community types: (a) natural community with no human disturbance,
(b) natural community with human disturbance and (c) agricultural system.



individual weedy species without providing
a broad background. Our goal is to provide
you with a link between the fields of weed
science, plant invasions and ecology. This
book will give you a basic ecological under-
standing of how plants invade natural, dis-
turbed and agricultural ecosystems. 

This book was not designed to replace a
good, comprehensive text on basic ecologi-
cal theory. Rather, we hope to entice readers
into exploring such volumes, by presenting
an overview of ecology and suggesting ways
in which it is useful to applied situations.
While ecology texts may seem intimidating
and not useful to applied scientists, we hope
that, by providing examples of how these
concepts are useful in real situations, the
importance of ecological theory will become
apparent. If we can convince one of you to
pick up one of those large, intimidating
tomes, then we will have succeeded.

While the focus of this book will be the
use of ecological principles to the study of
weeds, it is also important to recognize the
role that weed science has played in the
development of ecology. Several of the ear-
liest ecologists began their careers working
on agricultural weeds. The eminent popula-
tion ecologist John L. Harper began as an
agronomist. Early in his career he recognized
the importance of ecology to weed manage-
ment (Harper, 1957). He also developed
many of the basic principles of plant popu-
lation ecology and his 1977 book titled The
Population Biology of Plants is still a basic
text cited in many population ecology
papers and texts. Many examples used by
him to illustrate ecological principles are
weeds. In fact, ‘ecologists have far to repay
the debt to agriculture for all that they have
learned from it’ (Trenbath, 1985). 

The scope of this book is to examine
weeds in systems from highly managed agri-
cultural and grazing land to disturbed or
undisturbed natural communities. Is this
possible? On the surface, it appears impos-
sible to compare a forest to a field. To the
eye, they appear very different in structure
and function. However, all types of ecologi-
cal systems are controlled by the same
processes including natural and anthro-
pogenic (human caused) disturbances (fire,

construction, tillage) (Fig. 1.1). The human
activities that influence natural or managed
systems are ultimately biological in nature. 

In the three main sections of this chap-
ter we introduce you to weeds, to ecology
and finally to weed ecology. In Part I, we
present the muddled vocabulary used to
describe, define and characterize weeds. In
the second section, we describe how ecolo-
gy is related to other fields of study and how
ecology studies can be approached in differ-
ent ways. In Part III, we integrate the study
of weeds with ecology. 

Colonizers, Invaders and Weeds: 
What’s in a Name?

Every book on weeds or invasive species
must first start with an attempt at defining
the terms. Many attempts have been made to
define ‘weed’, ‘invasive’, ‘non-invasive’,
‘alien’, ‘naturalization’ and other terms
describing a species’ status, place of origin
or population trend (Schwartz, 1997). Pyšek
(1995), for example, reviewed definitions of
‘invasive’ and found it to be described as:

• an alien in a semi-natural habitat
(Macdonald et al., 1989);

• a native or alien entering any new habitat
(Mack, 1985; Gouyon, 1990);

• a native or alien that is increasing in
population size (Joenje, 1987; Mooney
and Drake, 1989; Le Floch et al., 1990);

• any alien increasing in population size
(Prach and Wade, 1992; Binggeli, 1994;
Rejmánek, 1995), or 

• any alien species (Kowarik, 1995). 

Weeds have typically been defined as ‘plants
which are a nuisance’ (Harper, 1960) or ‘a
plant where we do not want it’ (Salisbury,
1961). Barbour et al. (1999) defined a weed
as a ‘non-native invasive plant’ and they dis-
tinguished between ‘invasive plants’ that
invade only natural or slightly disturbed
habitats, and ‘pest plants’ that interfere with
agricultural or managed natural areas. This
definition, however, requires us to further
define ‘non-native’ and ‘invasive’, and to
separate natural from disturbed habitats.
The Weed Science Society of America
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defines a weed as ‘any plant that is objec-
tionable or interferes with the activities and
welfare of humans’. These definitions are
based on our perceptions of the impact of
the plant. Thus, the term ‘weed’ is more a
convenient classification than a grouping of
plants with common biological characteris-
tics. 

Crawley (1997b) recognized the diffi-
culties of defining weeds, and suggested
that for a plant to be considered a weed (a
problem plant), its abundance must be above
a specific level and someone must be con-
cerned. This refines the definition some-
what because it suggests that a plant is only
a weed if it is present above a specific abun-
dance; however, it introduced the problem
of determining what that threshold level is.
This definition recognizes that a weed is
only a weed under specific circumstances,
that the inclusion of a plant into this catego-
ry is arbitrarily based on human perceptions
and that a specific plant species will not
always be considered a weed. 

The terms weed, invader and colonizer
have often been used in a conflicting man-
ner. The distinctions between them are quite
subtle and result from differing viewpoints.
According to Rejmánek (1995), weeds inter-

fere with human land use; colonizers are
successful at establishing following distur-
bance; and invaders are species introduced
into their non-native habitat. There is sub-
stantial overlap among these terms. A plant
may be considered as only one of these, or it
may be included in all of these categories
(Fig. 1.2). 

Clearly, we will not definitively solve
the problem of ‘what is a weed’ in this text
and it is not necessary to do so. Here, we
take a general, all-inclusive view of the term
‘weed’. To us, a weed is a native or intro-
duced (alien) species that has a perceived
negative ecological or economic effect on
agricultural or natural systems. 

The traditional approach to the study of
weeds is to examine their control or man-
agement rather than study their effect on the
community. Our focus is on the latter.
Whether a weed is in a natural community
or a highly managed farm, the underlying
questions and principles will be the same.
The first part to weed management is to
understand why weeds exist and why they
have an impact. We leave the bulk of the dis-
cussion of weed management to others
(Luken and Thieret, 1997; Radosevich et al.,
1997; Zimdahl, 1999a). 
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Types of weeds

One common way to categorize weeds is
based on the habitat they invade. Holzner
(1982) divided weeds into agrestrals, ruder-
als, grassland weeds, water weeds, forestry
weeds and environmental weeds (Table 1.1).
Environmental weeds have often been called
invasive species. There is a tendency to use
the word ‘invasive’ when considering natu-
ral habitats, and ‘weed’ for managed habi-
tats; however, there is a gradient between
natural and managed systems, and some
apparently natural systems are managed.

Weed characteristics

There have been many attempts to list char-
acteristics associated with weeds. Baker
(1965, 1974) summarized weed characteris-
tics based on adaptations (Box 1.1). A
species with more of these characteristics is
more likely to be a successful weed. Baker

(1965) said that a plant possessing all of the
traits would be ‘a formidable weed, indeed’.
A weed will not necessarily possess all (or
even any) of these characteristics, and con-
versely, a plant possessing some (or all) of
these characteristics will not necessarily be
a weed. A weed may require certain charac-
teristics to invade, but a community must be
invasible in order for the invasion to be suc-
cessful. 

A list of a species’ characteristics cannot
necessarily be used to predict its weediness
or invasion success. Weed characteristics,
community characteristics, the interaction
between the community and the potential
weed, as well as timing and chance will
determine whether an introduced species is
successful (Lodge, 1993; Hobbs and
Humphries, 1995). Furthermore, while dis-
turbance is often cited as a prerequisite for
invasion to occur, this is not always true.
Certain types of disturbance (i.e. cyclic fires)
may, in fact, prevent invasions.

Ecology of Weeds 5

Table 1.1. Classification of weeds based on habitat type (based on Holzner, 1982).

Classification Explanation

Agrestals Weeds of agricultural systems, e.g. cereal/root crops, orchards, gardens,
plantations

Ruderals Weeds of waste/human disturbed sites (ruderal sites), e.g. roadsides,
railway lines, ditches

Grassland weeds e.g. pasture, meadows, lawns
Water weeds Weeds that affect water systems, e.g. affect navigation, recreational use
Forestry weeds e.g. tree nurseries, afforestation sites
Environmental weeds Suppress native vegetation

Box 1.1. Traits of an ‘ideal’ weed (based on Baker, 1956, 1974).

1. Germinates in a wide range of environmental conditions
2. Long-lived seeds that are internally controlled so that germination is discontinuous 
3. Rapid growth from vegetative through to flowering stage
4. Self-compatible, but not completely autogamous or apomictic
5. Cross-pollination (when present) by wind or generalist insects
6. Seeds produced continuously throughout the growth period
7. Seed production occurs under a wide range of environmental conditions
8. High seed output when environmental conditions are favourable
9.  Propagules (seeds) adapted to short- and long-distance dispersal

10. If perennial, has a high rate of vegetative reproduction or regeneration from fragments
11. If perennial, ramet attachments fragment easily, so it is difficult to pull from the ground
12. Strong potential to compete interspecifically via allelopathy, rosettes, rapid growth and other means



Impact of weeds

Negative effects

The harmful impacts of weeds can be classi-
fied as land-use effects or as ecosystem
effects. Land-use effects are easier to quanti-
fy because they can be measured in terms of
decreased crop yield or increased control
costs. Costs to the ecosystem may be just as
great, but are less well understood and the
impact is harder to quantify in numerical
terms. 

In managed (agricultural) systems,
weeds can decrease the growth of a crop,
often in a very predictable and quantifiable
way. Zimdahl (1999a) divided the harmful
effects of agricultural weeds into nine cate-
gories according to the target and type of
damage done (Table 1.2). The most com-
monly known effects are those that either
directly affect the crop through competi-
tion, increased production costs or reduce
the quality of the crop. Less direct effects are
those to animal or human health, by
increased production or management costs
or by decreasing land value. A weed may
have one or many of these effects. Attempts
to quantify the damage by weeds in agricul-
tural systems have been done (Pimentel et
al., 2000); however, these can only be taken
as estimates (Zimdahl, 1999a). These have
been calculated as a proportion of the poten-

tial annual crop yield lost to weeds and as
the amount of money spent on weed man-
agement.

Quantifying the damage done by weeds
to a natural system can be difficult because
they cannot be quantified in terms of dollars
or time. We can express damage as the cost
to control the weed; however, this does not
address the actual ecological impact. A weed
may effect the survival or growth of other
species or change ecosystem processes like
nutrient cycling. For example, the fire tree
(Myrica faya), which was introduced to
Hawaiian islands in the 1700s to control
erosion in pasture, invaded large tracts of
land and replaced the native forest because
it increased the nitrogen level of the soil
(Vitousek et al., 1987; Vitousek and Walker,
1989). As a legume, it fixes nitrogen causing
the nitrogen level of the volcanic soils to
increase. This has increased the invasion
of other weeds which require higher nitro-
gen. While the effect of fire tree on the
ecosystem is clear, how does one quantify
the damage?

Benefits

The benefits of weeds are less well under-
stood than the negative effects, and more dif-
ficult to quantify because they occur over a
longer time scale. Altieri (1988) and Holzner
(1982) reviewed the benefits of weeds in
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Table 1.2. Potential harmful effects of agricultural weeds on human land use (based on Zimdahl, 1999a)

Harmful effect Explanation

Compete with crop Compete with crop plants for nutrients, water, light and space
Increased protection costs Weed may harbour crop pests or diseases 
Reduced quality of crop Weed seeds become mixed with crop seed during harvest and will

therefore affect the quality of seed crop
Reduced quality of animals Weeds in rangeland may poison or kill animals, can affect animal

products (meat, milk), or affect reproduction
Weed plants and seed may physically damage animals or their products

(wool)
Increased production and Cost of weed control (tillage, herbicides)

processing costs Cost of cleaning seeds
Water management Weeds may impede flow of water through irrigation ditches
Human health Cause respiratory, digestive or skin ailments, or other health effects
Decreased land value Cost of restoring land (esp. perennial weeds)
Reduced crop choice Restrict possible crops that can be grown
Aesthetic value Recreational land or traffic intersections/thoroughfares



agricultural situations. Weeds may increase
crop growth under certain circumstances.
For example, in some dry areas of India,
three ‘weeds’ (Arabian primrose, Arnebia
hispidissima; buttonweed, Borreria articu-
laris; and cockscomb, Celosia argentea)
increase the growth of millet (bajra,
Pennisetum typhoideum); however, this is
not true for sesame (til, Sesamum indicum)
(Bhandari and Sen, 1979). A fourth weed,
indigo (Indigofera cordiflora), was beneficial
to both crops. Thus, the specific site condi-
tions and species involved must be consid-
ered before drawing conclusions about the
value of a particular plant. 

In some traditional agroecosystems, the
importance of certain weeds is recognized
even if they are known also to reduce crop
yield. These weeds have other functions
that compensate for loss of crop yield. For
example, in Tabasco, Mexico, some weeds
are left because they are recognized for their
food, medicinal, ceremonial or soil-improv-
ing uses (Chacon and Gliessman, 1982).
These weeds are termed ‘buen monte’ (good
weeds) while others are ‘mal monte’ (bad
weeds). In other situations, weeds may be
harvested for food, animal fodder or fertiliz-
er. In Australia, Echium plantagineum is
considered a noxious weed in grazing land,
but it also serves as an emergency feed under
some conditions (Trenbath, 1985). Its dual
names, ‘Paterson’s Curse’ and ‘Salvation
Jane’ reflect this. Weeds are now being rec-
ognized for the potential role they may play
in mediating crop–predator interactions.
Weeds may provide a habitat for some ben-
eficial insects, which could result in higher
yields due to a decreased pest load on the
crop. 

Non-native weeds can be beneficial in
non-agricultural situations, especially when
the environment has been degraded
(Williams, 1997). Non-native species have
been useful in a number of restoration proj-
ects. For example, natural regeneration of
woody plants in subantarctic forests of
Argentina is limited due to overexploitation
and overgrazing by cattle. However, the
introduced European mosqueta rose (Rosa
rubiginosa) is able to establish in degraded
sites, resists grazing and provides shelter for

the regeneration of native woody species (De
Pietri, 1992).

Finally, weeds may also have beneficial
properties such as erosion control (Williams,
1997). However, the properties that make
some species excellent at controlling erosion
may also make them excellent weeds as
well. In the southeastern USA, farmers were
encouraged to plant kudzu (Pueraria mon-
tana var. lobata) to control soil erosion;
however, after 1953 it was considered a
noxious weed by the United States
Department of Agriculture (USDA) and was
no longer on the list of permissible cover
plants. It is now a troublesome weed in the
southeastern USA. 

A weed is not always a weed 

A plant may be both a ‘weed’ and ‘not a
weed’ depending on where and under what
circumstances it is growing. The decision of
what is a weed can be quite complex. A
plant species may be both a weed and a
desired species, depending on its location
and on the desired land use. Following are
three examples of plants that could be con-
sidered weeds or not.

• Proso millet (Panicum miliaceum) is a
crop grown in Canada and other parts of
the world. In the last 30 years, however,
weedy biotypes of proso millet have
developed and it is now an important
agricultural weed in Canada and the
USA. The crop and the various weed bio-
types differ in seed characteristics,
seedling vigour, germination patterns,
inflorescence structure and dispersal
mechanisms (Cavers and Bough, 1985). 

• In Western Australia, where farmers alter-
nate between wheat cropping and sheep
pasture, annual grasses (such as annual
ryegrass) are either the weed or the crop,
depending on the rotation. During the
pasture phase, grasses provide early for-
age and protection from erosion, but they
also decrease the growth of nitrogen-
fixing clover (Trifolium), which can
decrease subsequent wheat yields
(Trenbath, 1985). 

• Monterey pine (Pinus radiata) is a native
tree species in parts of California, a plan-

Ecology of Weeds 7



tation tree in parts of Australia, New
Zealand, South Africa and Chile, but is
also a weed in natural areas adjacent to
plantations.

What is Ecology?

The word ecology was derived from the
German word (oekologie), which was
derived from the Greek words oikos mean-
ing ‘house’ and logos meaning ‘the study of’.
Thus, ecology is the study of organisms and
their environment. We can divide the envi-
ronment into biotic (living) and abiotic (non-
living) factors. Examples of biotic factors are
competition and herbivory. Abiotic factors
can be physical (e.g. temperature, light qual-
ity and quantity) or chemical (e.g. soil nutri-
ent status).

Ecology is closely related to other fields
of biology such as physiology, evolution
and genetics (Fig. 1.3). There are no distinct
boundaries between these fields and ecolo-
gy, and indeed there is enough overlap that
subdisciplines have arisen. The types of
questions that these scientists ask are often
the same. For example, an ecologist and a
physiologist may both ask how a plant’s
photosynthesis is affected by the surround-
ing vegetation. To the ecologists, the focus is
on the plant growth and survival; to the

physiologist, the focus is on the process of
photosynthesis.

Levels of ecological study 

The field of ecology is vast. It is concerned
with areas as diverse as the dispersal of
seeds, competition within and between
species, and nutrient cycling through
ecosystems. Each of these operates on a dif-
ferent temporal (time) and spatial (space)
scale, and each has a different focus. Thus,
they address different types of questions,
and require a different protocol to answer
such questions. For convenience, ecological
questions can be categorized into subdisci-
plines (Fig. 1.4). For example, individual
organisms can be studied to examine how
abiotic factors affect their physiology.
Groups of individuals of the same species
can be studied to look at population-level
processes. Groups of co-occurring popula-
tions can be studied to ask community-level
questions. Furthermore, interactions
between a community and its abiotic factors
can be studied to answer ecosystem ques-
tions. Each of these categories blends into
the next. They are not discrete units of
study, rather they are useful, practical and
somewhat arbitrary divisions which help to
simplify the field of study. In this book we
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are primarily interested in population ecol-
ogy (Chapters 2–7), interactions between
populations (Chapters 8 and 9) and commu-
nity-level ecology (Chapters 11–14). 

Population ecology

A population is a group of potentially inter-
breeding individuals of the same species
found in the same place at the same time.
Determining whether individuals are in the
‘same space’ may pose difficulties. In some
cases, the population’s distribution will be
quite clumped and thus boundaries are eas-
ily imposed around these clumps of inter-
acting individuals. Other times, boundaries

may be determined by natural or anthro-
pogenic features such as roads, rivers or
mountains. Finally, we may impose arbi-
trary boundaries around our target popula-
tion. While there is no one ‘correct’ way to
do this, it is important to base one’s decision
on our knowledge of the organism’s biology
and on the goals of the study. We should be
clear about the reasons for imposing these
boundaries and keep in mind their effect
when interpreting the results.

Populations can be studied in a number
of ways (Table 1.3). A population’s density
and distribution quantify how it is dispersed
over space. Age and sex structure quantifies
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the demographic characteristics of the pop-
ulation at one time. Population dynamics are
quantified by measuring the change in natal-
ity (births), mortality (deaths), immigration
and emigration over time. Note that each of
these measurements is derived from data
collected on groups of individuals and could
not be a characteristic of any single individ-
ual (there is no such thing as the ‘density’ or
‘age structure’ of a single organism).
Population ecologists ask questions such
as:

• What determines a species’ distribution
and/or density? 

• How do physiological, morphological
and phenological traits influence the dis-
tribution and abundance of a species or
population? 

• How do biotic or abiotic factors affect a
population’s growth and reproductive
rate?

• What is the age structure of the popula-
tion? 

• Is population size increasing or decreas-
ing?

Community ecology

A community is a group of populations that
co-occur in the same space and at the same
time (Begon et al., 1990). Definitions of
communities are generally vague on where
the community boundaries are. Again, we
can define boundaries based on the needs of
our study. A further difficulty with defining

a community is deciding what organisms to
include. This is another rather arbitrary
decision. Do we look at just plants, animals,
fungi or all three? Clearly, we should
include all organisms within the boundaries
of our community because any one may
have an important function. However,
because of the practical limitations placed
on researchers, this is rarely done. Decisions
on what constitutes a community can be
done at any scale: from the community of
fungi colonizing a piece of stale bread, to the
community of maize and weeds in a field, to
the entire flora and fauna of a boreal forest.

We can describe communities in terms
of their structure and function (Table 1.3).
Community structure refers to the external
appearance of the community. Species com-
position (species lists, diversity), species
traits (life span, morphology) and strata
characteristics (canopy, shrubs, vines, herbs)
are used to describe community structure.
Function refers to how the community
‘works’. Nutrient allocation and cycling, bio-
mass production and allocation, and plant
productivity are ways to describe communi-
ty function. Community ecologists ask ques-
tions such as:

• How does community structure change
over time?

• Can we predict community changes over
time?

• Why are there so many (or so few) species
in this community?

10 Chapter 1

Table 1.3. Measurements used to characterize populations and communities.

Populations Communities

Population structure Community structure
Distribution and density of a species Species composition and richness
(spatial structure) Physiognomy
Age structure Species traits

Population dynamics Community dynamics
Natality, mortality, immigration and emigration Succession

Disturbance

Population interactions Community function
Competition, herbivory, amensalism, Nutrient allocation and cycling
commensalism and mutualism Productivity and biomass allocation



• How does community composition
change along spatial gradients?

• How does the addition (or loss) of one
species affect the distribution or abun-
dance of other?

What is Weed Ecology?

If ecology is the study of interactions
between individuals and their environment,
then the only thing that distinguishes weed
ecology is that the organisms being studied
are weeds. Therefore, weed ecologists ask
questions such as:

• Are there specific characteristics or traits
of weed populations? 

• Do weeds function in a certain way with-
in communities? 

• Does the invasion by a weed change the
community structure or function in a pre-
dictable way? 

• What types of communities are easier to
invade?

Why are ecology and weed science separate? 

Ecology and weed science have developed
as separate fields of study. Why is this? The
way in which we study a topic is directly
related to its historical development. Like
familial lineages, there are academic lineag-
es. There is ecology dogma and weed sci-
ence dogma. There are accepted ways of
asking questions, accepted experimental
methodology and accepted statistical analy-
ses. Breaking down these barriers is difficult.

To a certain extent, the types of people
attracted to these two fields (ecology and
weed science) will be different. Some people
prefer asking ‘applied research’ questions
while others prefer to ask ‘pure science’
questions. Ecologists are often biased
towards working in natural environments,
while weed scientists are often biased

towards asking question that have applied
‘real’ answers. ‘Were it not for the gen-
eral predilections of ecologists to study
only systems untouched by human hands,
farming-systems research would clearly be
called a branch of ecology’ (Busch and Lacy,
1983).

The increasing interest in plant inva-
sions into natural communities has expand-
ed the middle ground between these fields.
Such workers may ask ecologically based
questions, but look for applied answers. For
example, they may study the basic popula-
tion ecology of a weed with an eye to even-
tually managing it with biological control,
and thus both the ecology and weed science
literature will be of interest to them.
Scientists interested in agricultural and nat-
ural habitats may both be concerned with
the same species. For example, garlic mus-
tard (Alliaria petiolata) and dodder (Cuscuta
spp.) invade natural and agricultural habi-
tats. There is a renewed call to incorporate
ecological thinking into applied fields of
study such as weed science (Zimdahl,
1999b). We hope that this exchange of infor-
mation will increase.

Summary

In this chapter, we have introduced the
basic concepts of weed ecology. The term
‘weed’ is defined many ways; we prefer to
use a loose definition that includes all plants
that have a negative ecological or economic
effect on natural or managed systems. Thus
our view of ‘weed ecology’ is the study of
how problematic plants interact with their
biotic and abiotic environment. In this book,
our goal is to understand why weeds occur
where they do. We do not address how to get
rid of them. In the next chapter, we begin by
looking at plant populations. The first step
towards investigating populations is to
determine their distribution and abundance. 
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Questions

At the end of each chapter, you will be asked a series of questions related to a species of your choice. At
this point, you should select a species that you wish to focus on. This may take some thought. Are you more
interested in natural or managed systems? Are you interested in wide-ranging common weeds, locally prob-
lematic weeds or new species weeds? For some species, there will be a lot of literature available, while
for others there may be large gaps in our knowledge. In the first case, you will have more information to
read and synthesize. In the second case, you will be asked to suggest what information is needed and how
this should be obtained. To get started, you may want to refer to a book on weeds in your region. It is a
good idea to create a bibliography of references and resources you may need.
1. Name a plant that you would consider to be a weed but that someone else would not. Name a plant
that you would not consider to be a weed but that someone else would. Explain how this is possible. 
2. Describe why each characteristic listed by Baker (1956, 1974; Box 1.1) might be advantageous for an
agricultural weed. Would each characteristic be equally advantageous for a weed in a natural habitat?
3. Why is it possible to define ‘weed’ in so many ways?
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M. and Wade, M. (eds) Plant Invasions – General Aspects and Specific Problems. SPB Academic
Publishing, Amsterdam, pp. 71–81.

Radosevich, S.R., Holt, J.S. and Ghersa, C. (1997) Weed Ecology: Implications for Management. John
Wiley & Sons, New York.

Rejmánek, M. (1995) What makes a species invasive? In: Pyšek, P., Prach, K., Rejmánek, M. and
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Part I

Population Ecology





Introduction

A population is a group of individuals of the
same species found in the same place at the
same time. Like many ecological terms, this
definition is flexible, because it can be used
to describe populations at many scales. For
example, a population may be the number of
individuals contained within a small area
(e.g. a field) or it may refer to the local or
regional distribution of the species. The first
step in understanding any species is to doc-
ument its distribution and abundance. This
gives the researcher an idea of the scope
of the potential problem (i.e. weediness).
Note that we say potential problem: while

distribution and abundance are useful
information, more data must be obtained
before a decision is made on a species’
weediness. 

In this chapter, we discuss how to
describe a population’s distribution and
abundance. Distribution is a measure of the
geographical range of a species, and is used
to answer questions such as: ‘Where does
the species occur?’, ‘Where is it likely to
occur?’ and ‘Where is it able to occur?’.
Abundance is a measure of the number or
frequency of individuals. It is used to answer
questions such as: ‘Is the number or fre-
quency of individuals increasing or decreas-
ing?’.
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Describing the Distribution and Abundance of Populations

Concepts

• A population is a group of individuals of the same species found in the same place at the
same time.

• Populations are characterized in terms of their distribution and abundance.
• The distribution of a species can be mapped using historical data, field observations and

remote sensing.
• Individuals within a population will not be evenly distributed throughout their range.
• Abundance can be measured as frequency, density, cover or biomass.
• Abundance and distribution do not necessarily reflect a species’ ecological impact.



Population Distribution 

A population’s distribution (or range)
describes where it occurs. In practical terms,
it is a description of where the species has
been recorded (Gaston, 1991). Mapping a

species’ distribution can be done on a num-
ber of scales depending on how the infor-
mation is to be used. For example, Erickson
(1945) mapped the distribution of the flow-
ering shrub Fremont’s leather flower
(Clematis fremontii var. riehlii) at several
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Fig. 2.1. Distribution of Fremont’s leather flower (Clematis fremontii var riehlii) in the Ozarks of Missouri.
Shown are distributions at the scale of range, region, cluster, glade and aggregate (Erickson, 1945; with
permission of the Missouri Botanical Garden).



scales. This species was restricted to approx-
imately 1100 km2 in the Missouri Ozarks
(Fig. 2.1). Individuals, however, were not
distributed throughout the species’ range
because they live only in sites where the abi-
otic and biotic conditions are suitable for
them. For example, the range of Fremont’s
leather flower was subdivided into four
watershed regions. Within these regions,
there were groups of glades (rocky outcrops
on south and west facing slopes), and clus-
ters of Fremont’s leather flower tended to be
located at bases of these glades. Finally,
within these clusters, there are loose aggre-
gates of up to 100 individual plants.

Distribution maps have different uses
depending on their scale. A researcher want-
ing to study the pollination of Fremont’s
leather flower would require a fine-scale
distribution map showing the locations of
individuals or colonies. Conversely, such a
map would not be useful to a researcher
interested in the broad-scale environmental
controls of the species. They would require
a large-scale map of the entire species’ dis-
tribution.

Distribution change over time

A population’s distribution will change over
time either naturally or through human
influence. Following the retreat of the last
North American ice sheet (approximately
10,000 years ago) trees migrated northward,
each species at a different rate and following
a different route (Davis, 1981). At a smaller
scale, a species distribution will change dur-
ing the process of succession over decades
(Chapter 13). Human disturbances, such as
changing land-use patterns, will alter the
environment such that different species are
favoured and therefore population distribu-
tions will change. Also, human actions
introduce exotic species and this increases
their distribution. Thus, a species’ distribu-
tion is not static; its boundaries are dynamic.

Asking what controls a population’s
distribution, and whether and why a
species’ distribution changes over time are
fundamental questions of ecology. To better
understand a weed species we might want to

ask the following questions about its distri-
bution:

• Is the weed at its current limit of distri-
bution?

• Will the weed continue to expand into
new locations?

• Is the weed found on specific soil types or
land forms?

• Are there likely dispersal routes for this
weed?

Distribution boundaries are limited by biot-
ic (living, e.g. interactions with other
species) and abiotic (non-living, e.g. tem-
perature) factors. The same factor will not
necessarily limit all boundaries of the range
equally. For example, abiotic factors are
more likely to limit distribution at higher lat-
itudes, while biotic factors are more likely
to limit distribution at lower latitudes
(Brown et al., 1996). Boundaries are rarely
sharp, unless the population abuts against a
geographic (e.g. river) or human-made fea-
ture (e.g. highway). Typically, individuals
within the population become less and less
frequent toward the limits of their range.

By following changes in a species’ dis-
tribution over time, it is possible to tell
whether a population is expanding or con-
tracting. In the case of weeds, this may warn
us where problems are likely to occur, or
alternatively where control measures have
been effective. We can also gain information
on species’ characteristics such as dispersal
mechanisms or habitat preferences. Forcella
and Harvey (1988) analysed how the distri-
bution patterns of 85 agricultural weeds
introduced into the northwestern USA
changed between 1881 and 1980. They
found that species’ migration patterns were
dependent on the species’ point of entry and
on the types of agriculture (e.g. grain, cattle)
with which the weed was associated.
Furthermore, migration patterns tended to
follow land transportation routes. Similarly,
Thompson et al. (1987) mapped the expan-
sion of purple loosestrife (Lythrum salicaria)
from 1880 to 1985 along canals, waterways
and later along roads (Fig. 2.2). These exam-
ples give insight into how future introduc-
tions of new plant species might spread
depending on their point of origin.

The Distribution and Abundance of Species 19



a) 1880 

d) 1985 c) 1940 

b) 1900 

Fig. 2.2. Distribution of purple loosestrife (Lythrum salicaria) in North America in 1880, 1900, 1940 and 1985 (from Thompson et al., 1987).
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Estimating and mapping distribution

The traditional method for collecting data on
the actual distribution of a species is to con-
sult public records such as government doc-
uments, herbaria, field notes or academic
journals. This type of data allows for the
construction of historical distributions as
was done by Thompson et al. (1987) and
Forcella and Harvey (1988) (Fig. 2.2). These
give a clear view of a species’ regional dis-
tribution and change with time. Such
records, however, are dependent on the
accuracy and precision of the data collected,

and this may be difficult to judge. Also, all
sites and species will not be sampled equal-
ly and therefore, areas with less-intense sam-
pling will be under-represented on maps
(Schwartz, 1997). There will also be a sam-
pling bias towards large or more obvious
species. For example, purple loosestrife has
large purple inflorescences and is more like-
ly to be observed and recorded than a co-
occurring weed, Japanese knotweed
(Polygonum cuspidatum).

Field sampling and herbaria records
give us information about the current or
recent past distribution of species because
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Fig. 2.3. Pollen diagrams of sediment taken from Crawford Lake, Canada. Shown is the per cent of pollen
for each species. Note the increase in maize (Zea mays), purslane (Portulaca oleraceae) and grass
(Gramineae) pollen during the Iroquoian period from 1360 to 1660, and the increase in ragweed
(Ambrosia), dock (Rumex), and plantain (Plantago) pollen following land clearing by European settlers in
1820. (Adapted from McAndrews and Boyko-Diakonow 1989; with permission of the authors and the
Minister of Public Work and Government Services Canada, 2002 and Courtesy of Natural Resources
Canada, Geological Survey of Canada.)



these records may only go back a few hun-
dred years. Thus, the initial invasions of
some species cannot be tracked in this way.
One possible method for tracing early intro-
ductions of species and their distribution
changes is to use palaeoecological records.
Microfossils, such as pollen grains and other
plant parts, are preserved occasionally in
peat or lakebed sediments. These can be
retrieved and then identified (often to
species level) to obtain a record of past veg-
etation. These records can be dated because
the sediment is laid down in yearly layers,
which can be radiocarbon dated. Changes in
species composition over time can be traced
by identifying pollen grains in successive
layers of the sediment and constructing dia-
grams that show changes over time (Fig. 2.3).
Using this method, extended time series can
be constructed. Interestingly, this method
has proven that some species previously
thought to have been introduced to North
America are actually indigenous. The pollen
diagrams of Crawford Lake, Ontario, Canada,
for example, show that purslane (Portulaca
oleracea) was not an invasive weed from
Europe as previously thought; in fact, it
existed in the area from at least c. AD 1350
when the Iroquois began cultivating maize
(Jackson, 1997). 

Collecting field data can be a long,
expensive process and therefore new meth-
ods to map the distribution of weeds are
being developed. Such methods use remote
sensing with either aircraft or satellite
imagery. Photos or videos are taken to record
the spectral reflectance of plants and ground
terrain. To detect and map a species using
this method, it must be possible to distin-
guish a species’ reflectance pattern from the
background of surrounding vegetation,
ground, roads and other features. To date
there has been some success mapping weeds
of rangeland and pasture. Lass et al. (1996)
were able to map the spatial distribution of
common St John’s wort (Hypericum perfo-
ratum) and yellow star thistle (Centaurea
solstitalis) in rangeland using multispectral
digital images taken from aircraft. Everitt et
al. (1992) were also able to obtain area esti-
mates of falsebroom (Ericameria austrotex-
ana), spiny aster (Aster spinosus) and

Chinese tamarisk (Tamarix chinensis) in
rangelands and wild land of the southwest-
ern USA. Remote sensing also has the bene-
fit of covering large patches of land, so it can
be used to follow the invasion of a species
and monitor whether management practices
are working. However, before it can be
employed, we must have biological infor-
mation about the species in order to be able
to remote sense it properly and interpret the
images. For example, a species’ spectral
reflectance pattern may change over its life
cycle: we must know this in order to remote
sense at the appropriate time. With advances
in the technology, remote sensing may
become applicable to more situations in the
future. 

Potential distribution

A species’ ability to grow and reproduce can
extend well past the boundaries of its natural
or native distribution, because species dis-
tributions are not always limited by abiotic
conditions. A species’ distribution may be
limited either by its inability to disperse to
other sites or its inability to compete with
other species. However, many species thrive
after being artificially transplanted into a
new habitat for agriculture or forestry. Many
weeds were introduced purposefully and,
once introduced, were able to rapidly expand
their distribution. For example, kudzu
(Pueraria montana var. lobata), which was
introduced into the USA in 1876 as an orna-
mental vine and later used as a forage crop
and for erosion control, is now considered to
be a serious threat in the southeastern USA.

The area in which a species can (in the-
ory) survive is its potential distribution (i.e.
physiological distribution or climatic range).
The potential distribution is based on the
abiotic environment only and does not take
into consideration how the species might
survive in ‘real situations’ where, for exam-
ple, it competes with other species. The
potential distribution of a species may be far
greater than its native distribution. For
example, the natural distribution of
Monterey pine (Pinus radiata) is limited to
approximately 6500 ha in the coastal fogbelt
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of California and there have been attempts to
place it on the ‘threatened species’ list in
California. While the trees in the native
range may be threatened, Monterey pine is
also found all over the world and is a weed
in some places. How can it be threatened in
California, yet be found almost everywhere
in the world and even be considered a
weed? The answer is that in its native range,
Monterey pine has been threatened by
development, logging, changing weather
patterns and diseases. However, humans
have made the tree the most widely planted
plantation tree in the world such that it cov-
ers over 4,000,000 ha (Clapp, 1995; Lavery
and Mead, 1998). It is planted extensively in
countries with habitats similar to California,
e.g. New Zealand, Australia and Chile,
where it is a fast-growing tree that can be

harvested in 25-year rotations. Since it does
not face the diseases that exist in its native
California and is drought tolerant, Monterey
pine is a weed in places with a Mediter-
ranean climate and has invaded grasslands
and native eucalypt forests (Richardson and
Bond, 1991). 

By comparing the native and potential
distributions of a species, it may be possible
to predict where it is likely to spread. The
potential distribution of a species can be
estimated in several ways. Patterson et al.
(1996, 1997) estimated the potential distri-
bution of a number of agricultural weeds
using laboratory-based studies to determine
the temperature and light conditions
required by each species. From these data,
they can create a mathematical model to
predict where the right combinations of
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Fig. 2.4. Observed and predicted distributions of bridal veil (Asparagus declinat) in Australia. Solid dots
indicate the predicted distribution while crosses indicate sites unsuitable to this species. Regions of known
infestations are around Adelaide, Perth and Bunbery. The inset shows observed and predicted distributions
of bridal veil in South Africa. (Pheloung and Scott 1996; with permission of R.G. and F.J. Richardson and
P. Pheloung.)



conditions exist for the species to survive
and reproduce. For example, after growing
tropical soda apple (Solanum viarum) in
growth chambers under a variety of day and
night temperatures and photoperiods,
Patterson et al. (1997) compared their results
with climatic conditions in 13 southern
states of the USA. They concluded that tem-
perature and photoperiod were not likely to
limit the expansion of this species and sug-
gested that measures should be taken imme-
diately to control the expansion of soda
apple beyond its current distribution in
Florida. This type of approach uses only abi-
otic factors that can be experimentally con-
trolled, and it does not take into account sea-
sonal temperature extremes or precipitation
patterns (Patterson et al., 1997).

An alternative way to predict a species’
potential distribution is to compare the envi-
ronmental conditions of the species’ native
habitat with those of a potential habitat.
CLIMEX is one computer model suitable for
this (Sutherst and Maywald, 1985). CLIMEX

considers measures of growth such as tem-
perature, moisture and daylength, and then
adjusts this based on stress indicators such
as excessive dry, wet, cold and heat, to give
an ecoclimate index. Pheloung and Scott
(1996) used CLIMEX to compare the distri-
bution of bridal creeper (Asparagus
asparagoides) and bridal veil (Asparagus
declinat) (Fig. 2.4) in their native South
Africa to potential habitats in Australia.
They concluded that both species had the
potential to continue spreading and that
measures should be taken to control or erad-
icate them. Similarly, Holt and Boose (2000)
were able to map the potential distribution
of velvetleaf (Abutilon theophrasti) in
California. They concluded that the distri-
bution of velvetleaf was not likely to
increase, because its range was limited by
water stress. 

Thus, potential distribution gives us an
idea of the climatic regions where a species
is able to survive the physical environment.
This does not mean that the species will live
there, because a species’ distribution is con-
trolled by non-climatic factors such as lack
of dispersal or by interactions with other
species. 

Population Abundance

While distribution describes the geographi-
cal extent of a population, abundance
describes a population’s success in terms of
numbers. Individuals will not be equally
dispersed throughout their entire range;
there will be areas of high and low density.
Abundance can be measured in a number of
ways. The type of measure selected will
depend on the species in question, the habi-
tat type (e.g. forest, field), the goal of the
study and the economic resources.

Measures of abundance

Frequency and density

Frequency is the proportion of sampling
units (e.g. quadrats) that contains the target
species. It is easy to measure because only a
species’ presence or absence is noted for
each quadrat. Frequency is a fast, non-
destructive method and is less prone to
incorrect estimates by the researcher.
Density measures the number of individuals
in a given area (e.g. square metre or hectare).
It too is non-destructive, and while it is more
complicated to measure, it provides more
information than frequency.

While frequency and density are proba-
bly the most commonly used measures of
abundance, there are some difficulties asso-
ciated with using them. Density assumes
that you are able to separate individuals.
This is not a problem in higher animals
because they are distinct individuals. In
plants, however, many species are capable of
reproducing vegetatively and therefore, it is
often difficult to distinguish one genetic
individual from another (see Chapter 5).
Frequency does not have this problem.

A further difficulty in identifying indi-
viduals is that individuals of the same
species may appear morphologically differ-
ent depending on their age, stage of growth
or environment. Many plants differ in
appearance from one life stage to another
(i.e. they are phenologically plastic). For
example, a tree seedling will look very dif-
ferent from a mature adult. In addition,
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plants may be morphologically plastic: their
appearance may differ depending on their
environment. Leaves of aquatic plants often
appear different depending on whether they
are above or below the water, or leaves of
terrestrial plants may differ depending on
whether the leaf is produced in the sun or
the shade. The variable appearance of a
species may make it difficult to count.
Therefore, measures of frequency and den-
sity might exclude individuals that are mor-
phologically different and result in an
underestimation of their abundance.

A final problem in using frequency and
density as a measure of a population is that
they do not distinguish between the sizes of
individuals. Therefore, larger individuals
are scored the same as smaller ones, even
though they will have different influences
on the community. Larger plants will prob-
ably have more effect on the physical envi-
ronment (e.g. through shading) and they
tend to produce more seed than smaller
ones, thereby having a greater influence on
subsequent generations. Therefore, frequen-
cy and density are better used when vegeta-
tion is of uniform size. Other measures of
abundance such as cover and biomass can be
used when an indication of size is desired. 

Cover and biomass

Cover and biomass are sometimes used in
place of frequency and density when an
indication of individual size is important.
Cover is the proportion of ground covered by
a given species when viewed from above.
Cover is useful when a non-destructive sam-
pling method is required; however, it is
sometimes difficult to quantify. It may be
difficult to get an accurate value of cover
because it is typically done as a visual esti-
mate, so percentage cover estimation is often
broadly categorized (e.g. 0%, 1–5%, 5–10%,
10–25%, 25–50%, 50–75% and 75–100%).
Measuring cover is subjective and therefore
not precise; however, this method is widely
used and considered valuable because it
provides useful information with relatively
low effort by the researcher.

Biomass is the weight of vegetation per

area. Biomass is useful when an accurate
indication of plant size is needed. It is sam-
pled usually by collecting the shoots and
roots from a given area. When collecting, the
plant can also be divided into roots, stems,
leaves and reproductive structures to
observe how plants allocate biomass to dif-
ferent structures. Collecting actual plant
samples to determine biomass is not practi-
cal for larger organisms such as trees.
Therefore, some mathematical equations
have been developed to calculate biomass
based on size. For example, we may harvest
several plants of varying height to establish
if there is a correlation between height and
biomass. If there is, then height can be meas-
ured instead of harvesting the plant. For
trees, stem diameter at breast height (dbh) is
often taken as a measure of tree size.

Spatial Distribution of Individuals
Within a Population

Within a population, individuals are not
distributed evenly throughout their range.
Individuals can be arranged at random, in
clumps or in a regular pattern. These distri-
bution patterns are the result of the abiotic
environment, seed dispersal patterns, the
species’ biology, interactions among species
or management practices. When we measure
population abundance, it is an estimate of
the average value over the entire area. It is
important to consider spatial arrangement
within a population, especially when deter-
mining effects of weeds on crops or on nat-
ural communities. Early studies on the effect
of weeds on crop yield loss assumed that
weeds were randomly distributed; however,
it is now clear that this may not be so
(Hughes, 1990; Cardina et al., 1997). Crop
yield loss due to weeds will be overestimat-
ed if weed distribution is not taken into
account (Auld and Tisdel, 1988). If weeds
are clumped in a few areas of the field, then
crop loss estimates for the entire field will be
lower than if they were randomly distrib-
uted. Another field with the same overall
density, but a more random distribution of
weeds, will probably have more yield loss. 
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Problems of Predicting Weediness Based
on Distribution and Abundance

Purple loosestrife has been characterized
frequently as an invasive species and cer-
tainly the distribution and abundance of
purple loosestrife has increased dramatical-
ly since it was first introduced into the New
England states in the mid-1800s (Fig. 2.2)
(Thompson et al., 1987). What has not been
documented, however, is the effect that this
species has on the native vegetation. Just
because a species is increasing in distribu-
tion and ‘appears’ to be a dominant species
does not mean that it is having a pronounced
effect on plant communities. In reality, there
is surprisingly little evidence to indicate
that purple loosestrife is, in fact, an aggres-
sive weed that has negative effects on other
plant populations (Anderson, 1995; Hager
and McCoy, 1998). The conspicuous appear-
ance of this plant acts against it, because
subjective observation will overestimate its
abundance and underestimate the abun-
dance of less conspicuous species. Other
species that may disrupt the shoreline com-
ponent of ecosystems may be more perni-
cious and problematic but less attention 
has been given to these species, in favour of 
the more obvious purple loosestrife (e.g.
Japanese knotweed; see Chapter 1). 

Summary

The first questions to ask when considering
a potential weed problem are: ‘Where is it?’
‘How abundant is it?’ and ‘How is it spatial-
ly distributed?’. The answers to these ques-
tions allow us to characterize the distribu-
tion and abundance of the weed. These are
important first steps towards understanding
the ecology of species, but they are not nec-
essarily good indicators of the species’ influ-
ence on other populations or on the com-
munity as a whole. While we gain some
information about whether a species is
increasing or decreasing from abundance
and distribution data, we need to go further
to understand fully the dynamics of a weed
and whether it will affect other populations.
Although the concepts in this chapter are
simple, they are important. If incorrectly
applied they could lead to the conclusion
that a weed is a problem when in fact, it is
not. In the next chapter we begin to ‘go fur-
ther’ and look at population structure and
dynamics. Individuals within populations
are not all identical: they differ in age, size,
sex and developmental stage. We look at the
repercussions of population structure. 
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Questions

1. Using the species you selected in Chapter 1, research its distribution. Map the distribution of your
species using the appropriate scale (e.g. field, regional, continental) of map. What resources other than
maps are available? Consider the following questions: 

• At what scale do we know the species’ distribution? 
• Can we follow changes in its distribution status over time? 
• What types of data were used to construct this map?

2. For each of the following environments, which method of estimating abundance (density, cover, bio-
mass or frequency) would be best and why? (i) A natural forest, (ii) planted woodlot, (iii) a maize field, and
(iv) a pasture.
3. Why is it important to consider spatial distribution of a weed within: (i) a field of maize, (ii) a natural
forest?
4. By understanding abundance and distribution, how would you determine the ecological impact of a
weed?
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Introduction

In Chapter 2, we discussed ways of describ-
ing populations in terms of their distribution
and abundance. Populations were treated as
whole entities. We then discussed the spa-
tial distribution of individuals within a pop-
ulation, and how this would influence esti-
mates of distribution and abundance. For the
most part, we treated individuals as identi-
cal entities. Populations, however, are made
up of individuals that vary in age, size,
genetic structure (genotype) and appearance
(phenotype). As a result, populations are
structured by this variation. Population
structure refers to the organization of indi-

viduals within a population, based on spe-
cific characteristics. For example, in a
human population we could compare the
age structure of men and women. 

Demography is the study of population
size and structure, and how they change
over time. Populations are also dynamic:
their size and structure change over time.
Population size refers to the total number of
individuals or the density of individuals
within a specific population. A change in
population structure will affect population
dynamics; as population size increases or
decreases, the structure will be affected. In
this chapter, we will first look at how popu-
lation size changes over time. We then look
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3
The Structure and Dynamics of Populations

Concepts

• Populations are dynamic – they change over time, space and with the environment.
• Population change over time is related to rates of birth, death, immigration and emigra-

tion.
• Populations interact across space. A group of spatially isolated, conspecific populations

that occasionally interact through migration of seeds or pollination is called a metapop-
ulation. 

• Individuals within a population are unique; they vary in their age, size, stage of devel-
opment, and other physical and genetic features. This variation gives a population struc-
ture.

• Life history strategies are a way of understanding a population.



at how immigration and emigration can
influence a population’s demography. Third,
we examine the different ways that popula-
tions can be structured. Finally, we look at
life history strategies.

Population Dynamics: Size Changes over
Time

In nature, a population’s size will rarely
remain constant. Within a short time frame,
population size may remain stable, steadily
increase or decrease, or it may cycle regu-

larly, or in an unpredictable fashion (Fig.
3.1). The rate of population change is
dependent on the ratio of individuals enter-
ing the population through births (B) or
immigration (I) to individuals leaving
through deaths (D) or emigration (E). Thus,
the change in a population’s size (N) from
one time period (t) to the next (t+1) can be
represented by the equation: 

N(t+1) = Nt + B – D + I – E

Birth (or natality) is the addition of individ-
uals to the population. For plants, births
may refer either to the number of seeds pro-
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duced or seeds germinating (Chapter 6), or to
individuals produced via vegetative repro-
duction (Chapter 5). Mortality is the loss of
individuals from the population through
death. Mortality rates and causes will change
over time. In the following sections we look
at population growth curves, first using the
exponential and logistic models of growth
and then by looking at real populations. 

Exponential and logistic growth curves

As long as births outnumber deaths (ignor-
ing immigration and emigration), population
growth will be positive. Over generations, a
population with a constant positive growth
rate will exhibit exponential growth
(Fig. 3.2a). The greater the difference
between birth rate and death rate, the more
rapid the increase. The difference between
birth rate and death rate is the instantaneous
rate of population increase (r). Therefore
the exponential population growth can be
shown as:

dN/dt = rN or  Nt+1 = Nt ert

where dN/dt is the change in N during
time(t).

Many plants have the potential to produce a
huge number of offspring. This is especially
true for some weeds where a single individ-
ual may produce more than 1,000,000 seeds
per season (Table 3.1). Given that plants pro-
duce so many seeds, why then do their pop-
ulations not continue to increase exponen-

tially? Many seeds will not be viable, while
others will not germinate because environ-
mental conditions are not appropriate, or
because the seed dies due to predation or
disease. In spite of this, there can still be
many viable seedlings produced per adult
plant. During the early stages of population
growth, density may increase exponentially
(Fig. 3.3), but at some point, the growth will
slow and density may even begin to
decrease. Why is this so? Exponential
growth cannot be maintained because popu-
lations are limited by a lack of resources. At
some point there will not be enough
resources (e.g. nutrients, light or space) to
satisfy the needs of every new individual
and so population density will level off.

The logistic curve is a model of popula-
tion growth under limiting resources. Once
a seed germinates, there are many biotic and
abiotic forces that cause mortality and
reduce population growth rate. For example,
each seedling requires resources (space,
nutrients, water, light) to survive, and
individuals that fail to acquire adequate
resources will fail to reproduce or may die. 

The lack of adequate resources will
cause the population growth curve to level
off. The growth of all populations will even-
tually level off. The carrying capacity (K) is
the maximum number of individuals the
environment can support. To incorporate K
into the population growth equation, the
exponential equation can be modified by
including an additional term that causes the
growth rate to level off. It looks like this:
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Table 3.1. Plant size and seed production of various weed species (from Holm et al., 1977).

Species Common name Plant height (cm) Seeds per plant (number)

Amaranthus spinosa Spiny amaranthus to 120 235,000
Anagallis arvensis Scarlet pimpernel 10–40 900–250,000
Chenopodium album Common lambsquarters to 300 13,000–500,000
Digitaria sanguinalis Large crabgrass to 300 2000–150,000
Echinochloa crus-galli Barnyardgrass to 150 2000–40,000
Eleusine indica Goosegrass 5–60 50,000–135,000 
Euphorbia hirta Garden spurge 15–30 3000 
Polygonum convolvulus Wild buckwheat 20–250 30,000 
Solanum nigrum Black nightshade 30–90 178,000 
Striga lutea Witchweed 7–30 50,000–500,000 
Xanthium spinosum Spiny cocklebur 30–120 150 



dN/dt = rN (K-N)/N

This is the logistic growth-curve equation
which incorporates limits to popula-
tion growth over time. When population
density (N) is less than K, the term (K-N)/N
will be positive and population growth
will be positive. As the value of N approach-
es K, the rate of growth decreases until
N=K when the rate of population growth
(dN/dt) becomes zero. The population size is
stable because births equals deaths at this
time. 

There are three parts to the logistic
growth curve (Fig. 3.2b). Initially, popula-
tion size increases at an exponential rate.
The maximum rate of growth occurs at half
the value of K. Beyond this, the rate of
population increase slows down but is still
positive. This occurs because not all
individuals will be affected by limiting
resources at the same time because of differ-
ences in size, age, health and reproductive
status. Over time, the proportion of individ-
uals affected by limiting resources will
increase and this causes the curve to level
off at K. 

Real population growth curves

The exponential and logistic growth curves
are idealized mathematical descriptions of
how population size will change over time.
They provide a conceptual framework on
which to base more complex approaches to
population growth. In real situations, popu-
lation growth is more variable over time (Fig.
3.4). There are a number of reasons why
population size fluctuates over time. We
will address a few here and you will see
other examples in the rest of this text.

• The logistic growth model assumes that
the environment is stable over time and
therefore K remains stable. This is unre-
alistic because the abiotic environment is
naturally variable: temperature, nutrients,
water and light change over time. Even
small changes in one factor can affect the
number of individuals the environment
can support. 

• There is random variation in birth and
death rates. This is termed demographic
stochasticity. An occasional low birth
rate or high death rate can cause the pop-
ulation to become extinct.
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• The logistic and exponential growth
curves assume that populations are
independent of other populations.
Populations, however, interact (through
competition, herbivory) and this causes
population size to fluctuate. Population
interactions are addressed in Chapters 8
and 9.

Effects of Migration (Immigration and
Emigration) on Population Size

Sometimes it may be possible to ignore the
effects of immigration and emigration
(migration) by assuming that they are equal,
or that their effect on population size is neg-
ligible. However, many will be dependent
on the immigration of individuals from other

populations. A population with fewer births
than deaths will remain viable only when
supported by seeds imported from other
populations. 

Migration demographically links popu-
lations. Determining whether migration is an
important demographic process has two
problems. First, the concept of migration
assumes that there are specific boundaries
over which individuals (seeds) move. In
human populations we have political
boundaries, so we can keep track of the
movement of (most) individuals. As dis-
cussed in Chapter 2, plant population
boundaries are rarely discrete. Second, even
if ‘real’ boundaries do exist, tracking the
movement of individuals can be challeng-
ing. Therefore, it is difficult to establish if
migration is occurring. 
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Migration among populations: creating
metapopulations

Traditionally, populations have been des-
cribed as a collection of individuals that are
capable of interbreeding. In reality, most
populations are scattered and clustered into
smaller subgroups. This clustering may be a
random process but it usually reflects the
heterogeneity of the landscape, i.e. there are
a limited number of areas where individuals
of various species can live and these indi-
viduals cluster in amenable habitats. When
populations become divided into clusters,
we can say that each cluster becomes spa-
tially isolated from each other. If spatially
isolated populations interact through migra-
tion (e.g. of seed) or distant pollination, then
the aggregate of interacting populations is
called a ‘metapopulation’. The implication
of using the term ‘metapopulation’ is that
interactions among populations are not
always common but they do occur. 

Each population within a metapopula-
tion will likely be genetically distinct
because each is adapted to local environ-
mental conditions. Although individuals
within a population will mostly mate with
individuals from their own population,
metapopulation dynamics will introduce
some genetic material from surrounding
populations. Since the continued existence
of a population is determined mainly by
whether there is enough local genetic varia-
tion to withstand environmental change
(including diseases, herbivory, drought) and
ensure births exceed deaths, metapopulation
dynamics may prevent the extinction of
local populations. For example, immigrants
(or at least their genetic material via pollen)
from other populations can help maintain a
population that otherwise would become
extirpated (locally extinct) because it is not
genetically suited to changes in its environ-
ment (e.g. decreasing light levels).
Populations that are maintained only
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through immigration from other (source)
populations are called ‘sink’ populations
(Pulliam, 1988) (Fig. 3.5). In weedy white
campion (Silene alba), for example, isolated
populations survive only because new
genetic material arrives via immigration
from surrounding populations – in this case,
the immigrant genetic material is delivered
via pollen (Richards, 2000; see Chapter 4 on
pollination). 

Perhaps the most important aspect of
the metapopulation concept is the implica-
tion for conservation. Because populations
may contain relatively few individuals, be
restricted to a small area or have low genet-
ic variation, they are subject to local ex-
tinction. However, the metapopulation is

usually persistent because local adaptations
in populations increase the total amount of
genetic variation. If the landscape-scale
environment changes suddenly, the chances
are good that at least one population has the
genes needed to allow for recolonization of
habitats vacated by local extinctions. This
means that should a disease or a drought
strike, then some of the populations will sur-
vive. Over time, this means that the local
habitats that populations occupy often are
‘emptied’ and recolonized many times.
Therefore while local populations may go
extinct and the habitats emptied, the
metapopulation of a species will continue.
This has become important in understand-
ing how to conserve species. It is possible
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that a large contiguous reserve that does not
allow for spatial isolation, local adaptation,
and development of a metapopulation can
actually hasten extinction of a species, as it
is vulnerable to sudden environmental
change (Beeby, 1994; Hanski and Gilpin,
1997; Schwartz, 1997; Honnay et al., 1999;
Etienne and Heesterbeek, 2000). 

Population Structure

Populations are characterized based on the
age, size, appearance or genetic structure of
individuals. In fact, population structure
could be based on any characteristic that is
variable within a population. Population
structure is not a static feature of a popula-
tion because individuals age, grow, repro-
duce and die at different rates depending on
their individual characteristics and their
environment. In this chapter, we focus on
age, size and developmental stage structure
of populations.

Age structure

The distribution of ages within a population
can be characteristic of the species itself, or
it can reflect the ‘health’ of the population,
or the environment inhabited by the popu-
lation. In a ‘healthy’ population, younger
individuals will outnumber older individu-
als because a proportion of young individu-
als will die before they reach maturity.
Whipple and Dix (1979) proposed five age-
class distributions to explain population
trends of trees (Fig. 3.6). The ‘inverse-J’
curve shows a population with many more
juveniles than adults; this population is like-
ly to be relatively constant or increasing. The
‘bimodal’ distribution is a result of pulse
recruitment (addition of new individuals)
where periods of lower recruitment are fol-
lowed by periods of higher recruitment. This
population will likely be stable or increase
as long as recruitment pulses are frequent
enough to replace dying individuals. A
‘decreasing’ population distribution means
the population is not replacing itself because
recruitment is not high enough to replace

those that are dying. If recruitment is zero
the distribution will become ‘unimodal’ as
the population ages and no young individu-
als are added. Although individuals are
present, the population will become extinct
unless increased reproduction occurs.
Finally, a random distribution is typical of a
population in a marginal habitat, or one that
is responding to disturbance. Populations
that have recently invaded a site are also
likely to exhibit this distribution (Luken,
1990). 

Age structures can be difficult to inter-
pret because they do not always fit the theo-
retical distributions described above, nor
are they consistent over time. Montana pop-
ulations of spotted knapweed (Centaurea
maculosa) tended to have inverse-J distribu-
tions in 1984, but in 1985 the distribution
decreased (Fig. 3.7). This occurred following
a severe drought in 1984, when young indi-
viduals experienced higher mortality than
older individuals (Boggs and Story, 1987).
While overall population density decreased
by 40% between 1984 and 1985, the density
of younger individuals (years 2 and 3) was
reduced by 83%. This resulted in a change
of age structure from one year to the next.
The observed structure of a population is the
result of abiotic and biotic forces encoun-
tered by previous generations of a popula-
tion. It is important for scientists tracking
changes in population density to be aware of
age structure, because future changes in
abundance depend very much on the cur-
rent age distribution. As seen in spotted
knapweed, harsh conditions may differen-
tially affect age groups causing demograph-
ic changes. 

There are complications, however, asso-
ciated with characterizing populations based
solely on age structure data. First, seeds that
are persistent in the soil (seed bank) are sel-
dom accounted for when assessing age struc-
ture of a population. The seed bank repre-
sents potential individuals that replenish the
population when no new seeds are pro-
duced. Therefore, a population with no
apparent seed production (‘unimodal’) may
increase again via the seed bank rather than
through renewed seed production. Second,
not all plant species can be aged accurately
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and so age structure data may be suspect.
Woody species (most trees and some shrubs)
are easier to age than herbaceous species
because they often produce annual growth
rings which can be counted; however, not all
woody plants produce annual rings, and
some produce more than one ring in a year.
Species producing multiple main stems will
also be difficult to age. Some woody species
can be aged by counting morphological fea-
tures such as bud scars. Annual rings in the
roots of some herbaceous perennials can
also be used (Boggs and Story, 1987; Dietz
and Ullman, 1998).

A third problem with using age struc-
ture data to characterize populations is that
age may not be biologically relevant to pop-
ulation processes such as reproduction,
growth or death (Werner, 1975). Two genet-
ically identical individuals of the same age
may differ physically depending on their
environment and this will influence when
they reproduce, the number of offspring
they produce and when they die. 

Size structure

Most populations will tend to have fewer
large individuals and many smaller ones.
However, larger individuals can have a dis-
proportionate effect on the rest of the popu-
lation because they tend to live longer and
produce more offspring than smaller indi-
viduals of the same age (Leverich and Levin,
1979). Larger individuals can also directly
affect smaller individuals through shading.
Plant size is a measure of the success of an
individual because the larger individuals
have acquired more resources than smaller
individuals. For this reason, it is often more
useful to structure populations by size rather
than age. Furthermore, size may be a better
predictor of an event (e.g. reproduction or
death) than age (Werner, 1975; Werner and
Caswell, 1977; Gross, 1981). Werner (1975)
found that rosette size of teasel (Dipsacus
fullonum) was a better predictor than age of
whether a plant remained a vegetative
rosette, flowered or died. For example,
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rosettes attaining 30 cm in diameter had an
80% chance of flowering. Still, size is not a
perfect predictor of life cycle events. An
example of this is when small, repressed
agricultural weeds flower even when they
are tiny compared with their neighbours.

The simplest way to measure ‘size’ is to
measure some visible aspect of growth such
as plant height, diameter (e.g. of the stem), or
number or size of leaves. Biomass is a more
exact measure of size because it is a more
direct measure of acquired resources, but
biomass measurements require harvesting,
drying and weighing the plant, and is a
destructive sampling method. 

A strong linear correlation between size
and age rarely exists for many reasons. Some
species of trees (e.g. sugar maple, Acer sac-
charum) remain as slow-growing or sup-
pressed individuals for decades until a
canopy gap appears, after which they grow
rapidly (Canham, 1985). Alternatively,
plants may grow rapidly during the early life
stages until they reach a maximum size and
then divert resources to reproduction and

maintenance rather than growth. Size struc-
ture also develops in shorter-lived species.
In jewelweed (Impatiens capensis), size
structure developed because larger individ-
uals grew faster and had a lower risk of
death than smaller ones (Schmitt et al.,
1987). One should never assume that age
and size are correlated until the relationship
has been tested. 

Phenology

A plant’s phenology (stage of development)
can be used in conjunction with or instead
of plant age and size to examine population
structure (Sharitz and McCormick, 1973;
Werner and Caswell, 1977; Gatsuk et al.,
1980; Horvitz and Schemske, 1995; Deen et
al., 2001). This measure may be more bio-
logically meaningful than age or size alone
because an individual’s phenological stage
may be more linked to its likelihood of sur-
vival or reproduction. Horvitz and
Schemske (1995) showed that the annual
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Table 3.2. Life table of Drummond phlox (P. drummondii) (adapted from Leverich and Levin, 1979).

Age at start
of interval Length No. surviving No. dying Mean mortality
(days) interval on day x Survivorship during interval rate/day
x (days) nx lx dx mx

0 63 996 1.00 328 0.0052
63 61 668 0.67 373 0.0092 

124 60 295 0.30 105 0.0059
184 31 190 0.19 14 0.0024
215 16 176 0.18 2 0.0007 
231 16 174 0.17 1 0.0004 
247 17 173 0.17 1 0.0003 
264 7 172 0.17 2 0.0017 
271 7 170 0.17 3 0.0025 
278 7 167 0.17 2 0.0017 
285 7 165 0.17 6 0.0052 
292 7 159 0.16 1 0.0009 
299 7 158 0.16 4 0.0036 
306 7 154 0.15 3 0.0028 
313 7 151 0.15 4 0.0038 
320 7 147 0.15 11 0.0107 
327 7 136 0.14 31 0.0325 
334 7 105 0.11 31 0.0422 
341 7 74 0.07 52 0.1004 
348 7 22 0.02 22 0.1428 
355 7 0 .0 – – 



survival and fertility of the prayer plant
(Calathea ovandensis), varied depending on
the individual’s phenological stage (Fig. 3.8).
Seedlings had less than 10% survival, seeds
and juveniles had moderate survival while
other stage classes had over 90% survival.
Reproductive individuals produced differ-
ent numbers of seeds per plant depending
on their size.

Illustrating population structured data 

Data on age structure can be tabulated into
life tables (Table 3.2). These tables summa-
rize age-specific survival, mortality and
reproductive rates. Survival data is used to
construct survivorship curves that display
the proportion of individuals surviving to
the beginning of each age class (Fig. 3.9).
Survivorship curves are easier to interpret
when presented on a log scale because they
show constant mortality rate as a straight
line. A steeper slope indicates a higher mor-
tality rate. 

Pearl and Miner (1935) presented three

general survivorship curves (Fig. 3.10).
These model curves are often referred to as
Deevey curves after Deevey (1947). Type I is
typical of species, such as some human pop-
ulations, with low early mortality, and high
mortality later in the life span. A Type II
curve shows a constant mortality rate
throughout the life span. Some birds have
this type of survivorship curve. A Type III
curve has high early mortality that decreas-
es later in the life span. This is typical of
many plant species where seedling mortali-
ty is very high (e.g. agricultural weeds).
When presented on an arithmetic scale, the
curves appear different. The methodology
for collecting and calculating survivorship
data will be explained in Chapter 10. 

Why does population structure matter?

Interpreting population structure can be dif-
ficult and time consuming. Why, then, do
we do it? Why not simply calculate popula-
tion means (e.g. mean age or height) and use
these simple numbers to describe a popula-
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tion? The answer is that there is a lot of valu-
able information in the variability of a pop-
ulation and that by reducing this to a mean
value we lose information (Hutchings,
1997). Populations may have the same mean
values but different structure; for example,
the four populations shown in Fig. 3.11
have the same mean stem diameter
(x=20 cm) but the proportion of individuals
in each size class differs. The fate of these
populations will most likely differ.

Another reason we may be interested in
the structure of a population is that it is a
way to identify specific individuals of inter-
est. For example, we may only be only inter-
ested in plants of a certain size (age or stage).
If we know, for example, that only individ-
uals above a specific size will impact crop
yield, then we can focus our research on the

larger age classes. Recognizing population
structure helps us to focus on specific indi-
viduals within a population, and it gives us
a glimpse of possible population dynamics
to come.

Life History Strategies in Plants:
Population Structure and Life Cycles

A strategy is ‘a grouping of similar or analo-
gous genetic characteristics which recurs
widely among species or populations and
causes them to exhibit similarities in ecolo-
gy’ (Grime et al., 1990). The term ‘strategy’ is
sometimes criticized because it is anthropo-
morphic (has human attributes) and teleo-
logical (has a purpose) (Grime et al., 1990);
however, few suitable alternative terms exist



(e.g. ‘set of traits’, ‘syndrome’). Life history
comprises both the general description of a
life cycle of a plant (annual, biennial, peren-
nial) and all of the more specific aspects of
life cycles within population (age, stage,
size). 

Many individuals, populations and
species have adapted or been genetically
constrained to adopt similar life histories to
survive. Such common patterns of life his-
tories suggest that there are general ‘life his-
tory strategies’. There is no one optimum
plant strategy that maximizes survival in all
situations. If there were, there would be
only one plant species. Environmental con-
ditions vary drastically over time and space,
and therefore different traits will be
favoured in different situations and at dif-
ferent times. Based on life history strategies,
we can make general predictions about what
traits are likely to allow individuals, popu-
lations or species to exist under different
environmental conditions.

r- and K- selection

One way to classify plants by life history
strategy is to refer to them as being ‘r’ or ‘K’
selected (e.g. Beeby, 1994). Following dis-
turbances, the species that will recolonize
most rapidly are generally small annuals
that have a rapid growth rate, reproduce
early and produce many small seeds. This
set of traits allows the species to arrive, ger-
minate, establish and reproduce quickly.
Therefore, if further disturbance occurs,
there will be seed available to re-establish.
This specific set of traits is called an ‘r-strat-
egy’; the ‘r’ refers to the high intrinsic rate of
population growth displayed by species
with this strategy. In situations where dis-
turbance is infrequent, and environmental
conditions are relatively stable, traits such as
large size, longevity, delayed reproduction
are favoured. Plants with this set of traits are
‘K-strategists’ because the populations are
theoretically maintained at or near the car-
rying capacity (K). Table 3.3 summarizes
characteristics found in r- and K-strategists. 
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Table 3.3. Features of r- and K-selected species (adapted from Pianka, 1970).

r-selected species K-selected species 

Climate Unpredictable and/or variable; Predictable or constant; more certain
uncertain

Mortality Occasional catastrophic mortality, Mortality rate lower and more constant,
density dependent density independent

Survivorship Usually Deevy Type III Usually Deevy Type I or II
Population size Variable over time, often below Constant over time, often at or near the

carrying capacity carrying capacity
Life span Short, usually <1 year Long, usually >1 year
Body size Small Large
Competition Often low Often intense
Rate of development Rapid Slow
Reproduction Usually early, monocarpic Usually late, polycarpic
Offspring Produce many, small offspring Produce few, large offspring
Leads to ... Productivity Efficiency

Many plants cannot be divided neatly
into r- or K-strategies because they represent
ends on a continuum; most plants actually
use both strategies in the appropriate envi-
ronmental conditions. Although valuable as
a tool, it is naïve to use r- and K-selection as
the sole criteria in predicting the potential
colonization ability or the weediness of a
plant. 

The contrast between r- and K-selection
is clearly illustrated by two different vari-
eties of barnyardgrass (Echinochloa crus-
galli) in California (Barrett and Wilson,
1983). E. crus-galli var. crus-galli has numer-
ous, small dormant seeds. This allows it to
survive in unpredictable, heterogeneous
habitats and hence it is more cosmopolitan.
E. crus-galli var. oryzicola does not exhibit
dormancy; it has large seeds that germinate
with the rice crop (Oryza sativa), and large,
vigorous seedlings. It is, therefore, more K-
selected as it is adapted to homogeneous,
predictable environments (rice paddies) and
it is the more noxious variety of weed in rice
paddies. However, it is restricted to this
habitat and is less of a problem worldwide
than E. crus-galli var. crus-galli.

Agricultural weeds are commonly char-
acterized as being r-selected. These weeds
are adapted to frequent disturbance through
tillage, herbicides or other agronomic prac-
tices. Their life span is short, reproduction is
early, fecundity is high and seeds are small
(Pianka, 1970). Nevertheless, it would be

wrong to state that all agricultural weeds are
r-selected. There is a degree of stability in
the regularity of disturbance, and so some K-
selected species also persist. Such species
may be perennial weeds with polycarpic
reproduction, and few seeds with abundant
nutrient reserves. With the increase of no-till
farming, K-selected weeds may increase in
agriculture systems (Swanton et al., 1993;
Buhler et al., 1994). 

A weed may be anywhere on the spec-
trum between r- and K-selected. For exam-
ple, johnsongrass (Sorghum halpense) and
cocklebur (Xanthium strumarium) are two
of the world’s ‘worst’ agricultural weeds;
however, johnsongrass is K-selected and
cocklebur is r-selected (Holm et al., 1977;
Radosevich and Holt, 1984). Additionally,
despite being r-selected (in general), cockle-
bur is an effective competitor (for water) and
undergoes both early and late germination,
characteristics not traditionally associated
with r-selected species (Pianka, 1970; Scott
and Geddes, 1979).

C-S-R selection

Because many plants may exhibit a ‘com-
promise’ of r/K-selected attributes, a modi-
fied theory of plant strategy and selection
was developed (Grime, 1977, 1979). Grime
used characteristics of the established phase
of the life cycle to characterize plants based



on their ability to withstand competitors,
disturbance and stress. In his triangular con-
ceptual model, the corners represent ruder-
als (disturbance tolerators) (R), competitors
(C) or stress-tolerators (S) (Fig. 3.12a). C-
strategists maximize resource capture in
undisturbed but productive habitats by
increasing vegetative production and reduc-
ing allocation to reproduction. R-strategists
maximize reproduction and growth, and are

adapted to disturbed but potentially pro-
ductive environments. These two strategies
are somewhat analogous to K- and r-selec-
tion, respectively. The S-strategists are
adapted to stressful, harsh environments
where disturbance is rare and competition is
unimportant. By reducing vegetative growth
and reproduction they maximize their sur-
vival. 

Characterization of C, S and R species is
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based on a plant’s morphology, physiology,
life history and other traits (Table 3.4).
Intermediate species are shown in the cen-
tral region of the triangular model (Fig.
3.12b). Weeds are usually classified as rud-
erals (R), or competitive ruderals (CR). Both
strategies are adapted to productive habitats,
but CR-strategists would be found in less fre-
quently disturbed habitats than R-strategists

who have short life spans which allow
species to re-establish after disturbance.
While Grime’s strategies have been dis-
cussed widely in reference to weed species,
some have pointed out its limitations
(Tilman, 1987). Grime’s model relies on a
narrow definition of competition (Grace,
1991). This will be dealt with in the next
chapter on competition.
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Table 3.4. Characteristics of competitive, stress-tolerant and ruderal plants (adapted from Grime, 1977).

Competitive C Stress-tolerant S Ruderal R

Morphology
Life forms Herbs, trees, shrubs Lichens, herbs, trees, Herbs 

shrubs
Morphology Leaves form high, dense Variable Small stature, little

canopy, extensive lateral spread 
lateral spread of roots 
and shoots 

Leaf form Robust Often small, leathery or Various 
needle-like 

Life history 
Longevity of Variable Long Short
established phase   

Longevity of leaves Relatively short Long Short 
and roots  

Frequency of Usually every year Variable Produced early in life
flowering history

Annual production Small Small Large 
allocated to seeds  

Structures persisting Dormant buds and  Stress-tolerant leaves  Dormant seeds
in unfavourable seeds and roots
conditions 

Regeneration Vegetative growth, Vegetative growth, Small seeds,
strategies small seeds, persistent persistent seedling persistent seed

seed bank   bank   bank
Physiology

Maximum potential Rapid Slow Rapid 
relative growth rate 

Response to stress Rapid response to Slow, limited response Rapid response to 
maximize vegetative divert from vegetative
growth     growth to flowering

Storage of mineral Into vegetative Storage in leaves, Seeds
nutrients from structures, some stored stems, and/or roots 
photosynthesis for new growth in

following season  
Other

Litter Copious, often Sparse, sometimes Sparse, not usually 
persistent persistent  persistent 

Palatability to Variable Low Variable, often high 
unspecialized 
herbivores  



Summary

Describing population dynamics, population
structures, life cycles and life history strate-
gies is difficult because of genetic and envi-
ronmental variation and the complex inter-
actions and combinations that can occur.
This complexity is the reason why our con-
venient measures and descriptions of popu-
lations are often not adequate even if they do
a reasonable job of approximating the real
world. This complexity explains why: 

• simple logistic and exponential equations
do not adequately describe populations; 

• spatial isolation within metapopulations
influences survival and conservation
decisions;

• classifying plant population structure by
age, growth stage, size and life cycle can
be difficult; and 

• life history strategies are good rules of
thumb but not all that accurate in pre-
dicting the population dynamics and
impact of plants, especially weeds. 

Population dynamics and structure are good
concepts to understand, but they need to be
developed and studied in the context of
ecological interactions and genetic varia-
tion. This means it is not enough to under-
stand the general patterns of populations.
We should also understand how popula-
tions change with genetic diversity, varia-
tion in reproduction, and with the presence
of competitors, herbivores and disease. In
short, population dynamics and structure
influence and are influenced by many other
factors that we will be discussing in future
chapters. 
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Questions

1. What is known about the population structure and dynamics of your selected species of weed? Suggest
ways that that your species can be structured, i.e. by age, size, phenology. Describe the life history strat-
egy of your species. Is it an r- or K-selected species – or somewhere in between? Place your species on
Grime’s C-S-R model and explain why you placed it there.
2. Describe the size distributions of the four populations shown in Fig. 3.11. Assuming that age is corre-
lated with size, what is the likely fate of each of these populations? Explain why. Would your answer
change if age were not correlated with size? Explain why. 
3. How might metapopulation dynamics be considered in controlling a recently introduced invasive weed?
4. Explain what it means to have a Type I, II or III survivorship curve.
5. How might the carrying capacity (K) of a weed be modified by changes in management practices?
6. Explain why a plant’s population size does not increase indefinitely.
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Introduction

Plants have two general means by which
they reproduce: asexually and sexually.
Since humans only reproduce sexually,
asexual reproduction (= vegetative repro-
duction) is not as familiar to us, but it is
rather common in plants. Asexual repro-
duction involves the replication of chromo-
somes without the production of gametes or
the need for sex. Asexual reproduction pro-

duces offspring that are genetically identical
to their parents. Typical examples of this
form of reproduction are the stolons (‘run-
ners’) produced by strawberries (Fragaria
species), and root sprouting (‘suckering’) by
aspens (Populus species). We will discuss
asexual reproduction in the next chapter; in
this chapter, we focus on sexual reproduc-
tion.

As in any organism, plant sexual repro-
duction requires the fusion of two gametes (a
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4
Sexual Reproduction

Concepts

• Benefits of sexual reproduction relate to increased fitness – specifically, this includes the
production of genetically variable offspring (often expressed as hybrid vigour) that allows
at least some offspring to survive in a heterogeneous environment.

• Costs of sexual reproduction include disrupting well-adapted genotypes and the cost of
producing reproductive structures. 

• Plants can have complex combinations of gender expression; for example, they can be
exclusively male or female, or both male and female at the same time.

• Pollination by animals is more accurate, but more energetically expensive because the flo-
ral structures are elaborate; wind pollination requires less initial resource commitment
because the floral structures are small; since it is less accurate, a lot of resources used to
produce pollen and ovules can be wasted.

• Self-compatibility guarantees some degree of mating success by ensuring pollination
occurs even when only one individual is present.

• Self-incompatibility prevents inbreeding depression by ensuring that ovules are fertilized
by pollen from genetically different individuals.



sperm and ovum) to form a zygote. Each
gamete normally contains one set of chro-
mosomes and the zygote will normally have
two sets of chromosomes: one from each par-
ent. Therefore, sexually produced offspring
possess a unique recombination of their par-
ents’ genes and are genetically different from
parents. In flowering plants, sexual repro-
duction is facilitated by pollination.
Pollination occurs when pollen is transport-
ed to the stigma on a flower. Once on a com-
patible stigma, pollen produces a pollen
tube that delivers the sperm to the female
gametes (ova) and, ultimately, a seed will be

produced. Through sexual reproduction,
there are many ways to successfully transmit
at least some portion of an individual’s geno-
type (= all the genes of an individual) to its
offspring, for example: 

• Plants may express different combina-
tions of gender, e.g. individuals can be
either genetically programmed to be only
male or female (‘diclinous’) or be both
male and female at some time during
their lifespan (‘monclinous’) (Table 4.1). 

• Because they cannot move, plants pack-
age sperm inside specialized protective
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Table 4.1. Gender expression in plants. 

Term Description 

Monocliny Each individual is genetically capable of expressing both genders.
Whether both genders are actually expressed can be influenced by
genetic and environmental factors:

Sequential monocliny Each individual expresses only one gender at a given time. Gender
changes over a growing season or from year to year, e.g. saltbushes
(Atriplex) (Freeman and McArthur, 1984)

Simultaneous monocliny An individual expresses both genders at a given time, but not all flowers
necessarily express both genders, at the same time or ever

Sexual monomorphism Male and female gender will be expressed in the same flower, though not
necessarily at the same time: 

Protandry Male gender expressed before female gender, e.g. wild carrot,
(Daucus carota) (Dale, 1974)

Protogyny Female gender expressed before male gender, e.g. common mullein
(Verbascum thapsus) (Gross and Werner, 1977) 

True monomorphism Both genders expressed at same time in same flower, e.g. sow thistles
(Sonchus) (Hutchinson et al., 1984) 

Monoecy In at least some flowers, only one gender is ever expressed: 
Gynomonoecy Female flowers and perfect flowers exist, e.g. plantains (Plantago) (de

Haan et al., 1997)
Andromonoecy Male flowers and perfect flowers exist, e.g. horsenettle (Solanum

carolinense) (Steven et al., 1999)
True monoecy All flowers are either male or female; no perfect flowers exist, e.g. nettles

(Urtica) (Bassett et al., 1977)

Dicliny Each individual is genetically capable of expressing only one gender
during its existence. However, species or populations are not always
totally diclinous: 

Dioecy (true dicliny) All individuals are either entirely male or entirely female, e.g. poison ivy
(Rhus radicans) (Mulligan and Junkins, 1977) 

Gynodioecy Some individuals are entirely female; others are monoclinous, e.g. viper’s
bugloss (Echium vulgare) (Klinkhamer et al., 1994) 

Androdioecy Some individuals are entirely male; others are monoclinous, e.g. annual
mercury (Mercurialis annua) (Pannell, 1997) 

Note that some terms apply to the gender expression of the individual as a whole, while others refer to
gender expression within the flowers. Cruden and Lloyd (1995) give alternative terminology for gender
expression. 



tissue (‘pollen’) that can be sent across
short and long distances via gravity,
water, wind and animals.

• Plants can mate with themselves or with
another individual. 

We will discuss these in detail, but first we
will examine the benefits and costs of repro-
ducing sexually. 

The Benefits and Costs of Sex

Sex costs resources – this encompasses
everything a plant uses and produces, e.g.
fats, proteins, carbohydrates and water.
Resources used in sexual reproduction will
not be available for anything else, like mak-
ing leaves that will increase photosynthesis
and sugar production to feed the plant.
Therefore, in order for sex to exist, its bene-
fits must outweigh its costs. Benefits include
producing genetically variable genotypes
that are both adaptable and less likely to suf-
fer from genetically related ‘medical’ prob-
lems that are contained in a mobile unit (a
seed) that can escape the parental environ-
ment. Costs include disrupting well-adapted
genotypes and having to use resources to
produce floral structures to facilitate sexual
reproduction. In general, this ‘trade-off’
between benefits and costs of sex relate to
the concept of fitness. 

Fitness

Fitness provides a relative measure of how
well an individual succeeds at continuing 
its lineage. Individuals that are ‘fit’ to their
environment are ones that can survive and
reproduce successfully. In any population,
the genotype with the highest relative fitness
is the one that produces the most offspring
that will survive and reproduce themselves.
Relative fitness is often measured by testing
for significant effects of any phenomenon
(e.g. low nitrogen concentrations in the 
soil) on specific fitness components. These
components are usually tangible traits of
plants that can be measured empirically, for
example:

• number and mass of seeds produced;
• success of seed dispersal;
• seed survival in the soil (the ‘seed bank’);
• amount and rate of seed germination;
• mass, height and growth rate of seedlings;
• resource allocation to roots, shoots and

flowers (measured by examining their
relative masses); 

• pollination and fertilization success. 

The effective measure of relative fitness
itself can be thought of as how much of the
original parental genotype survives from
generation to generation, both in terms of the
genetic composition of direct descendants
and how much of the population eventually
contains some portion of a parental geno-
type. If the environment generally remains
constant, then individuals continue to pro-
duce offspring that are very close copies of
themselves, i.e. the most fit offspring geno-
type will be those that are most similar to the
parental genotype. This is what happens
with agricultural weeds when farming prac-
tices do not change over time – weeds adapt
to these specific practices and produce many
similar offspring because these offspring
encounter an equally favourable and
unchanged environment. When environ-
mental conditions change, however, the fit-
ness of these weeds may decrease.

This same principle applies when
plants are introduced to new environments.
Effectively, the environment for the plant
has ‘changed’ since it encounters a new
location and habitat. If the physical envi-
ronment of the originating habitat is similar,
but the biological environment differs, then
the plant often has greater fitness than exist-
ing plants. One example in North America is
the introduction of garlic mustard (Alliaria
petiolata). Garlic mustard originates from
Eurasia, where the physical environment is
reasonably similar to northeastern North
America. Unlike Eurasia, garlic mustard in
North America does not appear to have any
effective natural enemies (e.g. pathogens,
herbivores). Also, garlic mustard prefers for-
est edge habitats; many species native to the
forest understories of North America are not
adapted to this type of environment. With
forest fragmentation increasing rapidly,

Sexual Reproduction 51



garlic mustard can outcompete native
species because of its high growth rate and
fecundity in its new environment of forest
edges without natural enemies (Anderson et
al., 1996; Nuzzo, 1999). 

Benefits of sexual reproduction

New, better fit and better adaptable
genotypes

The main benefits of sexual reproduction are
the potential for genetic combinations that
may be better fit to the current or new envi-
ronments and, concomitantly, producing
genetically variable offspring that can adapt
to changing or new environments. Each seed
is a unique genotype containing different
alleles (‘versions’) of different genes, hence
whatever type of environment the offspring
encounter, there is a high probability that
some of them will survive to reproduce.
Formally, we sometimes refer to genetic
variation as ‘hybrid vigour’ (= ‘heterosis’).
Intraspecific (‘within species’) hybrids are
very common in sexual organisms (includ-
ing diverse organisms like garlic mustard
and humans). Intraspecific hybrids are less
likely to express deleterious combinations of
alleles, i.e. ‘bad’ products from ‘bad’ ver-
sions of genes that reduce the ability of an
individual to germinate, grow and survive to
reproduce. The reason that sex avoids this
problem is because when two individuals of

the same species (‘conspecifics’) that have
dissimilar genotypes mate, genetic recombi-
nation occurs so their offspring are less like-
ly to receive a copy of the same deleterious
allele from each parent.

In plants, there is another reasonably
common form of hybridization: interspecif-
ic (‘between species’). Again, this is less
familiar to humans because it does not hap-
pen with us. However, in plants, interspe-
cific hybrids are formed when individuals
from two different species mate. Not all
species can mate to produce viable hybrids
and, in fact, hybrids usually form from mat-
ing between closely related species because
their genomes must be similar enough to
successfully produce offspring capable of
reproducing themselves. Interspecific
hybrids may have higher fitness because of
new genetic combinations. They usually
have characteristics that are intermediate to
their parents (Table 4.2) (Bailey et al., 1995;
Clements et al., 1999). New species with
weedy characteristics can arise through
hybridization either when two weeds
hybridize or when a weed and native species
hybridize (Briggs and Walters, 1984).
Examples of some hybrids (indicated by the
‘×’ below) between weed species are: 

• bitter yellow dock (Rumex × crispo-
obtusifolius = R. crispus × R. obtusi-
folius);

• false leafy spurge (Euphorbia × pseudo-
esula = E. cyparissias × E. esula);
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Table 4.2. Characteristics of giant knotweed (Fallopia sachalinesis) and Japanese knotweed (Fallopia
japonica var. japonica) and their hybrid Fallopia x bohemica. (Adapted from Bailey et al., 1995).

Characteristic Giant knotweed Hybrid Japanese knotweed

2n 44 44 or 66 88 
Height Gigantic plant, up to Intermediate in size, Large plant 2–3 m tall

4 m tall 2.5–4 m tall
Leaf size Up to 40 cm long by Up to 23 cm long by 10–15 cm long 

22 cm wide 19 cm wide  
Leaf length:width ratio Approx 1.5 1.1–1.8 1–1.5 
Leaf underside Scattered, long flexible Larger leaves have Smooth

hairs many short, stout hairs
Floral sex expression Male-fertile flowers and Male-fertile flowers and Flowers usually

male-sterile flowers male-sterile flowers male-sterile
borne on separate plants borne on separate plants  



• tall cat-tail (Typha × glauca = T. angusti-
folia × T. latifolia); 

• goat’s-bladder (Tragopogon × mirus = T.
dubius × T. porrifolius);

• hybrid goat’s-beard (Tragopogon × mis-
cellus = T. dubius × T. pratensis).

In some cases a hybrid can be found
beyond the distribution of the parent
species. For example, the range of hybrid
goat’s-beard (T. × miscellus) has increased
substantially beyond the range of at least one
of the parent species in Washington state
(Novak et al., 1991). Thus, this species may
have a greater ecological amplitude than its
parents.

Hybridization between a native species
and a related weed species can be more
serious than hybridization between two
weed species, because it can cause extinc-
tion of the native species if the hybrid
species has greater fitness. For example,
Freas and Murphy (1988) determined that
the widespread Australian saltbush
(Atriplex serenana) appeared to be hybri-
dizing with the one remaining population
of Bakersfield saltbush (Atriplex tularen-
sis). Several native sunflowers (Helianthus
species) in the southern USA are vulnerable
to extirpation or extinction because of
hybridization with the introduced annual
sunflower (Helianthus annuus) (Rhymer and
Simberloff, 1996).

Getting away from your parents: the mobility
of offspring

Sexual reproduction generally has an ancil-
lary benefit of producing mobile offspring,
i.e. seeds or seeds inside fruits. Sexually pro-
duced offspring are usually dispersed away
from the maternal parent so there is less
chance of competing with their parents, sib-
lings or other relatives. When the environ-
ment is not favourable to the parent (and
hence the offspring are also likely to suffer),
dispersal away from the parent is important.
The benefits of dispersal are discussed in
more detail in Chapter 6 but it is useful to
keep in mind that dispersal is an indirect
benefit of sex.

Costs of sexual reproduction

Sex disrupts well-adapted genotypes

Plants that reproduce sexually risk breaking
up well-adapted genotypes, because it
results in genetic recombination. In a rela-
tively unchanging environment, offspring
that are similar to the maternal genotype are
usually better adapted than ones with
recombined genotypes. This fitness disad-
vantage of a recombined genotype is called
‘outbreeding depression’ (Waser and Price,
1989, 1993; Parker, 1992). The offspring lose
the complex genetic structure that made
their parents so successful in a local envi-
ronment. 

Cost of producing reproductive structures

To reproduce sexually, plants must allocate
resources to produce sexual organs, and flo-
ral structures that increase the chances of
pollen dispersal. These structures can be
quite resource expensive. Milkweed, for
example, allocates 37% of its photosynthate
to nectar production (Southwich, 1984).
Plants that reproduce only once in their life
span (‘monocarpic’) must maximize repro-
ductive output per unit of resource expend-
ed. Even in plants that have repeated repro-
ductive events in their life span (polycarpic),
the costs of sexual reproduction are impor-
tant because it may result in resources being
directed away from growth and mainte-
nance. Sexually reproducing plants often
have to commit resources to reproduction
early in the growing season. This increases
the risk associated with sexual reproduction
because if the weather prevents pollination
or if seeds are destroyed, the plant may not
have enough resources left to survive. 

Ecology of Flowers and Flowering

Gender expression

In most animals, an individual is either
male or female. Defining gender in a plant,
however, is complicated. In plants, gender
can apply to individual flowers or to the
individual as a whole (Table 4.1). The rea-
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son for this complexity is related to sexual
selection, i.e. the factors that influence the
relative ability of individuals to obtain mates
and reproduce offspring (Willson, 1994).
Generally, the more options plants have in
expressing gender, the more likely they are
to reproduce (sexually) successfully, no mat-
ter what environment they encounter. We
will also show, however, that there can be
risks for an individual to express many
combinations of gender and, consequently,
there can be benefits of expressing only one
or few combinations of gender.

Gender based on flowers of individuals

Most people recognize that flowers can be
male and female at the same time because
we are taught to recognize the basic struc-
tures of a typical flower, i.e. petals, sepals,
stamens and carpels (Fig. 4.1). However,
some or all flowers on an individual may
express only one gender. The sexual expres-
sion of a flower also can be separated in time
with male structures (anthers and pollen)
maturing first and then the female structures
(e.g. stigma) becoming receptive, or vice
versa. There are many complex variations of
this with equally complex terminology
(Table 4.1). 

Gender based on the individual

The gender of an individual plant can be
controlled genetically, environmentally or
both. Plants often have the genetic ability to
be male and female but the relative expres-
sion of male and female traits varies with
the short-term environmental conditions
and perhaps long-term selection pressures
(Barrett, 1998; Campbell, 2000). Plants
where individuals are (genetically) one sex
are called ‘diclinous’; plants that (genetical-
ly) can express more than one sex are called
monoclinous (Table 4.1). Humans would
considered to be ‘diclinous’, using this
terminology. Like its flowers, an entire
individual plant can be: male, female,
both male and female at the same time, male
and then female, female and then male, con-
tinually changing from female to male or
vice versa.

Allocation strategies for expressing genders in
flowers and individuals

Generally, environmental stress tends to
increase the expression of male gender in
plants (Freeman et al., 1980; Escarre and
Thompson, 1991). In a resource-poor envi-
ronment, it is better to be male than female.
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This is because male structures (like pollen)
require fewer resources to develop, whereas
female structures (like ovules) are where
offspring develop and they require alloca-
tion of more resources to be nurtured and
dispersed. Conversely, in resource-rich envi-
ronments, it may be advantageous to express
more female gender as there is no question
that any offspring produced are, in part,
carrying the female parent’s genotype (as we
shall see, males have little control of their
reproductive success as pollen can go
astray). Since plants cannot predict their
future environment, any allocation and
gender expression strategy is risky and gen-
erally depends on whatever previous and
current selection pressures favour. Some
plants try to use ‘bet-hedging’ by allocating
equal amounts of resources to both male

and female genders; however, even this
may reduce fitness if the environment cur-
rently or eventually changes to favour the
expression of one gender rather than both.
Further complicating gender expression is
the fact that all of the resources allocated
may be wasted because the process of mat-
ing is rather risky in plants as they rely on
a ‘third party’ to facilitate sex. The ‘third
party’ relates to pollination mechanisms,
(i.e. what carries the pollen from male to
female).

Pollination mechanisms

For plants to reproduce sexually, there must
be ample pollen available to carry sperm
that will fertilize ova. Because of its micro-
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Table 4.3. Suites of floral traits associated with pollination syndromes (adapted from Howe and Westley,
1977).

Pollinating agent Anthesis Colour Odour Flower shape 

Insect pollination
Beetles Day and night Dull Fruity or aminoid Flat or bowl-shaped; radial

symmetry
Carrion or dung Day and night Purple–brown  Decaying protein Flat or deep; radial

flies or greenish symmetry; often traps 
Bees Day and night Variable, but Usually sweet Flat to broad tube; bilateral

or diurnal not pure red or radial symmetry; may
be closed 

Butterflies Day and night Variable; pink Sweet Upright; radial symmetry;
or diurnal very common deep or with spur 

Vertebrate pollination
Bats Night Drab, pale, Musty Flat ‘shaving brush’ or

often green   deep tube; radial
symmetry; much pollen;
often upright, hanging
outside foliage, or borne
on trunk or branch

Birds Day Vivid, often red none Tubular, sometimes curved;
radial or bilateral
symmetry, robust corolla;
often hanging 

Abiotic pollination
Wind Day or night Drab, green None Small; sepals and petals

absent or reduced; large
stigmata; much pollen;
often catkins

Water Variable Variable None Minute; sepals and petals
absent or reduced; entire
male flower may be
released 



scopic size (micrometers), pollen is usually
produced in large quantities in order to
increase the chance of reaching non-mobile
ova. For a plant to mate successfully, pollen
must be transferred from the anther to a
genetically compatible stigma, style and
ovum. Pollen generally is delivered via three
mechanisms: by animals (zoophily), wind
(anemophily) or water (hydrophily). 

Animal pollination (zoophily)

Animal-pollinated species must allocate
resources to create floral morphologies that
attract animals and these can be very
resource expensive (Harder and Barrett,
1995). Floral morphology varies with the
type of animal pollinator, as do the pigments
used to colour flowers, the height and
breadth of the inflorescence, and the provi-
sion of nectar (Table 4.3) (Wyatt, 1983). 

Plants vary in their pollination strategy,
i.e. whether to use many types of pollinators
or very specialized pollinators (Johnson and
Steiner, 2000), but some general trends do
exist. Of most relevance here, weeds tend
not to need elaborate floral morphologies
because they are not usually co-adapted
with their pollinators or use abiotic vectors
for pollination (Baker, 1974). For example,
wild carrot (Daucus carota) has an open flat
inflorescence that enables a variety of insects
to access pollen (Dale, 1974); many weeds
use a similar strategy. Regardless, there are
no guarantees of successful pollination
because the inflorescence can be eaten,
pathogens or parasites can infest the flowers,
or animals can rob nectar without transfer-
ring pollen. Plants may increase the likeli-
hood of successful pollination by:

• deceiving pollinators (using chemicals
that resemble nectar to lure them);

• trapping pollinators in a flower to ensure
they are covered in pollen;

• forcing pollinators to specialize by hiding
rewards like nectar or having specialized
flowers that require structures like
uniquely shaped proboscises;

• flowering only when other species are not
flowering. 

Wind pollination (anemophily)

Wind-pollinated flowers are more drab, have
small or absent petals and no nectar. They
are less showy (though not necessarily less
elaborate) but often are less energetically
expensive (Whitehead, 1983). Wind-polli-
nated plants must produce vast quantities of
pollen to ensure success. Wind pollination
presents risks because most of the pollen
does not reach the proper stigma, and suc-
cessful pollination depends on appropriate
environmental conditions such as precipita-
tion, temperature, relative humidity and
wind direction (Whitehead, 1983; Murphy,
1999). Examples of wind-pollinated weeds
include ragweeds (Ambrosia species),
quackgrass (and other weeds in the grass
family (Poaceae)), and Monterey pine (Pinus
rigida). It may be advantageous for weeds
and other colonizing species to be wind-
pollinated to avoid reliance on other organ-
isms to ensure successful pollination.

Water pollination (hydrophily) 

Water pollination is unique to submergent
aquatic plants (see Les, 1988, for an exten-
sive review). Submergent weeds that are
water pollinated include horned pondweeds
(Zannichellia) and pondweeds (Najas).
Generally, water pollination is inefficient
since the pollen (or sometimes the entire
male parts of a flower) must float on the
water or be transported in the water to reach
stigmas. We emphasize that many familiar
aquatic weeds actually are not water polli-
nated. Emergent aquatic plants like cattails
(Typha species) are wind pollinated, while
other emergents (pickerelweed, Pontederia
cordata) and floating plants (water hyacinth,
Eichhornia crassipies) are animal pollinated. 

Pollination problems

Earlier, we discussed the concept that inter-
specific hybrids can be quite fit. However,
we emphasized that not all species can mate
with each other. Improper pollen transfer
refers to situations where pollen from an
individual of a different species (‘heterospe-
cific’) lands on a stigma and does not pro-
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duce any hybrid offspring. This is a problem
for the pollen donor because a lot of pollen
is therefore ‘wasted’ on individuals where
fertilization will not occur. The pollen recip-
ient is also affected if heterospecific pollen
contains toxins (‘allelochemicals’), patho-
gens or parasites (Murphy, 1999). For both
donors and recipients, the result is lower
pollination success and production of fewer
viable seeds. Plants also suffer reduced pol-
lination success and seed set if pollen or pol-
linator limitation exists (e.g. Lalonde and
Roitberg, 1994; Collevatti et al., 1997)
because:

• few compatible mates are nearby;
• compatible individuals produce low

numbers of flowers, pollen or ovules
because of genetic defects or poor envi-
ronmental conditions;

• the weather is poor for wind pollination
or animal pollinators;

• there are few appropriate animal pollina-
tors in the community. 

Self-compatibility and self-incompatibility

Some individuals can successfully mate
with themselves if pollen is transferred from
stigma to style because they have: (i) viable
male and female flowers open simultane-
ously, or (ii) their flowers have both male
and female reproductive parts that are viable
simultaneously. This is called ‘self-compat-
ibility’.

The benefits and costs of self-compatibility

Self-compatibility can be important to colo-
nizing species because it means a single
individual can invade a site, and be able to
self-fertilize and produce seed. With this
advantage, it is not surprising that many
exotic or native plants considered weedy
are self-compatible (Mulligan and Findlay,
1970; Baker, 1974; Barrett, 1992). A second
advantage of self-compatibility is that it can
be less costly if resource allocation to floral
structures is reduced, as pollinators may
not be necessary or as important if the indi-

vidual simply uses gravity to collect pollen
from its anthers to land on its stigma. 

Though self-compatibility might be
advantageous, not all weeds use this, e.g.
jimsonweed (Datura stramonium) (Motten
and Antonovics, 1992). This is because self-
compatibility has costs as well as benefits.
Consequently, many individuals are ‘self-
incompatible’, i.e. they cannot mate with
themselves. Self-incompatible plants can
avoid some costs of self-mating. The main
costs avoided are the otherwise increased
chances of accumulating harmful alleles and
decreased adaptability to new or changing
environments. You have seen these expla-
nations given in the discussion of the bene-
fits and costs of sex. The only novel aspect
here is that the reduced fitness caused by
mating with a close relative and accumulat-
ing multiple copies of deleterious alleles is
formally termed ‘inbreeding depression’.
Even self-incompatible plants have no guar-
antees of avoiding costs since their geneti-
cally recombined genotypes may not be
adapted to the environment. Additionally, a
self-incompatible individual still may mate
with a close relative since its likely mates
(close neighbours) often are close relatives
(see Madden, 1995; Lefol et al., 1996; Nunez-
Farfan et al., 1996; Guttieri et al., 1998; Sun
and Ritland, 1998; see Stanton, 1994; Wilson
and Payne, 1994, for discussion of mate
selection to avoid this problem). 

How self-incompatibility is enforced

If an individual is to avoid inbreeding
depression in its most extreme form (self-
mating), there must be mechanisms avail-
able to block self-pollen from eventually
producing offspring. Some individuals use a
mechanism described as ‘histochemical
incompatibility’; this is a bit like a pollen
grain causing an allergic reaction in the
female so that the tissues change and fertil-
ization cannot occur. The basis for histo-
chemical incompatibility is a class of com-
pounds called ‘glycoproteins’ expressed in
pollen, stigma and style. The glycoproteins
are signals that identify incompatible mates,
usually relatives and self-pollen. The histo-
chemical incompatibility reaction can occur
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at different parts of the flower and at differ-
ent times of its life cycle (Sims, 1993).
Sporophytic incompatibility occurs when
pollen is on the stigma; the glycoproteins
signal the stigma not to exude the water
needed for pollen to germinate.
Gametophytic incompatibility usually
occurs as the pollen tube is trying to grow in
the style towards the embryo sac with the
ovules. 

Structurally, plants may avoid incom-
patible mates by having pollen that cannot
physically adhere to certain stigmas, i.e. it is
too big, too small, the wrong shape or the
wrong texture. Additionally, the stigmas

may be located above the pollen-bearing
anthers so pollen cannot fall on top of the
stigma. In some species, ‘heterostyly’ occurs
where different types of flowers have sta-
mens and styles of distinct lengths. Figure
4.2 illustrates heterostyly in purple loose-
strife (Lythrum salicaria). The subsequent
physical separation of stigmas from anthers
(with self-pollen) enforces outcrossing. 

Summary

Sexual reproduction can be energetically
expensive and wasteful because of the floral
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Fig. 4.2. Illustration of tristyly in purple loosestrife (Lythrum salicaria). The three floral morphs are: long-
styled (with short and mid anthers), mid-styled (with long and short anthers) and short-styled (with long
and mid anthers). Petals and calyx on the close side are removed to reveal flower parts. Arrows show
direction that pollen must travel from anther to stigma to ensure full fertilization (Darwin 1877).
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structures needed, but is usually necessary
to produce offspring that are better fit
because they are genetically capable of
adapting to new or changing environments.
To maximize the benefits of sex, plants have
evolved elaborate ranges of gender expres-
sion, floral morphologies and pollination
mechanisms. All of these generally facilitate
the production of hybrid offspring. How-
ever, sometimes self-mating, as an extreme
form of inbreeding, can be more reliable as a

means of producing offspring and does
allow plants to produce new offspring rap-
idly, even if mate choice is limited. The risk
of inbreeding depression may be less than
the risk of not producing offspring at all.
None the less, inbreeding can pose such
risks of reduced genetic variation and rela-
tive fitness in offspring that individuals may
have self-incompatibility mechanisms to
prevent it.

Questions

1. Using the plant you selected, describe its method(s) of pollination, whether it is self-compatible or self-
incompatible, and its form(s) of gender expression
2. Why do weeds (and plants in general) have sex?
3. Plants are sessile (they don’t move). What are the implications of this in terms of sexual reproduction?
4. If pest management using insecticides accidentally eliminated most of the insect pollinators, do you
think weeds or native plants would suffer more? Why?
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Introduction

Plants do not need to rely on sexual repro-
duction to pass on their genes to the next
generation. Asexual reproduction is the cre-
ation of new individuals without involving
genetic recombination. As a result, asexual
offspring are genetically identical to a single
parent plant. The ability to reproduce with-
out sex can be a great advantage to organ-
isms (such as plants) that cannot move to
find a mate or avoid an inhospitable envi-
ronment. However, as we will discuss,
reproduction without sex has as many costs
and benefits as sexual reproduction. 

The two main types of asexual repro-
duction are clonal growth and agamo-
spermy. Clonal growth (or vegetative repro-
duction) is the creation of new, potentially
independent plants through vegetative
growth. Agamospermy is the creation of
seed without fertilization. The term
‘apomixis’ is occasionally used as a syn-
onym for agamospermy (Mogie, 1992); how-
ever, we prefer apomixis as a synonym for
asexual reproduction because we are con-
cerned more with the ecological conse-
quence of this type of reproduction rather
than the genetic or cellular aspects.

Asexual reproduction is of interest to
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Concepts

• Asexual reproduction (apomixis) can occur through the production of seeds without fer-
tilization (agamospermy) or clonal reproduction (vegetative growth).

• Agamosperm reproduction has some of the benefits of seed production; however, the lack
of genetic recombination means that novel genotypes are not formed and that deleteri-
ous mutations may accumulate.  

• Agamospermic species vary in their ability to colonize.
• Clonal reproduction allows the individual to bypass the seedling stage of growth lower-

ing the mortality of new individuals, but, again, there is no new genetic recombination.  
• Reproducing clonally increases a species’ colonizing ability and persistence.
• One species may reproduce via a combination of sexual reproduction, agamospermy and

clonal growth, but there is a trade-off of resources among these types of reproduction. 
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Fig. 5.1. Proportion of the most aggressive non-native species in natural habitats that are capable of clonal growth. Regions are 1) North America n (number of
species) =36; 2) Central America; 3) South America n=134; 4) Australasia n=81; 5) Malagassia n=23; 6) Africa n=59; 7) Europe n=24; 8) North Asia n=7; 9) South
Asia n=23; 10) Malesia n=12; 11) Pacific n=59; 12) Oceanic Islands n=17 (Pyšek 1997; with permission of Backhuys Publishers).
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weed ecology, because it allows one indi-
vidual to invade a new habitat and become
established as a population without requir-
ing a mate. Many weed species are capable
of uniparental reproduction either through
self-pollination (see Chapter 4 for exam-
ples), agamospermy (e.g. dandelion,
Taraxacum officinale) or clonal propaga-
tion (e.g. quackgrass, Elytrigia repens)
(Barrett, 1992). The importance of asexual
reproduction varies with climate and habitat
type. Harsh environmental conditions and
lack of mates favours individuals that can
reproduce asexually. Therefore, the distri-
bution of species that have asexual capabil-
ities increases towards the North and South
Poles (Pyšek, 1997) (Fig. 5.1).  

Agamospermy

Agamospermy is the production of seed
without fertilization (i.e. the fusion of
gametes – sperm and ovum). There are three
main types of agamospermy (diplospory,
apospory and adventitious embryony) but
there are numerous and often complex vari-
ations (Fig. 5.2). Normally, meiosis occurs
and the gamete (ovum) contains one copy of
all chromosomes, i.e. the ovum is ‘haploid’.
After being fertilized by sperm, the seed will
have the normal number of copies of chro-
mosomes (i.e. it will be ‘polyploid’). In
apospory, meiosis occurs as usual, but the
cells that would normally form the ovum
degenerate and a polyploid somatic (non-
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sexual) cell replaces the ovum and will form
a seed. In diplospory, meiosis does not pro-
ceed as usual. As the embryo sac containing
the ovum is produced, the numbers of chro-
mosome copies are not reduced as is normal.
The result is an ovum that has at least two
(and usually more) complete copies of all
chromosomes and this will form the seed. In
adventive embryony, meiosis also does not
proceed as normal and is altered so much
that both embryo sac and ovum are not pro-
duced, and somatic cells form the embryo
directly. In some cases, an asexual and sex-
ual embryo can occur in the same seed
because the normal sexual processes may
still occur (van Dijk and van Damme, 2000). 

Agamospermy is very common among
ferns. It is not present in gymnosperms and
it is present in only about 10–15% of
angiosperm families (Richards, 1997). In
angiosperms, approximately 75% of agamo-
spermic taxa are in the daisy (Asteraceae),
grass (Poaceae) and rose (Rosaceae) families.
A high proportion of the species in the
dandelion (Taraxacum), hawkweed (Hiera-
cium), and raspberry (Rubus) genera are
agamospermic. 

Facultative agamospermy is the pro-
duction of asexual seeds if pollination fails.
It is present in some cinquefoils (Potentilla).
This trait is particularly useful to weeds
because they can produce seeds both with

and without pollen, and this can aid the
spread of a species when pollinators are
absent in the new habitat. For example, the
dioecious species screwpine (Pandanus tec-
torius) was able to invade islands because it
could produce agamospermic seeds and
therefore male plants were not necessary for
it to colonize (Cox, 1985).

Obligate agamosperms are only able to
produce seeds asexually; however, agamo-
spermy rarely occurs to the total exclusion of
sexual reproduction. Many raspberries and
most dandelions are obligate agamosperms.
Species with obligate agamospermy are
often triploids or pentaploids and therefore
cannot reproduce via pollen. 

The occurrence of agamospermy is often
associated with the following traits or con-
ditions: polyploidy, phenotypic plasticity,
perennial habit, hybridization and pollen
limitation (Table 5.1). These traits do not
necessarily cause agamospermy to develop:
they may be either conducive to its devel-
opment, or occur as a result of it. In some
cases, the association of agamospermy with
these traits is not fully understood. For
example, some perennial weeds are agamo-
spermous whereas others are not, and it is
not always clear why a particular species
has developed this trait.
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Table 5.1. Traits and conditions associated with agamospermy (based on information from Asker and
Jerling, 1992 and Richards, 1997).

Trait or character Description

Hybridization Hybridization is thought to bring about the conditions necessary for
agamospermy. Hybrids may be more vigorous, long-lived and partially
sterile. 

Polyploidy (multiple sets of Polyploidy ‘may buffer against the effects of deleterious mutations’. 
base chromosomes) Polyploidy is also associated with other changes such as altered

secondary metabolism, increased seed size and seedling vigour, and a
switch from annual to perennial habit. 

Phenotypic plasticity As in inbreeding population, agamospermic species tend to have higher
phenotypic plasticity. Selection is more likely to encourage phenotypic
plasticity in populations with less genetic variability.  

Polycarpic perennials, Very few annuals, biennials and monocarpic species are agamospermic. 
often rosette forming 

Pollen limitation When seed production is limited by the lack of pollen, seeds produced by
individuals carrying an agamospermic mutation are more likely to
persist in higher numbers. 



Costs and benefits

Richards (1997) proposed several costs and
benefits of agamospermy. Agamosperm
reproduction has some of the benefits of sex-
ual reproduction (e.g. seed production),
often without the costs of pollen production
(Table 5.2). While agamospermy may avoid
the cost of meiosis, the lack of recombina-
tion means that deleterious mutations may
accumulate and novel genotypes are not
formed. Not every cost and benefit will
apply to all agamosperm species. For exam-
ple, some agamosperms require pollen
chemicals to help form the endosperm,
although the pollen’s gametes are not used
in the creation of the new individual (e.g.
blackberry, Rubus fruticosus).

Ecological aspects

We have said that possessing the ability to
reproduce via agamospermy can improve
the chances of colonization success and gave
screwpine as an example. Not all agamo-
spermic species are equally good colonizers.
While agamospermy increases the chance of
colonization, other traits are required. For
example, two closely related species of
agamospermous dandelion (Taraxacum),
which co-occur in sand dunes of
Northumberland, UK, have different life his-
tory strategies in spite of their similar mor-
phologies. Rock dandelion (Taraxacum
lacistophyllum) is more opportunistic than
Taraxacum brachyglossum because it has
a faster growth rate, shorter life span,
reproduces earlier, has lighter and more
dispersible seeds, and can respond faster
to the addition of nutrients (Ford, 1985).
Thus, rock dandelion is a more successful
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Table 5.2. Costs and benefits associated with agamospermy (based on text in Richards, 1997).

Description

Benefits
Assured reproduction In the absence of pollination, seed production is assured (although some

agamosperms still require the ‘cue’ from pollination to create asexual
seeds)

Advantages of seed Obtain dispersal and dormancy but maintain advantages of vegetative
reproduction

Avoid ‘cost of meiosis’ No ‘unfit’ zygotes created through recombination that may disrupt co-
adapted genotypes. Offspring have same fitness as maternal parent

Avoid ‘cost of males’ Energy does not go towards the creation of pollen (although many
agamosperms do produce pollen)

Benefit from ‘extremely Many agamosperms are highly heterozygous and thus have high fitness. 
fit genotype’ Less fit genotypes will decrease through natural selection

Costs  
Accumulate detrimental Non-lethal detrimental mutations will remain in the population because
mutations there is no recombination and selection to remove them from the

population
No recombination Agamospecies lack genetic recombination which can create novel 

advantageous genotypes that may be more fit, especially in cases of
habitat or climatic changes

Narrow niche Outcrossing creates genetic variation among individuals of a population
that will lead to increased likelihood of inhabiting more niches. This is
lacking in agamosperm populations, although there is some evidence
of high levels of somatic mutations in asexual lineages

Lack ‘fine-tuning’ Recombination can create genotypes better adapted to local
environments. Agamosperm populations are more likely to be
generalists (weedy)



colonizer even though both species are
agamospermic.

Clonal Reproduction

Clonal reproduction (also known as vegeta-
tive reproduction, clonal growth and vege-
tative multiplication) results in the forma-
tion of new individuals that are genetically
identical to the parent plant and capable of
physiologically independent growth (ram-
ets). This differs from the production of

branches or leaves which do not usually per-
sist independently. A genet is the entire
genetic individual and is composed of ram-
ets (Fig. 5.3). 

Clonality is a highly successful plant
strategy and has evolved independently
many times in individuals of species that are
not otherwise similar or closely related, i.e.
it is a ‘polyphyletic’ trait. Clonal plants have
a global distribution. About 28% of dicotyle-
dons have some sort of clonal reproduction
(Leakey, 1981), and about 40% of these are
predominantly clonal. In North America,
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Ramet 

Genet 

Ramet 

Genet 

Fig. 5.3. Illustration of ramets of a genet in both: (a) phalanx and (b) guerrilla growth forms.

(a)

(b)
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Root-derived organs of clonal growth

Stem-derived organs of clonal growth
Long-lived stems

Short-lived stems

Below-ground tubers

Bulbs

Special adaptations

Fig. 5.4. Classification of clonal growth types based on Central European vegetation (Klimeš et al., 1997;
with permission of Backhuys Publishers).



over 70% of monocot families are predomi-
nantly clonal. When considered on an area-
covered basis, clonal species are important.
For example, the ten most widespread
species in Britain are clonal and together they
cover 19% of the landmass (Callaghan et al.,
1992). While individual ramets may have
shorter life spans, genets may survive for
thousands of years and cover thousands of
square metres (Cook, 1985). Clonality is com-
mon in perennials but not annuals or bienni-
als. Many of the worst weeds are clonal. 

Clonality is a successful strategy in sta-
ble but harsh conditions, such as in the
Arctic (van Groenendael et al., 1996;
Peterson and Jones, 1997). Historically, clon-
al families have had greater success during
periods of climatic stress. Their current dis-
tribution reflects their habitat preferences.

For example, in Central Europe, clonal
plants tend to be in colder, wetter, nutrient
poor habitats (Klimeš et al., 1997).

Mechanisms of clonal growth

Both herbaceous and woody plants can be
clonal. For herbaceous plants, the classifica-
tion of clonal structures is based on: the tis-
sue of origin (stem or root), the position of
the growing tip (above or below ground), the
structure of storage organs (bulbs or tubers),
and the length and longevity of the connec-
tions (spacers) between ramets (Klimeš et al.,
1997) (Fig. 5.4). Definitions of clonal struc-
tures are given in Table 5.3. A clonal plant
may possess one or many of these character-
istics. Wallaby grass (Amphibromus scabri-
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Table 5.3. Definitions of structures common in clonal species with weed examples.

Term Definition Examples 

Creeping stems
Rhizome A horizontal, underground structure Bermudagrass, Cynodon dactylon

connecting ramets. It may bear roots Quackgrass, Elytrigia repens
and leaves and it may be cordlike or Kentucky bluegrass, Poa pratensis
fleshy Field horsetail, Equisetum arvense

Stolon and runner An above-ground, horizontal branch Bermudagrass, Cynodon dactylon
(stolon) or stem (runner) connecting Redtop grass, Agrostis stolonifera
ramets or plantlets. Roots and  Strawberry, Fragaria spp.
shoots develop from nodes Crabgrass, Dactylis glomerata

Tuber An underground storage organ formed Yellow nutsedge, Cyperus esculentus
from the stem or root and lasting Purple nutsedge, Cyprus rotundus
only one year. New tubers are  Field horsetail, Equisetum arvensis
formed each year from different 
tissue

Shoot bases
Bulb A fleshy underground storage organ Wild onion, Allium vineale

composed of leaf bases and swollen Lily, Lilium spp. 
scale leaves Wild garlic, Allium sativum

Bulbit A small bulb developing from an Wild onion, Allium vineale
above-ground shoot either in place Wild garlic, Allium sativum
of a flower (vivipory) or on a lateral 
shoot 

Corm A non-fleshy underground storage Buttercup, Ranunculus bulbosus
organ formed from the swollen base Oat grass, Arrhenatherum etatius
of the stem 

Root suckers  
Above-ground shoots that emerge Canada thistle, Cirsium arvense

from creeping roots, tap roots or Field bindweed, Convolvulus arvensis
root tubers 



valvis), for example, produces rhizomes and
corms in addition to flowers (Cheplick,
1995).

Clonal reproduction of woody plants
long has been exploited by nursery workers.
It allows growers to bypass the stages of seed
production, seed germination and seedling
establishment, decreasing both the time and
mortality rate inherent in these stages of
growth. The mechanisms of woody clonali-
ty differ somewhat from herbaceous clonal
growth. New ramets develop from woody
individuals either when shoots (trunk,
branch and twigs) bear a root primordia, or

when roots bear a shoot bud (Fig. 5.5). The
most common types of clonality in woody
plants are through sprouting of roots (root
suckers) and from layering of branches and
stems when they come in contact with soil.
Root suckering is exhibited almost exclu-
sively by angiosperms, whereas gym-
nosperms are more likely to layer. 

Costs and benefits of clonal growth

As with agamospermy, there are costs and
benefits associated with clonal reproduc-
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(a) (b)

(c)

(d)

(e)
(f)

Fig. 5.5. Examples of how clonal growth occurs in woody plants. Shown are (a) layering from drooping
branches, (b) sprouting rhizomes, (c) reiteration by aerial shoots or from within roots, (d) basal rooting of
coppice shoots, (e) suckering from root buds, and (f) rooting of freehanging roots (Jeník, 1994; with
permission of the Institute of Botany of the Czech Academy of Sciences).
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Table 5.4. Costs and benefits of vegetative reproduction. 

Description 

Benefit 
Increased growth rate New individuals (ramets) bypass the seedling stage and are 

capable of rapid growth that will increase survivorship and
reproductive potential 

Movement to better environment Creation of new ramets allows the genet to move spatially and
thus invade new, possibly better environments. This buffers the
genet from spatial variability 

Sequestering of biological space The occupation of space and increased potential to capture
resources will decrease the chance of invasion by other
species

Lower mortality New ramets have a lower mortality rate than seedlings
Invasion potential Movement of large genets increases potential to invade and

displace competitors. Ramets that remain attached can draw
resources from a wide patch supporting the invasion front

Increased resource acquisition Spreading plants have a high potential to invade nutrient rich
environments. This may be of benefit in spatially or temporally
heterogeneous habitats

Buffering of temporal variability Storage organs increase survival during stressful periods and
changing environments

Risk aversion to the genet The risk to a genet is spread among the ramets
No ‘cost of sex’ Creation of ramets does not incur the costs associated with

sexual reproduction. 
Persistence Some clones are extremely long lived

Costs
Loss of genetic recombination Lack of genetic recombination through sexual reproduction

means the benefits from novel genotypes are lost
Vulnerable to disturbance Spatial integrity of clones can make them more vulnerable to

large scale disturbances such as floods, fire and frost heave
Mortality of individual ramets Nutrients are shared among ramets, therefore survivorship of

an individual ramet may be decreased in favourable habitat 
Transmission of disease A disease may be able to spread throughout the portions of a

genet that remain connected
Decreased sexual reproduction The creation of new clones decreases the allocation of resources

to sexual reproduction 

tion (Table 5.4). One of the main benefits to
clonal growth is that it allows the individual
to bypass the juvenile stage of growth nec-
essary for individuals that reproduce by
seeds. The seedling stage is often where the
highest mortality occurs for plants. Thus,
new clonal individuals have a higher growth
rate, lower mortality and can take up ‘bio-
logical space’ that might otherwise become
occupied by competitors. A second general
benefit to clonal growth is that new ramets
can move into other habitats allowing the
genet to invade new space or enter into a bet-
ter environment while maintaining a pres-
ence in the ‘old’ habitat. The main cost to

clonal reproduction is that there is no new
genetic recombination, which reduces an
individual’s ability to adapt to new environ-
ments. In addition, if ramets remain
attached, it more likely that the entire genet
may be killed by disturbance, disease or
herbicides.

Ecological aspects: the phalanx vs. guerrilla
strategies

Two general types of clonal growth are guer-
rilla and phalanx (Lovett Doust, 1981) (Fig.
5.3). Guerrilla-type growth forms loosely
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packed, often linear patches. Guerrilla
growth is a foraging strategy that maximizes
movement of a species into new habitats.
Such species are likely to invade new habi-
tats and vacate other ones over the course of
a season (Hutchings and Mogie, 1990). For
example, at your local golf course or in your
own lawn, redtop grass (Agrostis stolonifera)
will spread by sending ground level stems
(stolons) into an area that is occupied by
other plants. Once there, the stolons produce
new shoots that, in turn, produce more
stolons for further colonization. At first, only
a few stems of redtop grass appear as if by
stealth, but eventually the habitat area is
taken over as more stolons and shoots are
produced. 

Phalanx-type growth is the result of
slow growing, branched clones which form
dense patches. Phalanx growth exploits
space by maximizing the occupation of a site
and deterring invasion from other species.
Such species form dense monocultures with
individuals of approximately equal size.
Patches have little movement over the
course of a season (Hutchings and Mogie,
1990). Often, peripheral (younger) ramets
are dependent on interior (older) ramets for
resources while interior ramets flower and
set fruit (Waller, 1988). Quackgrass spreads
in a phalanx pattern. 

Ecological aspects of clonality 

Species persistence

Clonal species often have the ability to per-
sist at the edges of their distribution because
they are not dependent on sexual reproduc-
tion. This pattern is thought to occur
because seed production requires higher
temperatures than clonal growth, and
because fewer appropriate pollinators are
found in stressful habitats (Abrahamson,
1980). Japanese knotweed (Fallopia japonica),
for example, is distributed widely in north-
ern Europe and North America, and yet seed
production has never been observed in
places like Britain or the USA (Brock et al.,
1995). Therefore, preventing seed produc-
tion may not be enough to eradicate a weed

because it may survive and spread through
clonal growth.

Clonal species may form remnant pop-
ulations when conditions become unsuit-
able for seed production. Arctic dwarf birch
(Betula glandulosa), for example, forms
clonal stands at the northern edge of its dis-
tribution in sites where the species was once
widely distributed (Hermanutz et al., 1989).
Even populations that appear entirely clon-
al may revert to sexual seed production
when conditions improve and isolated clon-
al stands can act as seed sources for recolo-
nization when conditions improve. Whorled
wood aster (Aster acuminatus) remains in
small clonal populations under forest
canopy, but produces seed when a canopy
gap opens (Hughes et al., 1988).  

Woody plants that are clonal benefit
from better physical stability and protection
from most risks (e.g. fire, wind and herbi-
vores) (Peterson and Jones, 1997). Peripheral
ramets may protect inner ones by buffering
them from damage. In addition, if a distur-
bance removes the above-ground biomass,
then sprouts from an existing rootstock will
provide a ‘sprout bank’ (Ohkubo et al.,
1996). Species with root sprouts have a bet-
ter chance of establishing than species
reliant on seeds. 

Physical and physiological integration of
ramets

Ramets may remain physically attached
through connectors (e.g. stolons or rhi-
zomes) or they may fragment into inde-
pendent parts. The degree of ramet integra-
tion can vary from highly integrated
compact patches to fragmented genets form-
ing only loose associations. Separation of
ramets occurs naturally when specialized
tissues (called ‘plantlets’) are abscised or
when parts of the plant are separated
through decay of the tissue that connects
them. Separation also occurs through frag-
mentation caused by disturbance. In agri-
cultural systems, for example, tillage will
fragment quackgrass rhizomes. 

The longevity of connections between
ramets determines the success of reproduc-
tion, exploitation and persistence of the
genet (van Groenendael et al., 1996)



(Table 5.5). When ramets remain integrated,
they continue to share resources. For exam-
ple, older established ramets may support
younger ones, during early establishment, by
sending resources to them. Integration ben-
efits the entire genet because it increases the
longevity of the clone and prolongs the
occupation of the site. 

The benefits of remaining integrated
increase in heterogeneous environments
(Wijesinghe and Handel, 1994). Genets with
integrated ramets effectively live in two or
more places at once, because each shoot sec-
tion is anchored in a different microhabitat
(Alpert and Stuefer, 1997). Having multiple
rooting sites reduces the risk to the intact
genet, because resources can be shared
between ramets and, therefore, ramets in
poorer sites are supported by ones in better
sites. Sharing resources may result in less
biomass accumulation of individual ramets,
but total biomass of the genet will increase. 

Genets that remain integrated are typi-
cal of nutrient poor environments (van
Groenendael et al., 1996). Integrated clones
tend to interact more intra-clonally than
with other species. Ramets of woody species
remain integrated for long periods of time
and this results in woody clones being long
lived and spreading extensively. In fact, the
largest plant is argued to be a clonal patch of
trembling aspen (Populus tremuloides)
found in Utah, USA. A single male clone
contains approximately 47,000 trees (ram-
ets) and covers 43 ha (Grant, 1993). 

Integrated ramets may ‘specialize’ or
create a ‘division of labour’ (Alpert and
Stuefer, 1997). Resources within a genet can
be re-allocated quickly because of pheno-

typic plasticity. This allows genets to exploit
nutrient-rich sites by rapidly increasing
ramet density in a localized microhabitat
(Hutchings and Mogie, 1990) or modifying
root and shoot structure to optimize resource
use within their environment (de Kroon and
Hutchings, 1995; van Groenendael et al.,
1996). 

Genets are more likely to fragment in
nutrient rich environments and this allows
them to colonize and monopolize large tracts
of land. Examples of fragmenting species
include bracken fern, (Pteridium aquil-
inum), Kentucky bluegrass (Poa pratensis)
quackgrass and white clover (Trifolium
repens); these all form larger patches in
open habitats with adequate moisture
(Jonsdottir and Watson, 1997). 

In heterogeneous environments with
both nutrient-rich and nutrient-poor micro-
habitats, the genets may fragment but the
fragments are much smaller in size because
the microhabitat is smaller than in consis-
tently nutrient-rich environments. Tall gold-
enrod (Solidago altissima), Canada golden-
rod (Solidago canadensis), eastern lined
aster (Aster lanceolatus) and New York aster
(Aster novi-belgii) are examples of species
that produce small fragments and form small
patches in moderately disturbed, shaded
environments. While fragmented genets
allow for greater colonization, the trade-off
is that such species are less likely to spread
to new, favourable habitats because they
concentrate their resources in one place
(Hutchings and Mogie, 1990). The lower
colonization ability is ironic because frag-
mented genets often must be better interspe-
cific competitors than integrated genets.

74 Chapter 5

Table 5.5. Costs and benefits associated with maintaining physiological integration among ramets
(based on text in Jonsdottir and Watson, 1997).

Benefits Costs

Support new ramets Cost of maintaining rhizomes, stolons and other
Buffering environmental heterogeneity and stress connecting tissue 
Resources sharing, division of labour among Higher risk of genet mortality and extinction

ramets Resource dilution
Regulation of competition among ramets through 

the control of ramet production  
Recycling of resources



This occurs because when ramets fragment,
the genet will encounter other species more
often than its own ramets.

Sexual Reproduction in Asexually
Reproducing Species

Clonal reproduction rarely occurs to the
total exclusion of sexual reproduction,
although there are examples of this, such as
Japanese knotweed. Clonal growth may
occur at the expense of seed production
(creeping buttercup, Ranunculus repens,
and Canada goldenrod). A trade-off occurs
between these two methods of reproduction
because only a finite amount of resources is
available to allocate to reproduction
(Abrahamson, 1980). The allocation of
resources to sexual vs. asexual reproduction
will change over the life of the genet.
Sexually and asexually produced offspring
will have different genetic and ecological
characteristics (Table 5.6). For example, off-
spring produced through sexual reproduc-
tion will differ genetically from their parents
and, have the ability to disperse, but suffer a
high mortality rate in the seedling stage.
Offspring produced asexually will develop
immediately and have a low mortality rate,
but have less dispersal potential.

In some cases there can be individual
plants reproducing sexually and asexually
alongside conspecific (same species) indi-
viduals that are reproducing only one way.
For example, individuals of the introduced

wild garlic (Allium vineale) produce a stalk
which has either only sexually reproducing
flowers, only asexual bulbits (bulbs pro-
duced on shoots where the flowers normal-
ly are located) or both, in addition to pro-
ducing two types of bulbs at their base
(Ronsheim and Bever, 2000). The relative
allocation of resources to bulbs, bulbits and
flowers is under strong genetic control, as
genotypes do not vary allocation patterns in
response to nutrient addition.

Seedling recruitment may occur only at
some times during the life of a clonal
species. For example, seedling recruitment
of Canada goldenrod occurred only in the
first 3–6 years after colonization, and suc-
cessful genets were established mainly in
the first year (Hartnett and Bazzaz, 1983).
This pattern of recruitment is called ‘initial
seedling recruitment’ (ISR). It results in a
population with an even age structure
because new individuals are recruited at
approximately the same time. ISR genets
may be long-lived because once established
they can be virtually immortal unless a dis-
turbance kills the entire genet. 

White clover is an example of the oppo-
site type of recruitment pattern where there
is continual recruitment of new genets into
the population via seed production (Barrett
and Silander, 1992). This type of recruit-
ment is called repeated seedling recruit-
ment (RSR). Such populations have an
uneven age structure. Following a distur-
bance, some genets die making room for new
recruitment of genets. RSR genets have
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Table 5.6. Expected differences between asexually produced and sexually produced offspring (adapted
from Williams, 1975, and Abrahamson, 1980).

Asexual offspring Sexual offspring

Mitotically standardized Meiotically diversified 
Produced continuously Produced seasonally 
Develop close to parent Can be widely dispersed 
Develop immediately Can be dormant 
Develop more directly to reproductive stage Develop more slowly from seedling stage to

reproductive stage 
Environment and optimum genotype predictable Environment and optimum genotype unpredictable 

from those of parent since they are genetically because genetic recombination has occurred 
the same as parent 

Low mortality rate High mortality rate – especially during seedling
stage.



shorter life spans because they are continu-
ally being replaced (Eriksson, 1993). Of
course, many species are likely to be located
along a continuum between ISR and RSR.
Table 5.7 summarizes the life history traits
associated with ISR and RSR patterns.

Case history: Plantain pussytoes – a species
with agamospermy, clonal reproduction and

sexual reproduction 

Plantain pussytoes (Antennaria parlinii) is a
herbaceous perennial in eastern North
America that reproduces via both sexual
and agamospermic seeds and clonally
through stolons. Asexual populations tend
to be more prevalent in disturbed early suc-

cessional sites (fields and pastures), where-
as sexually reproducing populations tend to
be in less disturbed sites (open woods and
old fields). 

Michaels and Bazzaz (1986) compared
demographic characteristics and resource
allocation of sexual and asexual popula-
tions of plantain pussytoes (Table 5.8).
Asexual individuals had higher fecundity
rates because they produced more, but
smaller seeds; however, seedling survivor-
ship was lower. Clonal growth was high in
asexual populations with more ramets being
produced; however, stolon length and sur-
vivorship were decreased. Sexual popula-
tions produced long-lived wandering
stolons that allowed the genet to persist in
spatially and temporally unpredictable envi-
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Table 5.7. Expected life-history trends for clonal plants, in relation to their seedling recruitment patterns:
initial seedling recruitment (ISR) and repeated seedling recruitment (RSR) (from Eriksson, 1989).

ISR RSR

Key features in recruitment phase Dispersal Competitive ability
Genetic diversity in local population Low High
Prospects for evolution of locally adapted population Low High
Genetic age-structure in local population Even-aged Variable
Genetic life span Long Variable
Spatial context for including genetic population dynamics Large scale Small scale   

Table 5.8. Comparison of seed production, seedling establishment and clonal growth in populations of
sexual (female plants only) and asexual (agamospermic) pussytoes (Antennaria parlinii) (from data in
Michaels and Bazzaz, 1986, 1989).

Sexual Agamospermic
Stage Factor populations populations

Seed production Seed number/inflorescence 252 seeds 389 seeds
Seed massa approx. 77 µg approx. 68 µg
Inflorescences/plant Fewer More

Seedling survivorship Midsummer 47% 22% 
End of growing season 7% 4%

Ramet demography Ramet production (no. ramets/ 2.3 2.8
genet)  

Ramet survivorship 85% 68% 
Stolon length (cm/genet) 8 cm 5 cm 

Biomass Total biomass More Less 
Allocation to reproduction Less More 
Response to increase in Little change in More towards

resources  biomass allocation reproduction

aEstimated from graphed data.



ronments. Sexual populations had higher
competitive ability, whereas asexual popu-
lations had higher fecundity.

Asexual populations of plantain pussy-
toes were able to grow in a wider range of
nutrient and light levels than sexual popu-
lations (Michaels and Bazzaz, 1989). This
often is beneficial to colonizing species,
especially in environments with unpre-
dictable selection pressures. Furthermore,
asexual populations responded to increased
resources by allocating proportionally more
to increased fecundity and reproductive bio-
mass. Overall, sexual populations of pussy-
toes allocated more resources to clonal
growth and persistence, and were more com-
petitive than asexual populations. Asexual
populations had higher fecundity and were
able to respond to changes in environmental
resources. 

Summary

As illustrated by the case study of plantain
pussytoes, the relative costs and benefits of
sexual and asexual reproduction and, hence
the relative success of either reproductive
method, are influenced by the selection pres-
sures in the environment. The main benefits
of asexual reproduction (apomixis) are sim-
ilar to those of seed production. Like seed
produced via selfing or other forms of
inbreeding, the cost of asexual reproduction
is that there is little chance for genetic
recombination. Without genetic recombina-
tion, there is reduced ability to produce
new genotypes that can be ‘fit’ to new or oth-
erwise changing environments. Further, alle-
les that impede survival may accumulate
and ultimately end the ability of an individ-
ual to reproduce, asexually or sexually. The
trade-off between agamospermy and clonal
reproduction is that agamosperms produce
seeds to allow long dispersal colonization,
while cloning increases colonizing ability
and persistence because it eliminates
seedlings – the stage of growth when risk of
mortality is highest. 
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Questions

1. Does the plant you selected, reproduce asexually? If so, describe how. Is this an important reason why
your species is considered a weed?.
2. Why does clonal reproduction become important in northern environments or in other harsh environ-
ments?
3. Explore the available literature and list some examples of weeds that have a phalanx growth form, or a
guerrilla growth form.
4. How would asexual reproduction in weeds influence their management?
5. Considering the management regime for your lawn, design a ‘perfect weed’ for colonization and per-
sistence.
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Introduction

Reproduction is but one part of the larger life
cycle of plants and there is no start or finish
(Fig. 6.1). We started our discussion of plant
life cycles with the process of seed produc-
tion, although we could very well have start-
ed with seed dispersal or germination. In
this chapter, we will focus on these three
topics as well as the subsequent stages of
seedling emergence. We discuss how biotic
and abiotic processes affect each of these
stages, and how events during one stage
will influence the progress of subsequent
stages.

Seeds are the primary mobile stage of the
life cycle. Like the other mobile phase (pollen
dispersal), the fate of seeds is dependent on
the wind, water or animals that disperse
them. Furthermore, because they often con-
tain high levels of nutrients, seeds are a good
food source for many animals. In some cases,
consumption results in their dispersal to
favourable habitats, while in other cases,
seeds are destroyed by consumption or end
up in hostile environments. Essentially, the
seed must find its ‘safe site’, a set of tolerable
or favourable environmental conditions, in
order to survive to produce a seedling. Even
if seeds survive, the resultant seedlings have
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From Seed to Seedling

Concepts

• The number of seeds that a plant produces will depend on many interacting factors
including genetic constraints, germination date, plant size and environmental conditions.
There is a trade-off between seed size and seed number.

• Seed dispersal moves seeds away from the parent plant and may lead to higher seedling
survivorship. Animals, water, wind, humans or machinery may disperse seeds.

• Seeds are dispersed over time by remaining dormant in the seed bank. Dormancy can be
innate, induced or enforced.

• Seeds germinate in response to environmental conditions such as light, temperature and
moisture.

• Seedling establishment is dependent on environmental conditions. Conditions that are
optimal for germination may not be optimal for seedling establishment.



high rates of mortality because they are small
and lack long-term nutritional reserves. It
seems that the odds are against the survival of
seeds and seedlings, and yet, many individu-
als have strategies that increase their chance
of survival.

Fruit and Seed Production

What are seeds and fruits?

A seed develops from the fertilized ovule
and contains an embryonic plant surround-
ed by a protective seed coat. It also contains
nutritional reserves in the form of either
endosperm or cotyledons. In angiosperms,
seeds may be dispersed within a fruit
formed from the flower ovary or receptacle.
A fruit may contain one or many seeds.
Fruits are divided into two basic types:
fleshy and dry. Fleshy fruits include peach-
es, tomatoes and figs; acorns, rice and beans
are dry fruits. 

Seed set

Since a plant has a limited amount of
resources for reproduction, there is a trade-

off between the number of seeds an individ-
ual can produce and the size of seeds. The
number of successful seedlings produced by
an individual plant depends on the total
number of seeds it produces, and on their
size. 

Seed number

The number of seeds produced by an indi-
vidual plant will depend on the number of
ovules produced, their rate of fertilization,
and on how many fertilized ovules survived
to become mature seeds. What determines
the actual number of seeds produced? First,
there are the genetic constraints over the
number (and size) of seeds a species can pro-
duce. Orchids produce thousands of dust-
sized seeds but cannot produce coconut-size
seeds; coconut trees cannot produce as
many seeds as orchids do. Within these con-
straints, seed number is influenced by the
availability of resources and by the environ-
mental conditions during pollination and
seed development. For example, the number
of seeds produced by redroot pigweed
(Amaranthus retroflexus) decreases as light
level decreases (McLachlan et al., 1995).

The benefit of producing many seeds is
that they may have more opportunities for
colonization because of the sheer numbers of
seeds produced and reduced losses from
seed herbivores that cannot usually find and
destroy all the seeds.

Seed size

Seed size has many repercussions for dis-
persal and seedling establishment. The main
benefit of having large seeds is that resultant
seedlings are usually more competitive
because they have more nutrient reserves
and can survive harsher conditions for
longer periods of time. Seedlings from large
seeds are better able to withstand drought,
defoliation, shade, litter and competition
from established vegetation or concurrently
emerging seedlings from relatively small
seeds (Westoby et al., 1996; Leishman,
2001). Larger seeds, however, require more
energy to produce and are more likely to be
consumed by seed herbivores in search of
easy to find and nutritious meals (Reader,
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1993; Thompson et al., 1993; Rees, 1996).
There are advantages to having small seeds.
Individuals with small seeds produce many
more of them than individuals with large
seeds and can do so because small seeds
require less energy to produce (Leishman,
2001). Though small seedlings (from small
seeds) are more likely to die before reaching
maturity, they make up for the loss in sheer
numbers.

While it was once thought that seed size
was a genetically stable trait within a species
(Harper, 1977), it is now recognized that
environmental variation often causes seed
size to vary greatly within species, popula-
tions and individuals (Michaels et al., 1988).
For example, the seed size of the annual
weedy cucumber (Sicyos deppi) is depend-
ent on the environment in which the fruit
develops (Orozco-Segovia et al., 2000). This
weed is a vine that climbs up the stems and
trunks of the other vegetation in fields and
disturbed forests of Mexico. As a result,
some fruits develop in full sunlight while
others develop in the shade. Seeds that
develop in full sunlight are larger and heav-
ier than shaded seed, but seed viability is the
same. Alternatively, the size of redroot pig-
weed seeds do not vary with light level
(McLachlan et al., 1995)

Because seed size is genetically con-
trolled and environmentally influenced,
selection pressures could lead to a change in
seed size. For example, seed size of the
weedy gold-of-pleasure (Camelina sativa)
has diverged over time, depending on the
type of flax crop (Linum spp.) the weed
grows in. Weed seeds became similar to
crop seeds because both pass through the
winnowing machine at the same time and
thus weed seeds similar in size and weight
to flax are selected for. In fibre flax, gold-of-
pleasure seeds are flat; in flax grown for oil
production, the weed seeds are smaller and
plumper. 

Examples of the trade-off between seed
number and seed size

Producing a very few, nutrient-rich, seeds
can be disastrous if all of the seeds die
because they end up in unsuitable habitats
or are destroyed (e.g. eaten). Likewise, pro-
ducing many nutrient-poor seeds can be
equally disastrous if the seedlings are not
able to survive the biotic and abiotic stress-
es of their environment. So how will a plant
resolve this trade-off? Eriksson (2000) pro-
posed a model to explain the dispersal and
colonizing ability of a species based on seed

From Seed to Seedling 83

R
ec

ru
it

m
en

t 
(p

er
 s

ee
d)

 
hi

gh
   

   
   

   
 

                    

   
   

  l
ow

small                                                          large
Seed size

S
ee

d
 n

u
m

b
er

 (
pe

r 
in

di
vi

du
al

) 
fe

w
   

   
   

   
   

   
   

   
   

   
   

   
   

  m
an

y  

Fig. 6.2. A model of the relationship between seed size, seed number, recruitment and dispersal and
colonizing ability (redrawn from Eriksson, 2000).



size (Fig. 6.2). Here, seed size decreases
with increased seed production. The num-
ber of seedlings that survive to become
adults (‘recruited’) increases as seed size
increases but this reaches a limit, i.e. a max-
imum recruitment threshold. As a result, the
maximum combined dispersal and coloniz-
ing ability is at an intermediate level of seed
size. Eriksson (2000) recognized that this
relationship is dependent on habitat and
community type. The peak of the dispersal
and colonizing ability curve moves leftward
in disturbed sites because the benefits of
increasing seed number outweigh those of
increasing seed size. Additionally, these
maxima will vary with short- and long-term
environmental variation. 

Fruit and seed polymorphisms

In some cases, one plant may produce two or
more types of seeds that differ in morpholo-
gy. Species with two types of seed
(‘morphs’) are dimorphic and those with
more are polymorphic. Seed morphs may
have different sets of germination require-
ments or different dispersal mechanisms
associated with them. Having two or more
morphs is a form of ‘bet-hedging’. By pro-
ducing seeds with different germination
and/or dormancy requirements, the plant is
likely to have at least some seeds germinate.
This strategy is advantageous in environ-
mentally variable habitats. The trade-off
with bet-hedging is that while it increases
the chance of at least some seed germinating
in most conditions, fewer seeds will germi-
nate in optimal conditions.

Seeds of common lambsquarters
(Chenopodium album) are dimorphic for
two characters: seed wall and seed texture.
There are thin-walled brown seeds that ger-
minate immediately, and thick-walled black
seeds that are dormant. In addition, both
brown and black seeds have smooth coat
and textured coat morphs. The proportion of
each of the four seed types varies among
populations (Harper et al., 1970). Seed poly-
morphisms are common in the daisy
(Asteraceae), goosefoot (Chenopodiaceae),
grass (Poaceae), and mustard (Brassicaceae)

families; these families also contain many
weed species (Harper, 1977).

Wingpetal (Heterosperma pinnatum) is
a summer annual that has different types of
‘achenes’ (a dry, single-seeded fruit) within
each flowering head; the polymorphisms
ensure that some of these short-lived (1 year)
seeds will germinate each year. Venable et
al. (1995) divided these into three morphol-
ogy types (central, intermediate and periph-
eral) based on length/width ratio, and the
presence of a beak and/or wing (Fig. 6.3).
Central achenes are awned (winged) and
tend to disperse further. They lose dorman-
cy earlier than other morphs and germinate
in the spring. Peripheral achenes do not
disperse as far but tend to have higher
germination under harsh conditions.
Intermediate achenes are longer and skin-
nier than peripheral achenes but are not
awned. The relative proportion of these
morphs differs among population; this is a
result of selection under different environ-
ments. For example, populations in dis-
turbed habitats (Mirador population) have a
higher proportion of central achenes as these
are more likely to dispersal away from a
habitat that may be eliminated. In popula-
tions receiving heavy early rains (Tula pop-
ulation), there are more peripheral achenes
that germinate late and can withstand this
environment. 

Getting Away from Your Parents: I. Seed
Dispersal (Dispersal in Space)

Seeds are dispersed away from parents for
several reasons. First, it avoids seedlings
competing with their parents or siblings.
Competition among siblings or between par-
ent and offspring is more intense because
they tend to have similar resource require-
ments and strategies to acquire these
resources. Being dispersed away from the
maternal plant also decreases the likelihood
of mating with a sibling, which could lead to
inbreeding depression. 

Second, dispersal increases coloniza-
tion opportunities. If all seeds fall directly
around their parent plant, then the species
has little chance of colonizing new habitats
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or expanding its range. Also, seedling estab-
lishment is sometimes higher in habitats
away from the parent plant, e.g. where a par-
ent plant creates too much shade for the
seedling.

Finally, dispersal also reduces the
chance of all seeds from an individual being
eaten by seed herbivores or otherwise
destroyed all at once by parasites or
pathogens. This could occur if all seeds
were dispersed to the same small area in
high densities of closely related individuals.
This would increase the intensity of attack

by parasites or pathogens attracted to spe-
cific genotypes of seeds. 

The cost of dispersal is that energy is
allocated to dispersal structures (e.g. wings
or fleshy fruits) and away from seed produc-
tion itself; the benefits of seed dispersal
must outweigh this cost (Howe and
Smallwood, 1982; Willson, 1992; Eriksson
and Kiviniemi, 1999). If a plant produces
dispersal structures, then less resources are
available to produce seeds. Consequently,
there is a trade-off between dispersal and
seed production, and plants have developed
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Fig. 6.3. Examples of three morphs (peripheral, intermediate and central) of achenes from two populations
of wingpetal (Heterosperma pinnatum). The Tula population received heavy rain while the Mirador
population was frequently disturbed (Venable et al., 1995; with permission of the Botanical Society of
America and the authors).



different dispersal mechanisms or ‘syn-
dromes’ to maximize dispersal and mini-
mize energy losses.  

Dispersal syndromes

The main types of dispersal syndromes are:
wind, vertebrate, ant, ballistic and external.
Others have no special dispersal device (van
der Pijl, 1982; Willson et al., 1990) (Table
6.1). Wind-dispersed seeds are small and
light, and tend to have wings or plumes that
slow their rate of fall and this increases
their dispersal distance. Seeds can be dis-
persed by animals, either on the animal’s
exterior or else internally. Seeds dispersed
on the outside of animals have features such
as barbs, hooks or are sticky causing them to
attach to fur, hair or feathers. Seeds that are
dispersed internally tend to have fleshy fruit
that attracts animals but also have hard seed
coats to protect the seed while it passes
through the animal’s gut. The behaviour of
an animal determines the fate and the dis-
tribution of a seed; for example, hoarding
animals may produce seed caches – clumps
of seeds (and seedlings) (Howe and Westley,
1997). A special type of animal dispersal is
by ants. These seeds offer external fat tissues
(elaisomes) to entice ants. Ballistically dis-
persed seeds are usually housed in fruit that
has a trigger mechanism to propel the seed

away from the parent plant. Seeds with no
special devices are usually round and have
no external morphological features. 

This classification system is based on
morphological traits of the seeds. Thus,
while small light seeds are easily dispersed
by wind, they are not considered ‘wind-dis-
persed’ unless they have specific structures
(Willson et al., 1990). Seed size is associated
with dispersal type. Large seeds (>100 mg)
tend to be vertebrate dispersed whereas
small seeds (<0.1 mg) tend to be unassisted:
seeds with other types of dispersal syn-
dromes are intermediate in size (Hughes et
al., 1994). Seeds and fruits with specific dis-
persal syndromes tend to have predictable
characteristics (colour, odour, form) and
may provide rewards to dispersal agents.
Some species may have two or more modes
of dispersal. 

Humans have become an excellent
agent of seed dispersal. While weed seeds do
stick to our hair and skin, we are an impor-
tant seed dispersal agent more because of
our technology and mobility across the plan-
et. There are numerous examples of vehicles
and native, exotic and domesticated ani-
mals dispersing weed seeds, although much
of it is rather passive or at least accidental in
terms of the motives of the dispersal agent
(McCanny and Cavers, 1988; Schmidt, 1989;
Mack, 1991; Lonsdale and Lane, 1994).
Examples include:
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Table 6.1. Dispersal methods (based on van der Pijl, 1982, and Willson et al., 1990).

Dispersal method Morphological features Weed examples

Wind Wings or plumes that slow rate of fall Dandelion, Taraxacum officinalis
Bull thistle, Cirsium vulgare 

Vertebrate Fleshy fruit, aril or seeds/fruit with high European buckthorn Rhamnus cathartica
nutritional content Common barberry Berberis vulgaris 

Ant Elaiosome (food body) to attract ants Bull thistle, Cirsium vulgare
Mile-a-minute weed, Polygonum

perfoliatum
Ballistic Seed is ejected from fruit by Bur-cucumber, Sicyos angulatus

specialized structure Touch-me-not, Impatiens glandulifera
External External barbs and hooks or hairs Bluebur, Lappula echinata

that adhere to fir and feathers Common burdock, Arctium minus 
None No evident structures Lambsquarters, Chenopodium albam 



• seeds from burdock (Arctium minus) and
many other species sticking to clothes
and fur;

• seeds from stinging nettle (Urtica dioica)
and many other species stick to mud
affixed to motor vehicles;

• seeds from many agricultural weeds (e.g.
proso millet) being combined along with
the crops;

• weeds that have been a part of commer-
cial seed mixes for both agriculture and
ecological restoration purposes (e.g.
dame’s rocket, Hesperis matronalis). 

The last bullet point above is also an exam-
ple of deliberate dispersal, i.e. species were
introduced and used before it was realized
that they were prone to being weeds. We
have intentionally introduced seeds for
landscaping, farming or erosion control.  

Weed dispersal may be said to be more
‘deliberate’ in the sense that native seed
dispersers may preferentially consume fruits

from exotic weeds. This occurs when weeds
have larger, more palatable seeds or fruit
than native species; for example, weedy
English hawthorn (Crataegus monogyna) has
seeds that are more attractive to birds than
native Crataegus species (Sallabanks, 1993).
An odder example is that of the seeds of
weedy pine species (Pinus) introduced to
Australia are now dispersed by cockatoos
instead of by wind as is normal in native
pine habitats (Richardson and Higgins,
1998). 

Primary and secondary dispersal

Seeds will not be evenly dispersed through-
out a habitat because they are subject to myr-
iad abiotic and biotic factors. These may be
categorized as primary dispersal (seed is
dispersed from the parent plant to the
ground) and secondary dispersal (seed is
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subsequently moved to other sites)
(Fig. 6.4). 

The extent of primary dispersal is deter-
mined by the morphological characteristic of
the seed. For example, small winged or
plumed seeds (e.g. fleabanes, Erigeron spp.)
travel further in wind than unadorned and
relatively heavy seeds (e.g. pigweeds).
Secondary dispersal is an important factor
because it moves seeds horizontally away
from or closer to the parent, or vertically
deeper or shallower in the soil. The extent of
secondary dispersal is dependent on seed
characteristics and how they interact with
abiotic factors (gravity, wind, rain and frost
heaving) and the physical structure of the
community (topography, vegetation and
soil) (Chambers and MacMahon, 1994). Even

slight changes in the physical structure can
change secondary dispersal patterns. A
slight change in soil particle size can deter-
mine whether a seed moves in response to
wind. Secondary dispersal is further influ-
enced by biotic factors. Many types of seed
movement are the result of animals (digging,
burrowing, scatter-hoarding). For example,
the presence of earthworms, increases the
depth at which annual bluegrass (Poa
annua), common chickweed (Stellaria
media) and shepherd’s purse (Capsella
bursa-pastoris) seeds are buried (van der
Reest and Rogaar, 1988; Fig. 6.5). Animals
show specific preferences for weed seed
types, but their level of consumption is
dependent on seed density (e.g. Cromar et
al., 1999). Animals also have microsite pref-
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Fig. 6.5. The effect of earthworms on the vertical distribution of annual bluegrass (Poa annua), common
chickweed (Stellaria media), and shepherd’s purse (Capsella bursa-pastoris) seed (redrawn from van der
Reest and Rogaar, 1988).



erences, hence this affects the availability of
seeds from different weed species, e.g. some
animals may prefer depths where seeds of
certain weed species are not found.

Getting Away from Your Parents: II. Seed
Banks and Seed Dormancy (Dispersal in

Time)

When a seed is dispersed away from its par-
ent, it may be either dormant (in a resting
state and be unable to germinate) or non-dor-
mant (able to germinate) (Fig. 6.6). Both dor-
mant and non-dormant seeds eventually
become incorporated into the soil as part of
the ‘seed bank’ – think of it as a repository of
seeds that will be withdrawn over time.
Seeds that are able to remain in the seed bank
for long periods of time do so because they
are dormant. In the following sections we
discuss seed banks and seed dormancy. Seed
germination is discussed later in this chapter. 

Seed banks

The seed bank is referred to as ‘dispersal in
time’ because it provides the same essential
benefit as dispersal through space – it
increases the chance that at least some seeds
will survive to germinate under suitable
environmental conditions. Unfortunately for
plants, the seed bank is not a benign place
and seeds cannot survive indefinitely. Seed
survival decreases because of failed germi-
nation, physiological death, disease, her-
bivory, pathogens, adverse soil conditions
(pH and moisture) and deep burial (Simpson
et al., 1989). Burial in the seed bank offers a
brief respite at best for most individuals.
Seeds in the seed bank are continually redis-
tributed through secondary dispersal.
Human activity is another mechanisms of
seed redistribution. For example, tillage can
alter the distribution (Fig. 6.7a) and density
(Fig. 6.7b) of seeds in the soil, often species
specifically (Clements et al., 1996).
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A species’ seed bank can be classified
based on seasonal variation in germinable
seeds (Thompson and Grime, 1979). The
two main types are transient and persistent
seed banks. These two types are further sub-
divided. Transient seed banks contain seeds
that do not last for more than 1 year; they
may contain either autumn-germinating
seeds (Type I – e.g. perennial rye grass,
Lolium perenne) or spring-germinating seeds
(Type II – e.g. Himalayan balsam, Impatiens
glandulifera) (Fig. 6.8). 

Persistent seed banks contain seeds that
remain viable for more than 1 year. They
either contain many seeds that germinate in
autumn but maintain a small seed bank
throughout the year (Type III – e.g. Rhode
Island bentgrass, Agrostis tenuis), or they
may have a large persistent seed bank year
round (Type IV – e.g. common chickweed,
Stellaria media). Most of the world’s worst
weeds have large persistent seed banks (Holm
et al., 1977). Species that are increasing in

abundance are more likely to have a persist-
ent seed bank than those that are decreasing
in abundance (s.f. Hodgson and Grime, 1990).

Monocarpic species tend to have more
persistent seed banks than polycarpic
species. This allows a seed carry-over effect
for monocarpic species and prevents them
from becoming locally extinct. If all indi-
viduals of a monocarpic species die before
they can reproduce, there will still be viable
seeds that can germinate. In polycarpic
perennial species, seed carry-over is not as
important because seeds are produced
repeatedly during the life span. Species with
persistent seed banks tend to have small,
rounded seeds (Thompson and Grime, 1979;
Thompson et al., 1993). This is likely to
occur because small seeds are more likely to
become buried either by falling down cracks
in the soil or through burial by soil organ-
isms (Thompson et al., 1993). Once buried,
seeds are more likely to persist because they
have lower predation rates and are less like-
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ly to face germination-inducing environ-
mental conditions, such as light, compared
to seeds on the soil surface.

Seed dormancy

The main reason that seeds remain viable in
the seed bank is because they are usually
dormant, i.e. they cannot germinate until a
specific set of environmental and physiolog-

ical conditions are met. During dormancy
the seed exhibits little growth or develop-
ment and respiration is reduced (Rees, 1997;
Benech-Arnold et al., 2000). This allows the
seed to persist but expend little resources on
maintenance. Dormancy prevents germina-
tion while the seed is still on the parent
plant and ensures temporal dispersal into
environments favourable to seedling sur-
vival (Murdoch and Ellis, 1992). Long-lived
perennials tend to have short-lived seed
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Fig. 6.8. Types of transient (Type 1 and 2) and persistent (Type 3 and 4) seed banks.  Shaded areas show
seed capable of immediate germination, while unshaded areas show viable seed that are not capable of
immediate germination.  Examples of each seed bank type are: Type 1: annual and perennial grasses of dry
and disturbed habitats. Type 2: annual and perennial herbs colonizing gaps of early spring. Type 3: species
mainly germinating in the autumn but maintaining a small persistent seed bank. Type 4: annual and
perennial herbs and shrubs with large persistent seed banks. (Thompson and Grime, 1979; with permission
of Blackwell Science.)

Table 6.2. Definitions of terms associated with seed dormancy.

Term Definition

After-ripening A process whereby seeds are gradually able to germinate over a broader
range of conditions

Dormant Seeds unable to germinate even though they have imbibed and are under
favourable environmental conditions 

Non-dormant Being able to germinate under favourable environmental conditions
Primary dormancy Seeds that are unable to germinate when they mature and are either

dispersed or still attached to the maternal parent plant
Quiescent Being unable to germinate due to unfavourable environmental conditions
Secondary dormancy Dormancy that is imposed on the seed after being dispersed



banks, whereas short-lived species are more
dependent on dormancy. Table 6.2 is a list of
definitions associated with dormancy.

Primary and secondary dormancy 

Seeds that are unable to germinate when
they first mature have primary dormancy.
When dormancy is imposed after seeds have
dispersed, this is called secondary dorman-
cy. Dormancy is usually imposed when
environmental conditions are unfavourable
for prolonged periods of time. Dormancy is
adaptive because it prevents seeds from ger-
mination during seasons when environmen-
tal conditions are unsuitable for the growth
of that species.

Seeds may cycle in and out of dorman-
cy, changing from dormant to conditionally
dormant (where they germinate under a
smaller range of conditions) to non-dormant;
this cycle repeats and can result in annual
dormancy cycles observed in many weeds
such as barnyardgrass (Honek et al., 1999)
(Fig. 6.9). Dormancy of summer annuals
such as common ragweed (Ambrosia
artemisiifolia) and lady’s-thumb (Poly-
gonum persicaria) is released in the spring
by low winter temperatures and re-induced
by early summer high temperatures. Winter
annuals such as ivy-leaved speedwell

(Veronica hederifolia) and henbit (Lamium
amplexicaule) require higher summer tem-
peratures to release dormancy for fall germi-
nation. Dormancy cycles ensure that seeds
remain viable over seasons (by not expend-
ing resources) but are able to germinate
when conditions are appropriate for them. 

Secondary dormancy is maintained by
several mechanisms. Physiological mecha-
nisms in the seed embryo may prevent it
from germinating. Physical mechanisms can
also enforce dormancy (Foley, 2001). A hard
seed coat is one type of secondary dorman-
cy as it prevents water and/or gasses from
entering the seed. Seeds with a hard seed
coat usually require some sort of physical or
chemical abrasion to break dormancy.
Alternatively, chemical inhibitors within
the seed coat can maintain dormancy. These
chemicals must be removed, for example by
leaching, before the seed can germinate.
Velvetleaf (Abutilon theophrasti) and field
bindweed (Convolvulus arvensis) are exam-
ples of weeds with seed coat-imposed dor-
mancy, while wild oat (Avena fatua) and
annual sunflower (Helianthus annua) have
embryo dormancy. 

Seeds exhibiting dormancy usually
have to experience periods of favourable
environmental conditions during a period
called ‘after-ripening’ (Fig. 6.6). After-ripen-
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Fig. 6.9. Patterns of cyclic dormancy in barnyardgrass (Echinochoa crus-galli). Seeds buried in 1993 (open
squares) and 1994 (black squares) were periodically retrieved and germinated in light at 25ºC (Honek et
al., 1999; with permission of Blackwell Science).



ing is a process whereby seeds are gradually
able to germinate over a broader range of
conditions (Baskin and Baskin, 1989). The
environmental conditions required for after-
ripening to occur are specific to individuals
(and often broadly to populations and
species). For example, common and giant
ragweed (Ambrosia artemisiifolia and A. tri-
fida) require cool, moist conditions (Bazzaz,
1970; Ballard et al., 1996) whereas common
cocklebur (Xanthium strumarium) requires
warm dry conditions (Esashi et al., 1993).

Breaking dormancy

The conditions required to break dormancy
often vary among species, but also vary
within species or populations. This is espe-
cially true if their geographical range or
habitats have a high degree of environmen-
tal variation (Allen and Meyer, 1998). In
species that normally experience wide envi-
ronmental variation, e.g. beard-tongues
(Penstemon spp.) and blue flax (Linum
perenne), only some seeds respond to dor-
mancy-breaking conditions and they main-
tain a long-term seed bank as a hedge against
sudden environmental change within a
growing season. Within a given species,
populations that experience colder winters
have more dormant seeds and require longer
periods of cold to break dormancy than
populations with milder winters. Inter-
mediate populations often have variable dor-
mancy, with differences occurring either
within or among individual plants (Allen
and Meyer, 1998). 

Even seeds produced from one individ-
ual may have different dormancy-breaking
requirements. This often occurs in species
with polymorphic seeds where seeds with
different morphs have different types of dor-
mancy. For example, seeds from the periph-
eral flowers on tansy ragwort (Senecio
jacobaea) are larger, heavier and require
longer periods of time to break dormancy;
whereas seeds from central flowers are
small, lighter, disperse further and are less
dormant (McEvoy, 1984). Similarly, com-
mon lambsquarters produces mainly dor-
mant black seeds but a few (< 1% of total)
are non-dormant brown seeds (Roman et
al., 2000). 

How the cues for breaking dormancy and
germination differ

When dormancy is ‘released’ or ‘broken’,
this does not necessarily lead to seed germi-
nation as conditions required to break dor-
mancy are not necessarily the same as those
required for germination (Benech-Arnold et
al., 2000). A seed that loses dormancy may
either germinate, become dormant again, or
it may die. Release from dormancy and seed
germination generally are considered as two
sequential processes.  

Seed Germination

Seeds that are not dormant may not germi-
nate if they have not encountered favourable
environmental conditions: these are termed
‘quiescent’ (Foley, 2001). They are ‘seeds in
waiting’. Quiescent seeds are able to germi-
nate immediately once they encounter
favourable environmental conditions, but
may revert to secondary dormancy (Fig. 6.6). 

The critical factor for seeds is to be able
to germinate at an appropriate time, a daunt-
ing task since environmental conditions
vary on small spatial scales and also are
rarely constant from day to day and year to
year. For example, in temperate regions,
seeds that germinate late often experience
intense competition from other individuals
and have a shorter growing season to com-
plete their life cycle. Conversely, seeds that
germinate early may experience high mor-
tality from unfavourable environmental con-
ditions (e.g. frost). However, the risk may be
worth it as the ones that survive are better
competitors for light and other resources and
have higher fitness (Ross and Harper, 1972;
Marks and Prince, 1981; Gross, 1984).  

Most weeds are able to germinate
throughout the growing season and this is an
important reason why they are successful,
though each individual will experience dif-
ferential success for the reasons we just
mentioned. For example, redroot pigweed
and lambsquarters can germinate from April
to October. In addition to the early season
weather risks, any individuals in agricultur-
al fields likely will be subject to weed man-
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agement. Some may escape management
and survive to set seed but the chances of
success are generally low. However, this
may be worth the risk because later germi-
nating weeds (e.g. in mid- to late summer)
can be far worse at reproducing successful-
ly. Later germinating weeds may not be
subject to management because it is not
economically viable for a farmer to do so.
These weeds may acquire enough light,
water and nutrients to survive under the
crop canopy but they may have insufficient
time or resources to set seed. While the par-
ent may survive, their offspring may not (or
may not even exist) and their fitness is
reduced. In fact, it is likely that most of the
weed seeds returned to the seedbank will be
from those individuals that germinated
early, survived weather and management
conditions, and produced seeds (Swanton et
al., 1999).

The timing of seed germination is trig-
gered by environmental cues. The most com-
mon cues are light quality and quantity,

temperature, moisture and gases (O2 and
CO2). These generally vary on large scales
(latitude) but they also vary locally. On a
local scale, seeds of different species are sen-
sitive to different aspects of their physical
microenvironment. For example, Sheldon
(1974) found that annual sow-thistle and
dandelion seeds that had the attachment
end (end that was formerly attached to the
seed head) in closest contact with a moist
substrate had the highest percentage germi-
nation (Fig. 6.10).

Requirements differ among species but,
generally, species with small seeds tend to
require light for germination more than large
seeded species (Milberg et al., 2000).
Alternating temperatures are required for
the seed germination of many weeds,
including common lambsquarters, large
crabgrass (Digitaria sanguinalis), field
bindweed, orchardgrass (Dactylisglomerata
glomerata) and some species of dock
(Rumex spp.). The effect of temperature fluc-
tuations depends on the:
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annual sow thistle. The dark end of the seed is the attachment end (adapted from Sheldon, 1974). 



• amplitude (difference between maximum
and minimum temperatures);

• mean temperature;
• thermoperiod (time above mean tempera-

ture each day) (Probert, 1992).

In some species, germination requirements
are well understood and we can be predict
what proportion of them will germinate
based on moisture and temperature (Fig.
6.11) (Roman, 1998). We also understand
that for some species, germination cues can
be influenced by the maternal environmen-
tal conditions. For example, the tempera-
tures during seed after-ripening affect ger-
mination requirements of redroot pigweed
and common lambsquarters (Baskin and
Baskin, 1987). When seeds develop at high-
er temperatures, more seeds germinate at
higher temperatures. 

Seedling Emergence

The term ‘seedling’ is simply another way of
saying ‘young plant’ and implies no specific
age or stage range. Trees are often referred to
as seedlings into their second or third year
simply because they are small compared to
their adult form, whereas a fast-growing
annual may be called a seedling only for a
matter of days. The distinction between seed
germination, seedling emergence and estab-
lishment is not always clear and the termi-
nology can be confusing. Germination nor-
mally means that the seed is physiologically
active and the embryo is undergoing mitosis
to produce a shoot and/or root that emerges
from the seed coat. Emergence usually refers
to the appearance of a shoot above the soil or
a root from the seed. Establishment is gener-
ally considered to occur once a seedling no
longer depends on seed reserves (endosperm
and cotyledons), i.e. it is photosynthetically
independent. We discuss establishment in
Chapter 7. 

From Seed to Seedling 95

Fig. 6.11. The effect of temperature and moisture (water potential) on the germination of common
lambsquarters. The highest percentage germination was achieved at moderate temperatures (17.7–27.5°C)
and low water potential (high water availability) (based on data from Roman, 1998).
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Factors affecting seedling emergence

The seedling stage often has the highest
mortality rate of a plant’s life cycle (Harper,
1977) because seedlings are vulnerable to
environmental stress. As with germination,
the timing of seedling emergence is impor-
tant because it determines whether an indi-
vidual will be able to compete with its
neighbours, subject to herbivory or disease,
and timing of other life history events
(Forcella et al., 2000). The timing of seedling
emergence is determined by the interaction
of seed size, dormancy, germination, and the
rate of stem and root elongation with abiot-
ic factors (e.g. soil temperature, temperature
fluctuations, soil moisture, depth of burial,
light) (Allen and Meyer, 1998; Forcella et al.,
2000; Roman et al., 2000). For example,
Benvenuti et al. (2001) examined the effect
of burial depth on 20 weed species. Time to
emergence increased with depth of burial,
and few seeds germinated below 10 cm. In
addition, they found that the depth at which
50% of a species’ seeds germinated was
related to seed weight. For example, species
with light seeds (<1 g) had at least 50%
emergence only when buried less than
5.5 cm, whereas species with large seeds
(>8.5 g) had more than 50% emergence at up
to 7 cm burial. Therefore, larger seeds were
able to emerge from a greater depth.

Summary: Seeds and Seedling Must Find
Their Safe Sites

In summary, a seed must find its safe site,
i.e. a site that provides all the conditions

necessary for the seed to germinate and
emerge from the soil. These conditions
include the environmental conditions nec-
essary to break dormancy and allow germi-
nation to proceed, as well as protecting the
seed and seedling from hazards such as her-
bivores, competitors and disease. The prob-
lem is that most seeds do not end up in a
safe site. A seed is not guaranteed to find a
safe site because it cannot control its own
dispersal; dispersal agents like animals,
wind and water do not guarantee safe pas-
sage and delivery to a good place to germi-
nate and grow. 

Even if the seed finds a safe site and
then germinates, the seedling may not sur-
vive because safe germination sites may not
promote seedling emergence. A seedling
may require different environmental condi-
tions, or the environmental conditions may
change by the time a seedling emerges. 

Environmental conditions are the main
barrier to finding a safe site. The environ-
mental conditions needed for a safe site
vary among individuals, populations and
species. In response to different selection
pressures wrought by environmental varia-
tion, plants have adapted. Adaptations
include increasing the number of seeds pro-
duced, increasing the resources allocated to
seeds (parents ‘pack a bigger lunch’ in bigger
seeds to sustain them), having protective
seed coats, and using dormancy to wait in
the seed bank until a safe site is available.
Once a safe site is available, a seed may ger-
minate and produce a seedling. In the next
chapter, we will discuss how plants respond
to the challenges of life as they grow up.
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Questions

1. How are seeds and/or fruits dispersed in your selected species, and what are its safe site conditions?
What type of seed bank does it have?
2. When trying to reduce the seed bank of a weed, how would the type of dormancy (primary vs. sec-
ondary) affect control strategies?
3. Crops have been selected for seeds with no dormancy. Given that most weeds have some type of dor-
mancy, how will this influence management of agricultural and forestry weeds.
4. Explain why in the Eriksson (2000) model (Fig. 6.2), the hump of the dispersal and colonizing ability
curve moves to the left in disturbed sites.
5. Explain the benefits of dispersing in time and/or space.



General References

Benech-Arnold, R.L., Sánchez, R., Forcella, F., Kruk, B.C. and Ghersa, C.M. (2000) Environmental con-
trol of dormancy in weed seed banks. Field Crops Research 67, 105–122.

Forcella, F., Benech Arnold, R.L., Sánchez, R. and Ghersa, C.M. (2000) Modeling seedling emergence.
Field Crops Research 67, 123–139.

Grubb, J.P. (1977) The maintenance of species-richness in plant communities: the importance of the
regeneration niche. Biological Review 52, 107–145.

Howe, H.F. and Miriti, M.N. (2000) No question: seed dispersal matters. Trends in Ecology and
Evolution 15, 434–435.

Literature Cited

Allen, P.S. and Meyer, S.E. (1998) Ecological aspects of seed dormancy loss. Seed Science Research 8,
183–191.

Ballard, T.O., Foley, M.E. and Bauman, T.T. (1996) Germination, viability, and protein changes during
cold stratification of giant ragweed (Ambrosia trifida L.) seed. Journal of Plant Physiology 149,
229–233.

Baskin, J.M. and Baskin, C.C. (1987) Temperature requirements for after-ripening in buried seeds of four
summer annual weeds. Weed Research 27, 385.

Baskin, J.M. and Baskin, C.C. (1989) Physiology of dormancy and germination in relation to seed bank
ecology. In: Leck, M.A., Parker, V.T. and Simpson, L.R. (eds) Soil Seed Banks. Academic Press, San
Diego, California, pp. 53–66.

Bazzaz, F.A. (1970) Secondary dormancy in the seeds of the common ragweed Ambrosia artemisiifo-
lia. Bulletin of the Torrey Botanical Club 97, 302–305.

Benech-Arnold, R.L., Sánchez, R.A., Forcella, F., Kruk, B.C. and Ghersa, C.M. (2000) Environmental
control of dormancy in weed seed banks. Field Crops Research 67, 105–122.

Benvenuti, S., Macchia, M. and Miele, S. (2001) Quantitative analysis of emergence of seedlings from
buried weeds with increasing soil depth. Weed Science 49, 528–535.

Chambers, J.C. and MacMahon, J.A. (1994) A day in the life of a seed: movements and fates of seeds and
their implications for natural and managed systems. Annual Review of Ecology and Systematics
25, 263–292.

Clements, D.R., Benoit, D.L., Murphy, S.D. and Swanton, C.J. (1996) Tillage effects on weed seed return
and seedbank composition. Weed Science 44, 314–322.

Cromar, H.E., Murphy, S.D. and Swanton, C.J. (1999) Influence of tillage and crop residue on post-dis-
persal predation of weed seeds. Weed Science 47, 184–194.

Eriksson, O. (2000) Seed dispersal and colonization ability of plants – assessment and implications for
conservation. Folia Geobotanica 35, 115–123.

Eriksson, O. and Kiviniemi, K. (1999) Evolution of plant dispersal. In: Vuorisalo, T.O. and Mutikainen,
P.K. (eds) Life History Evolution in Plants. Kluwer, Dordrecht, pp. 215–238.

Esashi, Y., Ogasawara, M., Gorecki, R. and Leopold, A.C. (1993) Possible mechanisms of after-ripening
in Xanthium seeds. Physiological Plant 87, 359–364. 

Foley, M.E. (2001) Seed dormancy: an update on terminology, physiological genetics, and quantitative
trait loci regulating germinability. Weed Science 49, 305–317.

Forcella, F., Benech Arnold, R.L., Sánchez, R. and Ghersa, C.M. (2000) Modeling seedling emergence.
Field Crops Research 67, 123–139.

Gross, K.L. (1984) Effects of seed size and growth form on seedling establishment of six monocarpic
perennials. Journal of Ecology 72, 369–388.

Harper, J.L. (1977) Population Biology of Plants. Academic Press, London.
Harper, J.L., Lovell, P.H. and Moore, K.G. (1970) The shapes and sizes of seeds. Annual Review of

Ecology and Systematics 1, 327–356.
Hodgson, J.G. and Grime, J.P. (1990) The role of dispersal mechanisms and regenerative strategies and

seed banks in the vegetation dynamics of the British landscape. In: Bunce, R.G.H. and Howard, D.C.
(eds) Species Dispersal in Agricultural Habitats. Belhaven, London, pp. 65–81.

Holm, L.G., Plucknett, D.L., Pancho, J.V. and Herberger, J.P. (1977) The World’s Worst Weeds:
Distribution and Biology. University of Hawaii, Honolulu.

From Seed to Seedling 97



Honek, A., Martinkova, Z. and Jarosik, V. (1999) Annual cycles of germinability and differences between
primary and secondary dormancy in buried seeds of Echinochloa crus-galli. Weed Research 39,
69–79.

Howe, H.F. and Smallwood, J. (1982) Ecology of seed dispersal. Annual Review of Ecology and
Systematics 13, 201–228.

Howe, H.F. and Westley, L.C. (1997) Ecology of pollination and seed dispersal. In: Crawley, M.J. (ed.)
Plant Ecology. Blackwell Scientific, Oxford, pp. 262–283.

Hughes, L., Dunlop, M., French, K., Leishman, M.R., Rice, B., Rodgerson, L. and Westoby, M. (1994)
Predicting dispersal spectra: a minimum set of hypotheses based on plant attributes. Journal of
Ecology 82, 933–950.

Leishman, M.R. (2001) Does the seed size/number trade-off model determine plant community struc-
ture? An assessment of the model mechanisms and their generality. Oikos 93, 294–302.

Lonsdale, W.M. and Lane, A.M. (1994) Tourist vehicles as vectors of weed seeds in Kahada National
Park, northern Australia. Biological Conservation 69, 277–293.

Mack, R.N. (1991) The commercial seed trade: early dispersers of weeds in the United States. Economic
Botany 45, 257–273.

Marks, M. and Prince, S. (1981) Influence of germination date on survival and fecundity in wild lettuce
Lactuca serriola. Oikos 36, 326–330.

McCanny, S.J. and Cavers, P.B. (1988) Spread of proso millet (Panicetum milaceum L.) in Ontario,
Canada. II. Dispersal by combines. Weed Research 28, 67–72.

McEvoy, P.B. (1984) Dormancy and dispersal in dimorphic achenes of tansy ragwort, Senecio jacobaea
L. (Compositae). Oecologia 61, 160–168.

McLachlan, S.M., Murphy, S.D., Tollenaar, M., Weise, S.F. and Swanton, C.J. (1995) Light limitation
of reproduction and variation in the allometric relationship between reproductive and vegetative
biomass in Amaranthus retroflexus (redroot pigweed). Journal of Applied Ecology 32, 157–165.

Michaels, H.J., Benner, B., Hartgerink, A.P., Lee, T.D., Rice, S., Willson, M.F. and Bertin, R.I. (1988) Seed
size variation: magnitude, distribution and ecological correlates. Evolutionary Ecology 2, 157–166.

Milberg, P.J., Andersson, L. and Thompson, K. (2000) Large-seeded species are less dependent on light
for germination than small-seeded ones. Seed Science Research 10, 99–104.

Murdoch, A.J. and Ellis, R.H. (1992) Longevity, viability and dormancy. In: Fenner, M. (ed.) Seeds: the
Ecology of Regeneration in Plant Communities. CAB International, Wallingford, UK, pp. 193–229.

Orozco-Segovia, A., Brechú-Franco, A.E., Zambrano-Polano, L., Osuna-Fernández, R., Languna-
Hernández, G., Sánchez-Coronado, M.E. (2000) Effects of maternal light environment on germi-
nation and morphological characteristics of Sicyos deppei seeds. Weed Research 40, 495–506.

Probert, R.J. (1992) The role of temperature in germination ecophysiology. In: Fenner, M. (ed.) Seeds:
the Ecology of Regeneration in Plant Communities. CAB International, Wallingford, UK, pp.
285–325.

Rathcke, B. and Lacey, E.P. (1985) Phenological patterns of terrestrial plants. Annual Review of Ecology
and Systematics 16, 179–214. 

Reader, R.J. (1993) Control of seedling emergence by ground cover and seed predation in relation to seed
size for some old-field species. Journal of Ecology 81, 169–175.

Rees, M. (1996) Evolutionary ecology of seed dormancy and seed size. Philosophical Translations of the
Royal Society of London, Series B 351 1299–1308.

Rees, M. (1997) Seed dormancy. In: Crawley, M.J. (ed.) Plant Ecology, 2nd edn. Blackwell Science,
Oxford, pp. 214–238.

Richardson, D.M. and Higgins, S.I. (1998). Pines as invaders in the southern hemisphere. In:
Richardson, D.M. (ed.) Ecology and Biogeography of Pinus. Cambridge University Press,
Cambridge, pp. 450–473.

Roman, E.S. (1998) Modelling seedling emergence of common lambsquarters in corn. PhD thesis,
University of Guelph, Ontario.

Roman, E.S., Murphy, S.D. and Swanton, C.J. (2000) Simulation of Chenopodium album seedling emer-
gence. Weed Science 48, 217–224.

Ross, M.A. and Harper, J.A. (1972) Occupation of biological space during seedling establishment.
Journal of Ecology 60, 77–88.

Sallabanks, R. (1993) Fruiting plant attractiveness to avian seed dispersers: native vs. invasive
Crataegus in Western Oregon. Madrono 40, 108–116.

Schmidt, W (1989) Plant dispersal by motor cars. Vegetatio 80, 147–152.

98 Chapter 6



Sheldon, J.C. (1974) The behaviour of seeds in soil. III. The influence of seed morphology and the behav-
iour of seedlings on the establishment of plants from surface-lying seeds. Journal of Ecology 62,
47–66.

Simpson, L.R., Leck, M.A. and Parker, V.T. (1989) Seed banks: general concepts and methodological
issues. In: Leck, M.A., Parker, V.T. and Simpson, L.R. (eds) Soil Seed Banks. Academic Press, San
Diego, California, pp. 3–8.

Swanton, C.J., Chandler, K. and Shrestha, A. (1999) Weed seed return as influenced by the critical weed-
free period in corn (Zea mays L.). Canadian Journal of Plant Science 79, 165–167.

Thompson, K. and Grime, J.P. (1979) Seasonal variation in the seed banks of herbaceous species in ten
contrasting habitats. Journal of Ecology 67, 893–921.

Thompson, K., Band, S.R. and Hodgson, J.G. (1993) Seed size and shape predict persistence in soil.
Functional Ecology 7, 236–241.

van der Pijl, L. (1982) Principles of Dispersal in Higher Plants, 3rd edn. Springer-Verlag, Berlin.
van der Reest, P.J. and Rogaar, H. (1988) The effect of earthworm activity on the vertical distribution

of plant seeds in newly reclaimed polder soils in the Netherlands. Pedobiologia 31, 211–218.
Venable, D.L., Dyreson, E. and Morales, E. (1995) Population dynamic consequences and evolution of

seed traits of Heterosperma pinnatum (Asteraceae). American Journal of Botany 82, 410–420.
Westoby, M., Leishman, M. and Lord, J. (1996) Comparative ecology of seed size and dispersal.

Philosophical Translations of the Royal Society of London, Series B 351, 1309–1318.
Willson, M.F. (1992) The ecology of seed dispersal. In: Fenner, M. (ed.) Seeds: the Ecology of

Regeneration in Plant Communities. CAB International, Wallingford, UK, pp. 61–86.
Willson, M.F., Rice, B.L. and Westoby, M. (1990) Seed dispersal spectra: a comparison of temperate

plant communities. Journal of Vegetation Science 1, 547–562.

From Seed to Seedling 99





Introduction

In the previous chapter, we discussed the
importance of the seed and early seedling
stages of a plant’s life cycle. In this chapter
we continue the theme of plant phenology,
from the stage of seedling establishment (i.e.
when a seedling becomes independent of its
seed reserves) through to death. We focus on
how abiotic factors influence these life cycle
events. We also look at how plants allocate
resources to their growth, maintenance and
reproduction and how allocation changes

over the life of a plant. Finally we discuss
plant senescence, the natural process of
plant death.

Phenology

A seedling becomes independent of its
maternal parent when it has used up all the
endosperm nutrient resources (when cotyle-
dons drop off). Following this a plant will
grow, producing stems, leaves and roots.
Eventually, a plant will flower and produce
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7
Growing Up, Getting Old and Dying

Concepts

• Phenology is the study of regularly occurring life cycle events. A plant’s phenology is
determined by the interaction of its genetic make-up and its biotic and abiotic environ-
ment.

• Plants allocate their limited resources to the functions of growth, maintenance and repro-
duction. Species will do this in different ways, and allocation patterns change with the
environment.

• Weeds are often phenotypically plastic and this allows them to take advantage of envi-
ronmental heterogeneity.

• Their genetic make-up and the abiotic environment (e.g. temperature and light) determine
a plant’s response via phenology, resource allocation and phenotypic plasticity. This is
known as the genotype × environment interaction.

• Senescence is the natural deterioration of plants (or plant parts) leading to death at the
end of the plant’s life cycle.



seeds, and then either die (monocarpic) or
have repeated periods of flowering (poly-
carpic) throughout its life. The study of
these regular life cycle events is called phe-
nology. To a certain extent, a plant’s phe-
nology is determined by its genetics (a
maple tree will never be an annual); howev-
er, plants also respond to their environment
and therefore the environment influences
phenology. 

Effect of abiotic factors on phenology

The abiotic environment will have direct
and indirect effects on phenology. A pheno-
logical event may be directly triggered by a
specific environmental cue; for example, a
seed may not germinate until a specific tem-
perature is reached. A plant’s direct respons-
es may be immediate or delayed (inductive
effect). In addition, environmental cues may
be qualitative (absolute), where they are nec-
essary for the effect to occur at all, or they
may be quantitative (facultative), where they
increase the rate of occurrence but are not
necessary for it to occur. In some cases, a
series of environmental cues may be

required before a phenological event is trig-
gered. 

Indirectly, the environment can influ-
ence phenology because it can influence the
rate of important physiological processes
(e.g. photosynthesis, cell division). Gener-
ally, a plant’s response increases as the level
of factor increases until an optimal level is
reached and then begins to decrease (Fig.
7.1). Beyond an upper limit, elevating the
level of the factor will inhibit growth and
yield. For example, most plants will not sur-
vive in either very cold or very hot tempera-
tures and will have optimum growth at inter-
mediate temperatures. Every species
(population or individual) will have a differ-
ent set of minimum, maximum and optimum
responses to a factor. Because plants respond
to their environment, the rate at which they
pass through their life cycle can vary. Thus,
a plant growing in optimal conditions will
grow faster than one under stressful condi-
tions, and then be larger when it flowers.

Factors that influence phenology
include light, temperature, water, nutrients,
gases (oxygen and carbon dioxide), and soil
characteristics (pH and texture). In the next
sections we look at how temperature and
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light influence phenology, and then go on to
discuss how abiotic factors interact. Note
that plants are influenced by other factors,
but the effects of these are beyond the scope
of this book.

Temperature

Temperature has a strong influence on plant
growth rate. We see this when garden plants
appear to stop growing on cold spring days,
and then ‘grow before our eyes’ on the next
warm day. Below the threshold level, plants
will die from freezing damage (or chilling in
warmer climates). As temperature increases
the metabolic rate increases and growth
increases; however, a few degrees beyond
the optimum, proteins begin to be denatured
(destroyed) and the plant dies. The critical
thresholds will change depending on the
plant’s life stage and environment. For
example, a seed will have different limits
from those of a seedling or mature plant.
Furthermore, individuals growing in colder
climates may be adapted or acclimated to
lower temperatures than those in warmer
climates.

Temperature influences other processes
such as dormancy, germination, and bud
and flower initiation. Canada thistle, for
example, produces new shoots from over-
wintering roots only when temperatures
reach 5°C (Sheley and Petroff, 1999). Some
species require a cold period to promote
flowering; if kept in warm temperatures,
they will continue to grow vegetatively but
will not flower (Salisbury and Ross, 1985).
Dalmatian toadflax (Linaria dalmatica), for
example, requires a winter dormancy period
and then exposure to temperatures between
10 and 20°C to produce floral stems (Sheley
and Petroff, 1999). Temperature is often an
important factor controlling the overall dis-
tribution of a species, because it influences
many important processes.

The critical temperatures will differ
among various processes in the plant. For
example, seedling emergence of wild mus-
tard (Sinapis arvensis) is fastest under tem-
peratures of 29/19°C and 35/25°C, while
plants grow taller at 23/13°C (Huang et al.,
2001) (Fig. 7.2). For shoot elongation the
optimum temperature (and high and low
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thresholds) is 24.5°C (5.5–40.0°C), whereas
for leaf appearance it is 27°C (1.5–48°C)
(Huang et al., 2001). 

Many weeds are particularly well adapt-
ed to low temperatures and this provides a
potential advantage over non-weedy plants.
For example, seed germination, growth,
flowering and seed set all occur at 12/2°C in
wild mustard (Huang et al., 2001). Weeds
are often less sensitive to short periods of
cold temperature in the early spring. For

example, chilling reduced the level of leaf
area expansion of velvetleaf (Abutilon
theophrasti) and spurred anoda (Anoda
cristata) in cotton (Gossypium hirsutum);
however, the weeds recovered faster and
subsequently gained a competitive advan-
tage over the delayed cotton (Patterson and
Flint, 1979). While specific temperatures are
required for some processes, temperature
fluctuations are required for others such as
seed germination (see Chapter 6). 
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Light

Light (irradiance) has a direct effect on many
plant processes, such as growth, flowering,
stem elongation, seed dormancy, formation
of storage organs, leaf fall and on plant mor-
phology such as leaf, number and shape
(Salisbury and Ross, 1985; Lambers et al.,
1998). Plants respond to changes in light
quality (spectral composition), quantity
(intensity), photoperiod (periodicity of light
and dark cycles) and direction (phototro-
pism). It is sometimes difficult to determine
what type of light effect is occurring because
they interact; for example, as light quantity
decreases the spectral composition changes.

Reduced light quantity will have
species specific effects. In Canada thistle
(Cirsium arvense), for example, shading
reduces shoot and root production, and
the number of inflorescences produced
(Zimdahl et al., 1991) (Fig. 7.3). Conversely,
itchgrass (Rottboellia exaltata) plants grow-
ing in shade grow taller than those in full
sunlight; this is thought to be why itchgrass

is competitive with maize (Patterson, 1985).
Pattison et al. (1998) compared the relative
growth rates of native and non-native
species grown in full sun, partial sun (30%
of full sun) and full shade (5% of full sun) of
Hawaiian rainforests. As light decreased, all
species had lower relative growth rates, but
native species were less affected (Fig. 7.4).
This, incidentally, shows why non-native
species are more successful in open dis-
turbed habitats.

As light passes through the leaf canopy
the quality of light is also altered. The spec-
trum of light wavelengths changes because
plants reflect green and far-red wavelengths
while absorbing blue and red. This causes the
ratio of red to far-red (R:FR) light to decrease
in shaded conditions (Fig. 7.5). Many species
respond to this change in the R:FR ratio. For
example, higher levels of FR light triggers
internode extension in white mustard
(Sinapis alba), Chinese datura (Datura ferox),
and lambsquarters (Chenopodium album)
causing plants to grow taller into better high-
er light situations (Alm et al., 1991). A high-



er R:FR ratio promotes flowering in some
species; for example, in shaded conditions,
oxeye daisy allocates more resources to repro-
duction, resulting in higher seed production
than individuals in sun (Olson and
Wallander, 1999). 

Photoperiod is what synchronizes many
of the seasonal events observed in nature.
Alternating light and dark cycles give an
accurate cue as to the time of year; tempera-
ture can vary unpredictably from day to
day, and light quantity and quality is altered
by the surrounding vegetation. Thus, pho-
toperiod is often a trigger for important phe-
nological events such as reproduction. In
wild mustard, for example, photoperiod
influences many reproductive events (Huang
et al., 2001). As photoperiod shortens, the
time from seedling emergence to floral pri-
mordia increases, that from flower primordia
to flowering increases, but the time from

flowering to initiation of seed set decreases
(Fig. 7.6). When photoperiod increases
above 18 h, the timing of phenological
events is not affected. Photoperiod also
effects the morphology of some species. In
wild mustard, plants grown in 12–20 h of
day length are taller than those grown at 22 h
(Huang et al., 2001). Furthermore, plants at
12 and 14 h of day length have more leaves,
while plants in 22 and 24 h day length have
larger inflorescences than plants grown in
other day lengths.

The flowering response to photoperiod
can take many forms. Species responses may
be triggered by short days, long days, long
days and then short days, or by other varia-
tions in the sequence. Table 7.1 summarizes
flowering responses to day length and gives
some weed examples. A response to pho-
toperiod typically requires several cycles to
occur. Some species, however, only require
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one cycle to trigger a response. For example,
a single short-day cycle will induce flower-
ing in redroot pigweed. While we refer to the
importance of day length, it is actually the
length of dark period that usually triggers a
response. For example, a 1-h interruption of
fluorescent light during the dark period will
inhibit flowering of redroot pigweed
(Gutterman, 1985). Plants that respond to
photoperiod generally go through three
stages of sensitivity: a pre-inductive stage
where photoperiod has no effect, an induc-
tive phase where photoperiod triggers
reproductive response, and a post-inductive
phase where reproduction will continue
irrespective of photoperiod (Patterson,
1995).

Because photoperiod changes with lati-
tude, there are often ‘biotypes’ of species. A
biotype is a group of individuals that have
similar genetic structure but respond to their
environment in different ways than other
biotypes of the same species. For example,
there are biotypes of common lambsquarters
and cocklebur (Xanthium strumarium)
which respond differently to photoperiod.
Northern biotypes usually require shorter
nights to initiate flowering. Patterson (1993)
examined the differences between

Mississippi and Minnesota populations of
velvetleaf. The Minnesota population pro-
duced more vegetative growth than the
Mississippi in short days (12 h light), but the
reverse was true for long days (16 h light). In
the longest photoperiods, Minnesota plants
allocated resources to reproduction, thereby
limiting further vegetative growth. Northern
populations of side-oats grama (Bouteloua
curtipendula) are long-day ecotypes while
southern populations are short-day ecotypes
(Olmsted, 1944).

Interaction of abiotic factors

We have looked at how plants respond to
changes in temperature and light separately.
Data of this type are usually derived from
controlled experiments where one variable
is changed and all others remained con-
stant. Such results do not necessarily reflect
real situations for several reasons. First,
environmental variables tend to fluctuate in
tandem (when the sun comes out, light and
temperature increase); therefore manipula-
tion of one variable is not realistic.
Secondly, plants respond in a complex fash-
ion to the array of environmental factors
they face and this may not be predictable by
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Table 7.1. Types of photoperiod responses and examples of
representative species (adapted from Salisbury and Ross, 1985).

Photoperiod response Examples

Short-day Red goosefoot, Chenopodium rubrum
Goosefoot, Chenopodium polyspermum
Common cocklebur, Xanthium strumarium
Redroot pigweed, Amaranthus retroflexus

Long-day Scarlet pimpernel, Anagallis arvensis
White mustard, Sinapis alba
Henbane, Hyoscyamus niger

Short–long-day White clover, Trifolium repens
Kentucky bluegrass, Poa pratensis

Intermediate-day Purple nutsedge, Cyperus rotundus
Ambiophotoperiod Hooked bristlegrass, Setaria verticillata
Day-neutral Onion, Allium cepa

Wild carrot, Daucus carota
Barnyardgrass, Echinochloa crus-galli
Indian goosegrass, Eleusine indica
Portulaca, Portulaca oleracea
Itchgrass, Rottboellia exaltata



looking at one factor at a time. The response
to one environmental factor will affect how
an individual responds to another factor. 

Reproduction is often determined by
an interaction between photoperiod and
temperature. For example, at low tempera-
tures, poinsettia (Euphorbia pulcherrima)
and morning glory (Ipomoea purpurea) are
long-day plants but they flower in short
days at high temperatures. At intermediate
temperatures they are day neutral.
Interactions of temperature and light occur
for other processes. Kikuyugrass (Pen-
nisetum clandestinum) exemplifies the
interactions of environmental factors and
how they can affect weeds (Wilen and Holt,
1996). Kikuyugrass is an introduced turf-
grass from the tropics that became a weed in
temperate climates. The reason is that it is
able to maximize photosynthesis during
warm temperatures (25–40°C), as expected
from a tropical grass, but it also has high
photosynthetic rates during the still-long
day lengths of the Mediterranean zone in
spring and autumn despite cooler weather.
The physiology of kikyugrass is such that
lower temperatures do not act to inhibit
photosynthesis. We might expect that the
result of an interaction of lower tempera-
tures with abundant light would inhibit a
tropical grass but this is not the case. Most
successful weeds are able to accommodate
and maximize growth over a wide range of
light and temperature interactions (see also
Plowman and Richards, 1997; Roche et al.,
1997; Kibbler and Bahinsch, 1999).

Water stress can effect the plant’s abili-
ty to respond to other environmental trig-
gers. For example, water stress can limit or
prevent flowering in single-cycle photoperi-
od species such as common cocklebur and
rye grass (Lolium temulentum) (Chiariello
and Gulmon, 1991). Conversely, water stress
may promote flowering in some species (e.g.
siratro, Macroptilium atropurpureum, a
tropical pasture legume). 

Before a plant can respond to an envi-
ronmental cue, it must reach a phenological
state where it is able to sense the cue.
Cocklebur, for example, must reach a certain
size before it responds to photoperiod cues.
In this species, an individual leaf must be at

least 1 cm long before it will respond to
light, and the most sensitive leaves are the
fastest growing ones that are half-expanded
(Salisbury and Ross, 1985). The cotyledons
of lambsquarters (Chenopodium spp.) will
respond to photoperiod and thus even tiny
seedlings may flower given the appropriate
light conditions. The long-day plant scarlet
pimpernel (Anagallis arvenis) is most sensi-
tive as a seedling; new leaves on older plants
will respond, but they are less sensitive
(Salisbury and Ross, 1985). 

The same environmental cue will trig-
ger different phenological events depending
on the species. Mahal and Bormann (1978)
identified four phenological patterns of
understorey species in New Hampshire
northern hardwood forests. Spring ephemer-
als germinate and complete their life cycles
early in the spring, taking advantage of high-
er light conditions before tree canopy clo-
sure. Summer green species emerge soon
after the death of spring ephemerals and
maintain their leaves until the autumn. They
are shade-tolerant species. Late summer
species develop slowly over the summer
but persist into the autumn taking advantage
of higher light conditions after the tree
canopy opens. Finally, evergreen species
are perennials that maintain their leaves for
up to 3 years. They produce new leaves in
the spring under higher light conditions and
these are then maintained throughout the
summer and into the following years. These
four phenological patterns are subject to the
same environmental triggers, but respond to
them in different ways. Weeds also exhibit
similar phenological patterns. In North
America, dandelion (Taraxacum officinales)
and coltsfoot (Tussilago farfara) flower in
the spring, ox-eye daisy (Chrysanthemum
leucanthemum) and vetch (Vicia sp.) in the
summer, and common ragweed (Ambrosia
artemisiifolia) and goldenrods (Solidago
spp.) in the autumn.

Resource Allocation

Every plant has a limited amount of
resources (e.g. carbon, nitrogen) that it allots
to the functions of growth, maintenance and
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reproduction (Fig. 7.7a). The ‘principle of
allocation’ states that plants have a limited
supply of resources and that this is allo-
cated to various structures in a way that
maximizes lifetime fitness (Bazzaz, 1996;
Barbour et al., 1999). Obviously, plants do
not make conscious decisions on where
to allocate resources. This is determined by
the interaction of their genotype and their
environment. How a plant allocates
resources is important because if too much
is spent on one function, then other func-
tions may suffer. For example, if a perenni-
al species allocates too many resources to
reproduction and not enough to storage,

then it may not be able to survive a harsh
winter. 

The amount of resources allocated to
various functions will vary with the life his-
tory strategy and will change over the course
of a plant’s life cycle. Early on, plants accu-
mulate biomass/nutrients in roots, shoots
and leaves. In annual species, reproduction
events require expenditures of resources
towards the production of reproductive
structures (gametes, protective tissue, attrac-
tion structures) and towards the care of
maturing embryos (Willson, 1983); there-
fore, as the season progresses, more
resources will be devoted to reproduction
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and less to vegetative structures (Fig. 7.8a). If
resources are limiting, then the individual
may not be able to reproduce, or may repro-
duce, but at the cost of future fitness or sur-

vival. Allocation patterns differ among
species. Common groundsel (Senecio vul-
garis), for example, allocates proportionally
more resources to stems and less to flowers
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than corn marigold (Chrysanthemum sege-
tum), and yet both are annuals (Harper,
1977). Within species, allocation patterns
will vary with the environment. In common
groundsel, for example, more resources are
allocated to roots in stressful environments. 

In perennials, allocation patterns differ
primarily because fewer resources are allo-
cated to reproduction. For example, the
Jerusalem artichoke (Helianthus tuberosus)
is a herbaceous perennial well adapted to
invading open areas, particularly cultivated
fields (Swanton and Cavers, 1989). Here, a
relatively large proportion of biomass is allo-
cated to structural organs such as stems,
leaves and branches (Fig. 7.8b). Over the sea-
son the allocation to storage organs such as
roots, rhizomes and tubers increases and is
much larger than biomass allocated to flow-
ers and seeds. This pattern of allocation
ensures long-term survival through clonal
structures, as well as seed production.

Each reproductive event comes at a cost
that must either be compensated for through
the accumulation of new resources, or
through a trade-off within the plant. In poly-
carpic species, for example, the plant diverts
only some of its resources towards each
reproductive event (Fig. 7.7b–d). In some
cases the cost occurs at the expense of
growth (Fig. 7.7b), while at other times the
cost may be covered by the uptake of addi-
tional resources which will partially or
totally compensate (Fig. 7.7c and d). This
increase in resource supply occurs when
reproductive structures take up more
resources (e.g. flower and fruit may be pho-
tosynthetic) or when they enhance the
uptake of resources through vegetative struc-
tures. During reproduction, for example, leaf
photosynthesis of quackgrass may increase
or decrease, depending on the plant’s geno-
type and nutrient status (Reekie and Bazzaz,
1987). Where the change in leaf photosyn-
thesis is positive, the cost of reproduction is
offset. In monocarpic species, the plant
diverts most of its stored resources towards
reproduction at the end of its life cycle
(Fig. 7.7e). 

Phenotypic Plasticity

Phenotypic plasticity is the ability of an
individual to respond in the short term to
environmental conditions. It is not geneti-
cally based. Species that are phenotypically
plastic are often able to survive and repro-
duce under many environmental conditions.
Plasticity can be used to take advantage of a
sudden, temporary improvement in envi-
ronmental conditions or to avoid stressful
environments (Meerts, 1995; Sans and
Masalles, 1997; Wulff et al., 1999; Weinig,
2000). 

In general, weeds are thought to have a
high degree of phenotypic plasticity,
although there are relative few studies
that clearly demonstrate this (D.R. Clements
et al., unpublished observations). Pheno-
typically plastic weeds are able to mature
and reproduce under a broad range of envi-
ronmental conditions. For example, showy
crotalaria (Crotalaria spectablis) can repro-
duce in heavy shade even though it is sub-
stantially smaller in the shade (Patterson,
1982). This species can also produce seed
under a range of temperatures in spite of
decreased size and biomass. Barnyardgrass
(Echinochloa crus-galli) showed extreme
plasticity among six cohorts planted from
March to September. While vegetative bio-
mass was over 3000 g in early cohorts and
less than 25 g in a later cohort, late cohorts
still flowered – although the number of
flowers/plant was reduced from 10,000 to
less than 100. Although the allocation of
resources to reproduction may be genetical-
ly controlled, it is influenced strongly by the
environment (Bazzaz et al., 2000). 

Other weeds exhibiting phenotypic
variation are dandelion, jimsonweed
(Datura stramonium) and velvetleaf
(Clements et al., 2002). Two similar weeds,
wild oat (Avena fatua) and slender wild oat
(Avena barbata), rely on different mecha-
nisms to respond to environmental hetero-
geneity (Marshall and Jain, 1968). Wild oat is
more genetically variable, and this allows it
to persist in many types of environments.
Slender wild oat is more genetically uniform
but is able to persist in a variety of habitats
because it is phenotypically plastic. Wild oat
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is genetically variable and thus populations
contain many genotypes, some of which
will be able to survive and reproduce in the
ambient environment. Thus genotypic vari-
ation and phenotypic plasticity are two
mechanisms to deal with environmental
stress and heterogeneity.

Senescence: Programmed Death

It is easy to understand why plants die when
they are eaten, trampled or run out of water.
It is not as easy to understand why plants die
naturally, unthreatened by external forces at
the end of their life cycle. ‘Senescence’ is the
programmed process of deterioration that
leads to the natural death of a plant (or plant
part). It is an internally controlled process
that determines the life span of a whole
organism or its parts. Knowledge of when
and why a weed senesces has implications
for weed management. Here, we discuss
whole plant senescence. For reviews of the
mechanisms of leaf senescence, see Nooden
et al. (1997) and Chandlee (2001).

We do not always know the cause of
senescence (Crawley, 1997). It may be due to
the accumulation of deleterious mutations,
or it may be that the soil becomes unsuitable
when trace nutrients are depleted or when
allelopathic chemicals accumulate.
Alternatively, senescence may be caused by
the negative affects of earlier life stages. For
example, a high allocation of resources to
early reproduction may inevitably lead to
senescence because not enough has been
allocated to the maintenance of structures.
The mechanisms of senescence may differ
between monocarpic and polycarpic
species. 

Senescence in monocarpic species

Wilson (1997) reviewed several hypothe-
sized mechanisms for senescence of mono-
carpic species. The ‘death hormone’ hypoth-
esis suggests that the rapid death (plant
suicide) of monocarpic plants is pre-pro-
grammed and likely hormonally controlled.
Most biological evidence supports this

hypothesis, although the actual mechanisms
are not clear. The alternative hypothesis to
the ‘death hormone’ is that senescence in
monocarps is caused by nutrient starvation
following flowering. Here it is suggested
that the act of reproduction diverts stored
photosynthate away from vegetative tissue,
causing it to die. For example, senescence is
delayed in the annual weed and crop (used
in traditional medicine to treat malaria) beg-
gar’s tick (Bidens pilosa) when flowers are
removed (Zobolo and van Staden, 1999).
Wilson (1997) points out that, while this
may occur in some species, the biological
evidence does not generally support this
alternative hypothesis. Among other rea-
sons, he cites: 

• leaves do not generally exhibit nutrient
deficiency before death nor are reduced
minerals evident in leaf tissue;

• the addition of nutrients does not delay
senescence;

• senescence is rapid rather than prolonged
which is typical of nutrient deficiency;

• other triggers such as long days have
been identified as necessary for senes-
cence to occur. 

Senescence in polycarpic species

The death of polycarpic perennials is some-
what harder to explain, partly because it is
difficult to separate the effects of age and
size. As a plant (say a tree) gets larger, it
begins to decline physiologically because it
has more respiratory tissue to support, it
must transport water and nutrients further,
and it is more susceptible to herbivores and
pathogens (Watkinson, 1992). Thus the
effects of size are similar to those of age;
however, they do not fully explain senes-
cence of old plants. Senescence of woody
plants could be caused by the collapse of
structural tissue, but this does not explain
why some woody plants that regenerate
from dormant meristems (e.g. when a tree
resprouts from its base after being cut)
often senesce after temporary regrowth
(Watkinson, 1992). Alternatively, toxins
accumulating in cells may lead to senes-

112 Chapter 7



cence. The two evolutionary mechanisms
explaining senescence in long-lived plants
are (Orive, 1995; Pedersen, 1995):

• deleterious mutations accumulate over
time and eventually become lethal to the
individual;

• genes that increase fitness early in the life
cycle may decrease fitness later on (antag-
onistic pleiotropy).

The senescence of clonal organisms (i.e. the
entire clone) is even harder to explain. Some
clonal plants appear to have escaped senes-
cence altogether, by evidence of their
extremely old age. In other cases, an entire
clone can senesce at the same time
(Watkinson, 1992).

Conclusions

We have now completed our look at the
dynamics of individual plant populations.
Until now, we have looked at population
dynamics as being separate from the dynam-
ics of other species. Common sense tells us
that this does not reflect real life. Even a
‘monoculture’ maize field has hundreds
(thousands?) of other species including
weeds, insects, soil fungi and bacteria, mam-
mals, and birds, many of whom will influence
the population dynamics of maize. To begin
our examination of how populations interact,
we look first at competition in Chapter 8, and
then herbivory and other types of interactions
in Chapter 9. From there, we have a chapter
on how populations and their interactions are
studied (Chapter 10).
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Questions

1. Describe the phenology and resource allocation patterns of your selected weed species. What envi-
ronmental factors trigger important phenological events?
2. Explain why it would be adaptive to have a longer time from emergence to seed set at photoperiods of
12/12 (Fig. 7.6; Huang et al., 2001).
3. Why will knowledge about a plant’s phenology and senescence aid in its management?
4. Explain the difference between ‘death’ and ‘senescence’. 
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Part II

Interactions Between Populations





Interactions in Populations and
Communities

Like humans, individual weeds live in con-
tact and interact with a myriad of individu-
als of their own species and other species.
We have already alluded to this in previous
chapters where we mentioned pollination
and occasionally mentioned the influence of
other organisms via competition and her-

bivory (especially in Chapter 7), though we
have yet to explore what this all means.
Perhaps the most important implication is
that the fate of an individual cannot really be
disentangled from its interactions with oth-
ers.  Interactions are complex as they bene-
fit, harm, or have no effect and will vary
amongst the many, varied individuals found
in populations and communities. While
based on the environmental variation and

© 2003 CAB International. Weed Ecology in Natural and Agricultural Systems 119
(B.D. Booth, S.D. Murphy and C.J. Swanton)

8
Interactions Between Populations I:

Competition and Allelopathy

Concepts

• Interactions can have positive, negative or neutral effects on the individuals involved. 
• Competition is a negative interaction where individuals make simultaneous demands

that exceed limited resources and, while both suffer, one individual suffers less.
• Competition may be less important in habitats where resources are so poor and scattered

that populations never get dense or large enough to cause simultaneous demands that
exceed limiting resources.  

• Competition can be difficult to test because weeds can compete for more than one
resource at a time (above and below ground). Competition is influenced by other inter-
actions like herbivory and parasitism (see Chapter 9), and environmental and genetic
variation.

• Individuals also may deny access of resources to others (interference competition); it is
difficult to tell whether this occurs in weeds. Allelopathy, possibly a form of interference
competition, involves the production of toxins that can make tissues or habitats unsuit-
able for use.

• The outcome of competition is often related to the size of individuals and density of pop-
ulations.



individual characteristics like germination,
growth rate and death rate, the sheer number
of possible interactions and outcomes com-
plicates the dynamics and structures of pop-
ulations and communities beyond what we
have discussed so far. 

Because of the complexity of interac-
tions, they may be categorized and present-
ed as if only two individuals were interact-
ing at one time (Table 8.1). Again, in reality,
many individuals (too numerous to actually
count) are involved but it is easier for us to
visualize and discuss interactions between a
pair of individuals. In this chapter, we focus
on interactions where at least one individual
is negatively affected. These are called com-
petition (both individuals are negatively
affected, but one individual less so) and
amensalism (only one individual is nega-
tively affected and the other neither benefits
nor is harmed). Because determining
whether an interaction inhibits one or both
of the individuals is difficult, we group
amensalism with competition (Lawton and
Hassel, 1981; Connell, 1983). 

Defining Competition

Competition requires that individuals make
demands on a common pool of resources
(e.g. water, light, nutrients and space) that
are limited. Because this situation occurs
frequently, competition is a key interaction
that determines population and community
structures and dynamics. It would be better

for organisms to avoid competition because
it harms all involved. Being a better com-
petitor just means you suffer less and have a
greater relative fitness; if you could avoid
allocating resources to characteristics good
only for competition and, for example, allo-
cate resources instead to produce more
seeds, then your absolute fitness would
increase. Because most plants require the
same types of resources, avoiding competi-
tion may not be feasible during a plant’s life
cycle. Thus, individuals are often selected
for characteristics that allow them to out-
compete others in order to increase their rel-
ative fitness (by surviving and reproducing).
Outcompeting others requires being better at
acquiring more of the common resource
pool. It requires being able to tolerate a lack
of resources when others acquire more.
Hence, the competitive ability of a plant can
be measured in two ways: its ability to
suppress other individuals (competitive
effect), and its ability to avoid being sup-
pressed (competitive response) (Aarssen,
1989; Goldberg, 1990; Goldberg and Landa,
1991).  

Competition involving plants has been
dissected by many authors (Zimdahl, 1980;
Keddy, 1989; Grace and Tilman, 1990;
Bengtsson et al., 1994; Casper and Jackson,
1997). We focus on the main issues related
to competition since these are especially
relevant to weeds:

• What is the importance of competition in
different environments?
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Table 8.1. Summary of interactions that might occur between two species. 

Species

Interaction A B Explanation

Neutralism 0 0 Neither species affected
Competition (amensalism) 0/– – Both species inhibited, or one species affected, the

other not
Allelopathy 0 – Species A releases a chemical then inhibits species B
Herbivory + – Species A (animal) consumes part of species B

(plant)
Mutualism + + Both species benefit
Commensalism + 0 Species A benefits while species B is not affected
Parasitism + – Species A (parasite) exploits species B (host) by

living on or in it



• What general mechanisms of competi-
tion for different resources exist? 

• What determines the outcome of compe-
tition?

The Importance of Competition

Is competition more likely to occur in
resource-rich or resource-poor

environments?

It is generally agreed that in resource-rich
environments, plants are less likely to com-
pete for nutrients because they will not be
limiting, but that plants still compete for
light because more individuals will survive
and develop leaves that reduce available
light (Goldberg, 1990). The discussion on
whether plants compete in resource-poor
environments has been more polarized.
Grime (1979) maintains that competition is
not important in resource-poor environ-

ments because resources cannot be depleted
further. He argues that plants adapted for
stress tolerance will dominate in these
environments, while competitors will be
favoured in resource-rich environments.
Tilman (1988, 1990) argues that competition
occurs in resource-poor environments be-
cause, while some plants do adapt generally
to tolerate these stressful environments,
many individuals also deplete resources
more than others by having a high efficiency
of nutrient uptake. Grace (1990) believes
that both theories are compatible and reflect
different aspects of competition, i.e. Grime
focuses on the long-term competitive effect
on a community, while Tilman focuses on
the shorter-term competitive response of
individuals. Furthermore, if the ability to
tolerate being denied resources is consid-
ered a competitive trait (Aarssen, 1989,
1992), then stress tolerance is actually a
competitive trait. Indeed, most plants do
compete in response to resource-poor envi-
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Fig. 8.1. Series of events that must occur before competition between two individuals will influence
populations or communities.



ronments – recall that one of the conditions
for competition was the existence of limited
resources. 

Like so many concepts in ecology, the
issue is generally one of semantics – in this
case it is about what we define as ‘resource-
rich’ and ‘resource-poor’. There is no good
way to quantify the division between these
two. Hence, most studies find evidence for
both theories, though a harsh environment
(in terms of its local climate, for example)
will create resource-poor conditions. Weeds
and other plants in these environments may
be limited by abiotic conditions rather than
biotic interactions like competition. This is
because they may not be able to grow in
large numbers and densities to create an
excess demand on available resources (see
Grime, 1979; Goldberg, 1985; Grace, 1990;
Tilman, 1990; Aarssen, 1992, for detailed
discussions).  

The effect of competition on populations and
communities

Establishing the relative importance of com-
petition in real world habitats requires evi-
dence that competition affects population
size or biomass, or that it affects community
composition (Goldberg and Barton, 1992;
Goldberg et al., 1995); to do this, a series of
events must occur (Fig. 8.1). Even if we can
establish that there is an effect on popula-
tions and communities, it may be ephemer-
al and the population or community may
return to its original state. Complicating
matters further is that even if observed pat-
terns suggest competition is causing them,
there can be other explanations, e.g. current
interactions such as predation or environ-
mental changes. Patterns also may be the
result of unknown past (historical) events or
interactions. Attempting to determine the
exact cause (i.e. was it caused by competi-
tion) is like chasing the ghost of these past
events (Connell, 1980). What ultimately
makes competition at the population and
larger scales difficult to examine is that the
pattern we see results from millions of com-
petitive interactions between individuals.
Hence, ecologists often focus on individual-

scale experiments and extrapolate to popu-
lations and beyond. By examining the vari-
ation in the competitive interactions
between individuals, it is possible to deter-
mine what is likely to happen at larger
scales, though we caution again that popu-
lations, communities and ecosystems are
the result of more than just competition and
individual interactions.

What evidence do we have that competition
occurs?

When you observe a habitat, how can you
tell if individual weeds (for example) are
competing or not? Competition involving
weeds is subtle and difficult to observe but
perhaps easier to test than for whole popu-
lations or communities. Still, in a meadow,
you do not see weeds throwing punches at
each other. Thus, ecologists often use con-
trolled experiments to test whether infer-
ences made in the field about competition
are real. The easiest way to detect competi-
tion experimentally is to grow plants togeth-
er (in competition) and apart (without com-
petition), and compare their growth or
survival. There are many variations on this
basic experimental design (see Chapter 10). 

While these types of paired experiments
are useful, they are limited in their broad-
scale application because they ignore all
other species normally found in a habitat.
The design of experiments can be more com-
plex. For example, if we wished to look at
the competitive effect of weeds on an
unmanaged forest ecosystem, we would
have to decide what to measure (e.g. sur-
vivorship or growth), the number and types
of species to measure it on (e.g. one weed
species or many species, weeds and other-
wise), and what time span to cover (e.g. 1
year or 10). 

One example of how competition is
assessed is from Wilson and Tilman (1995).
They planted three species of native grasses
into prairie soil and measured their growth
in three competition treatments: competition
for light and nutrients by allowing roots
and shoots to interact, competition for nutri-
ents by excluding the shoots from interac-
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tions, and no competition by allowing nei-
ther roots or shoots to interact. They found
that excluding the shoots of neighbours had
no effect on plant growth, i.e. they prevent-
ed any possible competition for light but
competition for nutrients still was possible.
Excluding both shoots and roots caused a
drastic increase in growth of all three
species, i.e. when the possibility of compe-
tition for nutrients also was prevented, the
plants benefited. Tilman (1988, 1990) also
added a variety of soil nutrients and found
that plants responded only when nitrogen
was no longer limiting; therefore, he con-
cluded that competition was for nitrogen.
This study illustrates that:

• some grasses are better than others at
‘exploiting’ nitrogen while in competi-
tion with one another;

• there were several types of resources
(including nitrogen) for which grasses
might have competed. 

The pattern of adult plants reflects the com-
petition for nitrogen between individuals.

Weed competition studies generally use
similar approaches and reach similar con-
clusions. Bergelson (1996) reviewed her
experiments on competition between two
weeds, annual bluegrass (Poa annua) and
common groundsel (Senecio vulgaris) (see
also Bergelson, 1990, for example). By com-

paring the growth of each species alone with
situations where groundsel was surrounded
by annual bluegrass individuals, the out-
come of competition could be studied. The
fundamental results reinforce the general
patterns that competition involving weeds
often exhibit. The main pattern is that even
small differences in seed germination and
seedling emergence matter – earlier ones
often are better competitors. In theory, get-
ting a head start on competitors means that
a weed is competing with others of a similar
age (i.e. all start out as seedlings). If this is
true, then ‘neighbourhood competition’ is
important (Pacala and Silander, 1990). This
means that competitive ability is useful in
densely vegetated environments but it also
means that some individuals avoid compe-
tition because of chance. Avoidance is not a
strategy – some individuals happen to colo-
nize a ‘neighbourhood’ area that is relative-
ly free of competitors of similar ages and
have higher fitness regardless of their com-
petitive ability. ‘Gap colonization’ may be
equally or more important in influencing
whether competition between individuals,
i.e. competition is not always influenced by
interactions between co-generational indi-
viduals but by the gaps left open or still
occupied by the previous generation.
Competition can be affected by the influence
of the previous or older generation. In
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Bergelson’s (1996) review, she explains how
the main influence on competition’s out-
come was that the litter from dead bluegrass
prevented groundsel seedlings from emerg-
ing. Though this is not what Connell (1980)
meant by the ‘ghost of competition past’ (see
previous section), the analogy here is similar
sounding because competition is between
live groundsel and the ‘ghost’ (the litter) of
dead bluegrass.

Exploitation and Interference
Competition

There are two general mechanisms of com-
petition. In ‘exploitation competition’,
weeds (as with all plants) compete with one
another by being better at exploiting the
resources, i.e. obtaining more of them than
others (Fig. 8.2). In ‘interference competi-
tion’, there can be a direct removal of a
resource (taking it away from another who
already captured it) or the occupation of a
resource that may not be needed immedi-
ately, but denying it to others raises relative
fitness (Murphy, 1999). In weeds, interfer-
ence competition does not involve direct
removal of a resource because this situation
applies more to animals that physically con-
front one another over resources like nests or
caches of food. Thus, interference competi-
tion in plants is generally the denial of
resources to other plants. 

Exploitation competition

While we will discuss general trends in
exploitation competition for different types
of resources, we caution that the relation-
ship between the amount and type of
resources available and competition is not
simple because:

• weeds can compete for more than one
resource at a time and may do so above
and below ground;

• the outcome of competition is modified
by abiotic factors (e.g. temperature, pH)
and other biotic interactions (e.g. preda-
tion, parasitism) that influence the rate

and efficiency at which the resources are
consumed;

• weeds are genetically variable and thus
all individuals of a species will not
respond to competition in the same way. 

Light

Both light quality and quantity are important
aspects of competition (e.g. Novoplansky,
1991). Weeds can compensate in a number
of ways to avoid poor light conditions, all of
these related to the basic processes of ger-
mination, emergence and adult phenology
(Chapters 6 and 7). Many weeds germinate
early and grow taller at a faster rate to
acquire as much light as possible, e.g. self-
heal (Prunella vulgaris) (Miller et al., 1994).
Since the presence of dense leaf canopies
reduces the quantity and quality of light
available to weeds, competition for light is
greatest when plant density is highest. The
plasticity of weeds explains why: 

• they tend to be taller when grown in
high densities (Nagashima et al., 1995);

• the position and orientation of leaves
changes to intercept more light (Alphalo
et al., 1999);

• stems may elongate so that leaves are
positioned above competing vegetation
(Alphalo et al., 1999).

Nutrients

Plants compete mostly for nitrogen, phos-
phorus and potassium (but there are many
others). Phosphorus is usually the most lim-
ited nutrient in aquatic ecosystems. Nitrogen
is usually the most limited nutrient in ter-
restrial habitats. Potassium is often over-
looked but some terrestrial weeds (e.g. dan-
delions) might be managed better if
potassium-poor fertilizers were used
because some weeds are limited by this
nutrient (Tilman et al., 1999). In general,
weeds compete directly for nutrients; how-
ever, weeds that germinate and emerge prior
to other plants are able to deplete the avail-
able nutrient resource pool first. Because
nitrogen is also one of the most mobile and
absorbable nutrients, adding fertilizers may
benefit weeds that are poor nitrogen com-
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petitors at a cost to crops (Fig. 8.3). However,
crops such as maize have been shown to out-
compete weeds for the extra nutrients and as
a result suffer less from weed competition
(Tollenaar et al., 1994). Agricultural weeds
may be poor competitors at low levels of
nitrogen, although there are exceptions
(Iqbal and Wright, 1997; Hashem et al.,
2000).

Water

Competition for water occurs below ground
between roots. The ability to absorb water is
related to rooting volume. However, not
only are the dimensions (breadth and depth)
of rooting zones important: so is the degree
of water extraction. The ability of a plant to
use water depends on its water use efficien-
cy (WUE). This is the ability to minimize
water use for a given amount of carbon
assimilation. When water is abundant,
plants with low WUE (and flood tolerance)
are more competitive, whereas in arid con-
ditions, plants with high WUE (and drought
tolerance) have the advantage (Di Tomaso,
1998; Gealy, 1998; Hunt and Beadle, 1998;
Iqbal and Wright, 1998; Walch et al., 1999;
Schillinger and Young, 2000). The examples
of weedy saltcedars (Tamarix spp.) and their

impact on the southwestern USA are partic-
ularly illustrative as these weeds have
invaded 600,000 ha, in part, because of their
superior WUE (Di Tomaso, 1998). Similarly,
trees in forest plantations of Tasmania,
Australia, suffer because some weeds have a
high WUE and can outcompete the tree for
water (Hunt and Beadle, 1998). Plants in
more temperate climates are less likely to
compete for water because rain and
snowmelt are usually abundant. However,
we should not ignore the importance of
WUE, because this may be an important
adaptation needed to survive climate
changes and a tendency for temperate areas
to receive less precipitation (Norris, 1996). 

Physical space

It is easier to understand how weeds com-
pete for a resource such as nutrients, water
or light because we can imagine this being
consumed by the plant. It is harder to imag-
ine space as something that is competed for,
and yet the lack of physical space creates
consequences for individuals. Root restric-
tion experiments are one way to test the
effect of limiting space. Although not all
species react equally, restricting a plant’s
rooting space generally decreases shoot bio-
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mass, height and/or growth rate, even when
ample water and nutrients are supplied
(Richards and Rowe, 1977; Gurevitch et al.,
1990; McConnaughay and Bazzaz, 1991;
Matthes-Sears and Larson, 1999). Schenk et
al. (1999) argue that plants are ‘territorial’
because they defend space for their exclu-
sive use. A territorial individual may not be
better at exploiting limited space; it may be
better at preventing others from using it.
This might apply to forestry weeds compet-
ing with willows (Salix) (Sage, 1999) and
pasture weeds like Paterson’s curse (Echium
plantagineum) (Grigulis et al., 2001).

Exploiting different resources: competition
above and below ground

Above- and below-ground competition may
be considered separately because plants use
different structures (e.g. roots vs. leaves) to
compete for different resources (e.g. nutri-
ents vs. light) above and below ground.
Below-ground root competition is more
complex because individuals compete for
space, water and many nutrients, and these
all differ in distribution, mobility, molecular
size and other aspects. In above-ground com-
petition, individuals normally compete only
for light or space (Casper and Jackson, 1997).
Below-ground competition usually reduces
plant performance more than above-ground
competition, except in weed–crop competi-
tion where shoot competition tends to be
more intense (Wilson, 1988). Root competi-
tion is more prevalent in arid and nutrient-
poor systems because plants tend to be
spaced further away from neighbours and
therefore do not shade each other; however,
root zones may overlap.

From a physiological perspective, roots
and shoots are so integrally related that it is
practically impossible to separate them. In
weeds, this creates problems because they
must trade-off allocating resources between
tissues involved in above- and below-ground
competition. For example, if the weedy rice
cockspur (Echinochloa oryzoides) increases
leaf area to compete for light, it reduces allo-
cation of resources to roots and is vulnerable
to competition for nutrients (Gibson and
Fischer, 2001). Many weed species experi-

ence such trade-offs (e.g. McLachlan et al.,
1995). 

The relationship between above- and
below-ground competition is not usually
additive: that is, the total competitive effect
is not simply the above-ground effect plus
the below-ground effect, although this is
often presumed (Wilson, 1988). Root and
shoot competition may have opposing
effects, or be subject to complex interactions,
and this may not be evident when measured
together. One species may benefit from
below-ground interaction and this may
counter any negative effect of above-ground
competition (Wilson and Tilman, 1995). 

Interference competition

While the term ‘interference competition’ is
still used, all plant competition might be
considered exploitation if denial of
resources is caused by overexploiting a com-
mon resource pool (Schoener, 1983). For
example, Rebele (2000) grew weedy feather-
top (Calamagrostis epigeios) and Canada
goldenrod (Solidago canadensis) in mixed
stands for several years. For the first 3 years,
the much taller and large leaved goldenrod
dominated feathertop. Subsequently, Canada
goldenrod seedlings or regenerating shoots
began to be buried by the accumulation of
litter from feathertop. Eventually feathertop
dominated because it interfered with the
space that Canada goldenrod needed.
However, the outcome could be interpreted
as exploitation competition if the key
process was that the litter prevented Canada
goldenrod from competing for light.

Allelopathy

‘Allelopathy’ is an interaction that might be
considered to be interference competition
(Aarssen, 1989, 1992; Murphy, 1999).
Allelopathy is the direct effect of one indi-
vidual on others through the release of
chemical compounds from roots, shoots,
leaves or flowers (Rice, 1995). Allelopathy
can require resources in the form of the
chemicals used or can create autotoxic
effects that harm the allelopathic plant;
since neither the allelopathic plant nor its
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targets gain absolute benefits, allelopathy
can fit this part of the definition of competi-
tion. However, because no resource is being
exploited and because the release of benefi-
cial compounds can occur, allelopathy is
sometimes described as a unique interaction
that is not related to competition (Rose et al.,
1984; Aarssen, 1989; Inderjit and del Moral,
1997; Murphy, 1999; Olofsdotter et al.,
1999). It is even unclear how often allelopa-
thy occurs since many chemicals released by
plants only become toxic after being trans-
formed by other species in soil or water.
Such indirect effects may be considered to
be allelopathy but whether the plant that
exuded the original chemical benefits at all
is unclear (Connell, 1990; Williamson,
1990).  

While claims that allelopathy exists in
many weeds (like velvetleaf, quackgrass,
redroot pigweed) should be treated scepti-
cally, it does occur (Rice, 1984, 1995).
Generally, allelopathy seems to be easier to
demonstrate and more ecologically impor-
tant in species-poor habitats where one
species may ‘dominate the biochemistry of
the soil’ (Wardle et al., 1998). Additionally,
if some species adapt and resist allelopathic
chemicals, then these ‘resistant’ species may
dominate, e.g. pink flower (Lantana camara)
(Gentle and Duggin, 1997; Mallik and
Pellissier, 2000). When nodding thistle
(Carduus nutans) dies, its decomposing
leaves release allelopathic chemicals that
suppress or kill only white clover
(Trifolium repens). However, white clover
increases soil nitrogen, and loss of white
clover reduces nitrogen available to all other
species. Nodding thistle may be less affected
by loss of nitrogen and benefits from the
reduced competition by all other species,
hence nodding thistle populations increase
greatly (Wardle et al., 1998). In pollen
allelopathy, the chemicals are released from
pollen that lands on the stigma of the
‘wrong’ species (see Chapter 4). This reduces
the success of sexual reproduction in recip-
ient species, and can allow the allelopathic
species to dominate. Parthenium weed
(Parthenium hysterophorus), hawkweeds
(Hieracium species) and timothy (Phleum
pratense) are the only weedy species

demonstrated to have allelopathic pollen
(Murphy and Aarssen, 1995a,b; Murphy,
1999). 

Apparent competition

Even with well-designed experiments, an
observer may conclude that competition is
occurring between individuals, even though
some other reason may explain the outcome.
For example, common sage (Salvia offici-
nalis) attracts small herbivores because it
provides shelter for them. The herbivores, in
turn, consume other vegetation around the
sage plant. The gross result is that other
species do poorly while sage is healthy; if
you did not look for the herbivores, you
might erroneously conclude that sage was
outcompeting other species. This is called
‘apparent competition’ (Holt, 1977; Connell,
1990) (Fig. 8.2). In another example, the
survival, growth and reproduction of the
parsley fern (Botrychium australe), native to
New Zealand decreased after the introduc-
tion of the non-native colonial bentgrass
(Agrostis capillaris). This occurred because
the colonial bentgrass provided habitat for
non-native slugs (Deroceras reticulatum),
which then predated on the parsley fern
(Sessions and Kelly, 2002)

What Determines the Outcome of
Competition?

One of the reasons weeds are so successful is
because they adapt rapidly to new environ-
mental conditions, including the ‘competi-
tive neighbourhood’ of other weeds, crops
and plants in general. Weeds do not ‘know’
how competitive others are – if others are
much better competitors, the weed simply
dies without reproducing. If a weed is at a
competitive disadvantage but still produces
offspring, there should be selection for the
offspring to develop better competitive abil-
ities (as long as the genes are available).
What complicates the situation is that weeds
are subject to selection from other types of
interactions (herbivory, for example – see
Chapter 9) and this makes it difficult to
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determine what abilities are a response to
the need to compete. 

Competitive traits

Despite the complex nature of interactions,
the outcome of competition depends on the

same processes and structures that influence
all aspects of a weed’s existence, i.e. selec-
tion on the traits that each individual weed
has. Weeds have traits that will suppress
neighbours or avoid being suppressed by
them, but it is rare to find weeds that do both
well. For example, Goldberg (1990) found
that the presence of common ragweed
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(Ambrosia artemisiifolia) decreased the per-
centage sunlight available but did not affect
soil moisture. Because its competitor, nar-
row-leaved plantain (Plantago lanceolata),
responded to decreases in moisture, but not
to decreases in light, ragweed was not com-
petitively superior to plantain (Fig. 8.4). 

Generally, weeds may adapt to a compet-
itive environment and develop traits that
allow them to specialize in being relatively
superior at competing for one (or a few)
resources. Zimdahl (1999) listed traits associ-
ated with highly competitive agricultural
weeds (Table 8.2). Possessing any one or a few
of these traits does not guarantee competitive
success as traits vary in their effectiveness in
different populations and communities. For
example, the Australian native Sydney golden
wattle (Acacia longifolia) has a high photo-
synthetic rate, but is still outcompeted by
weedy tick berry (Chrysanthemoides monilif-
era). This is because tick berry has a more effi-
cient leaf arrangement to intercept light and
therefore is able to outcompete the native
species (Weiss and Nobel, 1984).

Weed ecologists may study ‘size’ as
being the most important trait in competi-
tion. ‘Size’, however, is really not a trait
itself, it is more of a general description. We
say this because size could mean a weed has

adapted (or is phenotypically plastic
enough) to grow taller, branch out more or
produce more roots to capture resources
(Goldberg and Werner, 1983; Schoener,
1983; Goldberg, 1987). Hence, size results
from interacting traits like rate of cell divi-
sion, leaf expansion, seed germination and
seedling emergence time and speed. One of
the implications of the Bergelson (1996)
review we discussed earlier is that larger
individuals are often those that germinated
or emerged first and captured more
resources. In agriculture and forestry, early
emerging weeds are the ones that cause crop
losses because they compete with the young
and vulnerable crops for nutrients and light,
depending on the planting conditions used
(Forcella, 1993; Van Acker et al., 1993;
Knezevic et al., 1994; Chikoye et al., 1995;
Weinig 2000). The same principle applies to
competition in non-crop ecosystems (Gerry
and Wilson, 1995; Tremmel and Bazzaz,
1995). For example, garlic mustard (Alliaria
petiolata) is probably competitive because
it germinates in the autumn, over-winters
(and perhaps photosynthesizes) and quickly
grows tall as soon as the temperature, mois-
ture and light allow, usually before native
spring plants. In this manner, garlic mustard
captures early season light, nutrients, mois-
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Table 8.2. List of characteristics associated with competitive plants (not in rank order) (adapted from
Zimdahl, 1999).

Shoot characteristics
Rapid expansion of tall, foliar canopy
Horizontal leaves under overcast conditions and obliquely slanted leaves (plagiotropic) under sunny

conditions
Large leaves
A C4 photosynthetic pathway and low leaf transmissivity of light
Leaves forming a mosaic leaf arrangement for best light interception
A climbing habit
A high allocation of dry matter to build a tall stem
Rapid extension in response to shading

Root characteristics
Early and fast root penetration of a large soil area
High root density/soil volume
High root–shoot ratio
High root length per root weight
High proportion of actively growing roots
Long and abundant root hairs
High uptake potential for nutrients and water



ture and space at the expense of individuals
of native species. 

The actual impact of size on the out-
come of competition can be difficult to quan-
tify. You might expect that a weed that is
(initially) twice the size of a competitor
would imply that the weed is then twice as
competitive. Indeed, this may happen if
competition is ‘size-symmetric’. In other
cases, competition is ‘size-asymmetric’,
meaning that an individual that is (initially)
twice the size of a competitor may be (for
example) four times as competitive. In prac-
tice, you might measure the outcome of
competition by examining the relative
weights of the weed and its competitor: (i) in
competition and (ii) not in competition. 

Size, however, is not always a determi-
nant of competitive success (Wilson, 1988;
Gerry and Wilson, 1995). To test for size
advantage, Grace et al. (1992) grew six grass-
es alone and in pairs. During the first 2 years
the initial plant size was correlated to com-
petitive success measured as relative yield (a
comparison of yield when grown alone and
when grown in competition). In the third
year, however, the initial size did not confer
an advantage. Individuals with higher rela-
tive growth rate were at an advantage rather
than those that were initially bigger. Weigelt
et al. (2002) suggest that size is more impor-
tant during the seedling stage, whereas
species-specific traits such as biomass allo-
cation patterns are more important during
the adult stages of a plant’s life cycle. Size is
less likely to be advantageous in situations
of low nutrients and high light, where size
does not improve an individual’s chance of
obtaining resources. 

Below-ground competition (for nutri-
ents or water) is more likely to be size-sym-
metric, while above-ground competition (for
light) is more likely to be size-asymmetric
(Casper and Jackson, 1997; Schwinning and
Weiner, 1998). This is because a weed that
successfully outcompetes others for early-
season light often has accelerated growth,
leading to faster suppression of competitors,
capture of increasingly available light as
daylength increases, further suppression of
competitors and so on. This type of ‘feed-
back’ is what leads to size-asymmetric com-

petition. Below ground, weeds that have
more roots (or more efficient roots) will cap-
ture more resources, but the process is much
slower as the water and nutrients are less
ubiquitous than light and harder to find. A
lack of accelerated capture of resources
means that the competitive advantage of a
weed with a large root system is restricted to
being closely equivalent to its size advan-
tage.

Effect of the environment on competition 

Selection pressures change such that a trait
may be advantageous in some locations at a
given time but may be less advantageous
under different environmental circum-
stances. We have already emphasized that
the existence of spatial and temporal vari-
ability in the environment is the reality that
plants must survive. The more unpre-
dictable the environmental variability, the
more risk to existence. In terms of competi-
tive traits, a genotype may survive for years
with a suite of traits but if the environment
changes drastically, then the genotype may
be quickly placed at a competitive disad-
vantage. This is actually a principle of any
weed management: how to outcompete the
weeds. The problem again is that weeds
tend to adapt more quickly to change and
produce a wide variety of genotypes that can
be fit to a range of environments.

How adaptable are weeds in changing
environments? Generally, weeds can only
adapt if they have the genes available. For
most weeds, this is rarely a problem as they
reproduce sexually and recombine genes
constantly (see Chapter 4). When the envi-
ronment changes, some weed genotypes will
die or at least be disadvantaged, but other
genotypes will survive to ensure the popu-
lation and species of weeds will survive. For
example, genotypes of lambsquarters were
variable enough to live in different con-
centrations of nutrients and outcompeted
the less well adapted carrot crop (Daucus
carota) (Li and Watkinson, 2000). 

Pickett and Bazzazz (1978) examined
how a resource gradient (soil moisture)
affected competition among six weed
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species by growing them alone and in com-
petition with each other (six species togeth-
er). When grown alone, all species had a
broad tolerance to a water gradient (Fig.
8.5). When grown in competition, however,
peak biomass tended to shift in four species
while the most competitive species, redroot
pigweed (Amaranthus retroflexus) and giant
foxtail (Setaria faberii) did not shift. Species
primarily responded through phenotypic
plasticity rather than higher mortality.

Both of these examples illustrate the
effects of spatial heterogeneity on weed com-
petition. Spatial distributions of weeds are
the patterns of locations of weed species that
we see, for example, in a maizefield or a
meadow. Weed distributions are often scat-
tered or ‘patchy’, in part, because in some
areas the weed can outcompete other plants
but in other areas the weed is excluded or
suppressed. As discussed in Chapter 6, such
patchiness also relates to weed seed disper-
sal. In non-crop habitat, patchiness occurs

since variation in topography and substrate
will create local micro-environments favour-
ing some weeds and not others. The patchi-
ness may be less obvious in these non-crop
habitats since placement of nutrients and
water is more precise in crop habitats. In
crop fields, the patchiness is exacerbated
because weeds will colonize areas where
farmers add nitrogen (for example) and
where machinery disperses the seeds
(Casper and Cahill, 1998; Dieleman and
Mortensen, 1999). 

One of the implications of clumped
population of weeds is that there will be a
lot of crowding; in other words, the local
density of weeds is often high. This has
implications for competition involving
weeds. In theory, the more weeds that exist
in a given area, the greater the demands
placed on local patches of limited resources.
Each weed competes for its own benefit.
Therefore, when a weed competes it is as
likely to harm other weeds (conspecific or
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otherwise) as it is to harm crops or native
plants. Conspecific weeds may be more like-
ly to compete because they should have
similar resource demands and probably have
similar traits. 

Because of the potential importance of
plant densities, ecologists and crop scien-
tists often study how density quantitatively
affects the outcome of intra- and interspecif-
ic competition (e.g. Cousens et al., 1987;
Lonsdale, 1990; Kropff and Lotz, 1992;
Kropff and Spitters, 1992; Kropff et al.,
1992a,b; Cousens and O’Neill, 1993; Frantik,
1994; Knezevic et al., 1994; Chikoye et al.,
1995; Ives, 1995; Lindquist and Kropff, 1996;
Lutman et al., 1996). It appears that compe-
tition is often ‘density dependent’. This
means exactly what it says – as density
changes, so too does the outcome of compe-
tition. The change may be direct for a while:
every time another weed germinates and
starts to grow, there is one more demand on
the limited common resource pool and
competition increases by an amount direct-
ly related to the extra demand. 

Most studies, again, tend to examine
competition between two species only or,
perhaps, between a crop and weed popula-
tions comprised of a few weed species. In
these studies, density-dependent effects can
be illustrated as in Fig. 8.6. Notice that as

pigweed density increases beyond a rela-
tively low value of 0.5 pigweed per m2, com-
petition, as measured by yield loss in maize,
slows. This is because the pigweed individ-
uals start to compete intraspecifically where-
as before this they compete mainly with
maize (interspecifically). While this example
does not show it, and it is difficult to demon-
strate this experimentally, there also can be
a period when the weed density is not yet
high enough to cause significant impacts. 

Density-dependent competition is typi-
cally important but density is neither the
only important factor nor is it independent
of other factors. The time of emergence of
weeds, their morphology (e.g. big leaves or
small leaves, tall plants or short plants),
and other density-dependent interactions
like allelopathy, herbivory (Chapter 9) and
parasitism (Chapter 9), can influence com-
petition separately, synergistically or antag-
onistically (Weidenhamer et al., 1989;
Bergelson, 1990; Molofsky, 1999). They are
all influenced by genetic and environmental
variation, and all of these will not only vary
spatially, but temporally. The competitive
outcome of a changing environment will be
dependent on the timing of the change and
on its interaction with the plant’s phenolo-
gy, especially seed germination and seedling
emergence. 
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Fig. 8.6. Yield loss in maize as a function of redroot pigweed (A. retroflexus) density and date of pigweed
emergence (redrawn from Knezevic et al., 1994).
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Even the timing of fertilizer application
will determine the competitive outcome.
For example, two cultivars of sugarbeet
(Beta vulgaris var. sacchariferal) were more
competitive with wild mustard (Sinapsis
arvensis) if there was a late season nitrogen
fertilizer application, and more competitive
with lambsquarters if nitrogen was applied
earlier in the season (Paolini et al., 1999).
Similar results were found when nitrogen
was applied later in winter wheat (Triticum
aestivum), thereby reducing the competi-
tive effect of ivy-leaved speedwell (Veronica
hederifolia) (Agnonin et al., 1996).

Summary

Interactions can have positive, negative or
neutral effects on the individuals involved,
and these effects may or may not influence
population and/or community dynamics.
When individuals compete, they may
exploit resources such as nutrients, water

and space, making them unavailable to com-
petitors (exploitation competition), or they
may deny access of resources to others
(interference competition). In this chapter
we looked at competition and allelopathy:
interactions where at least one partner was
negatively affected. There is no question
that competition can play an important role
in shaping populations and communities;
however, it is a complex interaction, and to
say that ‘competition is important’ really
gives us very little information. Individuals
can compete for more than one resource at a
time and they can compete above and below
ground. The outcome of a competitive inter-
action will depend on many things, includ-
ing the relative size and growth rates of
individuals as well as the abiotic environ-
ment. Allelopathy, possibly a form of inter-
ference competition, involves the produc-
tion of toxins that can make tissues or
habitats unsuitable for use. In the next chap-
ter we examine types of interactions where
at least one individual benefits.
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Questions

1. Would you consider the weed species you selected to be an effective competitor? In what situations
will your species be competitive and not be competitive? 
2. What is competition, and why is it so difficult to define?
3. What type of competition would you expect to find in an agricultural field? How would this be altered
by changing light patterns within the crop canopy or by the addition of fertilizer? Why?
4. Briefly explain Grime’s and Tilman’s views of competition. In what ways are they similar? In what ways
do they differ?
5. Is allelopathy likely to be more important in agricultural or natural systems? Explain why.
6. Compare Baker’s (1956, 1974) list of weed traits (Box 1.1) with Zimdahl’s (1999) list of competitive
weeds (Table 8.2). Explain their similarities and differences.
7. Design an allelopathy experiment.
8. Why is it so difficult to determine how competition and allelopathy occur (i.e. define the mechanism)?
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Introduction

There are many types of interactions where
one individual gains an absolute benefit
over another. For example, in herbivory,
parasitism and mutualism (refer to Table
8.1), at least one of the individuals benefits
from the interaction. Rather than being dis-
tinct processes, there is a gradation of posi-
tive to negative effects (Bronstein, 1994a)
(Fig. 9.1). In this chapter we look at her-
bivory, parasitism and mutualisms as sepa-
rate interactions, and then consider the net
effect of all types of interactions on popula-
tions.

Herbivory

Herbivory is the consumption of plant tissue
by animals. Plants, in general, are a low-
quality food because they are low in nitro-
gen (needed by animals for protein) and
high in complex carbohydrates, which are
hard for most animals to digest. Herbivores
preferentially consume roots, young leaves,
flowers, fruits and seeds because these are
higher in nutrients and more digestible. In
terrestrial plant communities, about 20% of
above-ground plant biomass is consumed by
herbivores but this varies considerably with
community type, and the number and type
of herbivores present (Cyr and Pace, 1993).
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Interactions Among Populations II: Herbivory, Parasitism

and Mutualisms

Concepts

• Herbivory is the consumption of plant tissue by animals.
• Immobile (sessile) plants have developed a variety of ways to avoid, tolerate or defend

against herbivory.
• Seed predation is a special type of herbivory that results in significant and often complex

effects on plant population dynamics.
• Parasitic plants obtain nutrients, shelter and support from other plants.
• Mutualistic interactions provide benefits to both individuals and are especially impor-

tant in stressed environments.
• The net effect of one individual on another is the result of all beneficial effects minus all

negative effects.



Herbivores include mammals such as graz-
ing deer and zebra, sap-sucking insects,
seedling-eating molluscs, root-feeding lar-
vae, leaf-eating grasshoppers, and seed-
eating mice and beetles. Plant herbivores
range from specialists (typically inverte-
brates), that eat only one or a few types of
food, to generalists (typically vertebrates)
that are unselective feeders (Crawley, 1989).
Some herbivores can be both specialist and
generalist because they change their feeding
behaviour depending on the relative density
of the plants.

Herbivory is usually non-lethal unless
all of the plant or an essential tissue (e.g. all
roots) is eaten, or if the plant is already
stressed. If a plant is not able to compensate
for the loss of tissue, such as when a tree is
girdled by a deer, it will die. The more
immediate effects of herbivory are the loss of
photosynthetic tissue, stored nutrients and
meristems (i.e. sites of active growth) (Noy
Meir, 1993). These losses may lessen a
plant’s ability to photosynthesize, absorb
nutrients and water, and grow. There are,

however, mechanisms that allow plants to
compensate for herbivory. Plants respond by
mobilizing stored nutrients, increasing their
rate of photosynthesis, stimulating dormant
meristems, or growing more roots or shoots
(depending on what was eaten) (Crawley,
1992) (Box 9.1). The net effect of long-term
herbivory will depend on the age of the
foliage, the distribution of damage on the
plant, and the stage of development and sea-
sonal timing (Crawley, 1992). For example,
the loss of young leaves from herbivores may
have more long-term repercussions than the
loss of older leaves. No plant species is
immune to herbivory completely, but many
have evolved ways to defend or compensate
for it. 

Plant defences and compensation
to herbivory

Plants cannot run away from potential her-
bivores, but they do have ways to avoid
being consumed. The two types of defences
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Predation   Commensalism   Mutualism   Commensalism   Predation 

Effect of species 1 on species 2
      -                 0               +            +               + 

      +                +                   +                0                  - 
Effect of species 2 on species 1

Fig. 9.1. The continuum of species interactions (redrawn from Bronstein, 1994a). If we use the ‘cat and
mouse’ example, the cat (species 1) has a negative effect on the mouse (species 2), and the mouse has a
positive effect on the cat.

Box 9.1. Mechanisms by which plants respond to herbivory (adapted from Crawley, 1992).

• Increased light intensity for surviving leaf area
• Increase in the rate of carbon fixation at a given light intensity
• Improved water and nutrient availability to the surviving leaf tissue
• Delayed senescence (plus rejuvenation) of leaves
• Increased duration of the growing period
• Redistribution of the photosynthate to the production of new leaves and away from roots, flowers, fruits

or storage
• Reduced rate of flower abortion
• Production of new shoots from dormant buds or newly produced epicormic buds
• Ungrazable reserve (e.g. storage in roots and woody stems)
• Not regrowing while the herbivore is still around



are direct (i.e. avoidance and tolerance) and
indirect (i.e. defend themselves by recruiting
bodyguards to protect them from herbi-
vores). 

Avoidance

Avoidance defences reduce the chance that
a plant will be eaten or reduce the perform-
ance of the herbivore. Plants have three
strategies to avoid herbivory: structural, phe-
nological and chemical (Table 9.1).
Structural and phenological defences are
‘constituent’ traits present in the plant
whether or not a herbivore is present.
Constituent defences deter a herbivore from
damaging the plant. Chemical defences,
however, may not exist until induced by
herbivory. These chemicals can inhibit
digestion, deter feeding or intoxicate the
herbivore, thereby reducing herbivore
damage. However, some herbivores adapt
and can detoxify chemical defences. For

example, saliva from the corn earworm
caterpillar (Helicoverpa zea) suppresses the
induction of the toxin nicotine in tobacco
(Nicotiana tabacum) (Musser et al., 2002).
Herbivores may even use the plant chemi-
cals to their own benefit. The classic exam-
ple of this is the monarch butterfly (Danaus
plexippus) and common milkweed
(Asclepias syriaca) association. Milkweed
produces a glycoside that is toxic to the
heart and circulatory system in most herbi-
vores. Monarch larvae, however, are able to
consume milkweed leaves, and the glyco-
side, in turn, makes them more unpalatable
to their predators. 

Tolerance 

Tolerance is the ability to minimize dam-
age from herbivory (Belsky et al., 1993;
Strauss and Agrawal, 1999). While toler-
ance may be an alternative to avoidance
under certain types of herbivory, both
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Table 9.1. Types of herbivore avoidance and tolerance strategies used by plants to defend against
herbivory.

Defence Type Example Explanation

Avoidance Structural Hairs, spines, trichomes Make it harder to consume tissue
Digestibility reducers Cellulose, lignin, cutins, tannins

effect digestion by blocking
digestive enzymes

Protective coating Shells of fruits make them difficult
to eat

Chemical Chemical defences Reduce the palatability of plants
or makes them poisonous

Phenological Rare or ephemeral Makes plants hard to find when
herbivores are active

Early growth or reproduction Plant escapes later emerging
herbivores

Tolerance Compensate Increase net photosynthetic rate Plants produce more above-
ground biomass after being
grazed than non-grazed
individuals

High relative growth rates
Increase branching or tillering After apical dominance is

released
High carbon storage Pre-existing stores of carbons in

roots can be re-allocated for
above-ground production

Carbon re-allocation Can quickly move carbon from
roots to shoots



tolerance and avoidance may be used simul-
taneously. For example, if slugs start eating
ginger (Asarum caudatum), its palatability
decreases (avoidance) and its growth and
seed production decreases (tolerance) (Cates,
1975). 

The degree to which a plant tolerates
herbivory is called ‘compensation’. There
are several mechanisms used by plants to
compensate and increase their tolerance to
herbivory or other types of damage (Table
9.1) (Belsky et al., 1993). Regardless of the
mechanism, however, the success of any
compensation is related to the cost the indi-
vidual incurs because it has to allocate
resources away from growth or reproduc-
tion. Ultimately, this re-allocation of
resources can reduce the fitness of an indi-
vidual; for example, jimsonweed (Datura
stramonium) experienced 15–25% reduc-
tions in fitness after defoliation (Foroni and
Nunez-Farfan, 2000). As long as the reduc-
tion in fitness does not lead to complete
extinction of a genotype, tolerance is a good
strategy.

Tolerance responses vary with the type
of herbivory and the constraints on the
plant, i.e. what is morphologically or physi-
ologically possible? For example, cotton
(Glossypium hirsutum) responds to phloem-
sucking aphids by decreasing axillary
branching; however, if buds are eaten,
branching increases (Sandras, 1996). The
weedy leafy spurge (Euphorbia esula) seems
to be more constrained as it only tolerates
defoliation by allocating more resources to
its large root system that, after herbivores
leave, will produce more shoots (Olson and
Wallander, 1999). The internal mechanisms
that allow a plant to respond to herbivory
are moderated by the timing of herbivory,
nutrient, light and water availability, and the
presence of plant competitors (Strauss and
Agrawal, 1999). 

A special type of tolerance is ‘over-
compensation’, as found in weeds such as
purple loosestrife (Venecz and Aarssen,
1998). This occurs when herbivory actually
benefits plants and increases fitness
(Aarssen, 1995). The mechanism is relative-
ly simple: if the apical (shoot) meristem is
eaten, the lateral meristems (on the branch-

es) are signalled chemically to grow. As a
result, the extra branches and all their leaves
may allow the damaged plant to increase
photosynthesis and carbohydrate produc-
tion relative to undamaged plants. If this
extra production allows for more sexual or
asexual success, then fitness increases
(Venecz and Aarssen, 1998; Agrawal, 2000).
Over-compensation may only occur under
certain conditions such as low competition,
and optimum light and moisture (Strauss
and Agrawal, 1999). 

Indirect plant defences

Indirect plant defences mean that an indi-
vidual uses another organism to defend itself
against herbivory. For example, a plant may
be protected when it grows near an unpalat-
able species. The unpalatable species can
mask features, such as scent, that otherwise
would attract herbivores (Price et al., 1980).
Some plants decrease herbivore damage by
recruiting ‘bodyguards’. This means an indi-
vidual provides pollen, nectar, habitat or
other rewards that increases the foraging
effectiveness of species that harm herbi-
vores (Price et al., 1980; Sabelis et al., 1999;
Elliot et al., 2000). In some cases, body-
guards are recruited only as an induced
defence, e.g. predatory mites are attracted by
chemicals released when herbivorous spider
mites damage leaves. It appears that few
weeds use bodyguards, though weeds can
have the general characteristic of induced
defences (e.g. Jennings et al., 2000).

Seed predation: a special case of herbivory

When herbivores eat seeds, it is called ‘seed
predation’. The term ‘predation’ is used
because the whole individual (as a seed) is
consumed just as with the consumption of a
whole animal. While seed predation can be
severe, the rates are variable because of
interactions among plants, herbivores and
the environment. It is also difficult to detect
the effect of seed predation on population
dynamics (Crawley, 1992; Cromar et al.,
1999). 
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Seed predation can occur while seeds
are still on the plant (‘pre-dispersal’) or
after they have abscised (‘post-dispersal’).
Pre-dispersal seed predators are usually
invertebrates (mainly insects) with a
narrow host range or specialized feeding
habits. There is a wider variety of post-
dispersal seed predators including verte-
brates (birds or rodents), insects (ants and
carabid beetles) and molluscs (snails and
slugs) (Crawley, 1989; Blaney and Kotanen,
2001). 

Louda et al. (1990) compared the effect
of pre-dispersal flower and seed predation,
post-dispersal seed predation, and seedling
competition with established vegetation on
the recruitment of Platte thistle (Cirsium
canescens) seedlings (Table 9.2). Pre-
dispersal predation by insects reduced seed
production and seedling establishment.
Post-dispersal seed predation had a more
pronounced effect on seedling estab-
lishment in exposed open sites than in pro-
tected grassy sites. Competition of Platte
thistle seedlings with grasses greatly
reduced seedling survival, with no seedlings

surviving after 2 years when planted in
switchgrass (Panicum virgatum). The
authors concluded that competition con-
fined the distribution of Platte thistle to
open areas, while predation limited its abun-
dance.

Some species have defences against
seed predators. For example, velvetleaf
seeds that are small and have a hard seed
coat can often survive intact after being
ingested and defaecated. In this case, the
seed predator actually serves to disperse
seeds. Giant Parramatta grass (Sporobolus
indicus var. major), a major weed of pastures
and disturbed areas in Australia, can pass
through the gut of cattle (Andrews, 1995).
Therefore, to prevent invasion of the weed
into uninfested fields, cattle must be isolat-
ed for 7 days after grazing in an infested
field. Other seeds are unpalatable or are pro-
tected by a fruit that is difficult to consume
(e.g. cocklebur). 

Producing large seed crops at irregular
intervals (masting) is a further method of
defence against seed predators, because it
reduces the chances that all seeds will be
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Table 9.2. The effect of pre-dispersal flower and seed predation, post-dispersal seed predation and
seedling competition with established vegetation (switchgrass – Paricum virgatum) on the recruitment of
Platte thistle seedlings at Arapaho Prairie, Nebraska (adapted from Louda et al., 1990).

(a) Pre-dispersal flower and seed predation

With insects, water-spray control Without insects, insecticide spray
Stage (number per plant) (number per plant)

Number seeds initiated 577 716
Number viable seeds 41 105
Seedlings established 0.5 3.0
Adults matured 0.07 0.37

(b) Post-dispersal seed predation

With herbivores, no cage Without herbivores, with cage
Habitat type (number per 30×30cm plot) (number per 30×30cm plot)

Blowout (open) 0.01 0.02
Grass 2.0 0.01

(c) Seedling survival

Time after transplant No competition (% survival) In competition (% survival)

9 weeks 43 5
1 year 19 5
2 years 10 0



destroyed by seed predators. Usually, one to
a few years of heavy seed production (mast
years) are followed by a period of low seed
production. During mast years, the number
of seeds consumed by predators is high but
the probability of any one seed escaping pre-
dation is also high; therefore new seedlings
are produced through the sheer quantity of
seeds available (Silvertown, 1980). This
appears to be a more effective strategy
against invertebrate than vertebrate preda-
tors because vertebrates are more likely to
migrate towards areas of mast seeding.
Vertebrates also have other food sources to
support them during non-mast years
(Crawley, 1989). Weeds that mast include
Norway maple (Acer plantanoides) and
Monterey pine (Pinus radiata). 

Effect of herbivory on populations

As in the case of testing for competition
(Chapter 8), it is relatively simple to deter-
mine if herbivory will affect the performance
of an individual plant, but less easy to deter-
mine if it leads to population or community-
level effects. Nevertheless, herbivory can
influence the distribution and abundance of
populations. The effect will generally
depend on the type of herbivore involved,
the intensity and frequency of herbivory, the
plant species, the type and age of tissue con-
sumed, and the abiotic environment. 

We have already presented the example
of herbivores controlling the abundance and
distribution of a native weed species, i.e. the
Platte thistle. In contrast, when weedy
exotics are introduced to a habitat, there may
be few herbivores that consume them and,
consequently, their population distribution
and abundance may increase. This is termed
‘herbivore release’ because the plant species
is released from the pressure of herbivory,
e.g. garlic mustard (Alliaria petiolata).
Consequently, one approach to managing
weeds is introducing specialist herbivores
(often insects) as ‘biological control agents’.
These herbivores may be exotics themselves
but are found in the same area of origin as
the weed. While weed species usually are
not eradicated, even if the biological control

agent consumes only a small proportion of
biomass, it may be enough to alter the com-
petitive balance between it and otherwise
less-competitive native species.

The biological control of prickly pear
cacti (Opuntia spp.), introduced from
Mexico and the southern USA into
Australia, exemplifies both successful bio-
logical control and the risks involved. The
cactus moth borer (Cactoblastis cactorum)
was introduced from Argentina as a biologi-
cal control agent to help control prickly
pear cacti in 1926. As a caterpillar, the cac-
tus moth borer consumes the tissue and this
introduces bacterial soft rot and other
pathogens into the cactus. In 1925, the cac-
tus covered 24 million hectares (Mha) of
Australia, but by 1930, the cactus was under
control. The cactus still survives in small
populations that last only until they are
detected by the moths. Recently, however,
the cactus moth borer was accidentally
introduced to eastern North America from
Argentina. Unlike in Australia, prickly pear
cacti are native to eastern North America
and are not considered weeds in general.
Eventually, the moth may spread to Mexico
and southwestern North America, where it
would find many more species of native
cacti and cause serious damage (Cory and
Myers, 2000). The cactus moth borer is a
native part of the ecosystem in Argentina,
a saviour in Australia and a serious pest
in North America. This is why using her-
bivores as biological control agents must
be tested carefully – it is not always
clear whether the herbivore will do more
harm than good and this varies from location
to location, e.g. introducing beetles to con-
trol purple loosestrife (Blossey et al.,
2001a,b).

Parasitism

A parasite is an organism that depends on
another organism (its ‘host’) for nutrition,
support or shelter; parasitic plants do this by
physically infecting and/or climbing on
their hosts (Table 9.3). Plants that are entire-
ly dependent on their host (holoparasites)
are usually white because they lack chloro-
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phyll and cannot photosynthesize. Plants
that rely on their host for only some
resources (hemiparasites) form either obli-
gate or facultative relationships. Some para-
sitic species are dependent on their host for
physical support (epiphytes). Orchids, ferns,
bromeliads, lichens, mosses and many
mistletoes are epiphytic. Epiphytes live
upon other plants and may or may not have
a negative effect on their host. One example
of a parasitic epiphyte is the strangler fig
(Ficus leprieurii) (Fig. 9.2). 

Similarly to herbivory, natives may be
more chemically or morphologically suit-
able than exotic weeds to native parasites.
There are exceptions. Some weed species
are parasitized by the same species as
natives or crops, and weeds may be used as
a ‘trap’ crop to reduce the impact of a
parasite on desirable species – the same

approach can be used in using weeds to
attract herbivores (Scholte, 2000; Rambert et
al., 2001). Weeds can be parasitized by fungi
that are somewhat akin to a ‘sexually trans-
mitted disease’ (Kaltz and Schmid, 1995);
this essentially describes fungi that attack
male sexual structures like anthers, e.g. in
white cockle (Silene latifolia) (Shykoff and
Kaltz, 1998). Many weed species are para-
sitized by fungi like ‘fusarium wilt fungi’ –
though the weeds do respond with inducible
defences as they might to herbivores
(Jennings et al., 2000). As with herbivores,
biological control of weeds may involve
introduction or augmentation of parasites,
though using multiple types of biological
control can create very complex interactions
that are difficult to manage (Rosenheim et
al., 1995).

Weeds themselves can be parasitic
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Table 9.3. Definitions of the various types of parasitism.

Type of parasitism Explanation

Holoparasite Entirely dependent on their host for carbon, water and nutrients
Hemiparasite Rely on their host for some resources, but are self-sufficient in others

Obligate hemiparasite Can survive only when associated with the appropriate host
Facultative hemiparasite Can survive without host but are usually associated with the host

Epiphyte Rely on host for physical support

Fig. 9.2. Establishment of the parasitic strangler fig (Ficus leprieurii) on the palm (Elaeis quineensis).  The
fig germinates in the canopy of the palm and sends aerial shoots downward.  Once the fig’s roots reach the
ground, the shoots increase in size. Eventually the fig overgrows the palm and the palm dies but the fig
remains. (Longman and Jenik, 1974; with permission of Pearson Education.)



(Table 9.4). Parasitic agricultural weeds are
more important in developing countries
(Zimdahl, 1999), e.g. witchweeds (Striga
spp.) infest approximately 44 Mha in Africa
and infestations can reduce crop yield by
more than 20%. North Americans are more
concerned with parasitic forestry weeds like
dwarf mistletoes (Viscaceae). Dwarf mistle-
toes are parasites of many conifer species;
their impact on the North American forest
industry is on the same scale as witchweeds
in African agriculture (Baker and Knowles,
1992). The mistletoes preferentially para-
sitize young trees because the bark is thinner
and easier to penetrate (Parker and Riches,
1993). Forestry practices have increased
infestations because cutting and replanting
mean there are more younger trees of the
same age and vulnerability to infection, and
fires are no longer allowed to burn – these
once reduced dwarf mistletoe infestation.
Managing parasitic weeds is difficult and
often requires herbicides. Sometimes trap
cropping is used to stimulate germination
and growth of parasitic weeds so they can be
managed in a crop that is not economically
important before the weeds infest more
important crops (Chittapur et al., 2001). In
these cases, the ‘trap crop’ is not usually a
weed but crop species like flax (Linum spp.)
not meant to be harvested for human use.

Mutualisms 

Not all interactions between individuals
produce negative effects. Mutualisms are
interactions where both individuals benefit.
Generally, a mutualist provides a service to
its partner that the partner cannot provide
for itself, and in return obtains a reward
(Bronstein, 1994b). The types of benefits
that mutualists gain include: 

• nutrition (each organism supplies differ-
ent essential nutrients to one another); 

• protection (one individual protects the
other); and 

• transport (one mutualist gains mobility
through the actions of the other). 

Both organisms do not necessarily gain the
same benefit. For example, one mutualist
may provide nutrition while the other pro-
vides transport. 

Types of mutualisms

Obligate mutualisms

In an obligate mutualism, both partners of
the association require each other in order to
survive. The most extreme examples of an
obligate mutualism (often called a ‘symbio-
sis’) are lichens, which are associations
between fungi and algae. The fungus forms
the main body structure of the lichen and
the alga provides carbohydrates. Because
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Table 9.4. Examples of important agricultural parasitic weeds.

Common name Genera Host species Comments

Dodder Cuscuta Non-specific Twines around stems the seedling
makes contact with, and inserts
haustoria into stem

Mistletoe Loranthus Coniferous trees Shoots hemiparasite
Arceuthobium
Viscum

Broomrape Orobanche Carrots, broad beans, Root holoparasite 
Aeginatia tomatoes, sunflowers, 

red clover,
Witchgrass Striga Species specific: sorghum, Root hemiparasite, called 

Alectra millet, maize, cowpeas, witchgrass because it harms crop 
groundnuts, other crops before the parasite has emerged

from the soil



they no longer can live independently,
neither the fungus nor the alga is considered
to be a distinct species. Plants and their
insect pollinators may be obligate mutual-
ists, especially in tropical forests. For exam-
ple, over 900 species of fig trees (Ficus spp.)
are each pollinated by a separate species of
aganoid wasp (Janzen, 1979), and similar
obligate pollinators associations exist for
Yucca spp. and some orchids. Weeds gener-
ally do not form obligate mutualisms with
pollinators because most weeds are exotics
that have not co-adapted with the available
fauna.

Obligate mutualisms are beneficial to
both mutualists but they can result in limit-
ed distribution or extinction. The extinction
of one partner will almost certainly lead to
the extinction of the other. If one mutualist
has a wide potential distribution, its actual
distribution could be much smaller if it is
limited by its mutualistic relationship.
Species that are part of an obligate mutual-
ism generally make poor weeds unless the
potential weed and its mutualist invade at
the same time, and both species can with-
stand the environmental conditions of the
new habitat. For example, of the 60 species
of fig introduced into Florida, the three
species that have become weedy only did so
after their pollinator wasps were introduced
(Nadel et al., 1992; Richardson et al., 2000).
Similarly, two species of banyan figs (Ficus
spp.) introduced to New Zealand did not set
seed until their specific pollinating wasps
arrived, apparently through long-distance
dispersal, from Australia (Gardner and
Early, 1996). This is not to claim that plants
that are apparently obligate mutualists can
never become weeds. It is possible for the
plants to adapt to local fauna or vice-versa,
hence the relationship between figs and their
pollinator wasps may not be obligate in all
cases (Richardson et al., 2000). 

Facultative mutualisms

In a facultative mutualism, both species can
survive independently, but both benefit
when they are found together. Facultative
mutualisms are common. For example,

mutualistic animals provide plants with
‘services’ like pollination (Chapter 4) and
seed dispersal (Chapter 6). Mutualistic fungi
and bacteria provide access to more or dif-
ferent sources of nutrients (Richardson et al.,
2000). 

Pollen and seed dispersal of weeds is
facilitated by the presence of native and
non-native animal dispersers. In North
America, weeds with simple flowers like ox-
eye daisy (Chrysanthemum leucanthemum)
and orange hawkweed (Hieracium auranti-
acum) are visited by a wide range of insects
that include ‘domesticated’ European honey
bees (Apis mellifera) and native bumblebees
(Bombus spp.) (Murphy and Aarssen, 1995).
This even is true of weeds with more com-
plex flowers like cow vetch (Vicia cracca).
Native bumblebees had enough ‘experience’
with similar native flowers so that pollinat-
ing cow vetch was not a difficult task to mas-
ter (e.g. Murphy and Aarssen, 1995).

Mycorrhizal associations are formed
when a fungus infects plant roots. The fun-
gus increases the effective ‘root’ surface area
and therefore increases the supply of nutri-
ents and water. In turn, the plant provides
carbohydrates from photosynthesis to the
fungus. The fungus can either penetrate the
intercellular spaces (ectomycorrizhae) of
roots or the cells themselves (endomycor-
rhizae). Mycorrhizae are so prevalent and
important that most native flora and some
weeds will grow only if certain fungal
species are present in sufficient densities
(Schroft, 1998; van der Heijden et al., 1998;
Jordan et al., 2000; Dahlberg, 2001). 

Mycorrhizal weeds may be specialists
or generalists. When Monterey pines were
introduced into New Zealand plantations,
their spread was limited until spores from
the right species of mycorrhizal fungi from
plantation soil had accumulated (Richard-
son and Higgins, 1998). In contrast, other
weeds like Russian thistle (Salsola kali) are
generalists; since they can use most mycor-
rhizal fungal species, they can invade most
habitats. While mycorrhizal weeds often
have negative effects on ecosystems (as
expected of any weed), they actually can
have beneficial effects if the net result of
having additional mycorrhizal species is to
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improve soil quality or attract organisms
that attack weeds (Jordan et al., 2000). 

Many weeds are not mycorrhizal
(Goodwin, 1992). This is why they are found
in highly disturbed habitats, i.e. where the
mycorrhizal ‘system’ has been disrupted by
human activities. When mycorrhizal fungi
are absent from soil, non-mycorrhizal
species are favoured, e.g. most mustard
weeds (Brassicaceae) and lambsquarters
(Chenopodium album). However, non-myc-
orrhizal weeds may use an existing mycor-
rhizal network in a relatively undisturbed
habitat to its advantage. For example in
North American prairie, weedy spotted
knapweed (Centaurea maculosa) is able to
outcompete the native Idaho fescue (Festuca
idahoensis), but only if mycorrhizal fungi
are present (Marler et al., 1999) (Fig. 9.3).
Normally, neither species benefits individu-
ally from mycorrhizae as both are infected
with the fungi but do not provide carbohy-
drates to them (hence the fungi constitute
merely a passive infection). If, however, an
extensive mycorrhizal network is formed
among prairie natives, spotted knapweed
will ‘activate’ its mycorrhiza and ‘steal’
nutrients from the normally dominant Idaho
fescue via their common fungal ‘pipeline’. 

Plants often form associations with
mutualistic bacteria that use (‘fix’) atmos-
pheric nitrogen. Nitrogen in this form is

normally unavailable to plants because they
lack the enzymes needed to capture it. The
plant gets another source of nitrogen while
the bacteria receive carbohydrates and pro-
tection. These nitrogen-fixing bacteria are
generally ubiquitous (Richardson et al.,
2000) and weedy nitrogen-fixing plants
usually have no difficulty finding the
required bacteria. e.g. gorse (Ulex europeus)
and scotch broom (Cytisus scoparius)
(Peterson and Prasad, 1998; Clements et al.,
2001). Nitrogen-fixing weeds may have a
strong influence on their new habitat
because they may change the nutrient
dynamics. This is especially true in places
like Hawaii where nitrogen-fixers are not a
part of the native flora. For example, the fire
tree (Myrica faya) enriches soil nitrogen and
provides shade that improves germination
and seedling growth of the native `ohi’a
lehua (Metrosideros polymorpha). However,
the increased amount of nitrogen in the soil
also permitted the invasion of weeds for-
merly constrained by limited nitrogen, e.g.
strawberry guava (Psidium cattleianum)
(Wall and Moore, 1999). The same phenom-
enon can occur when nitrogen-fixing crops
like clover (Trifolium) or lucerne (Medicago)
are used; the increased soil nitrogen is of
benefit to non-nitrogen-fixing crops (like
maize) that will be planted the next year in
rotation, but it also benefits weeds. Further,
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if the nitrogen-fixing crops colonize non-
agricultural areas like forests, then the
weeds also will be able to colonize.

Complexity in the Real World:
Interactions Between Ecological

Processes

The net effect of interacting ecological
processes is not straightforward. A good
example is the interaction of competition
and herbivory between the weedy exotic
Japanese honeysuckle (Lonicera japonica)
and the native trumpet honeysuckle (L. sem-
pervirens) (Schierenbeck et al., 1994). In the
absence of herbivory, Japanese honeysuckle
will be outcompeted by trumpet honeysuck-
le because it has a higher growth rate and
accumulates more biomass (Fig. 9.4).
However, being a native, trumpet honey-
suckle is more vulnerable to herbivores and
the resultant damage makes it less competi-
tive than Japanese honeysuckle. Why does
trumpet honeysuckle not adapt by develop-
ing strong defences against herbivores so it
can be both impervious and a good com-

petitor? The main reason is because there is
a trade-off of limited resources allocated to
competitive traits like growth, versus those
allocated to defences against herbivores
(Herms and Mattson, 1992). 

A more complicated example of inter-
actions between ecological processes is that
of weedy tree-of-heaven (Ailanthus altissi-
ma) (Facelli, 1994). White oak (Quercus
alba) leaf litter: (i) provides habitat for her-
bivores that attack tree-of-heaven saplings
and adults, and (ii) delays the seedling emer-
gence of tree-of-heaven. Separate experi-
ments also show that competition from
species like giant foxtail (Setaria faberii)
reduces seedling biomass of the tree-of-heav-
en. We might expect that a combination of
white oaks and species like giant foxtail
would harm tree-of-heaven even further.
However, when white oak litter and compe-
tition from species like giant foxtail occur
simultaneously, the leaf litter has a greater
effect on giant foxtail than it did on tree-of-
heaven. Contrary to expectations from exam-
ining leaf litter and competition separately,
a combination of both actually increases the
ability of tree-of-heaven to survive.
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Summary

In this chapter we discussed the basic
processes of herbivory, parasitism and
mutualism. Herbivory of shoots, leaves,
roots and seeds is often non-fatal but since it
is damaging, plants have adapted avoid-
ance, tolerance and inducible defence mech-
anisms. Though non-fatal herbivory can
alter the population dynamics of weeds (and
other plants), the absence of herbivores
helps to give weeds an advantage and the
introduction of herbivorous biological con-
trol agents attempts to remove that advan-
tage. The same is true for introduction of
parasites for biological control of weeds,
though many weeds are already parasitized.
Weeds themselves can be parasites; this
reinforces the idea that not all parasites are
microscopic organisms like bacteria or fungi.
Mutualisms are important in populations
and communities, especially in terms of

mycorrhizae and nitrogen-fixing bacteria.
Most native plants cannot survive well with-
out mutualists like mycorrhizae. Some
weeds need mycorrhizae, but many weeds
gain extra competitive advantages if mycor-
rhizae are diminished in numbers since
native species will be at a disadvantage.

We conclude that while studying all of
these processes separately was useful, the
real world is a place where the processes act
antagonistically or synergistically in com-
plicated ways. A realistic ecological study
would be one that examines the community
– the hundreds of plant species (many of
them weeds) and millions of other species
that interact in a defined area – however
arbitrary the definition of the community
boundaries may be. As a result of all this
complexity, it is necessary to discuss how
this is addressed by studying what is called
‘community structure and dynamics’ in
Chapters 10–14. 
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Questions

1. What strategies does the species you selected use to reduce the effects of herbivores? Explain them. Does
the species you selected form mutualistic or parasitic association with another species? Does your species
benefit or suffer from the association?
2. Herbivores have three immediate effects on plants: (i) the loss of photosynthetic tissue; (ii) the removal
of meristems; and (iii) the loss of stored nutrients (Noy Meir, 1993). Explain how each of these can influ-
ence the growth and survival of a weed.
3. Research the relationship between a weedy plant and its biological control agents. Was the agent suc-
cessful at controlling the weed? Explain why or why not.
4. Explain why the cactus moth borer follows meta-population dynamics in Australia where it was intro-
duced to control the prickly pear cactus.
5. Explain how parasitic weeds might be controlled by the use of ‘trap’ crops.
6. What is the relationship between weeds and their mycorrhizal associations?
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Introduction

In the past nine chapters we have presented
a variety of experimental results to illustrate
concepts we have discussed. We have
described how data are collected in very
general terms, because it was the results that
we were concerned with rather than the
methodology. The aim of this chapter is to
describe commonly used methods and pro-
cedures to help you understand how scien-
tific information is obtained. Scientific
knowledge is built from the data we collect
using well-designed studies and experi-
ments. Poorly designed experiments can
lead to erroneous conclusions. We do not

discuss statistics as that is a subject unto
itself (Underwood, 1997; Zar, 1999; Quinn
and Keough, 2002); we merely want you to
understand how ecological information is
obtained. This chapter is divided into sec-
tions that address sampling population
abundance, constructing survivorship
curves and designing population interac-
tion experiments. 

Doing Good Science

What are the methods of discovery, and
how do we lessen the impact of our person-
al biases on our interpretation of the results?
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Concepts

• It is not usually possible to sample an entire population or community, therefore, sub-
samples are commonly used to collect vegetation data in the field.

• Data should be considered in terms of its accuracy, precision and bias. 
• Life tables and survivorship curves are used to interpret survival and mortality data with-

in populations.
• Experiments can be done in controlled conditions in the greenhouse or growth chamber,

or in natural conditions in the field. There are advantages and disadvantages to each of
these.

• Experiments should be designed so that they answer the specific question that you are
asking.



While we like to think that scientists come
to conclusions based on the cold, hard facts,
this is not always the case. Rarely are the
results of an experiment so compelling that
there is only one possible interpretation.
Even long-accepted ‘facts’ are sometimes
revisited and discredited. For example, the
extinction of the tambalacoque tree
(Sideroxylon grandiflorum) has been linked
to the extinction of the dodo bird (Raphus
cucullatus). It was said that the seeds of this
tree had to pass through the gut of the dodo
to be able to germinate. When the dodo
became extinct, tambalacoque seeds were no
longer able to germinate. It made common
sense. New evidence, however, has shown
that this well-accepted ‘fact’ is not true. In
fact, tambalacoque seedlings have been

observed, although rare. The decrease in
this species seems to have been caused by
the introduced monkeys that consumed the
fruit before the seeds were ripe and therefore
they were unable to germinate when dis-
persed (Witmer and Cheke, 1991). Thus,
common sense does not necessarily make
good science.

The scientific method

To help avoid the pitfalls of relying on com-
mon sense, ecologists use the ‘scientific
method’. It focuses on asking good ques-
tions, making hypotheses, designing experi-
ments to test them and then using this new
information to re-evaluate our understand-
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OBSERVATION 
observe spatial or temporal patterns

POSTULATE MODELS 
to explain the observations

NULL AND ALTERNATIVE HYPOTHESES
based on model

DESIGN EXPERIMENT
to test hypothesis

TEST HYPOTHESES 
using appropriate statistics

REJECT NULL HYPOTHESIS
alternative hypothesis fully  

explains observations 

RETAIN NULL HYPOTHESIS 
predictions incorrect 

REJECT NULL HYPOTHESIS
refine alternative hypothesis

Fig. 10.1. The scientific method.



ing of the world (Fig. 10.1). The first step in
the scientific method is to make observations
of ecological patterns. This sounds trivial,
but science based on inaccurate observations
is useless. From observations, we then pro-
pose models to describe or explain our
observations. For example, if we observe
that a weed species tends to be found only in
open habitats, we might hypothesize that
light is an important factor determining the
species growth or survival. Next, we create
one or several more specific hypotheses. For
example, we might come up with the fol-
lowing two hypotheses to explain our obser-
vations: 

• H1 – light has a direct positive effect on
the growth of the weed and therefore it
tends to be found in open habitats

• H2 – herbaceous insects that eat the
weed prefer to live in shady areas,
therefore only seedlings in open sunny
locations survive 

We also state the ‘null hypothesis’. This is a
statement that there is no effect expected.
For our example our null hypothesis (Ho) is: 

• Ho – light has no effect on the growth or
survival of the weed.

For statistical reasons, we actually attempt
to falsify our null hypothesis rather than
‘prove’ our hypothesis that there is an effect
of light on growth or survival (Underwood,
1990). The reason this is done is similar to
the legal ethic of being ‘innocent until
proven guilty’. 

When we test hypotheses, there are two

types of errors to be concerned with (Table
10.1). As type I and type II errors imply, the
scientific method is not foolproof. Incorrect
explanations about observations can result
from mistakes at any point in the method.
However, the scientific method does provide
a common structure, and an opportunity to
test whether what we perceive as fact is
actually valid. Science is only as good as the
investigator. So, how do we avoid bias and
do good science? One way to do this is con-
tinually to reconsider what we believe to be
true. Remember it was once common
knowledge that the world was flat and that
the sun revolved around the earth. These
‘facts’ once made sense and they were sup-
ported by the science of the day. Now, in
light of our changing understanding of the
universe, this seems ridiculous. Therefore, it
is important to have an open and flexible
mind.

Designing experiments

A hypothesis is tested using an experiment.
There are numerous ways to design experi-
ments, and many types of experiments can
be used to test a single hypothesis.
Experiments can be conducted either in
environmentally controlled conditions such
as in a greenhouse or a growth chamber, or
in the ‘field’ where plants are grown and/or
manipulated under natural or semi-natural
conditions. The variables we are interested
in are manipulated, and then we measure
the response of the individual or population. 
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Table 10.1. Type I and type II errors in hypothesis testing.

Error Significance

Type I Null hypothesis is true, You mistakenly believe that there is a significant effect
but rejected when there is not

Type II Null hypothesis is false, You mistakenly believe that there is no significant 
but not rejected effect when there is

Real effect

Statistical result Null hypothesis true Null hypothesis false

Null hypothesis accepted Correct Type II error
Null hypothesis rejected Type I error Correct



To test our first hypothesis (H1) from
above, we might grow plants in growth
chambers where light levels are manipulat-
ed, but all other variables (e.g. temperature,
moisture) are kept the same. The benefit of a
lab-based study is that the researcher can

control most of the environmental condi-
tions, and therefore it is possible to isolate
exact causes. However, such controlled con-
ditions are not necessarily realistic; plants
grown in greenhouses and growth chambers
are not subject to natural variation in abiot-
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 Treatment 1 Treatment 2 Treatment 3 
 Full sun Partial shade Full shade  

(18+19+20)/3=19  (18+16+17)/3=17  (17+14+16)/3=15.7 

(21+19+20)/3=20  (15+17+19)/3=17  (13 +14+16)/3=14.3 

(18+16+18)/3=17.3 (15 +16+16)/3=15.7  (15 +17+18)/3=16.7 

The mean height for each treatment is calculated using the mean height of 
each of the five replicates. 
 
 (19+18.3+20+19+17.3)/5 (17+17.3+17+16.7+15.7)/5 (15.7+15.3+14.3+16+16.7)/5 
 mean1 = 18.7 mean2 = 16.7 mean3 = 15.6 

 SD 1 = 1.0 SD2 = 0.6 SD3 = 0.9 

(16.6+20)/2=18.3  (17+18+17)/3=17.3  (15 +15+16)/3=15.3 

(21+17+19)/3=19  (17+17+16)/3=16.7  (14+18)/2=16 

Fig. 10.2. An example of an experiment testing whether light affects plant growth (height). The design
consists of three treatments (full sun, partial shade, full shade) with five replicates each. Each data point
is the mean height of the three individuals in each replicate. In cases where a plant dies (shown by an ‘X’)
the mean of the remaining individuals is taken. Shown are the means and standard deviations (SD) for
each treatment.



ic conditions such as temperature fluctua-
tions. Alternatively, we could find a natural
population of our weed species or plant
seeds or transplants, and then reduce ambi-
ent light by adding shade cloth over some
individuals. In such field experiments, envi-
ronmental conditions are not tightly con-
trolled (e.g. a severe storm could flood your
plants); however, it is a more natural set-up
for the plants and may be more reflective of
ecological reality. 

The two key features of an experiment
are treatments and replication. Treatments
are the number of types of manipulations
made. For example, our field experiment
might have three treatments: full (ambient)
light, partial shade and full shade (Fig. 10.2).
The treatment with full light is called the
control because there is no experimental
manipulation; the other treatments are com-
pared to it see if there is an effect. 

Every treatment is replicated several
times; for example, we might set up each
treatment five times. Replication is done for
practical reasons. It ensures that your exper-
iment is not ruined simply because one
plant dies for reasons unrelated to treat-
ments; for example, if someone steps on
your plant. There are also statistical reasons
for replication; there will be natural varia-

tion within a population, and replication
allows us to accommodate this. If we had
used one replicate plant per treatment, and
the one in full light happened to have genes
that caused it to be short, then we would
have concluded erroneously that plants in
shade grow taller. We would be unlikely to
make this mistake if we have a range of
plants growing in each treatment. Therefore,
replication increases our ability to detect dif-
ferences due to experimental treatments
rather than differences due to natural varia-
tion. The number of replicates required will
increase as natural variation increases. Of
course, this is an extremely simple experi-
mental design. Most experiments are much
more complicated because they incorporate
numerous types of treatments and their
interactions.

Accuracy, precision and bias

When we collect data, we have to make sure
they are accurate, precise and unbiased (Fig.
10.3). Accurate data closely reflect the true
value of the variable (e.g. height, biomass,
density) you are estimating. Precision
describes how close the values of replicated
data are to each other, and therefore is a
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measure of how reliable your measurements
are. When replicated sampling values are
consistently distorted in one direction, then
the data are biased. Bias is a measure of how
well the sampling procedure reflects the
true value of the variable. 

Sampling a population’s abundance

Often in ecology we conduct studies to
measure variables of a population (or com-
munity). These are not necessarily ‘experi-
ments’ because we often are not manipulat-
ing variables or creating treatments – we are
just measuring what is there. Before we sam-
ple a population, we must first decide:

• who the population members are;
• what an individual is;
• where the population boundaries are;
• how to count individuals.

In some cases these answers are straightfor-
ward, whereas in others they are more com-
plex. To sample, we must be able to identify
every member of a species and differentiate
it from other similar species. This is difficult
when individuals change in appearance
with age (developmental plasticity) or with
their environment (environmental plastici-
ty). In some cases we can only identify
plants to genera; for example, if we sample
during a time when the plant is not flower-
ing. Secondly, unlike mammals where every

individual is a separate entity, plants can
exist as clonal organisms, and therefore a
researcher will have to decide whether to
sample a ramet or genet (see Chapter 5). The
third question of population boundaries was
addressed in Chapter 2, where we also dis-
cussed measures of abundance. 

The fourth decision of sampling
methodology is the subject of the rest of this
section. If we want to describe a population,
we cannot count or measure every indi-
vidual. Therefore, we measure some of the
individuals and use that to represent the
population as a whole. The samples we take
should be both random and representative
of the population we are sampling.
Fortunately, randomly collected samples are
usually representative (Underwood, 1997).
One method to collect random samples is to
generate random coordinates within a habi-
tat and then sample at those points. The next
step is to decide whether to sample using a
plot or plotless sampling technique. Your
decision will be based on the species and
habitat type as well as on the type of data
you wish to collect. 

Plot sampling

Plot sampling often involves quadrats. These
are physical sampling units that are placed
over the vegetation and act as boundaries for
the sample. The optimal number, size and
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shape of quadrat will depend on the species
being studied, the statistics to be carried out
on the data, and the financial and physical
resources of the researcher (Underwood,
1997; Zar, 1999; Quinn and Keough, 2002).
Sampling many smaller quadrats is general-
ly better than sampling fewer larger quadrats
(Kershaw, 1973). This is because the accura-
cy of data typically increases as the number
of quadrats increases. However, after a cer-
tain point increasing the number of quadrats
will not improve the estimate of the variable,
and will only increase the time and cost of
the study. To determine whether enough
quadrats have been sampled to get an accu-

rate estimate of a variable, we can compare
how the estimate of a variable (e.g. height)
changes as the number of quadrats used
increases (Fig. 10.4). The point where the
curve levels out indicates minimum quadrat
number. This ‘running mean’ approach is
used commonly in ecology.

The size of the quadrat will depend pri-
marily on the vegetation type. Understorey
vegetation is often sampled with 1-m2

quadrats, understorey trees and shrubs with
10-m2 quadrats and canopy trees with 100-
m2 quadrats; however, these are just guide-
lines. The quadrat size is a compromise
between the size of individual plants and
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12 metres 

 
 

Quadrat  size 

Frequency 
= {no. quadrats with 

species present /
no. quadrats} x 100%  

Mean density  
= {(Σ no. present per quadrat) / 

no. quadrats} / quadrat area 

Mean cover 
= (Σ estimated % cover per 

quadrat) / no. quadrats 

0.5 m x 0.5 m
= 0.25 m2

 
0/5 x 100  

= 0% 
 

 
{(0+0+0+0+0)/5} / 0.25 

= 0/m2 

 
(0+0+0+0+0) / 5 

= 0% 

1 m x 1 m 
= 1 m2

2/5 x 100 
= 40% 

 

{(1+1+0+0+0)/5} / 1 
= 0.4/m2 

(1.5+1.5+0+0+0) / 5 
= 0.6% 

 
1.5 m x 1.5 m

= 2.25 m2
4/5 x 100 

= 80% 
 

{(1+3+1+1+0)/5} / 2.25 
= 0.5/m2 

 

(1.5+13+1.5+1.5+0) / 5 
= 3.5% 

 
True value :  
12 m x 12 m = 144 m2

 
none 

57 / 144 
= 0.4/m2 

{(4x0.1) + (38x0.01) + 
(15x0.005) / 144} x 100%

= 0.6% 

Fig. 10.5. The effect of quadrat size on estimates of a population’s density, cover and frequency. There
is no frequency value for a ‘true’ population



density of common species. Various meas-
ures of abundance will be affected by
quadrat size in different ways (Krebs, 1999).
Frequency is more dependent on quadrat
size than other measures of abundance: large
quadrats will result in more species having
100% frequency, whereas in small quadrats
many frequencies will be zero (Fig. 10.5).
The smaller the quadrat, the more likely you
are to ‘miss’ individuals.

In some cases, we need to adjust how
we collect random samples to ensure that
they are representative. For example, if there
is an environmental gradient, we might want
to change the sampling protocol. Transects
are lines, often arranged in a rectangular or
square grid, to help determine where to
locate quadrats to test for changes along
environmental gradients. The random place-
ment of quadrats along transects means that
an ecologist is likely to be able to detect pat-
terns. For example, we might be interested
in how a weed’s distribution responds to
changes in environmental variable like soil
moisture. If quadrats were randomly placed
throughout the site, some areas might be
missed; for example, there may be no
quadrats in wet soils. To accommodate envi-
ronmental gradients, researchers can use a
combination of regularly spaced quadrats
along randomly placed transects (Fig. 10.6).
The main advantage to this is that it allows
ecologists to sample randomly (using
transects) to reduce bias yet still maintain a
systematic, representative sample (Zar,
1999). 

The spatial arrangement of individuals
within a population can affect estimates of
abundance. Quadrat sampling assumes that
individuals are randomly distributed and
the environment is relatively homogeneous.
In fact, this is rarely the case. Figure 10.7
shows estimates of the density, frequency
and cover of three populations (calculated
using randomly placed quadrats). Estimates
are different even though the true values of
the three populations are the same.
Therefore, under some circumstances, mean
density, frequency and cover may be of lim-
ited value because of sampling bias. There
are ways to sample populations that are
highly non-random, but this requires the use

of advanced statistics (Cardina et al., 1996;
Dieleman and Mortensen, 1999; Gibson,
2002).

Plotless sampling

Sometimes it is not possible or appropriate
to use plots for sampling. This is especially
true for large plants. Several plotless meth-
ods have been developed to accommodate
this (Brower et al., 1998; Krebs, 1999). For
example, in the point-quarter method, a ran-
dom point is located (usually along a tran-
sect) and from this point four equal quad-
rants (not quadrat) are established (Fig.
10.8). In each quadrant, the tree (>10 cm in
diameter) nearest to the point is identified,
and its diameter at breast height (dbh) and
the distance are recorded. The same process
can be repeated for saplings (2.5–10 cm in
diameter). This process is repeated at multi-
ple points, and a variety of statistics can be
calculated using these data (Table 10.2)
(Engeman et al., 1994). For example, Table
10.2 shows that the total tree density is 1663
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Gradient of increasing soil moisture 

Fig. 10.6. Placement of regularly placed quadrats
along randomly placed transects to accommodate
an environmental gradient.



trees ha–1 and that species A makes up 25%
of the trees.

Examples of How to Examine Ecological
Phenomena: Survival, Competition 

and Herbivory

In earlier chapters of this text, we discussed
population processes (such as survival), as
well as interactions between populations
(such as competition and herbivory). In this
section we present some ways in which
these phenomena are examined using eco-
logical studies and experiments. There is an
endless number of ways to examine ecolog-
ical phenomena; here we present a few, to
give you some insight into how ecology is
‘done’.

Survival

In Chapter 3 we discussed how individuals
within populations will vary with respect to
their age, size and stage of development and
presented survivorship curves as one way to
display age-structured data. For example,
we showed the age structure of spotted knap-
weed (C. maculosa) in Fig. 3.7, the survivor-
ship curve of Drummond’s phlox (P. drum-
mondii) in Fig. 3.9, and the general idealized
survivorship curves in Fig. 3.10. In this sec-
tion we discuss how to collect survival data
and construct survivorship tables and curves.

There are two ways to collect survivor-
ship data: 

• by looking at the age structure of a popu-
lation at one point in time (‘static life
table’);
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(a) (b) (c) 

Distribution pattern Frequency Density Cover 

a) Regular pattern 40% 0.4 m–2  3.2% 

b) Clumped pattern 40% 2.0 m–2  16.0% 

c) Random pattern  60% 0.6 m–2  4.6% 

True value  -  0.7 m–2  5.6% 

Fig. 10.7. Influence of plant distribution on the estimation of a population’s density, cover and frequency.
Individuals within each population are arranged: (a) regularly, (b) in clumps, and (c) randomly. The
quadrats are the same size and are randomly distributed within the population.



• by following a cohort of individuals
through time (‘cohort life table’). 

Static life tables are used for organisms that
can be aged. The researcher goes into the
field and ages all individuals (or a random,

representative subsample) of the population.
Some long-lived plants such as trees can be
aged and therefore it is possible to construct
a static life table for them; however, most
plants cannot be accurately aged. Static life
tables are used more often in animals.
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Data sheet 
 

Point-
quadrant 

Species Distance 
(m) 

dbh
(cm) 

Basal area 
(Br2 in m2) 

a-I C Norway maple 3 100  0.7854 

a-II B Red oak 9 50  0.1963 

a-III B Red oak 9.5  35  0.0962 

a-IV A Sugar maple 4.6  32  0.0804 

b-I B Red oak 5.4  45  0.1590 

b-II C Norway maple 2.7  51  0.2043 

b-III A Sugar maple 6.1  22  0.0380 

b-IV C Norway maple 7.8 120  1.1310 

I                                           II 
 
 
 
 
 
 
 
III                                        IV

I                                           II 
 
 
 
 
 
 
 
III                                         IV

Point a 

Point b 

Species A, 
sugar maple
 
Species B, 
red oak 
 
Species C, 
Norway maple

Fig. 10.8. Methodology for the point-quarter technique. In each quadrant, the distance to the closest tree
is measured, the tree is identified and its diameter at breast height (dbh) is recorded. The basal area is
calculated as shown for each tree with r = radius.



A cohort is a group of individuals born
within the same age class. Therefore, a plant
cohort could be a group individuals that ger-
minated the same decade, year, month or
day – depending on our species and the
level of detail we are interested in. To collect
data for a cohort life table, a researcher
marks individuals in a cohort and censuses
them at regular intervals through time until
they have all died. Cohort life tables are used
more in plants because plants do not run
away between sampling dates and are there-

fore easy to relocate; however, there are lim-
itations for long-lived species. 

The life table calculations are the same
for data collected using a cohort or static
approach. Life tables include data on the age
class (n) and the number of individuals (n)
alive at the start of an age class (nx) (Table
10.3). To calculate survivorship (l) of each
age class (x) (i.e. lx), the number of individ-
uals alive at the start of an age class (nx) is
divided by the number of individuals in the
first age class (no). Therefore:
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Table 10.2. Types of statistics calculated from data collected using the point-quarter technique.

Statistic Equation Explanation

Mean distance MD = (sum of all distances) / (number This is the mean distance from point
of trees) to tree

Total tree density TTD= 10,000 / (MD in m)2 This puts tree density into units per
hectare (10,000 m2).

Species density SD = [(number of trees of a species) /
(total number of trees)] × TTD

Species relative density RSD = [(number of trees of a species) /
(total number of trees)] × 100

Species basal area SBA = SD x MSBA Diameter of each tree is converted to
basal area using πr2. Then, mean
basal area (MSBA) for each
species is calculated 

Species relative RBA = (SBA / TBA) x 100 First, total basal area (TBA) is the 
basal area sum of all individual basal areas.

Calculations based on data in Fig. 10.8.

Statistic Calculations

Mean distance = (3+9+9.5+4.6+5.4+2.7+6.1+7.8) / 8 = 48.1 / 8 = 6.01 m
Total tree density = 10,000 / 6.01 = 1663 trees ha–1

Total basal area =0.7854+0.1963+0.0962+0.0804+0.1590+0.2043+0.038+1.131 = 2.691 m2

Mean basal area = 2.691 m2 / 8 = 0.3364 m2

Total basal area = 0.3364 x 1663 = 559 m2 ha–1

Species A Species B Species C
Sugar maple Red oak Norway maple

Species density = [2 / 8] × 1663 = [3 / 8] × 1663 Leave for students
= 416 trees ha–1 = 624 tree ha–1

Species relative density = [2 / 8] x 100 = [3 / 8] x 1663
= 25% = 37.5%

Species mean basal area = (0.0804+0.0380) / 2 = (0.1963+0.0962+0.1590) / 3
= 0.0592 m2 = 0.1505 m2

Species basal area ha–1 = 416 x 0.0592 = 624 x 0.1505
= 24.6 m2 ha–1 = 93.9 m2 ha–1

Relative basal area = (24.6 / 559) x 100% = (93.9 / 559) x 100%
= 4% = 17%



lx = (nx) / (no).

Survivorship data can be plotted to visualize
them (Figs 3.9 and 10.9). A log scale is used
because it turns constant mortality rate into
a straight line, and it makes the data towards
the end of the life cycle easier to interpret.

Age-specific mortality rate (mx) is also
included in a life table. This is calculated
using the number of individuals dying with-
in the specified age class (dx = nx – nx+1) and
dividing by the number within that age
class: 

mx = (dx) / (nx). 

These data are useful when a researcher is
concerned with the mortality rate within age
classes, rather than how many individuals in
the population are surviving. From Table

10.3 we can see that 85% of individuals die
within the first age class, and that as indi-
viduals age, their mortality rate decreases.
The mortality rate of the final age class is
always one (1) because, alas, everything
must die sometime.

Competition

Our ability to understand competition is
dependent on our ability to detect it experi-
mentally. When designing competition
experiments (or any experiment), it is impor-
tant that the experiments you design address
the question(s) you are asking (Connolly et
al., 2001). The simplest type of competition
experiment is to have three treatments:
species A grown alone, species B grown
alone, and species A and B grown in com-
petition (Fig. 10.10). If individuals grow bet-
ter alone than they do when in competition,
then it is possible to conclude that competi-
tion has an effect on their growth rate. This
type of experiment is of little practical value
because it does not tell us anything about the
type of competition (i.e. root vs. shoot) or
how plants will react outside of the pot, in
the wild. 

Competition can be affected by the abi-
otic environment such as nutrient status. In
Chapter 8 we discussed a study by Wilson
and Tilman (1991). This is an example of an
experiment designed to look at the effect of
nutrient status (three levels of nitrogen)
and type of competition (above vs. below
ground) on three grasses (little bluestem,
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Table 10.3 Example of a life-table from a hypothetical population.

Number alive Proportion alive at start Number dying Probability of death
at start of of age class x within age class between age class

Age class age class (survivorship) x to x+1 x and x+1
x x, nx lx=nx/no dx=nx–nx+1 mx=dx/nx

0 1000 (1000/1000)=1 (1000–150)=850 (850/1000)=0.85
1 150 (150/1000)=0.15 (150–50)=100 (100/150)=0.67
2 50 (50/1000)=0.05 (50–20)=30 (30/50)=0.60
3 20 (20/1000)=0.02 (20–10)=10 (10/20)=0.50
4 10 (10/1000)=0.01 (10–5)=5 (5/10)=0.5
5 5 (5/1000)=0.005 (5–0)=5 (5/5)=1.0
6 0 (0/1000)=0 – –
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Fig. 10.9. Survivorship curve of hypothetical data in
Table 10.3.



Schizachyrium scoparium, Kentucky blue-
grass, P. pratensis, and quack grass, Elytrigia
repens). This experiment has a much more
complex design than the above experiment.
While we do not know the exact set-up of
the experiment, by reading the paper we can
illustrate the general design. On an existing
long-term study on the effect of nitrogen, the
authors randomly selected eight 4 × 4 m
plots each of low, medium and high nitrogen
treatments (Fig. 10.11). Each plot was then
subdivided into 45 subplots, and then 15 of
each of three grass species were transplant-
ed into the existing vegetation in the sub-
plots. The 15 individuals of each species
were then divided into three competition
treatments: no competition (all neighbours
removed), root competition (shoots of neigh-
bours held back using nets), and root and
shoot competition. Throughout the season,
the researchers measured growth character-
istics (tiller number, height) and then har-
vested the plants and measured biomass at
the end of the season.

The experimental design allowed the
authors to conclude that competition was
important at all levels of nitrogen. In addi-

tion, below-ground competition dominated
at low nitrogen, whereas both above- and
below-ground competition were important
at higher levels of nitrogen. The results of
the Wilson and Tilman (1991) study have
broad ecological application because they
gives us information on the underlying
mechanisms of competition. Only by using a
complex experimental design were the
authors able to look at the effect of an abiot-
ic factor (nitrogen) on above- and below-
ground competition of three grass species.

Density effects on competition

Plant density has a major influence on the
outcome of competition. As the density of
one species increases so will its effect on the
other species. Low densities of a species
may have no competitive effect on a target
species, but as density increases, so does its
competitive effect. For example, an agricul-
tural weed may only influence crop yield if
it is above a specific density. There are four
general types of experiments that look at the
effect of density on competition.
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Treatment 1 Treatment 2 Treatment 3 
Species A alone Species A and B together Species B alone 

Fig. 10.10. Basic experimental design to look at competition between two individuals of different species.
Each species is grown separately (treatments 1 and 3) as well as together (treatment 2), and plant growth,
biomass or other measurement is taken to compare them.



Four types of competition experiments

Density effects complicate the experimental
design, as the selected density will deter-
mine, to some extent, competitive outcome.

To circumvent this, four basic types of
experimental designs with different density
combinations are used (Fig. 10.12). Each
experimental design has advantages and dis-
advantages (Silvertown and Lovett Doust,
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3 Species of grass 

Little bluestem 

Kentucky bluegrass 

Quack grass 

 R- -- -- -- R- R- RS 

 R- R- R- -- R- -- RS 

 -- RS R- -- -- RS R- 

 RS R- RS -- R- -- 

 RS RS R- RS -- RS 

 -- -- -- R- RS RS 

 RS R- -- R- RS RS 

Competition treatments 

 --  No neighbours 

R-  Root competition

RS Root and shoot competition 

Nitrogen treatments

         Low 

         Medium 

         High 

4 m

4 m

Existing study site - divided into 4 m x 4 m plots

Each 4 m x 4 m plot is subdivided into 45 subplots

Fig. 10.11. Illustration of the experimental design used by Wilson and Tilman (1991). They examined the
effect of three levels of nitrogen (high, medium and low) and three competition treatments (–, no
neighbours, R-, root competition; RS, root and shoot competition) on three species of grass (little
bluestem, Kentucky bluegrass, quack grass).



1993) (Table 10.4). Obviously having more
density combinations will give a better
understanding of competitive effects, but
with it comes an increased requirement of
time and money. Numerous reviews have
been written examining various aspects of
competition experiments (Cousens, 1991;
Goldberg and Barton, 1992; Gurevitch et al.,
1992; Goldberg and Scheiner, 1993;
Hamilton, 1994; Freckleton and Watkinson,
2000; Joliffe, 2000; Connolly et al., 2001).
We will briefly examine each of the four
types of experiments. The main difference
among the designs is that they vary in the
total density of individuals and in the pro-
portion of each species present.

The partial additive design is the sim-
plest type of competition experiment. Here,
a ‘target’ species is kept at a constant densi-
ty and grown in competition with a second
species at a range of densities. This design is

useful only when looking at the effect of
increasing density on some component of
plant growth. It is often used in agricultural
experiments looking at weed density effects
on crop yield (Buchanan et al., 1980).

In the replacement series design, the
total density of individuals is kept constant,
while the relative densities of both species
vary. Although this method was formerly in
common use, researchers stopped using it
because it was impossible to distinguish the
effects of total density from relative density
(Silvertown and Lovett Doust, 1993).
Remember, in this design total density is
kept constant; only the relative proportion of
individuals changes.

The additive series and complete addi-
tive designs incorporate both proportion and
density into the design. These experiments
use a range of total densities and the relative
proportion of each species also varies. The
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Fig. 10.12. Four types of competition experiments: (a) partial additive, (b) replacement series, (c) additive
series, and (d) complete additive (redrawn from Silvertown and Lovett Doust, 1993).



difference between the additive series and
complete additive is that the latter uses all
combinations of densities. With a complete
additive design, it is possible to construct a
response surface (Fig. 10.13) (Firbank and
Watkinson, 1985). 

Landhäusser et al. (1996) used an addi-
tive series design to test whether three alter-
native species could be used to reduce com-

petition by blue-joint grass (Calamagrostis
canadensis) but allow white spruce (Picea
glauca) to regenerate. They looked specifi-
cally at the effect of density and relative
planting date of red and white clover
(Trifolium pratense and T. repens) and fire-
weed (Epilobium angustifolium). They
found that all three species reduced the
growth and survival of blue-joint grass and
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Table 10.4. Advantages and disadvantages of four basic experimental designs used to examine the
effect of density on plant competition (based on information in Silvertown and Lovett Doust, 1993).

Advantages Disadvantages

Partial additive Good for applied situations where only Limited application
concern is the effect of increased 
density of one species on another;
for example, in agricultural systems; 
little expense, time

Replacement series Little expense, time Cannot distinguish the
separate effects that each
species has on the other;
uses relative density not
absolute density

Additive series and Density of both species varies Expense, and time
complete additive independently therefore more useful; consuming, but less so

better understanding of competitive effects in additive series
because all combinations of density used

a) Wheat yield b) Corncockle yield 
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Corncockle
density (/m2) 

Corncockle
density (/m2) 

Wheat
density (/m2)

Wheat
density (/m2)

Fig. 10.13. Results of a competition experiment with a complete additive design. The effect of competition
between wheat (Triticum) and corncockle (Agrostemma githago) was measured as the yield per plant. The
effect of density on the yield of a) wheat, and b) corncockle is shown as a response surface diagram
(Firbank and Watkinson 1985; with permission of Blackwell Science).



that the effect increased as the time between
the planting of replacement species and
blue-stem grass increased. The three alter-
native species reduced the growth of white
spruce, but not to the extent that blue-joint
grass did.

Using field experiments to examine
competition 

The above experiments are carried out in
controlled situations where the environment
is controlled and plants are grown in pots.
The difficulty with pot experiments is that
we are never sure that what we perceive to
be competition will actually occur in real
field situations. Greenhouse-type experi-
ments can be used to generate predictions
that can then be tested using field experi-
ments (Freckleton and Watkinson, 2000) 

Using both field and pot experiments,
Berendse (1981, 1982, 1983) examined com-
petition between narrow-leaved plantain
(Plantago lanceolata) and sweet vernalgrass
(Anthoxanthum odoratum). In the pot
experiments, the entire soil column was col-
onized by roots of both species during the
course of the competition experiment.
However, since plantain usually has deep
roots and vernalgrass shallow roots, a field
experiment was done to allow for a more
natural rooting profile. They used a replace-
ment series with a constant density of 36
plants per 50 × 50 cm plot. Five plantain:ver-
nalgrass ratios (36:0, 27:9, 18:18, 9:27, 0:36)
were used. Two treatments were imposed:
different rooting depths possible (50 cm
depth), and different rooting depths pre-
vented (20 cm depth). Plantain had a much
higher shoot biomass when rooting depth
was not constrained. Therefore, interpreta-
tion of experiments must be done remem-
bering the constraints placed by the experi-
mental design. In this case the pots
produced an artefact that prevented the
researchers from understanding root compe-
tition.

There are two types of field experiments
used to examine competition. Either the
density of neighbour plants around a target
individual can be changed (neighbour

manipulation) or else resources can be
altered (increased or decreased) so that the
intensity of competition is changed (remem-
ber, plants only compete when resources are
limited). 

Neighbour manipulation

In this approach, the density of neighbours
around the target plant is either increased or
decreased (Aarssen and Epp, 1990).
Neighbours can be removed by a combina-
tion of clipping to ground level once or
repeatedly, and/or applying herbicides.
Sometimes roots are removed through hand
digging. All these methods have the disad-
vantage of creating a disturbance around
the target plant. If roots are left intact, then
they may add nitrogen as they decompose,
but digging loosens the soil and may
increase or decrease root growth of the tar-
get. Trenching around the base is sometimes
used to look at the effect of root competition
vs. shoot competition. Increasing neighbour
density is done by either planting seeds or
individuals around the target plant. Again
this creates a disturbance around the target
plant, and the transplant may suffer from
transplant shock.

Altering resource levels

Increasing resource levels can be done sim-
ply by adding nutrients to increase soil fer-
tility. Wilson and Tilman used this tech-
nique in their previously described
experiment. Alternatively, the levels of some
nutrients can be lowered. For example, soil
nitrogen can be decreased temporarily by
adding a carbon source such as sugar and/or
sawdust to the soil. This stimulates the
growth of soil microbes, which accumulate
the nitrogen in their bodies making it tem-
porarily unavailable to plants (Morgan,
1994). 

Alpert and Maron (2000) used such a
methodology to test whether decreasing
nitrogen (by using sawdust) would decrease
the invasion of non-native species in a
Californian grassland. They used patches of
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grassland where the native nitrogen-fixing
bush lupin (Lupinus arboreus) had been
killed with a herbicide (glyphosate). Patches
of dead lupin tend to increase the invasion
of non-native species because they release
nitrogen when they die. Alpert and Maron
(2000) used three treatments: 

• control – dead lupin patch, no change in
soil;

• tilled + sawdust – soil was tilled to incor-
porate sawdust into the soil; sawdust
could not be left on surface as this creat-
ed a mulch that affected other character-
istics such as soil temperature and mois-
ture;

• tilled only – to test for the effect of tillage
alone.

They measured species presence and bio-
mass for 2 years. They found that carbon
addition (reduction in nitrogen) had no
affect on the total above-ground biomass of
native species (primarily forbs), but did
decrease that of non-native species. This
occurred because nitrogen reduction
decreased the biomass of grasses (which
were mostly non-native) while increasing
the richness of broadleaf species (which
were mainly native) (Table 10.5).

Herbivory

Herbivory can be tested using real herbi-
vores or by simulating herbivory by manu-
ally cutting or removing plant tissue. The
type of manipulation selected will depend
on the type of plants and herbivores exam-
ined. For example, the effect of elephant
raids on crop yield cannot be simulated eas-
ily in a greenhouse experiment. Tiffin and
Inouye (2000) have reviewed the advantages
and disadvantages of using natural vs.
imposed herbivory. 

Herbivore addition and removal

To test for the effect of a herbivore on vege-
tation, it is possible to either increase or
decrease herbivore density. Herbivore
removal is often easier but can necessitate
killing the organisms. Herbivore additions
are difficult, because organisms must be
caught and then added and maintained in a
new habitat. This may cause problems if ani-
mal behaviour varies with density or if
organisms are territorial. Thus the biology of
the animal must be understood before den-
sity changes are imposed. For example, if
animals become more aggressive and eat
less when in high density, you will not get
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Table 10.5. Mean (SE) above-ground biomass and species richness of grasses and forbs with and
without sawdust and tillage in a coastal Californian grassland 2 years after treatment (adapted from
Alpert and Maron, 2000).

Tillage + sawdust Tillage Control

Biomass (g dry above-ground biomass m–2)
Grasses

Native 1 (1) 18 (18) 0 (0)
Non-native 253 (40) 466 (95) 386 (56)

Broadleaves
Native 44 (12) 23 (6) 23 (10)
Non-native 102 (26) 106 (17) 90 (16)

Species richness (number per 0.25 m2)
Grasses

Native 1.8 (0.1) 2.0 (0) 1.6 (0.2)
Non-native 2.4 (0.2) 2.5 (0.3) 2.4 (0.3)

Broadleaves
Native 4.4 (0.3) 3.4 (0.6) 3.0 (0.8)
Non-native 1.8 (0.3) 1.1 (0.3) 0.7 (0.3)



the information you are looking for when
you increase their density. 

Clear Hill and Silvertown (1997) used
herbivore addition and removal experi-
ments to examine the interaction of slugs
(dominant species grey field slug, Deroceras
reticulatum) and sheep (Ovis aries) on the
seedling establishment of several grassland
species. Sheep herbivory was managed in
two ways. First, some pastures were winter-
grazed (+winter) while other were not
(–winter). In addition, summer grazing was
done to maintain grass height of 3 or 9 cm.
Thus there are four sheep grazing treat-
ments (Fig. 10.14). Within each sheep graz-
ing treatment, slug density was manipulated
by placing a metal ring (0.1 m–2), 5 cm deep
such that slugs could not cross. Then slugs
were trapped in the plots to manipulate
plot density so they were either absent or at
density of 20 m–2. Seeds of mouse-eared
chickweed (Cerastium fontanum) were
planted in each plot and their emergence
counted. 

The authors found that more seedlings
emerged in sites that had been intensively

grazed by sheep in the summer (to 3 cm).
This probably occurred because intensive
summer grazing created microsites suitable
for seed germination. There was an interac-
tion in the effect of sheep and slug grazing.
The presence of slugs reduced seedling
emergence in all treatments, except that
with intense summer grazing but no winter
grazing. In this treatment, slugs may have
switched from eating chickweed seedlings
to other food such as litter and new growth
on established vegetation which was more
available because they had not been
removed by winter grazing sheep. 

Clear Hill and Silvertown (1997) were
able to do this study because they used
organisms whose density was easy to
manipulate. Slugs can be trapped and
moved, and sheep can be enclosed or
excluded using fencing. Experiments like
this are much more complicated with more
mobile organisms such as birds or mice.
While they are easily excluded from treat-
ments, it is harder to envision a way to
increase their density but still maintain a
natural habitat for them.
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Fig. 10.14. Number of mouse-eared chickweed (Cerastium fontanum) seedlings emerging from plots with
various combinations of herbivory. Sheep grazing in the summer was managed so that pastures were
maintained at either 3- or 9-cm heights. In the winter pastures were either grazed (+) or not grazed (–). In
addition, subplots were maintained either with or without slug herbivores (redrawn from Clear Hill and
Silvertown, 1997).



Seed predation experiments

A variety of types of seed predation experi-
ments can be done. For example, a researcher
could survey natural populations to assess
levels of pre-dispersal seed predation, or
alternatively, the researcher could set up
experiments explicitly to test a hypothesis.
Fenner and Lee (2001) conducted a survey of
pre-dispersal seed predators in 13 species
native to Britain and weeds in New Zealand.
They collected flowering heads from 1000
individuals of each species in three locations
in both countries. They dissected the flower-
ing heads and noted whether predatory lar-
vae were present and calculated the percent-
age infestation rate of each species (Table
10.6). Their results showed that infestation
rate was higher in the native country
(Britain) and that seed predators were almost
absent in the invaded habitat (New Zealand).
This is a survey approach and provides gen-
eral information about the presence of pre-
dispersal predators. Note that predators were
not identified and their abundance per inflo-
rescence was not counted. 

Swanton et al. (1999) used an experi-
mental approach to examine whether farm-
ing practices affected the rate of pre-disper-
sal seed predation of two pigweed species
(Amaranthus retroflexus and Amaranthus
powellii) when grown under a maize crop.

They created different environments by
varying the maize row width (37.5 and 75
cm) and maize density (75,000 and 100,000
ha–1). They found that pre-dispersal seed
predation was higher when maize was plant-
ed at low density but that row width had no
effect (Table 10.6). 

Cromar et al. (1999) looked at post-dis-
persal seed predation in a similar agricul-
tural situation. They conducted two experi-
ments which examined the effect of: (i)
tillage (mouldboard, chisel and no-till) and
(ii) crop residues (maize, soybean, wheat) on
post-dispersal seed predation of lambsquar-
ters (Chenopodium album) and barnyard-
grass (Echinochloa crusgalli). In both exper-
iments, seeds were placed in petri dishes
which were buried flush with the soil sur-
face and soil residue was placed over the
top. These dishes had small mesh cages
placed over them to exclude various seed
predators. Mesh of 1.5 mm excluded all
organisms and was used as a control to cal-
culate losses due to effects such as wind. A
mesh size of 7 mm excluded mammals and
birds but allowed insects to enter. By
comparing the retention rates of seeds under
the two mesh sizes, seed loss due to preda-
tion by insects was estimated. They found
that seed loss was lowest under chisel
plough systems, and lowest under wheat
and soybean litter (Table 10.7). 

174 Chapter 10

Table 10.6. Percentage infestation of inflorescences of 13 species in the aster family at three locations
in Britain (native habitat) and New Zealand (adapted from data in Fenner and Lee, 2001).

Britain New Zealand

Species 1 2 3 Mean 1 2 3 Mean

Yarrow, Achillea millefolium 0 0 0 0 0 0 0 0
English daisy, Bellis perennis 0 5.0 1.5 2.2 0 0 0 0
Canada thistle, Cirsium arvense 1.5 1.0 0 0.8 0 0 0 0
Bull thistle, Cirsium vulgare 2.0 28.0 4.0 11.3 0 0 0 0
Smooth hawk’s-beard, Crepis tectorum 6.0 0 1.5 2.5 0 0 0 0
Mouse-ear hawkweed, Hieracium pilosella 0 0.5 0 0.2 0 0 0 0
Nipplewort, Lapsana communis 0 0 0 0 0 0 0 0
Oxeye daisy, Leucanthemum vulgare 35.5 30.5 12.0 26.0 0 0 0 0
Tansy ragwort, Senecio jacobaea 0 1.5 2.5 1.3 0 0 0 0
Common groundsel, Senecio vulgaris 0 0 0 0 0 0 0.5 0.2
Dandelion, Taraxacum officinale 0 3.0 3.0 2.0 0 0 0 0
Scentless mayweed, Tripleurospermum 23.5 48.0 27.5 33.0 0 0 0 0

inodorum



The effect of sampling

A final point we would like to make is that
sampling itself can have an effect on what
you are measuring. Touching a plant while
making observations or measurements can
induce a change in its growth, survival,
resource allocation or many other variables.
For example, Cahill et al. (2000) tested
whether visiting a plant weekly and touch-
ing it (to simulate the act of taking measure-
ments) would influence its survival or loss-
es due to herbivory. They found that after 8
weeks, visitation affected leaf loss in two of
the six species tested: visitation increased
leaf loss in hemp dogbane (Apocynum
cannabinum) but decreased it in sulphur
cinquefoil (Potentilla recta). In addition,
there was a decrease (but not significant) in
survival in yellow toadflax (Linaria vul-
garis). Leaf loss and survival of the other
species (horsenettle, Solarium carolinense;
Canada thistle, Cirsium arvense; Kentucky
bluegrass, Poa pratensis) were not affected. 

This phenomenon is sometimes called
the observer effect. While we presented a
herbivory example, the observer effect
applies to all types of experiments where

plants are repeatedly visited or measured. It
should be considered when deciding what
types of manipulations you will be doing
during the course of an experiment. 

Summary

Designing an experiment is the ‘art of sci-
ence’ because it involves imagination and
creativity. There is no one correct way to
answer an ecological question. However,
designing experiments also requires prag-
matism. When an ecologist is interested in a
specific ecological phenomenon, there is
much work required to plan and design the
experimental methodology. Lack of plan-
ning results in unusable data. There is a
trade-off between the various types of con-
trolled greenhouse-type experiments and
field experiments. In the former, most envi-
ronmental variables can be tightly controlled
so it is possible to ask specific questions
about ecological mechanisms. On the other
hand, the observed mechanisms may not be
important under real conditions. Often the
best evidence comes when a variety of
approaches are used to answer a question.
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Table 10.7 Percentage seed lost to post-dispersal seed predation in tillage and crop cover experiments
by Cromar et al. (1999). Percentage predation rates (SE) are based on spring and autumn sampling
periods averaged over 3 years. Within experiments, treatments followed by the same letter are not
significantly different, according to Tukey’s test.

Tillage experiment Crop cover experiment

Chisel Mouldboard
No-till plough plough Maize Soybean Wheat

Residue biomass
(g dry wt m–2) 572 (15) 225 (37) 64 (21) 5.3 (41) 328 (40) 510 (66)
% predation 32% (2)a 24 (2)b 32 (2)a 31 (2)b 24 (2)a 21 (2)b

Questions

1. Using the weed you’ve selected, design a manipulative experiment to test one of the following:

• Can your weed out-compete another important weed in your area?
• How is your weed affected by a specific predator found in your region?

Clearly state the hypothesis you are testing, and the procedures you would follow. Describe the experi-
mental site (e.g. forest, grassland, field) or the greenhouse set-up. Give your justification for choosing field

Continued
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vs. lab experiment. Give specific experimental information such as the treatments used, number of repli-
cates and quadrat size. Make sure that your experiment is reasonable, i.e. it could be carried out within a
1-year period. What resources (people, equipment, time and money) would you need to carry out this
experiment? 

2. Earlier in this chapter we proposed two hypotheses to explain why a certain weed tends to be found in
open habitats. Design an experiment to test the second hypothesis, that is: 

• H2 – plant-eating insects that eat the weed prefer to live in shady areas, therefore only seedlings in open
sunny locations survive 

3. Four researchers sample a population’s density by counting density in 10 1-m2 quadrats. Which
researcher(s) were the most accurate, precise and least biased. The true density of the population is 50 m–2.
What calculations do you need to do to make these decisions?

Researcher 1 Researcher 2 Researcher 3 Researcher 4

51 25 53 27
55 38 59 39
52 77 48 68
53 76 42 14
54 45 48 16
56 28 50 29
53 81 52 58
51 55 53 75
57 33 49 63
52 44 47 11

4. Explain why data may be precise but not accurate, or accurate but not precise. Can biased data be pre-
cise, but not accurate? Explain why.
5. Show how the values of frequency, density and cover were calculated in Fig. 10.7. 
6. Complete the following life table. Construct two survivorship curves from the data: one with the y-axis
on a log scale and the second with an arithmetic scale. Compare the shapes of the curves and explain why
a log scale is more appropriate for displaying this type of data. On a separate graph, plot the mortality rate
of the population (using arithmetic scale). Explain why it is unnecessary to plot mortality rate on a loga-
rithmic scale. (Hint: it is a rate.)

Proportion alive at the Probability of death
Age Number alive at the the start of age class x Number dying within between age class
class, start of age class (survivorship) age class x to x+1 x and x+1 (age-specific
x x, nx lx=nx/no dx=nx–nx+1 mortality rate), mx=dx/nx

0 1000
1 100
2 50
3 20
4 12
5 7
6 3
7 2
8 0

7. Design a pre-dispersal or post-dispersal seed predation experiment, using any weed species. Make sure
you ask a focused ecological question and construct an appropriate hypothesis. Is your experiment lab-
or field-based? Explain why.

Questions, continued.
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Part III

Community Ecology





Introduction

A community can be described as an assem-
blage of species or populations that occur in
the same space and time (Begon et al., 1990).
Really, a community is a human construct: a
group of species lumped together for our
convenience, and not necessarily reflective
of an ecological reality. That does not nec-
essarily mean that communities are not an
ecological reality. It is just not a precondi-
tion.

Early studies in community ecology pri-
marily described community patterns and
associations between species that were
observed in nature. Later, community ecolo-
gists turned towards understanding the
underlying processes responsible for the
observed patterns. Nowadays, community
ecologists focus more on testing theory that
will allow us to explain and predict com-
munity changes caused by natural and
anthropogenic forces. There is a dichotomy
between describing observed patterns and
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11
Basic Community Concepts and Diversity

Concepts

• An ecological community consists of groups of species found together at the same time
and space. Communities exist at any temporal or spatial scale. Species within a com-
munity may or may not be interdependent.

• When researching a community, the researcher must first decide where com-
munity boundaries are and what species to include. These are both fairly arbitrary deci-
sions. 

• Species diversity is a measure of the number of species present (richness) and their rel-
ative abundances (evenness).

• Diversity exists at different scales, e.g. from the genetic variation found in individuals to
the diversity of species across biomes. 

• Diversity can be measured using a variety of indices; the method chosen depends on the
ecological information needed.

• Scientists have long debated about whether increased species diversity leads to a more
stable ecosystem (‘diversity–stability hypothesis’).



understanding the processes that cause
them. Pattern is the observed structure of
vegetation, for example, the zonation of veg-
etation up a mountain, or weed composition
in fields of different cropping systems.
Processes are the mechanisms that create the
observed pattern. These include species
interactions, climate, disturbance and nutri-
ent availability. 

This chapter addresses aspects of
community structure and diversity (the
number and relative abundances of species
present in a community). We discuss how
to define and delineate communities,
whether communities are integrated units,
and then discuss patterns, causes and con-
sequences of diversity. Chapter 12 then
addresses community dynamics and how
communities change over time, while
Chapter 13 addresses how and why species
invade communities and their effects on
community structure and dynamics. As you
will see, we are beginning to integrate the
information you have learned in earlier
chapters on populations and interactions as
we move towards examining communities
as a whole.

Defining Communities

We have said that a community is a group of
populations of different species that occur in
the same place at the same time. Although
this appears to be a simple concept, much of
the ecological literature is taken up with dis-
cussions on whether communities exist at
all, and if they do, how will we recognize
them (Clements, 1916, 1936; Gleason, 1917,
1926; Drake, 1990; Dale, 1994; Wilson, 1991,
1994)? While this appears to be a somewhat
semantic argument, it does highlight the
importance of considering what physical
entity is being studied and what criteria are
being used to define it. 

We can delineate communities in a
number of ways (Morin, 1999). We will pres-
ent three ways: physically, taxonomically
and statistically. Defining communities
based on natural physical boundaries is sim-
ple for a community in a pond or on a cliff
because they have distinct boundaries.

However, these are the exception in natural
systems. Boundaries in natural communities
usually overlap one another. Managed sys-
tems tend to have more distinct boundaries
but this is only because edges are imposed
and maintained by human activities. Such
physical boundaries are usually set based
upon our perception of the community
structure rather than on how the communi-
ty actually functions. Thus, we view a forest,
field or bog as communities whether or not
we know how they function (Booth and
Swanton, 2002). Even in agricultural fields,
there is movement of soil, plants and ani-
mals across imposed field boundaries.
Though we manage them as discrete units,
there will be continuous exchange among
fields. We must make reasonable decisions
about community boundaries, but be cog-
nizant that they are not ‘real’ entities and
that these decisions may affect the interpre-
tation of data.

An alternative way to physically de-
lineate communities is to describe them
based on climatic variables. This was done
by Holdridge (1967), who classified the
world into life zones (large-scale com-
munities) based on annual precipitation,
potential evapotranspiration (water loss as
vapour from surfaces and stomata) and
biotemperature (mean annual temperature
above zero) (Fig. 11.1). For example, a
habitat with low potential  and high annual
precipitation would be a rainforest in a
tropical climate but would be a desert if
annual precipitation were low. Whittaker
(1975) combined the characteristics of
the dominant plants with the physical en-
vironment to create vegetation biomes
(Table 11.1). For example, he distinguished
between temperate grasslands, shrubland,
woodland, evergreen forest and deciduous
forest. Numerous other schemes exist
based on various combinations of biotic
and abiotic factors (Hengeveld, 1990;
Heywood, 1995). These types of classi
fications are useful as a general des-
criptor of vegetation and allow us to make
statements about large-scale community
types. 

The second way to define a community
is based on taxonomic structure. We do this
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Fig. 11.1. Holdridge’s Life Zone Classification System.  Classification is based on annual precipitation,
potential evapotranspiration (water loss through plant surfaces and stomata) and biotemperature (mean
annual temperature above 0ºC). (Holdridge, 1967; with permission of the Tropical Science Centre.)

Table 11.1. Major biomes of the world. (From Morin, 1999.)

1. Tropical rain forests 19. Arctic-alpine semideserts
2. Tropical seasonal forests 20. True deserts
3. Temperate rain forests 21. Arctic-alpine deserts
4. Temperate deciduous forests 22. Cool temperate bogs
5. Temperate evergreen forests 23. Tropical freshwater swamp forests
6. Taiga forests 24. Temperate freshwater swamp forests
7. Elfinwoods 25. Mangrove swamps
8. Tropical broadleaf woodlands 26. Salt marshes
9. Thornwoods 27. Freshwater lentic communities (lakes and ponds)

10. Temperate woodlands 28. Freshwater lotic communities (rivers and streams)
11. Temperate shrublands 29. Marine rocky shores
12. Savannas 30. Marine sandy beaches
13. Temperate grasslands 31. Marine mudflats
14. Alpine shrublands 32. Coral reefs
15. Alpine grasslands 33. Marine surface pelagic
16. Tundras 34. Marine deep pelagic
17. Warm semidesert scrubs 35. Continental shelf benthos
18. Cool semideserts 36. Deep-ocean benthos

Source: Whittaker (1975).

when we talk about a field of maize, a tall-
grass prairie or a maple–beech forest. We
may not know the exact species composition

and their abundances, but we will know
what species are likely to be present. We
have an instinctive knowledge of how these



communities differ from each other and
could probably list their dominant plant
and animal species and their important eco-
logical processes.

The third method for defining com-
munities is based on statistically detected
associations among species. Methods
used for this will be described in more
detail in Chapter 14, but briefly, they in-
volve examining a large data set of species
abundances taken from multiple sites.
Several types of statistical analysis sort
this data into sites that have similar species
composition. When data points are sep-
arated into distinct groups, then we can say
that two (or more) community types are
present (see Chapter 14 and Figs 14.6
and 14.7 for an explanation of these meth-
ods).

Community composition

Once we have defined the entity that we call
a community, we must then decide what
species we are going to include. Do we
include all of the species present, only the
plants or only a specific group of species?
Most ‘community’ studies only consider part
of the community. We talk about a ‘plant
community’, ‘bird community’ or
‘weed–crop community’. This reflects the
taxonomic bias of individual researchers,
but is also done for purely practical reasons.
Communities are often intractable when we
attempt to examine them as a whole because
we cannot control all the variables (Drake et
al., 1996). This approach, of course, has
limitations because the results may not be
relevant to complex natural communities
(Carpenter, 1996). With the exception of
microcosm experiments, no studies that we
know of examine the dynamics of the whole
community. This will probably remain so
out of necessity; however, in doing this we
must remember that community dynamics
may be caused by species or factors not
included in the study.

When researchers ignore groups of
organisms, ecological patterns might be
missed, or alternatively observed patterns
may not be explainable if they arise through

interactions with excluded organisms
(Booth and Swanton, 2002). For example, in
a situation where soil-borne organisms con-
trol the community structure of plants
(Jordan et al., 2000), interactions between
the plant species may be incorrectly used to
explain a pattern if soil-borne organisms are
omitted from the study. Mycorrhizal fungi,
for example, can influence the competitive
outcome in a tall-grass prairie (Smith et al.,
1999) and their interaction with vegetation
should be considered as part of community
dynamics.

Often the importance of a species will
not be obvious from its size or abundance.
A ‘keystone species’ has a disproportion-
ate effect on community function relative to
its biomass (Paine, 1966, 1969). Keystones
are not necessarily the most abundant or
largest species – it is their effect that deter-
mines their importance (Power et al., 1996).
For example, kangaroo rats (Dipodomys
spp.) are keystone species in the Sonoran
and Chihuan deserts because they preferen-
tially feed on large-seeded plant species
(Brown and Munger, 1985; Brown and
Heske, 1990). Parasitic mistletoe can be a
keystone species because of the large
group of animals associated with it (Watson,
2001). Alternatively, a dominant tree
species may not be a keystone. A weed
could become a keystone if it alters nu-
trient cycles, soil properties or provides food
for invasive animals. For example, when the
fire tree (Myrica faya) invaded Hawaii, it
changed the nitrogen dynamics, which in
turn influenced which other species could
survive (Chapter 13) (Walker and Vitousek,
1991). 

Are Communities Integrated Units?

One of the earliest debates in ecology cen-
tred on whether a plant community is like
an organism composed of interdependent
species or whether a community is simply a
group of species with similar environmental
requirements. The two major scientists
involved in the debate were Clements (1916,
1936), who proposed the organismic or
holistic view, and Gleason (1917, 1926),
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who proposed the continuum or individual-
istic view. According to Clements, a com-
munity was greater than the sum of the indi-
vidual species and would have ‘emergent’
properties unforeseen based on species
alone. Under this view, each community
type would have a specific and predictable
species composition. Gleason, on the other
hand, saw communities as random collec-
tions of co-occurring species. When species
did have similar distributions, Gleason saw
this as coincidence rather than interdepend-
ence. 

One way to observe whether species are
independent or interdependent is to graph
their abundances across an environmental
gradient. The gradient could be as simple
as increasing soil moisture, or as complex
as an altitudinal gradient up a mountain

where many environmental factors change.
If communities are not tight associations of
interacting species, then species’ distribu-
tions will overlap and there will be no dis-
crete boundaries between them (Fig. 11.2a).
In this case, defining a community is diffi-
cult because there are no obvious species
groupings. If species do occur in close
association, then their distributions along
a gradient will be similar and species’
boundaries will coincide (Fig. 11.2b). The
area of transition between communities is
called an ecotone. Ecotones usually have
many species because members of both
communities will be present, albeit in
low abundance. In Fig. 11.2b, there are
three communities with two ecotones
shown.

Does the experimental evidence support
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Fig. 11.2. Theoretical distributions of species abundances over an environmental gradient according
to: (a) Gleason’s individualistic concept and (b) Clements’ continuum concept (based on Whittaker,
1975). 



Clements or Gleason? Well, neither view
will adequately describe all vegetation pat-
terns. There is a general consensus that both
views contribute to our understanding of
community structure. Gleason’s model is
closer to current ideas, and most plant com-
munities seem to follow Gleason’s individu-
alistic model. Certainly, as Gleason suggest-
ed, every species will have unique sets of
environmental requirements or tolerances
and will therefore have a unique distribu-
tion. However, species interactions can
change how and where a plant will live
(Chapters 8 and 9), and therefore environ-
mental tolerances alone do not determine
distribution.

As Clements suggested, some species
are interdependent; we have seen this in our
discussion of mutualisms (Chapter 9). A
keystone species may have strong interac-
tions with many species and therefore the
distribution of the keystone will determine
the distribution of other species (Power et
al., 1996). Finally, in situations where gra-
dients are strong, for example between a lake
and a forest, between the north and south
slopes of a hill, or where the physical envi-
ronment changes abruptly, then there also
will be abrupt changes in community com-
position and therefore the Clements model
will apply. Really, both models were devel-
oped from similar evidence (Booth and
Larson, 1999), but were interpreted at dif-
ferent scales. Clements looked at large-scale
vegetation patterns, whereas Gleason was
more concerned with individual species
patterns.

Matters of scale

We think of ecological communities as ex-
isting at scales that we can observe (e.g.
we watch a forest or field over decades),
but communities exist at many temporal
and spatial scales. A leaf is the substrate
for a community of mites, bacteria and fungi.
It would be inappropriate to look at this
community of microorganisms on a spatial
scale of kilometres or on a temporal scale
of decades, but these scales might be ap-
propriate for forest studies. Community

ecologists are beginning to recognize the
importance of scale when designing and
interpreting ecological experiments (Levin,
1986; Allen and Hoekstra, 1990, 1991;
Menge and Olsen, 1990; Hoekstra et al.,
1991).

We can understand communities better
if we consider them at multiple scales. The
effect of scale means that a community may
be responding to local (e.g. succession),
regional (e.g. climate) or global changes (e.g.
plate tectonics). Thus, subsequent changes
in community structure may emerge from a
micro-scale (1 m2) to a mega-scale (>1012 m2)
(Delcourt et al., 1983; Davis, 1987). Factors
that influence a community’s structure will
function at many scales. Smaller-scale
processes such as species interactions
(e.g. competition or predation) and re-
sponses to abiotic factors (nutrient levels)
will determine local community patterns.
These local processes will be nested within
large-scale environmental or climatic con-
ditions that will either directly control
species distribution or indirectly influ-
ence the small-scale processes (Díaz et al.,
1998; Menge and Olson, 1990; Woodward
and Diament, 1991). The spatial patterns
we observe in a community are the result
of species responding to these multiple
scales. 

Patterns of community structure will
emerge at a many scales. We might be inter-
ested in community-level properties such as
the number of species (species richness), or
we may be interested in changes in species
composition. However, focusing on only
one of these can distort our view of the com-
munity (Levin, 1986) because a pattern may
emerge in one but not the other. For exam-
ple, the number of species (richness) in a
community may remain constant over time
whereas the species make-up changes
(Brown et al., 2001).

Community Attributes

In Chapter 2, we discussed the various
attributes of populations that can be meas-
ured: distribution, abundance and demogra-
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phy. Communities, too, have specific types
of attributes used to characterize and com-
pare them. These attributes are based on fea-
tures of a community and do not describe
individuals or populations. They include
species composition, physiognomy and
diversity (Barbour et al., 1999). 

The most basic way to describe a
community is to list all the species pre-
sent. However, as we have seen, it is not
usually possible to list all species, there-
fore this option is often not possible.
Instead, we may list the dominant species. A
more general approach is to describe the
general appearance of a community (phys-
iognomy). Physiognomy includes such
variables as: 

• vertical structure of the vegetation (e.g.
canopy, shrub layer, understorey); 

• spacing of individuals, (e.g. random vs.
clumped, sparse vs. dense);

• life forms of the dominant species (tree,
shrub, herb).

We can go a long way towards understand-
ing vegetation physiognomy by describing a
few simple features. For example, we could

describe the physiognomy of a tropical rain-
forest by dividing it into five stratified layers
of vegetation: ground-level vegetation, the
shrub and sapling layer, and three canopy
layers (lower, mid-crown, emergent) (Fig.
11.3). Without knowing any species names,
we could still understand the basics of how
this community functions. Finally, we could
use a measure or index of diversity to
describe the variety of organisms in a com-
munity. The remainder of the chapter will
discuss diversity in detail.

Diversity

Diversity describes the wide variety of
organisms found in the world. It encom-
passes ways to quantify how many groups
(e.g. species) are in a given community and
their relative abundances. We usually think
of diversity in terms of species, but we could
also consider other types such as genetic or
plant family diversity. In the last decade,
diversity (popularly known as biodiversity)
has become a political issue, and preserving
diversity is seen as a good thing. 
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Figure 11.3. Physiognomy of a tropical rainforest showing five layers of vegetation: emergent canopy, main
canopy, lower canopy, shrub and sapling layer, and ground layer. (Smith and Smith 2001; Copyright ©
2001 by Benjamin Cummings. Reprinted by permission of Pearson Education Inc.)



If you go for a walk in the summer
and look at the vegetation around you,
you can get different impressions of di-
versity, depending on where you are
walking and how closely you look. For
example, casual observation of a lawn
usually leaves the impression that it is a
monoculture. However, if you ask home-
owners, they will probably complain about
the many weeds in their lawns. The same
is true if you pass a farm field or forest
plantation. Farmers and plantation man-
agers may want to grow a crop mono-
culture, but there are likely to be many
weeds as well. Conversely, we usually
expect ‘natural’ areas to be teeming with
different kinds of organisms. However, if
you walk along a pathway in a small wood-
land almost anywhere in the world and look
closely, the vegetation is comprised of only
a few species and a lot of these are weeds.
Some of these weeds are pleasing to the eye
and many people do not mind them being
there. We do not expect woodlands to look
like monocultures, so a diversity of weeds
does not look out of place to the untrained
eye. If we compare managed and natural
areas, we might find that each contains the
same number of species, and many species
are weeds. Only in managed areas might
many people worry and try to do something
about it. This perception is important
because it colours our view of when and
where we will accept the existence of
diversity. 

Basic components of diversity: richness and
evenness

Diversity can be quantified simply by
counting the number of species present and

comparing their relative abundances.
Species diversity in its simplest form is
the number of species present in an area or
in a community (species richness). You
could calculate the diversity of your back-
yard by counting the number of species
there. It is a crude method of measurement,
but it does give a good idea of how many
types of ‘things’ there are in a com-
munity. However, even this simple measure
of diversity can be complicated when we
consider sample effects. Two researchers
calculating richness of a community will
come to different conclusions based on the
area they sampled. A researcher who sam-
ples a small area will obtain a lower estimate
of richness than someone who samples
extensively.

The second component of species
diversity is ‘species evenness’. Evenness
compares the abundance of each species
in a community, and tells you whether
there are many rare species and a few
common ones or if most species are equally
common. Evenness is more informative
than species richness, because it indicates
whether the community is dominated
by one or a few species or whether most
species are represented by approximately
equal numbers of individuals. For ex-
ample, Table 11.2 summarized the species
density data from four fields. The species
richness is the same for all fields (four
species in each); however, evenness
differs among fields. Fields 1 and 3 have
the same evenness, as all species are equally
represented. Field 2 is dominated by downy
brome (Bromus inermis) and field 4 is
dominated by viper’s bugloss (Echium vul-
gare) and therefore abundance is uneven.
That different species dominate in two fields
gives us a hint about the characteristics
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Table 11.2. Density of species found in four hypothetical fields.

Density (number of individuals m–2)

Species Field 1 Field 2 Field 3 Field 4
Downy brome 92 101 61 25
Canada thistle 103 13 63 12
Wild carrot 104 15 65 60
Blueweed 97 11 60 100



of the fields that species richness would
miss. Downy brome prefers field margins or
abandoned farm fields; blueweed is more
typical of gravelly areas. Of course, sampling
is normally more complex, but this illus-
trates why species richness fails to give
more than a rough illustration of com-
munity structure.

Rank-abundance curves

Species evenness reflects the relative abun-
dance of species in a community. When
discussing species diversity, it is common to
rank species from the most abundant to the
least common. On the x-axis, species are
ranked from high to low abundance, and on
the y-axis abundance is plotted on a loga-
rithmic scale. Figure 11.4 shows the rank–
abundance curves of the four field commu-
nities. Most communities, however, have
more than four species and thus curves are

more complex. There are four theoretical
manifestations of rank–abundance curves:
geometric series, log series, log-normal and
broken stick model (Fig. 11.5).

In a geometric series, each number is
a constant multiple of the number imme-
diately preceding it (1, 3, 9, 27, 81... is
an example; every number is a multiple
of 3). Biologically, this occurs when the
success of the dominant species is over-
whelming. This type of community has low
evenness with one (or a few) dominant
species and is typical of harsh, resource-lim-
ited environments such as deserts, arctic
tundra and recently scoured volcanic flow-
plains. A log series is similar to the geomet-
ric series except that it does not decrease as
rapidly. Biologically, this is similar to the
geometric series, except that the dominant
species does not tie up as many resources.
These series are usually found in human-
disturbed areas such as parks, farms and for-
est plantations. A community with a log-nor-
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Fig. 11.4. Rank–abundance curves of the four field communities in Table 11.2.



mal distribution has only a few common
species, many intermediately abundant
species and only a few rare species (Preston,
1962). This curve tends to represent com-
munities that are relatively undisturbed (late
successional meadows, for example). In the
broken stick model (MacArthur, 1957) the
limiting resource is shared evenly among all
species (there is no competition) and this
causes high evenness in the community.
This model is rather unusual but occasion-
ally occurs where there is eutrophication
(pollution, for example) and one resource
that would otherwise be limiting to a group
of similar organisms becomes excessively
abundant. 

Types of Diversity and Their
Measurement

Diversity can be defined and examined at
different spatial scales (Franklin, 1993;
Angermeier, 1994). At smaller scales (e.g.
individuals, populations, species), genetic
diversity is a focus because it is the basis
of natural selection and responds to it. At

larger scales (e.g. community, ecosystem,
landscapes, biomes), diversity becomes
important as a possible indicator of whether
communities (for example) differ from one
another or whether an ecosystem (for ex-
ample) is functioning well or not. Diver-
sity is often classified into categories
based on scale (Whittaker, 1975;
McNaughton, 1983; Brockway, 1998;
Loreau, 2000). The two main categories of
diversity are the total species diversity in an
area (inventory diversity) and the species
diversity along an environmental gradient
(differentiation diversity). They are subdi-
vided as follows.

• Total species diversity in an area (‘inven-
tory diversity’):

• α- (alpha-) diversity: the total species
diversity within one defined habitat or
community (e.g. an area the size of a
farm field, forest plantation, woodlot or
wetland);

• γ- (gamma-) diversity: the total species
diversity within an ecological land-
scape (e.g. an area the size of a water-
shed);
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• ε- (epsilon-) diversity: the total species
diversity within a larger ecological
landscape (e.g. an area the size of a
biome).

• Species diversity along an environmental
gradient (‘differentiation diversity’):

• β- (beta-) diversity: the compari-
son of diversity between habitats,
communities and/or along an environ-
mental gradient (e.g. changes in di-
versity along a 1-km long moisture
gradient);

• δ- (delta-) diversity: the comparison of
diversity between landscapes (usually
about the size of watersheds).

These categories are rather arbitrary. For
example, we defined γ-diversity as the
inventory (total) species diversity within
a landscape roughly the size of a water-
shed. However, some define it more like
differentiation diversity; others equate γ-
and δ-diversity because both are con-
cerned with landscapes about the size of
watersheds, thereby focusing on spatial
scale rather than considering whether in-
ventory and differentiation diversity
should be separated (Brockway, 1998; Goetz,
2000). 

Scientists have developed ways to
measure and interpret biodiversity, again
mainly at the scales of species. One reason
why it is important to do this is that the rel-
ative increase or decrease in species diversi-
ty might be a good indicator of the complex
ecological structure and function that exists,
but would otherwise be difficult to measure
(Lovejoy, 1994). 

Measuring αα-diversity

Measuring species richness 

Species richness is a common measurement
used to represent species diversity. A sim-
ple, typical approach is to randomly sample
individuals within a defined area and iden-
tify them to species. One common procedure
(called Margalef’s diversity index, DMg) used
is relatively easy to understand: 

• count the total number of species found
in the community (symbolized by a letter
S);

• count the total number of individuals
sampled (symbolized by a letter N);

• calculate species richness with the for-
mula DMg = S–1/ln N.

DMg is an index used only as a rough and
quick estimate of the species diversity in a
community. This is because DMg is sensitive
to the total area sampled, the number of
individuals sampled and whether all or
most of the species that exist were repre-
sented in the sample. 

Measuring species abundance

Species abundance can be measured using
relative and proportional methods. The ‘rel-
ative’ methods simply rank species in order
of their abundance and provide a broad
comparison of whether communities are
composed of one dominant species, a few
dominant species or species that are rela-
tively equal in abundance (Magurran, 1988)
(Fig. 11.5). These approaches tend to be less
popular because they are not quantitative
and are less relevant to weed ecology. More
broadly, there are dozens of methods of
measuring diversity, all with varying advan-
tages and disadvantages and popularity
(Table 11.3; see Magurran, 1988; Cousins,
1991; Schlesinger et al., 1994; Conroy and
Noon, 1996; Yorks and Dabydeen, 1998;
Stiling, 1999; Wilson et al., 1999, for longer
discussions).

‘Proportional’ species abundance meth-
ods measure and incorporate both evenness
and species richness. In Chapter 14, you will
be provided with some examples of calcula-
tions; in the current chapter, we provide the
theoretical basis for these methods. A com-
mon one used in weed ecology is called the
Shannon–Wiener diversity index (note that
this is sometimes incorrectly called the
Shannon-Weaver index) (Magurran, 1988;
Magnussen and Boyle, 1995). The
Shannon–Wiener diversity index is accurate
only if sampling is able to detect all species
actually present in an ecosystem and if indi-
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viduals were sampled randomly from popu-
lations too large to ever sample completely.
The Shannon–Wiener diversity index
requires data on the number of individuals
of each weed species found in the sample,
the total number of individuals (of all
species) found in the sample, and the pro-
portion of this total that each species repre-
sents. 

Another common proportional abun-
dance method is based on ‘dominance’.
Dominance measurements preferentially
increase the weight or importance of the
abundances of the most common species.
They do not provide a good assessment
of species richness but are useful when
examining evenness. A common domi-
nance index in weed ecology and, espe-

cially, in forest ecology is Simpson’s domi-
nance index because it quickly shows
whether a community is characterized by
only a few common species. Simpson’s
dominance index is based on the proba-
bility that any two individuals sampled
will turn out to be the same species. The
more a community is dominated by any
one species, the more likely it is that you
will keep sampling the same species over
and over and the less diverse the community
is. The advantage of Simpson’s dominance
index is that it is simpler to calculate than
the Shannon–Wiener index and requires
only that you sample and estimate the
number of individuals in any given species
and the total number of individuals in a
site. 
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Table 11.3. Comparing the scale, sophistication, and biases and limitations of diversity measures
discussed in this chapter. This table is modified from the approach used by Magurran (1988; see Table
4.5 on page 79 of this reference).

Name Scale Level of sophistication Bias and limitations

Margalef’s index α-diversity Measures only gross species Very sensitive to number and
richness thoroughness of sample

Shannon–Wiener α-diversity Measures species richness Moderately sensitive to 
diversity index and and evenness and compares sample size but sampling
evenness measure diversity between two must meet criteria of

different sampling areas randomness and
within a given habitat completeness (all possible 

species represented)
Simpson’s α-diversity Measures dominance of one Low sensitivity to sample size
dominance index species vs. other but says little about

species richness
Whittaker’s statistic β-diversity Measures the rate of turnover Low sensitivity to sample size

of species along a gradient and independent of α-
diversity; implicitly
assumes gradients are
linear and continuous
(many are not

Jaccard’s coefficient β-diversity Measures the similarity of Moderately sensitive to 
of similarity species composition sample completeness and 

between two communities does account for
differences in numbers of
individuals of different
species 

Steinhaus coefficient β-diversity Measures the similarity of Moderately sensitive to 
of similarity species composition between sample completeness

two communities; accounts
for differences in numbers of 
individuals of different species 
and relative success of
species common between
communities



Some simple ways to measure 
ββ-diversity 

Why the Whittaker method is useful

Recall that we said that the distinction
between α- and β-diversity (or any other
scales) can be arbitrary. However, the advan-
tage of measuring β-diversity is that it is
explicitly meant to compare different areas,
communities or landscapes, and this nor-
mally implies that you are examining the
effect of some type of putative environmen-
tal difference on species composition. The
key characters desirable in measuring β-
diversity are: 

• ability to account for changes in the
species composition along gradients in a
community (e.g. as soil moisture, tem-
perature or nitrogen concentrations
change across an area);

• additivity (i.e. values of β-diversity
remain constant no matter where you
sample, e.g. whether you sample along an
entire gradient or just from two ends of
the gradient);

• independence from measurements of α-
diversity (i.e. you can compare different
areas regardless of whether the α-diversi-
ty is high or low);

• independence from sample size (i.e. you
can make comparisons even if the sample
size is small). 

When all of these factors are considered, one
of the best methods is called Whittaker’s
method or statistic. It requires you to
measure the total number of species in the
sample and the mean species richness per
sample. 

Coefficients of similarity

Another common way to calculate β-
diversity is to use coefficients of similarity
such as the Jaccard, Sørenson and Steinhaus
indices. These are better for comparing
distinct habitats, rather than ones con-
nected by some type of environmental
gradient. They are based on comparing
the number of species that are common

or unique to two communities; Steinhaus’
coefficient also accounts for the numerical
(quantitative) differences in species found
in each community. Since the indices are
calculated in different ways, they may give
different answers, even though they are
measuring the same basic aspects of diver-
sity. The reason is related to their relative
sophistication. Steinhaus’ coefficient more
accurately accounts for the differences in
numbers of individuals. It also shows when
a species succeeds in one habitat but not
another. 

The idea that the coefficients of similar-
ity can give different answers illustrates a
pitfall in using diversity indices: numbers
tell you nothing unless you understand their
actual assumptions and meaning in ecologi-
cal terms. Magurran (1988) emphasized this
when she compared the utility of different
measures and the assumptions of each
(Table 11.3). 

Global Patterns of Species Diversity

If we use species richness as a measure of
diversity and compare this among commu-
nities around the world, there are observable
global patterns. In general, diversity is much
higher in the tropical regions than in tem-
perate or polar regions, e.g. the species rich-
ness of woody plants decreases from the
equator to the poles (Currie and Paquin,
1987) (Fig. 11.6). This pattern is not exact,
however. For example, at the same latitude,
there are more tree species in eastern North
America than in the west. A number of
mechanisms to explain these patterns have
been proposed – these tend to be classified
as either large- or small-scale mechanisms
(Fraser and Currie, 1996; O’Brian, 1998;
Whittaker et al., 2001). 

At large scales, climate and historical
factors are important determinants of
species richness. Climatic effects can be
quantified by examining ‘water-energy
dynamics’ (O’Brian, 1998). Energy (heat and
light) and water are necessary for photosyn-
thesis; thus photosynthesis will increase up
to a point as energy and water increase.
Available energy can be quantified using
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temperature or potential evapotranspiration
(PET); water availability can be quantified
using annual precipitation. O’Brian et al.
(1998) successfully described species, genus
and family richness of woody plants in
southern Africa using PET and annual rain-
fall. Historical factors include the time since
glaciation, speciation rate and dispersal
effects. Communities closer to the equator
have had much more time since glaciation
and therefore have had more time for evolu-
tion to occur and new species to arise.

The intermediate disturbance hypothesis

On smaller scales, local factors moderate
general richness patterns. For example,
topography, species interactions and distur-
bance will affect local richness. One impor-
tant way to explain species diversity is the
‘intermediate disturbance hypothesis’ (Fig.
11.7). The key aspects to this hypothesis are
defining ‘disturbance’, explaining what dis-
turbance means for species diversity and
determining when disturbance is ‘interme-
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Fig. 11.6. Pattern of species richness for trees in North America. (Currie and Paquin 1987; with permission
of Nature and the author.)



diate’. Disturbance is any event that disrupts
the existing structure or function of the envi-
ronment. Disturbance can vary in temporal
scale, i.e. it can be periodic (e.g. someone
steps on a weed, a tree is blown over, a
forest fire erupts, a hurricane occurs) or
continual (e.g. grazing, burial, yearly high
tides, ice scouring). Disturbances also can
vary in ‘intensity’. Ecologists tend to use
‘intensity’ to describe a physical character-
istic of the disturbance, e.g. a forest fire that
burns at high temperatures, destroys all
vegetation and mineralizes almost all the
nutrients, or herbivores that eat the meris-
tems of plants so they cannot regrow.
Ecologists also could examine distur-
bances on the basis of spatial scale (e.g.
stepping on a weed is small scale and a hur-
ricane is large scale). However, spatial scale
can be incorporated into the definition of
intensity (e.g. a hurricane is more intense
because it is more violent and affects many
individuals). 

A habitat’s structure and function
results from many frequencies and intensi-
ties of disturbance. For example, grasslands
may have areas of high- and low-intensity
grazing, gopher holes, and piles of animal
faeces with locally high concentrations of
nitrogen. The various frequencies and inten-
sities of these disturbances help to open and
allow colonization of gaps of different sizes
at different times. This is part of an ecologi-

cal process called ‘patch’ or ‘gap’ dynamics
that creates a mosaic of vegetation types
with different individuals and, in general,
species responding in different ways to the
disturbance regimes (Grubb, 1985). Thus,
while disturbance harms or destroys some
individuals (Grime, 1979; van der Maarel,
1993), it also releases resources and allows
new individuals to colonize; weeds, unfor-
tunately, are well adapted to almost any dis-
turbance. 

The intermediate disturbance hypo-
thesis relates diversity to the frequency and
intensity of disturbance in an ecosystem
(Grime, 1973; Horn, 1975; Connell, 1978;
Petratis et al., 1989; Wilkinson, 1999;
Buckling et al., 2000; Whittaker et al., 2001).
At one extreme, high frequencies and
intensities of disturbance change selection
pressures so rapidly that the number of
species that survive will be small (most
become extinct). As the frequency and/or
intensity of disturbance declines, diversity
will increase because: (i) there is suf-
ficient disturbance to open a niche for new
species, and (ii) there is enough time
between major disturbances to allow more
species to colonize successfully. It is at these
‘intermediate’ levels of disturbance that
diversity is highest. When the frequency of
disturbance is very low, the relative con-
stancy of selection pressures means a few
well-adapted species can dominate and
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competitively exclude most existing species
and would-be colonizers. As a result, few
new species establish themselves and diver-
sity is low. 

A major problem with the intermediate
disturbance hypothesis is related to defining
exactly what time periods and states ‘high’,
‘intermediate’ and ‘low’ frequencies of dis-
turbance represent. For example, does ‘high
disturbance’ mean a 1000 ha forest fire that
burns at 300°C every year or does it mean a
10 ha forest fire that burns at 100°C every 10

years? What if there was a mix of these con-
ditions, e.g. a 1000 ha forest fire that burns at
100°C every 50 years – is this high, inter-
mediate or low disturbance? There are no
standard criteria to define frequencies and
intensities, hence there is disagreement over
how, when and if the intermediate distur-
bance hypothesis explains diversity pat-
terns. A good approach is to establish
the historical pattern of disturbance (if
possible) and then relate the current distur-
bance frequency and intensity to this. Even
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Fig. 11.8. Hypotheses about the relationship between diversity and community function (redrawn based
on Johnson et al., 1996).
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if this is done, however, the historical
pattern will vary across the planet, e.g. our
discussion of why tropical ecosystems have
relatively high diversity included the idea
that they have had less recent disturbance
from glaciation. The general lesson from
this is to ensure that you understand the
context of your study rather than trying to
apply too general a concept like ‘intermedi-
ate disturbance’. The basic theory is sound;
its application requires careful analysis
within the particular situation you are
studying. 

Is Species Diversity Important to
Ecosystem Function?

Even if we can recognize patterns of species
diversity and their general causes, this still
does not test the fundamental question of
whether species diversity is merely an out-
come of natural selection or whether it has
important ecological roles that will influ-
ence natural selection. In the last 50 years,
people have debated whether the ecological
role of diversity is to make ecosystems less
vulnerable to destruction, i.e. whether
species diversity allows more ecosystem sta-
bility. 

Hypotheses used to explain the functional
role of diversity

Diversity-stability hypothesis 

The species diversity-stability hypothesis
(whether species diversity allows more
ecosystem stability) originally focused on
the idea that complex trophic structures
resulted in more stable communities
(MacArthur, 1955) (Fig. 11.8). Elton (1958)
refined this further when he hypothesized
that human-disturbed communities, where
many species had been ‘extirpated’ (made
extinct in certain locations), were prone to
pest outbreaks and unpredictable fluctua-
tions in populations. May (1974) asked what
is, in hindsight, an obvious question: does
diversity confer ecosystem stability or does
ecosystem stability allow for increased

diversity? He used mathematical models to
test how the number and type of linkages
within food webs related to stability. May
found that the relationship of food web sta-
bility to diversity was more of an illusion
because it all really depended on a relative-
ly constant environment (not unlike what
would be found when there were intermedi-
ate level disturbances). A constant environ-
ment was the limiting factor and therefore
stability causes diversity. This reversal of
the diversity-stability hypothesis caused sci-
entists to test the hypothesis further and
offer alternatives or refinements.

Species redundancy hypothesis 

One question raised by May’s work is
whether species are so similar (redundant)
that elimination of most of them would not
affect ecosystem function (see reviews in
Schulze and Mooney, 1993). This is the
‘species redundancy hypothesis’. It implies
that most species are interchangeable and
that conservation of most species is not nec-
essary in terms of ecosystem function.
However, Walker (1992) explained that
redundancy is better interpreted as follows.
First, we might classify species in definable
groups based on species that have the same
function in an ecosystem; some of these
species and functions are extremely impor-
tant to the total ecosystem function – recall
our earlier discussion about what we called
‘keystones’. Then, we need to determine if
there are enough species to expand their
roles (‘take over the job’) when another
species in the same functional group
becomes extinct. Finally, we need to
examine whether any of the functional
groups has been or is likely to be eliminated
entirely. If the keystone groups exist and are
not threatened, then species diversity may
be less important (Walker, 1992; Schulze
and Mooney, 1993; Vitousek and Hooper,
1993; Martinez, 1996). There is, however, a
further caveat to the species redundancy
hypothesis. It probably applies only if extir-
pations or a few extinctions are occurring –
as opposed to mass extinctions on a planet-
wide scale.
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Rivet-popper hypothesis 

Unfortunately, extinctions can occur on a
planet-wide scale and this appears to be
what humans are doing now. Ehrlich and
Ehrlich (1981) recognized this problem and
proposed the ‘rivet-popper hypothesis’.
Using the analogy of species as rivets on an
airplane wing, the Ehrlichs argued that there
is functional and structural redundancy
built into a system like an airplane wing or
an ecosystem (more rivets than needed,
more species than needed). The problem is
that the loss of one rivet or one species con-
tributes to a cumulative effect. By itself, a
loss of one rivet or one species may not
cause a sudden change. The loss of several
rivets or species also may not cause any
changes. However, at some unpredictable
point, the losses of many rivets or many
species will cause an irrevocable change
because their cumulative effect is to under-
mine the structure and function of the wing
or ecosystem. Effectively, the Ehrlichs pro-
pose that ecosystem function is compro-
mised only as species loss increases but the
number required to cause problems is
unknown. Therefore, it is not wise to extir-
pate any species because we do not know
how many other species have been lost
before and if the loss of just one more
species might be the one that pushes the
ecosystem over the threshold and into obliv-
ion. 

Bumper hypothesis (changes in critical
systems)

Schulze and Mooney (1993, p. 497) noted
that a species that is not now a keystone
species eventually may become one. The
analogy used was automobile parts. A
bumper is usually not a critical system –
unless you happen to get into a low-speed
accident that otherwise would cause serious
damage to life and property. In the same
way, a species might indeed be redundant or
less important today – but what happens if
the environment changes? Some people
believe the environment is constant but, at
scales from years to aeons, environments

inevitably do change, so this hypothesis
probably applies to many situations. 

Empirical tests of hypotheses about diversity
and ecosystem function 

The hypotheses discussed above are all
plausible but it has been difficult to deter-
mine which, if any, are good explanations
for the continued existence and role of
species diversity. The primary controversy
has been whether diversity does indeed cre-
ate a better, more stable ecosystem or
whether ecosystems can survive with just a
few species. The reason it has been difficult
to resolve this controversy is that it is diffi-
cult to test all these hypotheses. It is chal-
lenging (to say the least) to manipulate entire
ecosystems or find appropriate post hoc tests
using existing ecosystems. In either case, the
studies would, and do, take a long time to
complete. 

In the absence of much evidence, the
debate over diversity has become heated, as
it is apparent human disturbance is causing
rapid and massive extinctions and extirpa-
tions (Ehrlich and Ehrlich, 1981; Wilson,
1985). The debate at first centred on whether
these extinctions were really so rapid and
massive but then shifted focus to whether
diversity has any ecological meaning (re-
member that few tests of the hypotheses
have been completed). Exacerbating this
is the use of so many different definitions
of words associated with diversity. Con-
sequently, trying to compare hypotheses and
tests about diversity is like trying to read an
instruction manual that keeps switching
languages at random (King and Pimm, 1983;
Pimm, 1991; Drake et al., 1996). Further, few
studies have actually asked exactly the same
questions, hence comparing studies is diffi-
cult (McNaughton, 1988).

What tests and evidence exist? 

Although there has been a recent flurry of
tests, the empirical evidence to date has not
resolved the diversity issue. McNaughton
(1985) and Frank and McNaughton (1991)
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provided some of the first empirical evi-
dence that diversity and stability were
linked. However, the controversy exploded
again when Tilman and Downing (1994)
and Naeem et al. (1994, 1995) used field and
controlled environment studies, respective-
ly, explicitly to test the diversity-stability
hypothesis. In these studies, species diver-
sity was determined to be an important fac-
tor in ecosystem function and stability, but
not consistently. For example, greater
drought resistance in prairie ecosystems
occurred because species diversity was cor-
related with increased biomass (Tilman and
Downing, 1994). Primary productivity rose
with increased species diversity and this
appeared to indicate increased ecosystem
stability (Naeem et al., 1994). However,
Naeem et al. (1994) found contradictory
results, e.g. important ecosystem processes
like nutrient retention were not affected by
species diversity (Berendse, 1993). 

Contradictory results and ideas on diversity’s
role in ecosystems

You will find that many papers have been
written about diversity’s role in ecosystems
(Clements et al., 1994; Naeem et al., 1994,
1999; Johnson et al., 1996; Tilman et al.,
1996, 1997; Huston, 1997; McGrady-Steed et
al., 1997; Naeem and Li, 1997; Tilman, 1997;
Wardle et al., 1997; Chapin et al., 1998;
Hooper and Vitousek, 1998; Lundberg and
Frodin, 1998; Naeem, 1998). The general
conclusion of these papers has been that
diversity and stability may be related but
there are enough problems with experimen-
tal designs and semantics that conclusive
evidence about the exact nature of the rela-
tionship between diversity and stability is
still lacking. Some suggest that different
diversity hypotheses apply to different types
of ecosystems and ecosystem processes
(Lawton, 1994; Naeem et al., 1995; Symstad
et al., 1998), thereby explaining contradic-
tory results. Another explanation for contra-
dictory results may be as simple as the fact
that diversity is too broad a concept to use as
a good indicator, but it continues to have
political and illustrative appeal and power

for that very reason (Angermeier and Karr,
1994; Schläpfer, 1999). Fortunately, the
controversy over diversity-stability has
not impeded assessing the risks and dam-
ages caused by weeds and other invasives
and how humans are creating these prob-
lems (Lundberg and Frodin, 1998; Dukes
and Mooney, 1999; Levine and D’Antonio,
1999; McKinney and Lockwood, 1999;
Mack et al., 2000). It has, however, compli-
cated the argument over the mechanisms
and consequences of plant invasions
(Chapter 13).

The Political Aspects of Diversity

Because there are a lot of hypotheses and
analogies but few examples of evidence,
diversity has become as much a political as
a scientific controversy (Ehrlich and Wilson,
1991; Pitelka, 1993; McFadden and Parker,
1994; Tisdell, 1994). The debate has both
scientific and political aspects that are inter-
twined. The political issue is usually based
on the problem that conservation of species
diversity can impinge on economic wellbe-
ing and vice versa (Franklin, 1993). In many
cases, scientists are asked to defend and
define species diversity in terms of benefits
to humans (e.g. medicines, aesthetics) rather
than actually answer the scientific questions
about species diversity and stability (Kunin
and Lawton, 1996). In the absence of much
evidence, scientific ideas about species
diversity can be used to support either side
of the political issue. Some argue that since
natural selection inevitably eliminates
species, human-caused extirpation or extinc-
tion is akin to natural selection. Scientists
who support the idea that diversity creates
stability are not likely to agree with this
interpretation, since human-caused extinc-
tion outpaces expected extinctions by sever-
al orders of magnitude. Most scientists
prefer to project themselves as following a
version of the medical Hippocratic oath:
first do no harm or, in other words, do not
knowingly eliminate species. Scientists
probably would prefer to see the diversity-
stability debate confined to the domain of its
origin: testing scientific hypotheses. The
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problem is that the political controversy is
outpacing the ability of science to keep up.

Summary

In Chapters 2–7 we talked about characteris-
tics of individual plant populations. Then, in
Chapters 8 and 9 we discussed how popula-
tions interact, and in Chapter 10 presented
some methods used to study populations and
their interactions. In this chapter, we built on
these basic concepts to introduce communi-
ties. We presented various ways of defining
and describing communities, and introduced
ideas of how communities change over time. 

Diversity is a broad concept that cap-
tures the idea that life on earth exhibits a lot
of variation. This variation exists at many
scales, from genetic through ecosystem.
Different measurements attempt to quantify
diversity and thereby provide insight into
differences between ecological communities.
However, our measures all have assump-
tions that may not always be met and they
also should never be used without consider-
ing the type (scale) of question being asked.
More generally, the entire concept of diver-
sity is problematic because it is difficult to
use such a broadly defined term to ask quan-
titative and qualitative questions like:

• Does more species diversity help ecosys-
tems to function better and last longer?

• Does loss of species diversity by human
(or other) disturbance threaten the exis-
tence of ecosystems?

For weed ecology, the relevance of these
questions may appear indirect but they are
actually no less important than the general
debate we described in this chapter. For
example, if there are many weed species,
this may increase diversity – but is this
beneficial? The answer might be yes if the
increased diversity of weeds is a result of
environmental conditions favouring low
numbers of each weed species, because they
compete with one another or are eaten or
parasitized. If this situation prevents any
one weed species from outcompeting
natives, crops or trees in plantations, then
increased species diversity (based on more
weed species) is beneficial. In general, how-
ever, weeds respond to most disturbances
and their ultimate impact is usually to
reduce species diversity, at least in non-
managed habitats. This may affect ecosystem
function and certainly reduces the diversity
of native species. Our general conclusion is
that diversity does matter in that the evi-
dence supports the idea that ecosystems
with more species and more genetic varia-
tion are less likely to succumb to a sudden
environmental change. The question really
is ‘how much’ diversity is needed for an
ecosystem to function over the long term,
and this has yet to be answered. 
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Questions

1. What type of communities does your selected weed species tend to be found in? Is your weed species
a keystone species? Has it influenced the biodiversity and/or ecosystem function of any habitats in which
it is found? If so, is there an explanation for how it exerts its influence?
2. Do communities really exist?
3. Why does diversity exist?
4. How would a study designed to measure α-diversity differ from one designed to measure β-diversity?
5. Why is it so difficult to determine the role of diversity in ecosystems?
6. If weeds were to increase species diversity in a habitat, would this be interpreted as a benefit to the
ecosystem? How would your interpretation differ using the various hypotheses about diversity’s role in
ecosystems?
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12
Community Dynamics: Succession and Assembly

Concepts

• Communities are dynamic over time; their composition changes over days, years or cen-
turies.

• Primary succession occurs on newly created land, whereas secondary succession occurs
after a disturbance removes only part of the plant biomass and substrate.

• Some processes that influence the type and rate of succession are facilitation, tolerance
and inhibition. Succession is directed by site availability, species availability and species
performance.

• Communities are assembled over time. Membership of a community will be determined
by the interaction of species traits and the biotic and abiotic filters of the habitat.

• Species present in a community (actual species pool) must be members of the total, habi-
tat, geographical and ecological species pools.
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Introduction

In Chapter 11, we focused on how commu-
nities ‘look’ at one point in time; that is com-
munity structure as related mainly to diver-
sity. The composition of any community
will fluctuate daily, seasonally, annually,
and will change over decades, centuries and
millennia (Fig. 12.1). Over a year, commu-
nities change visibly as a result of phenolo-
gy and short-term weather patterns. Even
when we try to maintain a stable commu-
nity, such as in a perennial garden, com-
position is dynamic. Year-to-year species
composition changes in response to envi-

ronmental factors. A wet year may favour
some species, increasing their abundance
over another species. Even the most fastidi-
ous of gardeners will have different species
abundances from year-to-year and some
species will be inadvertently lost or intro-
duced over time. Weed communities in agri-
cultural systems will change over time even
when the cropping and tillage systems are
consistent. Such short-term fluctuations in
community composition may or may not
result in long-term compositional changes. 

Over the long term (centuries to millen-
nia), communities change as a result of
selection pressures. Over intermediate time



208 Chapter 12

scales (decades to centuries), there are
changes in vegetation that we call succes-
sion. Succession is the directional change in
community composition and is different
from seasonal or random fluctuations in veg-
etation. This intermediate scale of vegeta-
tional change is the focus of this chapter. In
some cases we can observe a community
change over our life span. For example, we
can watch an abandoned field proceed from
a community of annual and perennial weeds
during our childhood, to one with scattered
shrubs in our adulthood, and possibly to the
initial stages of a forest in our old age. In
other cases, the development of vegetation
and its change over time is almost imper-
ceptible; for example, succession following
the retreat of a glacier is very slow (Fastie,
1995). 

Community Dynamics

The classical ecological theory assumed that
natural communities existed in a state of
‘dynamic equilibrium’. Communities were
said to develop over time into a specific sta-

ble community type (the climax communi-
ty). Equilibrium communities were thought
to be controlled primarily by competition,
and species co-existence was thought to be
dependent on niche differentiation and
resource partitioning. Implicit in this was
the idea that following a disturbance, a com-
munity would return to its original state
(Perrings and Walker, 1995). These ideas,
however, do not fit with current empirical
evidence (Pickett et al., 1992; Holling et al.,
1995). For example, we now know that fol-
lowing a disturbance, different types of
communities can develop and therefore
there is no such thing as a single climax
community (Walker, 1981; McCune and
Allen, 1985; Dublin et al., 1990). Abrams et
al. (1985), for example, showed that clear-
cut jack pine (Pinus banksiana) stands can
develop into either sedge meadows, hard-
wood and shrub communities, or return to a
jack pine community depending on the sea-
son of cutting and whether the site was
burned by natural or controlled burns (Fig.
12.2). 

The theory of communities reaching
equilibrium has now been replaced by the
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Fig. 12.1. Vegetation change over different time scales (redrawn from Miles, 1987). 



non-equilibrium concepts that focus on
community-level processes and changes
over time rather than on any single
climax community state (DeAngelis and
Waterhouse, 1987). According to Pickett et
al. (1994), the ‘balance [equilibrium] of
nature’ is a cultural myth or metaphor rather
than a scientific concept. Non-equilibrium
concepts recognize that while some com-
munities may be at equilibrium at some
scales, this is not necessarily the ‘normal’
situation. Pickett et al. (1992) suggested that
we use the ‘flux of nature’ as our metaphor
rather than considering nature to be in
balance.

Once we accept that communities are
not necessarily at equilibrium we can begin

to describe how they change over time. The
term stability is often used to describe how
communities resist change in response to
disturbance or stress, but it is a vague term
and has been defined in many ways (Lĕps et
al., 1982; Pimm, 1991). Community stability
is broken into three components: persist-
ence, resistance and resilience (Table 12.1).
Thus, a community’s stability is a function
of how long it remains the same (persist-
ence), whether it resists stress or distur-
bance (resistance), and its ability to return to
its original state following a disturbance
(resilience). The combination of these three
components determines stability; however, a
community very strong in one component is
not necessarily strong in the others. For
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Fig. 12.2. Multiple successional pathways following burning or clearcutting of a mature jack pine forest
(Abrams et al., 1985; Copyright 1985, with permission from Elsevier Science).

Table 12.1. Terms associated with descriptions of community stability.

Term Definition Source

Persistence ‘The ability of a community to remain relatively unchanged Barbour et al. (1999)
over time’

Resistance ‘The ability of a community to remain unchanged during Barbour et al. (1999)
a period of stress’

Resilience ‘The ability of a community to return to its original state Barbour et al. (1999)
following stress or disturbance’

Elasticity ‘The speed at which the system returns to its former state Putman (1994)
following a perturbation’



example, a community may be persistent but
not resistant or resilient, and therefore will
be susceptible to disturbance. A community
may be highly resilient under a certain mag-
nitude of disturbance, but once a threshold
is passed, a transition will occur and an
alternative state will be reached with either
the same or new species composition. Such
changes in community structure and func-
tion can be irreversible and quite abrupt
(Perrings and Walker, 1995). 

History and Development of
Successional Theory

The term succession was originally used by
Thoreau in 1860 to describe changes in forest
trees (McIntosh, 1999). It remained largely
unused until Cowles (1899) studied primary
succession on the sand dunes of Lake
Michigan near Chicago. He described how
they developed through various associations
to a forest climax. Cowles (1901) recognized
that succession is ‘not a straight-line process.
Its stages may be slow or rapid, direct or tor-
tuous and often they are retrogressive.’ 

Clements (1916, 1936), a contemporary
of Cowles, was a more forceful individual
and therefore his rather dogmatic writing on
succession overshadowed those of Cowles
(McIntosh, 1999). Clements described in
detail what we now think of as the classical
succession paradigm. He described it as a
directional, progressive, orderly change in
vegetation that would ultimately converge to
a stable, predictable climax community.
Clements believed that the vegetation in
each successional pathway altered the envi-
ronment and ameliorated it for later invad-
ing species. Thus, early species facilitated
the invasion of later species. From this,
Egler (1954) later developed the idea of
‘relay floristics’ where early species pre-
pared the environment for later ones. Thus,
Clements’ view of succession proposed that
autogenic (internal) processes controlled the
development of the community climax.
Clements believed that communities were
more than the sum of their species and that
they had properties of a superorganism
(Chapter 11). 

Two criticisms arose about Clements’
ideas. First, Clements invoked climate as the
sole determinant of community composition
and neglected other factors. As we have
seen in earlier chapters, other biotic and abi-
otic factors can be important community
determinants. Second, Clements did not rec-
ognize the possibility of multiple succes-
sional pathways, an idea already hinted at
by Cowles. Nevertheless, Clements’ work is
important for his observations of communi-
ty dynamics and his recognition of the
importance of disturbance to the process of
succession (Walker, 1999).

In response to Clements’ work, Gleason
(1917, 1926) noted that successional events
were not predictable and that succession
proceeded independently following a dis-
turbance. He believed that communities
were simply collections of species with sim-
ilar environmental tolerances. One criticism
of Gleason’s work was that he ignored the
importance of species interactions in deter-
mining community composition, instead
focussing almost entirely on abiotic process-
es (Tansely, 1935). 

Gleason’s views were greeted sceptical-
ly at first, and not taken seriously until
decades later in the 1950s. By then ecolo-
gists had begun to recognize the work of
Watt (1947) and others, who said that com-
munities were a mosaic of patches at differ-
ent successional stages. While overall com-
munity structure might remain constant,
individual patches were dynamic. The dif-
ferences between Clements and Gleason are
not as extreme as they first appear. Clements
looked at overall change in species compo-
sition over a pathway, whereas Gleason
looked at smaller-scale changes in individ-
ual patches. Therefore, Clements observed
temporal changes, and Gleason, spatial pat-
terns.

Patterns of Primary and Secondary
Succession

There are two main types of succession: pri-
mary and secondary. Primary succession
occurs on newly created land (e.g. following
a volcanic eruption), whereas secondary
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succession occurs after a disturbance
removes only part of the plant biomass and
substrate (e.g. following a forest fire). 

Primary succession

Primary succession occurs on newly created
land where no plants have grown previous-
ly or where there is no effective seed bank on
site. Habitats undergoing primary succession
are usually environmentally harsh because
there is no vegetation to ameliorate the abi-
otic environment and there tends to be few
nutrients and little water. Primary succes-

sion is a slow process because there is no
soil structure or remnants of vegetation to
aid regeneration. 

del Moral and Bliss (1993) compared
the rate of primary succession in five habitat
types following the eruption of Mount St
Helens in 1980 (Fig. 12.3). They found that
the type of soil substrate and vegetation that
remained influenced the rate and types of
successional pathway. Species richness (α-
diversity) increased faster when some vege-
tation remained or was nearby (on the scour
and lahar). After 10 years, the mean per-
centage cover was low at all sites except on
the scour habitat where some original vege-
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Fig. 12.3. Change in: (a) species richness (number in 250-m2 plots), and (b) percentage cover during
primary succession at five sites on Mount St Helens (redrawn from del Moral and Bliss, 1993).  



tation and soil remained. Even the lahars,
which showed increasing richness over time
still had only 5% cover. Species composi-
tion also differed among the habitat types
(Table 12.2). Species composition in three
habitats (ridge, pumice and plains) was sim-
ilar, but these differed substantially from the
relatively unaffected tephra habitat.
Communities established on mud flows
(lahar) were intermediate in species compo-
sition reflecting its proximity to propagules.
Even though the lahar and tephra vegetation
had similar species composition, their struc-
ture varied considerably as the mean per-
centage cover for these sites in 1990 was 4%
and 47%, respectively. 

del Moral and Bliss (1993) noted that
the characteristics of early invading species

may determine how succession proceeds
because once a species is established, its
own seed production will outnumber
propagules of other species that immigrate
from other communities. Furthermore, early
invaders tended to be located in the
more favourable microhabitats, thus improv-
ing their own survival. Finally, environ-
mental conditions during the establishment
phase may favour some species over
others, further directing the successional
pathway.

Secondary succession

Secondary succession is the most common-
ly observed type of succession. It is usually
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Table 12.2. Five dominant species in the major study areas of del Moral and Bliss (1993). Species are
ranked according to percentage cover. The Scoured Ridge omitted and intact late successional
vegetation site added for comparison (from del Moral and Bliss, 1993).

Sites

Secondary Blasted Pumice Abraham
succession, Lahar, ridge, plains, pumice,

up to 15 cm of ash mud flow lava, ash and heterogeneous pumice of 2–3 cm
(tephra) deposited leaving barren residual soil pumice desert diameter, desert

Species on vegetation substrate remaining pavement

Thin bentgrass,
Agrostis diegoensis 1 5

Dwarf lupin,
Lupinus lepidus 2 2 1

Spreading phlox,
Phlox diffusa 3

Newberry’s fleeceflower,
Polygonum newberryi 4 1

Pink mountain-heather,
Phyllodoce empetriformis 5

Cardwell’s penstemon,
Penstemon cardwellii 3

Common catsear,
Hypochaeris radicata 4 4 4 3

Alpine buckwheat,
Eriogonum pyrolifolium 5

Western pearly everlasting,
Anaphalis margaritaceum 2 1 1

Fireweed,
Epilobium angustifolium 3 2 2

White hawkweed,
Hieracium albiflorum 5 3 4

Rusty saxifrage,
Saxifraga ferruginea 5



initiated by a natural or human-caused dis-
turbance; for example, fire, hurricanes and
flooding initiate secondary succession.
Cessation of human activities can also initi-
ate secondary succession, such as when an
agricultural field is abandoned. In all cases,
there are existing vegetation or seed banks
available to aid regeneration.

The rate at which secondary succession
proceeds is dependent on the type of soil
substrate remaining and on whether estab-
lished vegetation is nearby and can provide
propagules for regeneration. The rate is also
dependent on the type of agent initiating
succession. For example, a hurricane, clear-
cut forest or small brush fire can initiate sec-
ondary succession, but the vegetation will
develop at different rates. 

Old field succession is probably the
most studied type of secondary succession.
It follows the cessation of farming activity
such as ploughing and herbicide usage. A
classic example of secondary succession is
described in Brown and Southwood (1987)
who characterized the succession of old
fields on sandy soils at Silwood Park in
southern Britain. When ploughing stopped,

annuals were the first to colonize. Bien-
nials briefly dominated in the second
year, followed by an increase in perennials.
These changes were reflected in the rapid
increase in α-diversity over the first year
followed by a gradual decline as peren-
nials and then shrubs and trees dominated
(Fig. 12.4).

Patterns and Processes of Succession

Patterns of succession

We have looked at specific examples of pri-
mary and secondary succession, but what
generalizations can we make about commu-
nities undergoing succession, and what eco-
logical processes are important over the
course of a successional pathway? As com-
munities develop, the types of plants grow-
ing there will change, often in a predictable
manner.  There are some general patterns as
succession proceeds. First, plant cover, bio-
mass and species richness tend to increase
over time, at least to a point after which they
may level off or decrease. The most obvious
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change is the increase in canopy height from
small annuals and herbaceous perennials to
shrubs and trees during many successional
pathways in temperate and tropical envi-
ronments. 

Huston and Smith (1987) summarized
plant traits associated with early and late
successional species (Table 12.3). These
traits have been equated with r- and K-
selected species (see also Chapter 3); how-
ever, Grubb (1987) cautioned against this.
The high intrinsic rate of population
increase (r) associated with early succes-
sional species can be achieved both by r- and
K-selected species. A high r results from
high fecundity in r-selected species and
from low mortality in K-selected species
(Grubb, 1987). During early stages of succes-
sion there is a high rate of species change
and replacement, but as the community
ages, species turnover rate declines. This
is due primarily to the rapid growth rate
and short life span of early successional
species compared to late successional
species. 

Grime (1977) illustrated patterns of suc-
cession on his C-S-R triangle (Fig. 12.5a). In
early secondary succession, species are rud-

erals (R) because there is abundant light
and nutrients. The successional pathway
favours competitive species (C) and then
long-lived stress-tolerators (S) as nutrients
and light become limiting. The direction of
the pathway will vary with the level and
consistency of potential productivity (nutri-
ent status). Higher potential productivity
will lead to species that are competitive in
the intermediate stages. Potential productiv-
ity rarely stays constant throughout a path-
way. Nutrients can also be added or
removed through human actions. Using this
model, successional pathways of specific
habitats can also be mapped; for example, in
a fertile forest, the pathway favours compet-
itive species for approximately 25 years,
and then favours toward stress-tolerators as
the biomass continues to accumulate (Fig.
12.5b). Conversely, in an annually harvested
meadow, the pathway begins with competi-
tive species and the ruderals as biomass
decreases. 

This way of illustrating succession is
unlikely to fit all situations. Ecke and Rydin
(2000) examined the C-S-R model and found
that primary succession on uplifted sea coast
meadows did not follow the expected trend.
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Table 12.3. Comparison of physiological and life history traits and population dynamics of plants from
early and late stages of successional (from Pianka, 1970; Bazzaz, 1979; Huston and Smith, 1987).

Trait Early succession Late succession

Seed and dispersal
Seed size and number Many, small seeds Few, large seeds
Dispersal distance Long Short
Dispersal mechanisms Wind, birds, bats Gravity, mammals
Seed viability Long Short

Size at maturity Small Large
Maximum life span Short (often < 1 year) Long (usually > 1 year)
Timing and frequency of Early, often monocarpic Late, usually polycarpic

reproductive events
Growth rate Fast Slow
Structural strength Low High
Survivorship Often Deevy Type III Often Deevy Type I and II
Population size Often variable over time Fairly constant over time
Resource acquisition rate High Often low
Recovery from nutrient stress Fast Slow
Root to shoot ratio Low High
Photosynthetic rate High Low
Photosynthetic rate at low light Low High
Respiration rate High Low



Here they found that ruderals were not able
to colonize the disturbed sites, but that
species tolerant of disturbance were domi-
nant in early succession. This is a strategy
not considered in the C-S-R model (Steneck
and Dethier, 1994; Ecke and Rydin, 2000).
Thus we can gain general insight using the
C-S-R model but it may not be applicable in
all situations.

Processes of succession: facilitation,
inhibition and tolerance

In 1954, Egler proposed two models to
explain succession. The ‘initial floristics
model’ described how most species were
present at the initial stages of succession but
that the later successional species became
more prominent over time as a result of
longer lifespan, slower growth rate and larg-
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er size at maturity (Fig. 12.6). Drury and
Nisbet (1973) expanded on this idea and
tested whether physical stress and competi-
tion might also be important processes in
succession. Second, Egler’s ‘relay floristics
model’ proposed that species prepare the
environment for later appearing species,
making it inhospitable to themselves.

In 1977, Connell and Slatyer further
developed some of these ideas and pre-
sented three models to explain the mecha-
nisms of succession: facilitation, inhibition
and tolerance (Fig. 12.6). These models
are still used as a basis to describe the
processes underlying succession. These
processes interact and the development
of most pathways is a combination of all
three. Furthermore, the relative impor-
tance of the three processes will change
over time.

Facilitation

This model develops Clements’ original
ideas that early species facilitated the inva-
sion of later ones. For example, they may
ameliorate temperatures by providing shade,
or may increase soil nitrogen by fixing
atmospheric nitrogen. In this way, late
invading species cannot appear until after
the environment is ‘improved’ by earlier
species. There are many examples of facili-
tation in natural communities; however,
these occur mostly in primary succession
where early environments are severe
(Walker and Chapin, 1987). For example,
after Mount St Helens erupted, nitrogen-fix-
ing lupins (Lupinus lepidus) were among the
first species to colonize. When they died,
other species could then take advantage of
the released nitrogen (del Moral and Bliss,
1993).

Early accounts of primary succession
often reported the importance of lichens,
moss and algae in facilitating the establish-
ment of pioneer vascular plants (Griggs,
1933; Booth, 1941) because they were
thought to build soil and create micro-
habitats for vascular plants. In fact, this is
not necessarily the case. On Mount St
Helens, for example, lichens, moss and algae
did not establish in many habitats because of

the dry summers and porous rock, and
therefore they did not play a role in primary
succession (del Moral and Bliss, 1993). In
other situations, moss and lichens may
actually inhibit the succession of vascular
plants on volcanic soils (Frezen et al.,
1988). 

Inhibition

Inhibition occurs when existing plants pre-
vent or inhibit the establishment of subse-
quent species. This is caused by a combina-
tion of physical, chemical or biotic means.
Usually, the early plant becomes established
in a site and pre-empts biological space.
There are numerous examples of inhibition
in succession. In fact the lupins, mentioned
in the above section on facilitation, inhibit-
ed establishment of other individuals while
they were alive. It was only after their death
that lupins facilitated the establishment of
others. 

The inhibitory effect of a species can
last long after the individual has died. Litter,
for example, can have an inhibitory effect
that favours some species over others. In
an old field succession, for example, the
litter of giant foxtail (Setaria faberii) is a
physical and chemical deterrent to annual
fleabane (Erigeron annuis) (Facelli and
Facelli, 1993). When the litter is removed,
annual fleabane is able to establish and then
reduces the growth of giant foxtail. The
process of inhibition tends to favour early
colonists over late colonists, thus dispersal
ability and getting established first are very
important.

Tolerance

Connell and Slatyer (1977) viewed facilita-
tion and inhibition as extremes on a contin-
uum, and placed tolerance in the centre.
Under this model, early species have no
effect on subsequent ones. The timing and
success of each species’ colonization is
determined by its tolerance to environmen-
tal conditions; for example, late succession-
al, long-lived species are more likely to
tolerate shade than early successional
species.
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Effect of environmental severity on
successional processes

The types of processes that are important in
determining species change will change
with the stage of succession (early, mid- and 

late), the types of succession (primary vs.
secondary) (Fig. 12.7a) and the level of avail-
able resources (water and nutrients) (Fig.
12.7b) (Walker and Chapin, 1987). For exam-
ple, seed arrival is highly important in the
early stages of primary succession because
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seeds will be limiting and the first species
establishing at a newly exposed environ-
ment can determine what subsequent
species will be successful. Conversely,
buried seeds and propagules will be more
important in secondary succession because
these will determine early species composi-
tion. Facilitation is more important in nutri-
ent poor environments, but this decreases
over the course of succession because vege-
tation will moderate the environment.
Mycorrhizal associations are important
throughout succession when nutrients are
lacking. When nutrients are available, myc-
orrhizae will not be important early in suc-
cession because there will be little competi-
tion, but their importance will increase as
the competition for resources increases. 

Hierarchy of successional processes

When Connell and Slatyer (1977) developed
their three models, they did not look at
interactions among processes. Therefore,
Pickett et al. (1987a,b) proposed a hierarchy
of successional processes. This model has
also been applied to agricultural weed man-
agement (Swanton et al., 1993; Sheley et al.,
1996). At the largest scale, Pickett et al. said
that succession is determined by three fac-
tors: site availability, species availability
and species performance (Fig. 12.8). These
in turn, are influenced by contributing
processes and their modifiers.

Site availability

The process of succession is initiated when
a disturbance creates or alters a site.
Disturbances can be characterized by their
extent (area affected), frequency (probability
of occurrence over a time period) and mag-
nitude (Walker and Willig, 1999). Magnitude
is a combination of intensity (physical force)
and severity (impact on vegetation), but the
terms are often used interchangeably. The
extent of a disturbance determines the envi-
ronmental conditions and the heterogeneity
of the patch, whereas the magnitude will
determine its openness and the number and
types of propagules available for regenera-
tion (Pickett et al., 1987a,b). 

Generally, anthropogenic disturbances

are greater in extent and severity than natu-
ral disturbances, but they have similar fre-
quencies. Human activities can accentuate
or prevent natural disturbances (Luken
1990, p. 12); for example, fire suppression
can lead to more extensive and intense fires
in the long run (Bond and van Wilgen,
1996). Turner et al. (1997) showed that the
extent and pattern of fire influenced the suc-
cessional pathway following the 1988 fires
in Yellowstone National Park. 

Species availability

The ability of a species to colonize a newly
disturbed site will depend on: 

• whether it is present in an intact species
pool, such as vegetation or in the seed
bank;

• its ability to disperse into the site.

Succession following an intense and exten-
sive disturbance will be more dependent on
long-distance dispersal, whereas the seed
bank and remnant vegetation will be the
source of propagules following less intense
disturbance (Walker and Chapin, 1987). Del
Moral and Bliss (1993) found that proximity
to vegetation influenced succession on vol-
canoes. Lupins and other large-seeded
species were early colonists because there
were remnant populations serving as seed
sources. Sites further from remnant vegeta-
tion were composed mostly of small-seeded
wind-dispersed species.

Species performance

A species’ performance is dependent on its
population ecology, how it interacts with
other populations, and on environmental
factors such as resource level and abiotic
stress. A species’ performance can be influ-
enced by idiosyncratic events that occur
during succession. For example, the timing
of the Mount St Helens eruption, in May
1980, may have changed which species were
successful (del Moral and Bliss, 1993). When
the eruption occurred, much of the ground
was still covered in thick snow, and this
allowed some plants to persist. Also, ice
blocks left crevices when the ice melted
and this created moist habitats suitable for
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seedling establishment. Furthermore, the
favourable conditions during the three sum-
mers following the eruption probably in-
creased seedling establishment allowing new
recruits to get a ‘foothold’. If conditions had
been dry during these first summers, succes-
sion might have been delayed or altered.
Slight changes in the abiotic environment
can alter the competitive balance, or other
interactions among colonizing species.

Community Assembly: a Broader
Interpretation of Succession

Communities are complex entities and as a
result, the thought of looking at ‘whole com-
munities’ is daunting because there are so
many interacting parts. Some scientists deal

with complexity by trying to understand all
of the community parts individually, and
then trying to put the parts together. Another
way to deal with complexity is to look at the
community as a whole entity and to ignore
the details. As the large-scale processes are
understood, then more detail can be added.
Community assembly theory allows us to do
this (Booth and Swanton, 2002). 

In recent years the ideas of succession
have been reworked and reworded under the
theory of community assembly. While there
is extensive overlap of these theories, many
think of succession as a process of individ-
ual replacement whereas community assem-
bly takes a broader approach to community
dynamics. Young et al. (2001) attempted to
summarize the differences between succes-
sion and assembly and reconcile the two
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Species pool Trajectory type  Community state

Determinant trajectory
(a) Species pool Community A 

Divergent 
Community A

(b) Species pool Community B 

Community C

Convergent trajectory 

(c) Species pool Community A 

trajectories

Fig. 12.9. Examples of how different community configurations may be produced from one species pool.
(a) Assembly trajectories are deterministic when a species pool consistently produces the same extant
community. These deterministic trajectories are relatively immune to historical influences such as invasion
sequence. This is the classical view of succession. (b) Different communities may be produced from one
species pool when trajectories diverge. These indeterminant trajectories are more sensitive to historical
influences such as invasion sequence and changes in the assembly environment. (c) One community type
may be produced when assembly trajectories converge (adapted from Drake, 1990). 



theories. Unfortunately, succession and
assembly theories were developed in isola-
tion and only recently have people begun to
consider where they overlap and diverge.
Really, assembly is the broadening out of the
ideas of community dynamics. The basic
premise of community assembly is that all
biological communities are assembled over
time as they follow trajectories and that the
membership of a community is limited by
filters acting on the species pool. We will
first consider how communities follow tra-
jectories through time.

Communities follow trajectories through
time

To help us think about communities as
dynamic entities we can think of a commu-
nity as following a trajectory through time

(Drake et al., 1999). A trajectory is a path
through a series of community states. In a
traditional Clementsian view of succession,
community development follows a single
trajectory: that is, given a species pool, only
one community type develops along a
deterministic trajectory (Fig. 12.9a).
Alternatively, many types of communities
can result from a species pool if trajectories
are divergent (Fig. 12.9b). Sometimes diver-
gent trajectories may converge producing
identical community states (Fig. 12.9c).

It may be difficult to distinguish
between a deterministic and an indetermin-
istic trajectory. Over time, trajectories can
repeatedly diverge and converge (Fig. 12.10)
and this may or may not be predictable
(Rodriguez, 1994; Samuels and Drake, 1997).
In field experiments, for example, Inouye
and Tilman (1988, 1995) found that old-field
communities converged after 4 years of
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Fig. 12.10. Examples of the divergence and convergence of community trajectories over time. In: (a)
communities will converge to a persistent state determined by environmental conditions; in (b) trajectories
diverge, and multiple stable states arise out of the same species pool; in (c) communities are random or
chaotic and trajectories will continue to converge and diverge, and in (d) one trajectory is reached, but the
two communities are cycling out of sync (adapted from Samuels and Drake 1997).



nitrogen addition, but after 11 years, these
communities had diverged. Sometimes a
community reaches a state of predictable
cycling (i.e. similar to a population’s stable
limit cycle) and if viewed over too short a
time span, the trajectory will appear inde-
terministic (Fig. 12.10). Furthermore, two
communities following the same trajectory
but offset in time will appear different, even
though their dynamics are the same. Such
communities must be observed over a long
enough time scale to distinguish them from
random or chaotic trajectories. 

Species pools

Only some members of the available species
pool will become part of a community.
Other species will be removed or filtered out
by biotic and abiotic processes at various life
stages. Every community is composed of a
subset of the total species pool – that is, the
group of species available to colonize (Fig.
12.11). Belyea and Lancaster (1999) differ-
entiated among five types of species pools. 

• total species pool – large-scale species
pool determined by landscape scale eco-
logical and evolutionary processes;

• habitat species pool – the subset of the
total species pool that could establish
and survive in the habitat;

• geographical species pool – species able
to disperse into the habitat;

• ecological species pool – overlap of
species present in both the geographical
and habitat species pool;

• actual species pool – species present in
the above-ground community.

Thus, we have a series of species pools con-
taining subsets of the total species pool. The
only time when all types of species pools
would be the same is in a closed and stable
community where there is no dispersal into
the community.

Ecological filters

The processes that remove species from a
community are commonly called filters (or
constraints). Thus filters limit membership
to each species pool, and different types of
filters will operate under different condi-
tions. Dispersal constraints determine the
geographical species pool, environmental
constraints determine the habitat species
pool and biotic constraints determine the
actual species pool. 

Dispersal filters – arriving at the party

Dispersal filters determine what species
arrive at a site (see Chapter 6). Communities
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Fig. 12.11. Types of species pools (redrawn from Belyea and Lancaster, 1999).   



do not have an unlimited and continuous
supply of propagules (Belyea and Lancaster,
1999) because propagules are not produced
at a constant rate, nor do they disperse even-
ly over space. Earlier in this chapter, we dis-
cussed the importance of proximity to seed
sources (del Moral and Bliss, 1993). As well,
seed characteristics, plant phenology and
abiotic conditions determine when and
whether a propagule can arrive at a site.
There has to be the right combination of seed
type, dispersal agent and environmental
conditions for dispersal to occur.

The timing, sequence, frequency (num-
ber of times a species’ invasion is repeated)
and rate (how quickly invasions are repeat-
ed) of species introductions into a commu-
nity can alter trajectories. The effect of inva-
sion sequence is the most well understood of
these. Numerous studies using natural com-
munities (Abrams et al., 1985; McCune and
Allen, 1985) and microcosms (Robinson and
Dickerson, 1987; Drake, 1991; Drake et al.,
1993) have shown that the order in which
species are introduced can influence the
community trajectory. Early invaders may
have the advantage simply because they
occupy biological space, inhibiting the inva-
sion of late species, but this is not always the
case. Later invaders may drive early ones to
extinction by direct or indirect means. They
may directly out-compete early invaders, or
they may change the abiotic environment,
making it inhospitable to the earlier species. 

Early species may have a significant
role in the assembly process even if the
species is not dominant or if its presence is
ephemeral. For example, a ‘chaperone’
species (Kelly, 1994) may facilitate the inva-
sion of another species either by directly
assisting it or by inhibiting a third species.
Even though the chaperone species is not a
dominant species, or is present only tem-
porarily, it could alter significantly the
trajectory and have cascading effects on
community structure. These ‘indirect effects’
have also been demonstrated in natural
systems (reviewed by Strauss, 1991) and
may continue even after a chaperone species
has become extinct.

Less studied are the effects of invasion

rate and frequency on the trajectory. In
experimental studies, species introductions
are done singly and at a constant rate, but
this is not how invasions occur in natural
situations. Generally, increasing the inva-
sion rate and/or frequency increases a com-
munity’s richness and decreases the likeli-
hood of there being a single stable trajectory
because different species will be favoured
over time (Hraber and Milne, 1997; Lock-
wood et al., 1997). A high invasion rate and
frequency minimize the influence of histor-
ical events (Lockwood et al., 1997). Com-
munities will be more persistent when the
invasion rate and frequency are low because
the assembly process is not disrupted. 

Environmental constraints – crashing the
party

After a species is dispersed into a com-
munity, it must be able to survive in the
physical environment. We can get some
indication of a plant’s suitability to an
environment; for example, by looking at a
plant’s growth rate versus average tempera-
ture and rainfall (Chapter 2). However, the
environment can have subtle persistent
effects on a community (Chesson, 1986).
When we consider only average or typical
environmental conditions, we neglect occa-
sional environmental extremes which could
have long-term persistent effects on a com-
munity. For example, the distribution of the
saguaro cactus in Arizona is limited by peri-
odic frosts that kill seedlings, rather than by
the cactus’s physiological response to aver-
age temperature (Hastings and Turner,
1965). Periods of stress, or environmental
fluctuation or extremes, may in fact, have a
greater impact on the long-term community
dynamics than average, relatively pre-
dictable environmental conditions. An
extreme event may cause some species to go
extinct or severely reduce their abundance
allowing other species to gain an edge.
Environmental variation will alter a com-
munity’s susceptibility to invasion. Species
not usually able to establish may gain an
advantage during a period of unusual envi-
ronmental conditions.
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Internal dynamics – being the life of the party

Seeds or propagules can arrive at a site and
may be able to survive the abiotic condi-
tions, but not all species will become part of
the extant community. Internal dynamics act
on the ecological species pool. Population
interactions (Chapters 8 and 9) drive internal
dynamics. This is possibly the most compli-
cated aspect of community assembly
because we cannot possibly understand all
interactions. We cannot predict the outcome
of all interactions between all species under
all dispersal and environmental constraints,
nor would this have any predictive value. To
make this approach possible and useful,
some researchers have used plant character-
istic or traits to examine assembly dynamics
(Box, 1981; Keddy, 1992a,b; Díaz et al.,
1999a,b; McIntyre et al., 1999a,b; Weiher et
al., 1999). We will examine this more fully
in the next section.

Plant Traits and Functional Groups

We have been taught to classify plants
according to their phylogeny – that is, we
place them in their family, genus and

species. But it might also be useful to classi-
fy plants by the traits. Traits are the physical
and physiological characteristics that deter-
mine a species’ ecological function. 

Environmental filters remove species
from a species pool. In reality, filters act to
remove species that lack specific traits (Fig.
12.12) and thus, traits rather than species are
filtered (Weiher and Keddy, 1999; Booth
and Swanton, 2002). Species without the
suite of requisite traits will not be able to
pass through the series of environmental fil-
ters. Plants respond at scales from the cli-
mate to disturbance to biotic interactions
(Woodward and Diament, 1991). Each type
of filter selects against a unique set of traits;
therefore, the ability of a species to pass
through one filter will not necessarily affect
its ability to pass through another because
different traits may be required for each.
When we work with traits, we first have to
decide what traits are important.

Selecting plant traits

How do we determine what traits are bio-
logically relevant? We need to select traits
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Species pool
 

(Each species 
possesses a 
set of traits) 

Environmental 
filters

Subset of species
with traits that do not 

conform to filters 

Subset of species
with traits that do 
conform to filters

Fig. 12.12. A conceptual model of the trait-based approach to community assembly. A large pool of
species is available but they must pass through a series of biotic and abiotic filters that remove species that
do not possess specific traits (adapted from Weiher and Keddy, 1999).
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Table 12.4. List of traits that could be used as a starting point for a trait-based approach to community
assembly and possible ways to quantify them. Some or all of the traits could be selected to record, and
of these only some traits would be ecologically important. Based on lists in Díaz et al. (1999b), Díaz,
Barradas et al. (1999), Kleyer (1999) and McIntyre et al. (1999b).

Vegetative traits Classification of trait

Vegetative traits
Size <10 cm; 11–20 cm; 21–50 cm; 51–100 cm; >100 cm
Height:width ratio h:w>1; h:w/1; h:w<1 
Specific leaf area Aphyllous; <1 cm2; 1.1–2 cm2; 2.1–3 cm2; 3.1–5 cm2; >5 cm2

Life cycle Summer annual; winter annual; biennial; perennial monocarpic;
perennial polycarpic

Life span <1 year; 2–5 years; 5–10 years; 11–20 years; >20 years
General form Prostrate; rosette; erect; tussock; vine; shrub
Leaf form Aphyllous; evergreen; deciduous
Leaf angle <90°; >90°
Leaf size Aphyllous; <1 cm2; 2–5 cm2; 6–10 cm2; 10–25 cm2; 25–50 cm2;

>50 cm2

Leaf shape (length:width) l:w>1; l:w/1; l:w<1
Photosynthetic metabolism CAM; C3; C4
Potential relative growth rate Low; medium; high
Drought avoidance None; succulent stem, taproot or other storage organ
Palatability Unpalatable; low or just at juvenile stage; moderate; high
Leaf texture Smooth; hairy; spines
Root morphology Taproot; mostly horizontal; mostly vertical
Maximum rooting depth <10 cm; 10–25 cm; 25–50 cm; 50–100cm; >100 cm
Extent of clonal expansion None; some (dm); high degree (m)
Resprouting ability None; moderate (daughter plants remain attached to parent 

plant for some period of time); high (daughter plants rapidly
become independent)

Mycorrhizal associations None; ectomycorrhizal; vesicular-arbuscular
Storage organs None; tubers; bulbs; rhizomes

Reproductive traits
Seed size (max. length) <1 mm; 1–2 mm; 3–5 mm; 6–10 mm; >10 mm
Seed shape (variance of seed <0.15; 0.15–<1; 1–5; >5

length, width and depth)
Seed number (per plant) <100; 100–999; 1000–5000; >5000
Weight of dispersal unit (fruit or <0.2 mg; 0.3–0.5 mg; 0.6–1 mg; 1–2 mg; >2 mg;

seed)
Seed dispersal No mechanism; wind; by highly mobile animals (birds, bats); by

low mobility animals (ants, rodents)
Fruit type Dry indehiscent; dry dehiscent; fleshy
Season of germination Plastic; early spring; late spring; summer; autumn
Age of first reproduction <3 months; 3 months–1 year; 1–3 year; >3 year
Peak period of flower and fruit None; autumn to early spring; spring; late spring to late summer;

production late summer to autumn
Pollination mode Wind; specialized animals; unspecialized animals
Position of dormant buds thero-; geo-; hemi-; crypto-; chamaephyte

(physiognomic types)

Agricultural specific traits
Herbicide tolerance
Weed size relative to crop Smaller; same; larger



that address the multiple scales of environ-
mental filters. Traits associated with both
growth and reproduction should be includ-
ed (Díaz et al., 1999a). The former influences
resource acquisition and storage, and the lat-
ter, recolonization and regeneration.
Furthermore, both physiological and mor-
phological traits are important. One trait
may be important to several processes. For
example, seed size affects dispersal, germi-
nation, risk of predation and seedling com-
petitive ability. The selection of traits will
depend on the habitat type, regional flora
and on the goals of the study. Table 12.4 is a
list of potential traits to consider. 

Forming functional groups

We have reduced the complexity of our
community from a list of species to a list of
traits. We can simplify it still further by con-
structing functional groups from the traits. A
functional group contains species with a
similar set of traits. They serve similar eco-
logical functions in a community and are

therefore filtered from species pools in a
similar manner, but how do we divide our
traits into functional groups? There are a
number of ways to do this (Smith et al.,
1997); we present two examples. 

Nobel and Slatyer (1980) formed func-
tional groups based on their ecological
understanding of traits important to the
community type. They identified a number
of functional groups (Table 12.5) based on
three sets of traits: 

• arrival and persistence after disturbance;
• their ability to grow following a distur-

bance;
• the time to reach important life stages. 

Using these functional groups they were
able to describe vegetation changes of a
wet sclerophyll forest in Tasmania fol-
lowing various disturbances (Fig. 12.13).
The authors concluded that grouping plants
by functional group ‘could be applied to
man-modified communities, and to such
phenomena as weed invasion or suppres-
sion’.

Kleyer (1999) used another approach to
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Table 12.5. List of nine functional groups derived by Nobel and Slatyer (1980) based on traits required
to arrive or persist following a disturbance, ability to establish following a disturbance, and time to reach
important life stages. Species types, their life stage parameters, and a general description of their
functional group (modified from the original 15 groups presented in Nobel and Slatyer, 1980). Critical life
history events indicated are: m, reproductive maturity, l, longevity of the population, e, longevity of the
seed pool.

time since disturbance
Type 0 - - - - - - - - - - - - - - - - - ∞ Characteristics of species

1 - - m - - - - - - - - - - - - - - le Tolerant of disturbance, and able to establish quickly and
continue to establish following disturbance by various
means

2 - - m - - - - - - - - - - - - - - le Tolerant of disturbance, but propagules only available if
vegetation is mature and can release seeds 

3 - - m - - - l - - - - - - - - - - e Pioneer species, with propagules capable of long-distance
dispersal into disturbed site

4 - - m - - - l - - - - e Pioneer species, with propagules always available (usually
in seed pool)

5 - - m - - - l - - - - e Pioneer species, with propagules available as long as
disturbance occurred after the juvenile stage of growth 

6 - - m - - - le Pioneer species, with short-lived seed pool available
7 - - m - - - le Pioneer species, able to regrow vegetatively
8 - - m - - - - - - - - - - - - - - le Require mature vegetation to re-establish, and propagules

from dispersal or species pool
9 m - - - - - le Pioneer species, capable of vegetative reproduction



delineate functional groups. Kleyer sampled
129 agricultural and disturbed sites in
Germany and noted three types of features:

• level of disturbance (from frequently dis-
turbed field to 60-year-old undisturbed
field);

• resource supply (level of nitrogen, phos-
phorus and soil moisture);

• plants species composition.

Species were then characterized using many
of the traits listed in Table 12.4. Clustering

techniques (see Chapter 15) were used and
these identified 30 functional groups con-
taining species with similar traits. Table
12.6 shows six examples, and lists represen-
tative species and associated traits. Kleyer
was able to predict what functional groups
were likely to occur under various combina-
tions of disturbance and resource level (Fig.
12.14). For example, species in type I are
more likely to be found in either frequently
disturbed sites, or in less disturbed but
resource-rich sites.
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Functional      Life stage parameters 
 Symbol Type Species 0   10   30   70   400  500  ~ 

 4A 4 Acacia  - - m - - - - - l - - - e 

 6E 6 Eucalyptus  - - m - - - - - - - - - le 

 6N 6 Nothofagus             m - - - - - - - - - le 

 6A 1 Antherosperma  - - - - - m - - - - - - - - - - - le 

(a) 

{4Aj + 6Ej + 6Nj + 1Aj}  
10  {4A + 6E + 6Nj + 1Aj}  

30  {4A + 6E + 6N + 1A}  70  {6E + 6N + 1A} 400 {6N + 1A} 700 {1A} 

{6Nj + 1Aj}     {1Aj} 

{4Aj + 6Ej + 1Aj}  
10  {4A + 6E + 1Aj}  

30  {4A + 6E + 1A}  70  {6E + 1A} 

{4Aj + 1Aj}  
10  {4A + 1Aj}  

30  {4A + 1A}  70  {1A} 

400 

30(b)

{juvenile vegetation}         {wet sclerophyll}              {mixed forest}              {rainforest}         {Antherosperma} 

{Juvenile rainforest} 

{wet sclerophyll}              {mixed forest, no Nothofagus}  

{Acacia + Antherosperma}         {Antherosperma} 

(c) 

Fig. 12.13. Vegetation replacement series for a wet sclerophyll rainforest in Tasmania (Nobel and Slatyer,
1980). Part (a) describes the four dominant species, their functional types and life history parameters; (b)
shows the replacement sequence; (c) summarizes the transition sequences by showing community types.
Solid arrows indicate transitions where no disturbance occurs, whereas dotted arrows indicate transitions
following disturbance. Numbers are years and subscript j (j) indicates plants in the juvenile stage (redrawn
from Nobel and Slatyer, 1980).



Summary

If we can accurately characterize a commu-
nity based on its structure, why go the next,
more difficult step to describe or predict a
community’s dynamics? First, we must
remember that communities are dynamic,
and their present structure may not be rep-

resentative of their future structure. Second,
there are practical applications to be gained
from understanding how a community will
change in the future, especially for weed
ecologists. Thus, we gain predictive knowl-
edge from an understanding of community
dynamics.
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Table 12.6. Examples of functional groups with similar biology as resulting from the cluster analysis
(based on information in Kleyer, 1999). 

Functional groups and their representative
species Traits associated with functional group

I. Lambsquarters type
Amaranthus retroflexus, Atriplex patula, Summer annual. Seed weight > 0.2 mg, seed number 
Avena fatua, Chenopodium album, 1–10,000. Seed bank long-term persistent, long-range 
Echinochloa crus-galli, Fallopia dispersal, plant height mostly 0.3–0.9 m, leaves regularly 
convolvulus, Polygonum lapathifolium, distributed
P. persicaria, Setaria verticillata

II. Chickweed type Several generations per vegetation period. Seed weight
Capsella bursa-pastori, Cardamine > 0.2 mg, seed number 1000–10,000. Seed bank
hirsuta, Matricaria discoidea, Poa short-term to long-term persistent, long-range dispersal,
annua, Senecio vulgaris, Stellaria  plant height < 0.3 m, leaves regularly distributed. 
media, Veronica persica Regeneration from detached shoots reported for C. hirsuta,

S. media, V. persica

III. Yarrow type First reproduction at 2–3 years (except C. holosteoides,
Achillea millefolium, Campanula P. compressa). Seed weight mostly < 0.2 mg, seed
persicifolia, C. rapunculoides, number 1000–10,000. Seed bank longevity various and 
C. rotundifolia, Cerastium holosteoides,  dispersal mostly short-range. Plant height 0.3–0.9 m
Poa compressa, Sedum acre (or < 0.3 m), leaves regularly distributed. Lateral clonal

extension some dm or m, vegetative growth mostly slow

IV. Yellow toadflax type Seed weight mostly < 0.2 mg, seed number mostly
Artemisia vulgaris, Hypericum hirsutum, > 10,000. Seed bank longevity and dispersal various,
H. perforatum, Linaria vulgaris, plant height 0.3–0.9 m or > 0.9 m, leaves regularly 
Origanum vulgare, Solidago  distributed. Lateral clonal extension some m (except
canadensis, Tanacetum vulgare A. vulgaris, H. hirsutum), vegetative multiplication

facultative or slow

V. Creeping buttercup type First reproduction at 1 year for R. repens, 2 years for the 
Fragaria vesca, Glechoma hederacea, rest. Seed weight > 0.2 mg, seed number mostly low. Seed
Poa subcoerulea, Potentilla anserina, bank mostly long-term persistent and long-range
Ranunculus repens, Rumex acetosella, dispersal. Plant height low, leaves semirosette or rosette.
Trifolium repens Lateral clonal extension some dm to m, vegetative

multiplication mostly rapid.

VI. Blackthorn type Woody, age at first reproduction 6–15 years. Seed weight
Corylus avellana, Malus domestica, > 0.2 mg, seed number 1000–10,000. Seed bank transient
Prunus spinosa, Salix caprea and medium- to long-range dispersal. Plant height > 0.9

m, leaves regularly distributed. Lateral clonal extension
some m, vegetative multiplication slow
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Fig. 12.14. Regression surfaces for six of Kleyer’s (1999) functional groups. The probability of finding all of
the species in a group is shown in relationship to disturbance intensity and resource supply. Disturbance
intensities are (from low to high) 1, old field (disturbed 1×/60 years); 2, field balk (disturbed 1×/20 years);
3, field balk (disturbed 1×/ 10 years); 4, meadow (disturbed 1×/ year); 5, field road (disturbed 30×/year at
soil surface); and 6, field (disturbed 6×/ year below soil surface) (redrawn from Kleyer, 1999).
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Questions

1. What role does your species play in community dynamics? Is it an early-, mid- or late successional
species?
2. Explain why more competitors (C) occur in Grime’s model when there are higher levels of potential pro-
ductivity. 
3. Draw a successional trajectory of a no-till annual cropping system under the C-S-R model.
4. Why are the terms ‘stability’ and ‘equilibrium’ misleading when describing communities?
5. Refer to Fig. 12.7 (Walker and Chapin, 1987) and explain each of the ten patterns displayed.
6. Refer to Fig. 12.14 (Kleyer, 1999). In what type of community would you expect to find species of each
of the six functional groups? Explain your answer.
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Introduction 

An invasion is ‘the geographical expansion
of a species into an area not previously
occupied by that species’ (Vermeij, 1996).
This definition captures the idea that,
although most invasive species tend to be
non-natives, this is not a necessary condi-
tion. For example, in the northeastern USA,
the native hay-scented fern (Dennstaedtia
punctilobula) becomes invasive under con-
ditions of intensive browsing by white-tailed
deer and overstorey tree canopy thinning or
removal. The hay-scented fern is able to

take advantage of increased light conditions
to form a thick canopy which prevents the
regeneration of other species (de la Cretaz
and Kelty, 1999). 

Plant invasions have high ecological
and economic costs associated with them
(Parker et al., 1999; Pimentel et al., 2000,
2001). Some economic costs are easily
quantifiable (the cost of weed control,
yield loss), whereas other are not (damage
to ecosystems, loss of recreational land,
aesthetics). Pimentel et al. (2000) estimated
the costs of invasive plants to crop and pas-
ture land in the USA as well over $34 billion
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Plant Invasions

Concepts

• An invasion is the geographical expansion of a species into an area not previously occu-
pied by it.  Native and non-native species can be invasive.

• Most invasions fail because the species do not possess the suite of traits necessary to dis-
perse, establish, reproduce and spread into a habitat.

• Three habitat characteristics that are generally thought to encourage invasions are dis-
turbances, low species richness and high resource availability.

• The impact of an invasion depends on the area covered by the species, its abundance and
the effect per individual.

• Invasion meltdown is the acceleration of impacts on native ecosystems due to synergis-
tic interactions.

• While we are becoming proficient at explaining invasions, we are not very good at pre-
dicting them.



annually. In India, the cost is even higher at
$38 billion per year (Pimentel et al., 2001).
While the general concepts of evaluating
costs and benefits in ecosystems have been
criticized (Gatto and de Leo, 2000; Nunes
and van den Bergh, 2001), Pimentel et al.’s
(2000, 2001) studies do show the context of
the huge economic impact of weeds. The
ecological costs of invasion are much hard-
er to understand and quantify. What is the
‘cost’ associated with garlic mustard invad-
ing a forest? If an invasion causes another
species to become extinct, what is the lost
value? 

Plant invasions are not, by any means,
caused exclusively by human actions.
Species’ ranges have always fluctuated on
small to large spatial and temporal scales in
response to natural phenomena, and com-
munities have always had to ‘react’ to these
changes (Chapter 2). What has changed is
the rate at which invasions are now occur-
ring (Lodge, 1993). Of course, no communi-
ty is truly safe from invaders, nor should it
be, since succession is the normal process of
species invading and replacing other
species. The problem is that some species
tend to be better at invading than others, and
that some habitats appear to be more invasi-
ble than others. Invasions are commonplace
at all scales: from invasions of weeds into a
field or forest, to the introduction of a non-
native plant into a continent and its subse-
quent invasion. In this chapter, we look at
the process of plant invasion, the character-
istics of invasive species and invasible habi-
tats, and the ecological impacts of inva-
sions. 

Most Invasions Fail or Have No Effect,
but Some Will Succeed

Most invasions fail. That is, most species
when introduced into a community will not
survive. Surprisingly, our knowledge of why
invasions fail is quite limited (Rejmánek,
1999). Successful invaders are obvious, but
failed invaders are not; therefore, it is diffi-
cult to study the process of a failed invasion.
The principal reasons that invasions fail are
(Crawley, 1987; Lodge, 1993):

• inappropriate abiotic conditions;
• introduced species are outcompeted by

native (or non-native) species;
• presence of generalist natural enemies

such as herbivores and diseases;
• lack of mutualists to pollinate, disperse or

facilitate the invader;
• low-density effects such as difficulty in

finding mates.

Sometimes a species can be introduced
into a community, but have no effect. If we
think of this from an assembly perspective,
an introduced species may have no effect on
the trajectory. When a species does become
established, it will not necessarily change
the community function: it may become part
of the community and increase species rich-
ness, but cause no other changes. 

If most invasions fail, then what are we
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worried about? Well, the small proportion of
invasions that do succeed can have drastic
effects on populations and communities. An
invasion may simply cause a single species
to become extinct, or alternatively could
have community-wide effects if it changes
the assembly trajectory. When the trajectory
path is altered, the community is ruled by a
new set of assembly processes (Drake et al.,
1999). Species invasions may alter the
assembly process in an unpredictable man-
ner. For example, adding a species that func-
tions as a keystone species may alter com-
munity dynamics drastically. Introducing a
non-native species may have a greater effect
on the assembly trajectory because the com-
munity has no ‘experience’ of it (Drake et al.,
1996; Vitousek, 1990). 

The Process of Invasion

A successful invasion is a rare event. How
rare? Williamson proposed the ‘tens rule’ to
describe how approximately 10% of species
pass through each transition from being
imported (dispersal) to becoming casual
(introduced to wild) to becoming estab-
lished, and finally becoming a weed
(Williamson and Brown 1986; Williamson,
1993, 1996) (Fig. 13.1). This is a rough rule,
but has been shown to apply around the
world in many situations (Williamson and

Fitter, 1996). What is evident from this rule
is that successful invasions are rare
(Williamson, 1996).

A successful invasion requires that a
species arrive, establish, reproduce, spread
and integrate with other members of a com-
munity (Vermeij, 1996; Williamson, 1996;
Richardson et al., 2000). A species faces a
series of filters (barriers) to accomplish each
of these. A variety of terms and schemes
have been used to describe the process of
invasion – often in conflicting fashion
(Vermeij, 1996; Williamson, 1996). Here, we
follow the terminology suggested by
Richardson et al. (2000) (Table 13.1).

To invade, a species’ propagules must
first disperse to a recipient site. Dispersal
provides the opportunity for invasion. Long-
distance dispersal mechanisms are no longer
an important feature of invasive species
because human actions assist the movement
of propagules (Williamson, 1989). In effect,
human activity is expanding the total
species pool (Hobbs, 2000). Most introduc-
tions fail because species die in transit or
shortly after they arrive (Lodge, 1993). 

Species that can persist and reproduce
for some time after arrival, but rely on con-
tinued introductions to maintain their pop-
ulation are termed casuals (or transients).
For example, of the 348 ‘wool aliens’ intro-
duced and established around the wool
mills of Galashiels in Britain, none remained
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Table 13.1. Terminology associated with the process of ecological invasions (adapted from Richardson
et al., 2000).

Term Explanation

Non-native plants Plant taxa in a given area whose presence is due to intentional or
accidental introduction as a result of human activity 
Synonyms: exotic, alien, non-indigenous

Casual non-native plants Non-native plants that do not form self-replacing populations, and
which depend on repeated introductions to persist, although
individuals may flourish and occasionally reproduce. 
Synonyms: transient, waif, occasional escape

Naturalized plants Non-native plants that form self-sustaining populations but do not
necessarily invade natural, managed or human-made ecosystems

Invasive plants Naturalized plants that produce reproductive offspring, often in high
numbers and at considerable distance from the parent plants, and
thus have the potential to spread



after the mills were closed down (Crawley,
1987). Similarly, corn cockle (Grostema
githago) was a weed in Britain only as long
as it was reintroduced during sowing of
maize (Firbank, 1988). With the advent of
seed cleaning, the species virtually disap-
peared. 

Naturalized species are those that are
able to persist solely through reproduction,
but are not necessarily increasing in distri-
bution. Vermeij (1996) referred to an estab-
lished population as one where the pop-
ulation is self-sustaining from local
reproduction and recruitment.

To become invasive, a naturalized plant
must be able to disperse and withstand the
environmental conditions of its new habitat.
The time when a naturalized species
changes from non-invasive to invasive is not
necessarily distinct, and a species may
revert back over time. For example, recall

the controversy over whether or not purple
loosestrife is a serious weed problem
(Chapter 2); this may be an argument over a
species that is naturalized to some extent.
Most may argue that it is and always will
be highly invasive. Others may believe
it is reverting to non-invasive status.
Still others can argue that purple loosestrife
was just a visible but relatively low-
impact weed. What complicates the status
of purple loosestrife is disagreement
over when to measure the ultimate impact
of an invading species, i.e. sound the
alarm early while there is time to do some-
thing or wait and see if other species
adapt to its presence. This essentially
reflects the fact that there are many stages to
an invasion.

During the many invasion stages, differ-
ent species will be lost at the transition of
one stage to another. However we define
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Fig. 13.2. A schematic representation of major filters limiting the spread of non-native plants (redrawn from
Richardson et al., 2000).



them, the limiting filters will be different at
each transition. Over the course of an inva-
sion, the filters change and the traits neces-
sary to succeed are different. In Fig. 13.2
each filter is composed of a unique set of fil-
ters and therefore different traits (and there-
fore species) will be removed. 

Time lags

A striking characteristic of invasions is that
there is usually a lag between the time when
a species is introduced and when its popu-
lation growth explodes (Hobbs and
Humphries, 1995; Kowarik, 1995; Crooks
and Soulé, 1999). Time lags can sometimes
be quite long; for example, white pine (Pinus
strobus) was not considered invasive in
Central Europe until more than 250 years
after it was introduced for forestry
(Rejmánek, 1996). In Britain, wild lettuces
(Lactuca virosa and Lactuca scariola) were
considered rare from the 1960s, when they
were introduced, to the mid-1900s when
their abundance increased as they spread
into gravel pits (Crooks and Soulé, 1999).
The lag phase commonly lasts from 20 to
100 years (Hobbs and Humphries, 1995;
Wade, 1997). 

The potential invasiveness of a species
cannot be measured by its lack of a time lag.
For example, of three non-native Impatiens
introduced to Britain, Himalayan balsam (I.
glandulifera) had the longest time lag, but
was the most invasive (Fig. 13.3) (Perrins et
al., 1993). Jewelweed (I. parviflora) and spot-
ted jewelweed (I. capensis) increased faster
initially, but did not spread as far.
Himalayan balsam is more tolerant to frost
and therefore can establish early, forming
thick monospecific stands. It is also more
likely to be dispersed over a long distance
via human plantings in gardens, and this
forms foci for spreading to new regions. The
spread of jewelweed is limited because it
has more specific environmental require-
ments and therefore seed are less likely to
land in a suitable habitat. Therefore, species
that spread rapidly after introduction may
not be the most invasive in the long-term. A
species’ ability to persist during a lag phase
will also vary depending on the habitat type,
and geographical location. The lag phase for
Himalayan balsam was 40 years in Germany
and 80 years in Britain (Wade, 1997).

Part of this time lag is expected because
population growth follows an exponential
growth curve (Chapter 3). Small popula-
tions will appear to grow very slowly ini-
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Fig. 13.3. Invasion process showing time lag of three Impatiens species introduced to Britain. Spread of the
species is measured as the number of vice counties where it is present. Species are: Himalayan balsam
(I. glandulifera), jewelweed (I. parviflora) and spotted jewelweed (I. capensis) (redrawn from Perrins et al.,
1993).



tially. The length of a time lag is dependent
on the physical and biotic environment, and
on any genetic changes that occur (Crooks
and Soulé, 1999). Also, small populations
will have low seed set if pollinators are
hard to attract or because little wind-dis-
persed pollen reaches plant stigmas.
Therefore, we can expect population expan-
sion to be slow at first. 

Time lags can also occur when species
persist in small isolated pockets until a dis-
turbance or a certain set of environmental
conditions occurs that facilitates its rapid
expansion. This happened in the case of
Oxford ragwort (Senecio squalidus). Its
abundance increased after World War II
because it invaded railway lines and
disturbed areas created by bombings
(Baker, 1965; Kowarik, 1995; Crooks and
Soulé, 1999). Populations of agricultural
weeds also change in response to farming
practices; for example, the expansion of
Canada horseweed (Conyza canadensis)
was facilitated by the increase in reduced
tillage.

A final reason why small populations
may have a sudden rapid increase in popu-
lation size is that they may undergo some
genetic change that increases the popu-
lation’s fitness. Hybridization and intro-
gression (hybrid back-crossing with one of
the parent populations and therefore new
genes are introduced back into the species
genome) are mechanisms by which
genetic change can occur. For example, the
introduced smooth cordgrass (Spartina
alterniflora) has hybridized with the
native California cordgrass (Spartina foliosa)
and the hybrid is now spreading more rap-
idly than the native species (Daehler and
Strong, 1997). Ellstrand and Schierenbeck
(2000) list 28 well-documented examples
of invasiveness occurring following
hybridization. 

Populations can have other types of
genetic change. Weed populations that
become resistant to prevalent herbicides can
experience rapid population growth. For
example, Canada horseweed that has
become resistant to glyphosate (herbicide)
has increased in Delaware, USA (vanGessel,
2001).

Invasion Success Depends on a Species’
Invasive Ability and Habitat Invasibility

Invasions fail when the species does not
possess traits necessary to survive and repro-
duce in a new habitat. From this it is clear
that habitat characteristics as well as species
traits determine the progress of an invasion.
In the chapter introduction, we mentioned
the native hay-scented fern which becomes
invasive only when intensive deer browsing
occurs (de la Cretaz and Kelty, 1999). In this
case, the plant was not inherently invasive
nor is the habitat inherently invasible. It was
the combination of plant species traits and a
change in the habitat characteristics
(increased disturbance) that led to the inva-
sion. While some plants are inherently
‘weedy’, others require specific environ-
mental conditions to become invasive.
Conversely, some habitats are more invasi-
ble, while others are more invasion resistant.
In the case of hay-scented fern, only forest
sites with high levels of grazing are invaded.
Therefore, we must examine both species
traits and habitat characteristics to under-
stand how and why invasions occur (Lodge,
1993). 

Species’ invasive ability

It would be useful if we could list the traits
of a plant species and from that list deter-
mine when and where a species will invade.
Unfortunately this is not possible, but there
are some ways that we can get a general idea
whether a species is likely to become inva-
sive.

Life history traits

Much of the early work on invasions tended
to list traits likely to increase a species’
invasive ability. Baker (1974) produced his
classic list of traits of the ideal weed (Box
1.1). Lodge (1993) summarized traits com-
monly associated with weediness but noted
that when tested, many of these are statisti-
cally rejected, or else there are too many
exceptions to make them useful. A high r, for
example, does not necessarily increase inva-
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siveness (Lawton and Brown, 1986). Trait
lists only provide a few indicators that can
help explain a weed’s invasiveness, but they
are not helpful in predicting what species
will become invasive (Perrins et al., 1992).
Himalayan balsam, for example, is a prob-
lem weed in Britain and yet possesses only
two of Baker’s characteristics. Other weeds
such as common field-speedwell (Veronica
persica) and common chickweed (Stellaria
media) possess many of Baker’s traits but are
not as problematic (Perrins et al., 1993).
Native and non-native species with expand-
ing distribution in England, Scotland, the
Republic of Ireland and the Netherlands
were almost indistinguishable as far as trait
lists (Thompson et al., 1995).

The ability to reproduce clonally has
also been cited as being important to inva-
sion (Leakey, 1981; Baker, 1986; Lodge,
1993) and a number of weedy species rely
on clonal reproduction (e.g. horsetail
Equisetum spp., bracken fern Pteridium

aquilinum). However, in central Europe, 69%
of native species have the potential for clon-
al growth, whereas only 35% of the estab-
lished non-native species are clonal. Clonal
reproduction may be more advantageous to
weeds of native habitats. For example, in the
Czech Republic 62% of non-natives invading
natural habitats were clonal, whereas 33% of
non-natives invading managed habitats (e.g.
agricultural land) were clonal (Pyšek, 1997).
Pyšek (1997) suggested that while clonal
growth is useful in some situations, it is not a
requirement for successful invasion.

Is it possible, then, to predict whether a
species will invade based on its traits?
Under specific circumstances, there has
been limited success. For example,
Rejmánek and Richardson (1996) were able
to predict the invasive ability of pines in the
southern hemisphere. Using only three traits
(seed mass, length of juvenile period and
interval between seed mast years) they were
able to create an invasion equation (Fig.
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Fig. 13.4. Placement of pines (Pinus) along an invasion gradient.  The invasiveness (Z) equation was
determined by using a discriminant analysis based on mean seed mass (M in mg), mean interval between
large crop years (S in years), and minimum juvenile period (J in years) (Rejmánek, 1999; with permission of
Kluwer Academic Publishers and the author).
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Table 13.2. Rules for detecting invasive woody plants based on fruit and seed traits, the potential for
vertebrate dispersal and a discriminant function ‘Z ’ (Fig. 13.4) (Rejmánek, 1999).

Discriminant Opportunities of dispersal by vertebrates

function Z* Fruit and seed traits Absent Present

Z>0 Dry fruit Likely invasive Very likely invasive
Large (>2 mg) seeds

Z>0 Dry fruit Likely invasive in
Small (<2 mg) seeds wet habitats

Z>0 Fleshy fruit Unlikely invasive Very likely invasive

Z<0 Non-invasive unless Possibly invasive
dispersed in water

*Z values >0 indicate invasiveness according to a discriminant function based on seed size, intervals
between large seed crops and minimum juvenile period (see Fig. 13.4).

13.4). More recently, this equation has been
found to apply to other woody plants (Table
13.2), and along with a decision tree (Fig.
13.5) can be used to decide whether to admit
a woody species into North America
(Reichard and Hamilton, 1997). 

Large geographical native range

Species with a large native range often have
the potential to be successful invaders.
Goodwin et al. (1999) tested this by com-
paring pairs of species from the same genera
where one species had successfully invaded
New Brunswick, Canada, and the other had
not. They found that the size of a species’
native range was the single best predictor of
invasiveness and could predict whether a
species would be invasive or non-invasive
for about 70% of the species tested. Other
attributes such as plant height and length of
flowering period were less useful. 

Range seems to be important for two
reasons (Scott and Panetta, 1993; Rejmánek,
1995; Goodwin et al., 1999). Firstly, wide-
spread species are more likely to be dis-
persed simply because they are in more
locations and therefore are more likely to be
picked up by dispersal agents. Secondly,
widespread species are more likely to be
adapted to a wider range of environmental
conditions and therefore are more likely to
survive in the abiotic environment of a new
habitat following dispersal. 

Native range, however, is not always a
good indication of invasiveness. In cases
where a species is controlled by biotic
factors such as herbivory or disease in
its native range, it may spread rapidly
when released from these in a new habitat
(Scott and Panetta, 1993). Monterey pine
(Pinus radiata) is an example of a
species with a small native range, but which
became weedy when dispersed to other
habitats (Chapter 2) (Richardson and Bond,
1991). 

Taxonomic patterns

It is difficult to come up with taxonomic 
patterns related to invasiveness, because
plant identification and taxonomy are not
consistent around the world (Heywood,
1989; Pyšek, 1998). Also, we do not have
the extensive data required to come to
such conclusions. Nevertheless, we can
make some generalizations. After examining
non-native species in 26 regions of the
world, Pyšek (1998) concluded that families
with invasive species were dispersed
throughout the phylogenetic tree, but that
some families were concentrated together.
For example, many of the Asteridae and
Caryophyllidae subclasses had families
with many invasive species in them. If
we look at the number of invasive species
as a proportion of the total species num-
ber in a family, then Amaranthaceae,



Chenopodiaceae, Cruciferae, Poaceae,
Papaveraceae and Polygonaceae have the
highest proportion of invasive species.
Daehler (1998) concluded that based on fam-
ily size, Amaranthaceae, Convolvulaceae,
Cyperaceae, Papaveraceae, Poaceae and
Polygonaceae had more agricultural terres-
trial weeds than expected.

Habitat invasibility

Not all communities are equally invasible.
Being able to characterize or predict what
communities or habitat types are easier to
invade would have obvious practical bene-
fits. We could work on protecting vulnerable
habitats and not worry about invasion resist-
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Fig. 13.5. Decision tree for admission of non-native trees into North America (redrawn from Reichard and
Hamilton, 1997).



ant ones. Alas, we cannot do this. Three
habitat characteristics that are generally
thought to encourage invasions are distur-
bances, low species richness and resource
availability.

Role of disturbance

Disturbance is often cited as a precursor to
invasions (Baker, 1965; Fox and Fox, 1986;
Orians, 1986; Crawley, 1987; Hobbs and
Huenneke, 1992) because it provides weeds
with a window of opportunity (Hobbs,
2000). In fact, any natural or managed
ecosystem will experience disturbance and
often specific types of disturbances may be
required to maintain a community. Fire, for
example, is a natural part of the boreal forest
ecosystem. Disturbance may even inhibit
invasion (Lodge, 1993); for example fire is
used to control the invasion of yellow star
thistle (Centaurea solstitialis) in California
grassland (Hastings and DiTomaso, 1996).

While disturbance is a natural part of an
ecosystem, human activities alter the distur-
bance regime and intensity (Hobbs, 2000).
Disturbance can change or remove the filters
acting on a community. Therefore, distur-
bance alters habitat characteristics such that
they become more conducive to the spread
of weeds (Vitousek et al., 1997; Dukes and
Mooney, 1999). A change in the type, fre-
quency and extent of a disturbance in a
community will create different invasion
opportunities (Crawley et al., 1999; Lonsdale
1999; Stohlgren et al., 1999). The expansion
of foxtail barley (Hordeum jubatum) and
dandelion (Taraxacum officinale), for exam-
ple, were facilitated by an increase in
reduced tillage (Derksen et al., 1993;
Shrestha et al., 2002). Plants invading from
European Mediterranean climate into simi-
lar climates in Chile and California had
more impact in Chile than California
because the types of disturbances intro-
duced were similar to those in California but
quite novel to Chile (Holmgren et al., 2000).
Introducing a new species can alter the dis-
turbance regime such that the extant species
are no longer able to persist. Lehmanns love-
grass (Eragrostis lehmanniana) introduced
into North America is more flammable than

the native grasses, and has changed the fire
regime of the community (Anable et al.,
1992). 

Disturbance, however, is not always
necessary for an invasion to occur, and even
intact natural ecosystems can be invaded.
For example, King and Grace (2000) found
that cogongrass (Imperata cylindrica) did
not require disturbance gaps to invade wet
pine savanna. Similarly, melastone
(Tibouchina herbaceae) is a small intro-
duced perennial that invades undisturbed
wet native forests of Hawaii and Maui
(Almasi, 2000).

Role of diversity

Elton (1958) was the first to hypothesize that
there was a negative relationship between
native species richness (diversity) and com-
munity invasibility. Elton suggested that
communities with many species would be
invasion resistant, while species poor com-
munities will be highly invasible. There is
evidence both to support and refute this
hypothesis. We will examine both.

A variety of experimental studies sup-
port the hypothesis that species poor com-
munities are more invasible (Rejmánek,
1989; Case, 1990; Tilman, 1997, 1999; Doak
et al., 1998; Knops et al., 1999). Tilman
(1997, 1999) observed a negative relation-
ship between species richness and invasi-
bility showing that high species richness
was related to a decrease in the invasion
success in prairie grasslands. There was a
similar negative relationship between native
species richness and the percentage of
species that were non-native in two shrub-
land and one heathland site in Australia
(Fox and Fox, 1986). 

Elton’s idea does remain controversial
(Crawley et al., 1999; Levine and D’Antonio,
1999; Lonsdale, 1999; Mack et al., 2000)
because there is also evidence that areas with
high species richness are more vulnerable to
invasion than species-poor communities.
Huston and DeAngelis (1994) highlighted
that since species-rich communities have
high levels of habitat heterogeneity, intro-
duced species are likely to find suitable habi-
tats to invade. The evidence supporting this
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relationship is typically derived from obser-
vational or correlation studies in natural habi-
tats (Levine, 2000). Results typically show
that species-rich communities have the high-
est number of non-native invasive species
(Robinson et al., 1995; Planty-Tabacchi et al.,
1996; Stohlgren et al., 1998, 1999, 2001). 

There may be no general relationship
between richness and invasibility, or it may
be that we are asking too general a question.
Species richness may simply be too broad a
factor to explain the relative invasibility of
communities (Levine and D’Antonio, 1999)
because it is more likely an aggregation of
other variables that are determinants of inva-
sibility. Diverse communities may have
more invasive species simply because the
environment is favourable to many species
(Levine and D’Antonio, 1999; Lonsdale,
1999; Levine, 2000). Factors that allow more
species to co-exist may also promote inva-
sion (Levine, 2000) giving the appearance of
cause-and-effect. 

A community’s composition can com-
plicate how we interpret richness effects.
Observed effects of richness on invasibility

can be due to either the overriding effect of
one or several keystone species or due to the
effect of richness itself. Having more species
increases the chance that one capable of
excluding the introduced species will be
present (Grime, 1997; Hooper and Vitousek,
1998; Lepš et al., 2001).  Therefore, species
effects may appear to be richness effects.

Resource availability 

Davis et al. (2000) proposed that resource
availability may be used to explain the inva-
sibility of a community. They compared
gross resource supply with resource uptake
and proposed that communities are invasi-
ble when resource supply is greater than
resource uptake (Fig. 13.6). Therefore, a
nutrient-rich community will not be invasi-
ble as long as the current community is
using all the available nutrients. Conversely,
a nutrient-poor community will be invasible
if the community is not sequestering all of
the nutrients. 

This hypothesis incorporates ideas of
both species richness and disturbance in
explaining invasibility. For example, distur-
bance has often been associated with inva-
sion because it reduces or eliminates com-
petitors or because it increases the
availability of resources (D’Antonio, 1993;
Hobbs, 1989). According to Davis et al.
(2000) disturbance is only one mechanism
that alters resource availability. When the
community is disturbed, or when a species
is removed, then released resources become
available to other invaders. 

Phenomena other than disturbance can
also release nutrients. For example, her-
bivory by a leaf beetle (Trirhabda canaden-
sis) in experimental monocultures of prairie
goldenrod (Solidago missouriensis)
increased the availability of water, nitrate
and light (Brown, 1994). Even though the
relative growth rate of prairie goldenrod
increased in response to herbivory, more
species were able to invade compared to
monocultures without the beetle.

Changing the abiotic environment can
also alter the nutrient status of a communi-
ty. The environment is never constant. It
changes in regular predictable ways such as
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in the daily or seasonal fluctuations we
observe. It also changes in unpredictable
ways; for example, we may experience a par-
ticularly dry summer. Such natural fluctua-
tions in the abiotic environment will affect
whether a species can invade and/or persist
in a community. For example, a drought
may create a window of opportunity for
invasion when it kills species and more
light becomes available. Alternatively, a
flood may bring in an influx of nutrients.

The fact that resource availability fluc-
tuates over time helps to explain why a
community’s invasibility changes over time.
A community may have regular or intermit-
tent periods of vulnerability to invasion
dependent on resource availability and use.
This is why the question ‘Which communi-
ties are more invasible?’ is misleading.
Rather, we should be asking ‘When is a
community invasible?’ According to Davis et
al. (2000) communities become invasible
when resources are available in excess of
what can be used by the extant community.
Clearly, we cannot predict whether a com-
munity will be invasible based on simple
habitat characteristics. A community’s sus-
ceptibility to invasion is dependent on many
factors and will change over time. 

The Impact of Invasion

In natural ecosystems, species like buck-
thorns (Rhamnus spp.), canegrass
(Phragmites communis), garlic mustard and
kudzu (Pueraria montana) are obvious
invaders because they can dominate an
ecosystem (Anderson et al., 1996; Reinartz,
1997; Galatowitsch et al., 1999; Pappert et
al., 2000). However, even seemingly innocu-
ous and familiar species like the Norway
maple (Acer plantanoides), a tree common-
ly planted along urban roadways in North
America, can devastate a natural ecosystem
and severely reduce diversity of native
species (Webb et al., 2000). But just how do
we quantify the effect of an invader?

In North America, we hear that purple
loosestrife is having a major impact on wet-
lands, but just what do we mean by impact?
Do we mean that purple loosestrife has a

large and increasing range, that it is present
in high abundance, or that each individual
has a large effect on other species or on the
community function? In fact the ecological
impact is a combination of all of these
(Parker et al., 1999). 

Range and abundance are fairly straight-
forward to quantify, and so we tend to use
them synonymously with impact (Parker et
al., 1999), but they only tell part of the
story. A plant could be widespread and
abundant but still be fairly benign. Both ox-
eye daisy (Chrysanthemum leucanthemum)
and common mullein (Verbascum thapsus)
are examples of this. Sometimes the evi-
dence of invasiveness is based solely on
these criteria, with little knowledge of the
effect per individual plant. For example, we
know that the range of purple loosestrife is
expanding and that it is highly abundant in
some habitats, but there is little research on
its effect, so we cannot quantify its impact
(Hager and McCoy, 1998). Quantifying per
capita effect is complicated because effects
can be on a species’ genetics, on individuals,
population dynamics, communities or
ecosystems (Table 13.3) (Parker et al., 1999).
This is a long list, and so far there is no solu-
tion to how we should measure effect in a
consistent manner.

The effect of one species’ invasion is
further complicated by synergistic effects
when more than one species invades. That
is, the combined effect of two species may be
greater than the effect of the two species
individually. Synergistic effects may not be
predictable. ‘Invasion meltdown’ is the
acceleration of impacts on native ecosystems
due to synergistic interactions (Simberloff
and von Holle, 1999). 

Invasion meltdown occurs in two ways
(Parker et al., 1999). First, established
invaders may facilitate other invaders and
therefore each successive invasion becomes
easier. An example of this is the Japanese
white-eye bird (Zosterops japonicus) intro-
duced into Hawaii. It is the only bird to eat
and subsequently disperse seeds of the inva-
sive fire tree (Myrica faya) (Woodward et al.,
1990). Invasion of this plant was further
facilitated by introduced pigs that also dis-
perse seeds and create disturbance that
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favours the establishment of weeds over
native species. Once the fire tree invades, it
alters nutrient and water cycles facilitating
the invasion of other non-native species
(Vitousek et al., 1987). Therefore, what is the
effect of the Japanese white-eye bird?

The second way that invasion melt-
down occurs is that each attempted invasion
disrupts the abundances of native species to
some extent, and thus the community
becomes more and more invasible as the
total number of invasion attempts increases.
Therefore even unsuccessful invasions can
influence long-term community dynamics.
However, unsuccessful invaders still con-

tribute to the invasion effect, but complicate
our estimation of effect per individual. 

Explaining vs. Predicting Invasion

We have become fairly proficient at explain-
ing why a species has successfully invaded
a habitat. Unfortunately such explanations
come after the fact and so cannot be used to
stop the invasion. Usually we use some type
of post hoc analysis of how weeds fit with
the trait list. Once a weed has successfully
invaded, it is sometimes possible to look
back and explain why it was successful.
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Table 13.3. Types of per capita effects that an invasive species can have on a species’ genetics, or on
individuals, population dynamics, communities or ecosystems (based on information in Parker et al.,
1999). 

Effect on ... Examples

Species’ genetics Hybridization
Changing selection pressure
Changing gene flow

Individual’s population dynamics Effect growth or reproduction of other species
Abundance or dynamics of native population
Alter species interactions

Community Relative abundances
Species richness
Diversity

Ecosystems Resource dynamics
Disturbance type and frequency

Box 13.1. Ten general predictions that can be made about plant invasion (adapted from text in Rejmánek,
1999, 2000).

1. Invasive species are more likely to be able to maintain their fitness over a range of environments through
phenotypic plasticity.
2. Invasive species are more likely to have a small genome size. This character is associated with small
seed size and a high leaf area ratio.
3. Woody species are more likely to invade disturbed areas if they have small seeds, a short juvenile peri-
od and short time span between large seed crop years.
4. Seeds of woody species that invade disturbed and undisturbed habitats are more likely to be vertebrate
dispersed.
5. Invasive herbaceous species often have large native (latitudinal) ranges.
6. Invasive species often reproduce vegetatively, especially at higher latitudes.
7. Non-native species are more likely to be successful if they are from a non-native genus that is not rep-
resented in the native flora.
8. Invasive species are less likely to be dependent on specific mutualists (pollinators, mycorrhizal fungi),
and therefore will be able to overcome the abiotic and biotic filter in a new environment.
9. Tall plants often invade both disturbed and undisturbed herbaceous communities especially in mesic
habitats.
10. Non-native species are often spread by human activities.



Harder though, is it possible to predict
what species would likely be good invaders.
‘The complexity of the interaction between
species and community – each of which is
difficult enough to characterize – is a central
reason why predictions about specific intro-
ductions are so difficult to make’ (Lodge,
1993). Some general predictions have
been made. For example, Rejmánek
(1999) summarized ten general predictions
we can make (Box 13.1). While useful,
such predictions cannot tell us whether
a specific species will invade a specific
habitat. 

At this point, we should distinguish
between a posteriori explanations of why a
weed has invaded, and a priori predictions
of what species are likely to invade. A pos-
teriori explanations of invasive species are
done after the invasion has occurred, and so
can not be used to predict whether a species
will become invasive. For example, after a
weed has invaded, we can scan Baker’s list
of ideal weed characteristics and select the
ones applicable to the species of interest.
Proso millet (Panicum miliaceum), for
example, is a successful invader of maize
and soybean in Ontario, Canada, because it
has dormant, hard-coated seeds with a pro-
longed emergence pattern and it is tolerant
to several herbicides. When we look back, it
is easy to tell why proso millet became a
weed, but its weediness was not predicted
beforehand. While adding to our knowledge
of invasive species, such a posteriori expla-
nations do not increase our power of pre-
diction. A species with many ‘weedy’ traits
will not necessarily be a weed and thus lists
cannot be used to predict which species will
become weeds. Furthermore, not all invasive
species are likely to possess the same set of
traits, making predictions impossible
(Crawley, 1987). 

Correct prediction has two parts
(Daehler and Carino, 2000; Pheloung et al.,
1999); 

• correctly identify the suite of traits that a
weed will require to be a successful
invaders;

• correctly identify which traits will make
a species an unsuccessful invader. 

The first is useful to predict what species we
want to prevent from invading or to mini-
mize its spread. The second is useful to
decide what species we do not need to
worry about. Identifying both invaders and
non-invaders will save money because it
would allow us to focus management efforts. 

In some cases, more specific predic-
tions are possible. For example, Scott and
Panetta (1993) were able to predict what
southern African species were likely to
become agricultural weeds in Australia.
Species likely to become agricultural weeds
in Australia:

• were already weeds in southern Africa;
• occurred in a wide range of climate types

in their native range; and
• had congeneric species that were weeds.

Using these data, the authors looked at 55
newly introduced (since 1950) species and
identified seven species likely to become
agricultural weeds in Australia. They also
identified 20 species in southern Africa that
would likely become weeds if successfully
introduced into Australia. The difficulty
with making predictions is that we will not
know if they are correct until the predictions
have been tested.

Summary

Is it better to have one highly abundant
invasive species, or many invaders that are
each less abundant, but have the same total
biomass? There is no correct answer to this,
but it does highlight some important issues
in invasive ecology. Understanding how and
why invasions occur is complicated by the
fact that most invasions fail. Furthermore, it
is difficult to identify successful invaders
during the important early stages of an inva-
sion. Since we do know that both species
traits and habitat characteristics have to be
considered in order to understand why an
invasion occurred, we can begin the next
important step in weed ecology. This is to
begin predicting when, how, and why inva-
sions of weeds will occur, what their impact
may be, and what (if anything) can and
should be done to manage invasions.  
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Questions

1. What types of habitats does your selected weed species invade? Why is it able to invade so many (or
so few) types of habitats? 
2. Why are some communities more vulnerable to weed invasions?
3. What are some difficulties to determining the per capita effect of purple loosestrife (or another weed)
on the invaded community.
4. Look at the decision tree by Reichard and Hamilton (1997). Explain the importance of each decision.
Why would one option lead to an invasion?
5. Look at the predictions made by Rejmánek in Box 13.1. Explain why each is likely to be true.
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Introduction

In Chapter 10 we discussed how to measure
populations and their interactions. In this
chapter we will present a few ways of meas-
uring community structure and dynamics.
The same general sampling methods (plot
and plotless) are used in community ecolo-
gy, except that the abundance of all popula-
tions in the community (i.e. all vascular
plants) is measured, rather than just a few

target species of interest. In this chapter we
show how various indices of α- and β-diver-
sity are calculated, show the two major ways
to sample succession and give a general
introduction to multivariate analyses.

Diversity

In Chapter 11 we presented the various
types of indices used to measure diversity
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Concepts

• There are a number of indices available for measuring α-diversity. Their calculations are
based on a number of variables including proportional abundance of each species
(Shannon–Wiener index) and the probability of two individuals being from the same
sample (Simpson’s dominance index).

• Whittaker’s statistic is used to measure β-diversity. It is based on species richness.
• Coefficients of similarity are used to determine whether the composition of two com-

munities is similar. These indices are based on the number of species common to both
communities (Jaccard’s and Sørensen’s coefficients) or on the species abundances
(Steinhaus’ coefficient).

• Succession can be studied using either long-term studies where one community is fol-
lowed over time, or chronosequences where communities of different ages are compared.

• Multivariate analyses combine the data of a community’s species’ abundances into one
analysis. Ordination is a way to examine how species abundances vary with the envi-
ronment. Cluster analysis is a way of finding natural groups based on a number of vari-
ables. 



and we discussed their advantages and dis-
advantages. Diversity is a measure of the
number of species (species richness) in a
community and their relative abundances
(evenness). There are also a number of
indices that combine measures of richness
and evenness. In general, density is used to
calculate diversity indices rather than bio-
mass or other measures of abundance. The
timing and frequency of sampling is impor-
tant when examining community-level phe-
nomena because the appearance of a com-
munity changes in response to annual
climate patterns. Ristau et al. (2001) exam-
ined how the frequency and timing of sam-
pling could affect measures of diversity, and
suggested that sampling understorey vegeta-
tion should be done both early and late in
the growing season to ensure that species
with different phenological patterns are
included in the data. This was especially
true for species richness, as it tended to
increase over the season. This applies to
other types of community sampling as
well.

Throughout this section we present for-
mulae for calculating various indices. We
caution that different texts will use different
notations for the equations. In our calcula-
tions, we use these notations:

• n = population density or number;
• ni = density or number of the ith species

(i.e. any particular species you choose);
• N = total number of individuals of all

species in the community;
• S = species richness;
• ‘∑’ means ‘sum of all the following fac-

tors’. 

αα-Diversity

α-Diversity measures the amount of diversi-
ty within a community type. Here we show
how to calculate two diversity indices:
Shannon–Wiener diversity index and
Simpson’s dominance index. These indices
differ in the types of measurements they
incorporate. 

Shannon–Wiener diversity index (H’)

One of the nice things about this index is
that if you calculate it for a large number of
samples, the values will have a log-normal
distribution. You may or may not be aware
that most ‘easy’ statistics (e.g. t-test, analysis
of variance (ANOVA)) only work if data
have a log-normal distribution. Another nice
thing about this index is that you can calcu-
late evenness (not just richness). This index
is based on the proportional abundance of
each species (pi). It is easiest to show how
the indices are calculated using a table for-
mat (Table 14.1). The Shannon–Wiener
diversity index is calculated using the fol-
lowing formula:

• H� = –∑ [pi (ln pi)], where
• pi = proportional abundance of a given

species (call this species ‘i’). 
pi = ni/N.

• ‘ln’ means ‘natural logarithm’ (ln was
originally used because the numbers
were so large that, in pre-computer
days, it would have been difficult to do
the calculations without spending sev-
eral years at them. We continue to use
the ln out of convention).

To interpret the value of this index, higher
numbers indicate a more diverse communi-
ty; however, it is an arbitrary scale. There is
no predetermined value of H� that indicates
whether a community is ‘diverse’ or not.
However, as we will see below, there are
ways to compare the diversity indices of two
communities.

Example using the Shannon–Wiener diversity
index

Menalled et al. (2001) conducted a 6-year
study examining the effect of management
system on the seed bank and above-ground
vegetation of a maize–soybean–wheat rota-
tion in Michigan. Their four treatments
were:

• conventional – mouldboard ploughed,
high external chemical inputs;

• no-till – no tillage, high external chemical
inputs;
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• low-input – mouldboard ploughed, low
external chemical input;

• organic – mouldboard ploughed, no
external chemical inputs.

Plots were 1 ha and there were six replicates
per treatment. From 1993 to 1998, above-
ground weed composition and biomass was
measured using five 2 × 0.5 m quadrats per
plot. Thus the researchers had data on
species composition, density and biomass in
the above-ground weed communities. 

Among many analyses done by
Menalled et al. (2001), they calculated weed
biomass, species density (number of species

per m2) and Shannon–Wiener diversity
index in each of the 6 years for each treat-
ment. They found that, although there was
year-to-year variation, organic and low-input
systems tended to have higher weed bio-
mass, species density and diversity than the
conventional or high-input treatment (Table
14.2). In organic systems and low-input sys-
tems, you expect to have higher weed diver-
sity and biomass, because herbicides (which
reduce populations of susceptible species)
are not used. These results are similar to
those of other researchers (e.g. Moreby et al.,
1994; Leeson et al., 2000; Murphy et al.,
unpublished manuscript). 
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Table 14.1. An example below illustrates the calculations for the Shannon–Wiener diversity index (H�).
This example compares the weed species found in two portions of the same habitat: sandy and wet
areas of a meadow. Data were collected using a stratified random sample. In practice, to calculate all of
this, it is easiest to construct tables (below) 

Sandy areas in the meadow Wet areas in the meadow

Weed taxa ni pi ln pi -pi (ln pi) ni pi ln pi -pi (ln pi)

1. Garlic mustard, Alliaria petiolata 32 0.101 –2.291 0.232 43 0.187 –1.677 0.314
2. Chicory, Cichorium intybus 41 0.130 –2.042 0.265 11 0.048 –3.040 0.145
3. Canada thistle, Cirsium arvense 58 0.184 –1.695 0.311 15 0.065 –2.730 0.178
4. Deptford pink, Dianthus armeria 48 0.152 –1.885 0.286 14 0.061 –2.799 0.170
5. Purple loosestrife, Lythrum salicaria 0 0.000 44 0.191 –1.654 0.316
6. Common reed, Phragmites communis 0 0.000 36 0.157 –1.855 0.290
7. Lady’s-thumb, Polygonum persicaria 0 0.000 26 0.113 –2.180 0.246
8. Common purslane, Portulaca oleracea 59 0.187 –1.678 0.313 17 0.074 –2.605 0.193
9. Chickweed, Stellaria media 78 0.247 –1.399 0.345 24 0.104 –2.260 0.236
∑ (sum the columns) 316 1.000 H� = 1.753 230 1.000 H� =2.089

Using the table makes it easy to do the calculations. 
For example, to calculate –pi in pi for garlic mustard:

ni = 32,   N = 316     
pi = ni /N = 32/316 = 0.101
ln pi = ln(0.101) = –2.291
–pi (ln pi) = –(0.101)(–2.291) = –(–0.232) = 0.232.

Then H� is calculated by summing all the –pi (ln pi)values.
H� = ∑ –pi (ln pi)

= 0.232 + 0.265 + 0.311 + 0.286 + 0.313 + 0.345
= 1.753.

We also can calculate evenness with these numbers.  
Evenness = E = H� / ln S

S = number of species present = 9
E(wet meadow) = H�(wet meadow) / ln S(wet meadow)

= 2.089/ln 9 = 2.089/2.197 = 0.951
E(sandy meadow) = H�(sandy meadow) / ln S(sandy meadow)

= 1.753/ln 6 = 1.753/1.792 = 0.978.

The calculations indicate that: H�(sandy meadow) = 1.753 H�(wet meadow) = 2.089
E(sandy meadow) = 0.978 E(wet meadow) = 0.951.



Evenness (E)

One advantage of the Shannon–Wiener
index is that community evenness can also
be calculated. The formula for evenness (E)
is:

• E = H� / ln S

To interpret evenness, values of 0 indicate
that the habitat is extremely uneven (domi-
nated by one species), whereas values
approaching 1 indicate that the habitat is

extremely even (maximum species diversity
exists, no one species dominates). 

The results in Table 14.1 indicate that
the wet areas of the meadow have greater
species richness but the sandy meadow has
greater species evenness. Looking at the data
set, the wet areas of the meadow do indeed
have more species (S=9) but are dominated
by a few species (mainly garlic mustard, pur-
ple loosestrife and common reed). In this
example, we are fortunate because we can
simply look at the data and verify that these
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Table 14.2. Mean weed biomass, species density and Shannon–Wiener diversity index in a maize–soy-
bean–wheat rotation with four management systems. Values are means (±1 SE) averaged over 6 years
(from Menalled et al., 2001).

Management Weed biomass Species density Shannon–Wiener
system (g m–2) (no. species per m2) diversity index

Conventional 18.2 ± 3.0 2.4 ± 0.1 0.18 ± 0.02
No-till 57.8 ± 8.5 2.9 ± 0.2 0.18 ± 0.02
Low-input 69.3 ± 9.3 4.7 ± 0.2 0.28 ± 0.13
Organic 108.5 ± 6.5 6.2 ± 0.2 0.32 ± 0.14

Table 14.3. Method to calculate whether the diversity of two communities is statistically different.

Sandy areas in the meadow

Weed taxa ni pi ln pi –pi ln pi pi (ln pi)
2 [pi (ln pi)]

2

1. Garlic mustard 32 0.101 –2.290 0.232 0.531 0.054
2. Chicory 41 0.130 –2.042 0.265 0.541 0.070
3. Canada thistle 58 0.184 –1.695 0.311 0.528 0.097
4. Deptford pink 48 0.152 –1.885 0.286 0.539 0.082
5. Purple loosestrife 0 0.000
6. Common reed 0 0.000
7. Lady’s thumb 0 0.000
8. Common purslane 59 0.187 –1.678 0.313 0.526 0.098
9. Chickweed 78 0.247 –1.399 0.345 0.483 0.119
∑ (sum the columns) 316 1.000 –10.989 1.753 3.148 0.520

Wet areas in the meadow

Weed taxa ni pi ln pi –pi ln pi pi (ln pi)
2 [pi (ln pi)]

2

1. Garlic mustard 43 0.187 –1.677 0.314 0.526 0.098
2. Chicory 11 0.048 –3.040 0.145 0.442 0.021
3. Canada thistle 15 0.065 –2.730 0.178 0.486 0.032
4. Deptford pink 14 0.061 –2.799 0.170 0.477 0.029
5. Purple loosestrife 44 0.191 –1.654 0.316 0.523 0.100
6. Common reed 36 0.157 –1.855 0.290 0.538 0.084
7. Lady’s thumb 26 0.113 –2.180 0.246 0.537 0.061
8. Common purslane 17 0.074 –2.605 0.193 0.502 0.037
9. Chickweed 24 0.104 –2.260 0.236 0.533 0.056
∑ (sum the columns) 230 1.000 –20.799 2.089 4.564 0.518
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Table 14.3, Continued.
Step 1: Calculate variance for each community

The formula to calculate variance is:

H�var = 1/N * {∑pi(ln pi)
2 – [∑pi(ln pi)]

2 – 1/(2N 2)[S-1]}

Note: The last term of 1/(2N2)[S-1] is usually so small (usually 10–6) that it is omitted from the actual cal-
culation; we will follow this convention here.
In effect the formula is:

H�var = 1/N * {∑pi(ln pi)
2 – [∑pi(ln pi)]

2}

Wet meadow Sandy meadow

N 230 316
1/N 0.004 .0.003
∑pi(ln pi)

2 4.564 .3.148
[∑pi(ln pi)]

2 0.518 .0.520

H�var=1/N*{∑pi(ln pi)
2–[∑pi(ln pi)]

2} = 0.004 * {4.564 – 0.518} = 0.003 * {3.148 – 0.520}

= 0.004 * 4.046 =0.003 * 2.628
= 0.016 = 0.008

Step 2: Calculate df and critical value of t (tcrit)

df=
[H�var(wet meadow) + H�var(sandy meadow)]                          .

{[ H�var(wet meadow)]
2 / Nwet meadow + [H�var(sandy meadow)]

2 / Nsandy meadow} 

df =
[0.016 + 0.008]        

{[0.016]2/9 + [0.008]2/6}

df = 
[0.024]              

=
0.024          

{0.0003/9 + 0.00006/6} 0.00003 + 0.00001

df = 0.024 / 0.000031  = 774.

The tcrit is determined by using a t-table (Table 14.3).  The left column has the degrees of freedom and
we have selected p=0.05. 

We now know tcrit = 1.96 and df = 774.  

Step 3: Calculate observed value of t (tobs)

In the case of the Shannon–Wiener comparison, the formula for calculating the observed t-statistic is:

tobs = [H�(wet meadow) –H�sandy meadow)] / [H�var(wet meadow) –H�var(sandy meadow)]
0.5

tobs = [2.089 – 1.753] / [0.016 + 0.008]0.5

tobs = 0.336 / [0.024]0.5

tobs = 0.336 / 0.155  = 2.168.

Step 4: Compare critical value of t with the observed value of t

Since tobs (2.168) > tcrit (1.963), we conclude that the diversity of the two meadows is different.



calculations make sense; in reality, most
data sets are too large to allow the luxury of
visual inspection, hence diversity indices
are necessary.

Comparing the diversity of two communities

If we want to compare the diversity of the
two meadows, we need to use different sta-
tistics. By inspection, the higher value of the
Shannon–Wiener index for the wet meadow
implies that it is more diverse in terms of the
number of species, but, we need some way
to actually measure this. The first step of this
procedure is to calculate the variance in
diversity (H�) at both sites. The formula looks
a bit daunting, but we have actually already
calculated most of the needed information
(Table 14.1). To make it easy for the calcula-
tion, we can add two new columns (Table
14.3). We will use these variances to com-
pare the diversity statistically between the
two sites. Because the distribution of values
of a Shannon–Wiener index is (assumed)
log-normal, we can use common parametric
statistics. 

The second step is to calculate how
many degrees of freedom (df) exist for our
test. This measures how accurate our test
will be; the more degrees of freedom, the
more likely it is that we will get an accurate
result. The number of degrees of freedom
increases as the sample size increases. In our
example, the resulting df of 774 is quite
large. 

Once we know the df, we can then
determine the critical value of t (tcrit). To do
this you look at a t-table (Table 14.4). You
locate the df in the first column and then
select the level of significance you desire
(usually P=0.05) along the top. Since tcrit
values increase very slowly after 150, you
must interpolate to obtain the correct value
of tcrit. In our case, with a df of 774 and a sig-
nificance level of 0.05, the tcrit-value is 1.96.
Note that on the t-table (Table 14.4), the tcrit
values decrease as df increases and as the
level of significance decreases.

The third step is to calculate the
observed value of t from our data (tobs). The
calculation incorporates the values of
the two diversity indices (H�wet meadow
and H�sandy meadow) and their variances
(H�var(wet meadow) and H�var(sandy meadow)). 

We can use a t-test to determine
whether H�wet meadow and H�sandy meadow are
significantly different. The t-test compares
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Table 14.4. A t-table.

P

df 0.10 0.05 0.025

1 6.31 12.71 25.45
2 2.92 4.30 6.21
3 2.35 3.18 4.18
4 2.13 2.78 3.50
5 2.02 2.57 3.16
6 1.94 2.45 2.97
7 1.89 2.36 2.84
8 1.86 2.31 2.75
9 1.83 2.26 2.69

10 1.81 2.23 2.63
11 1.80 2.20 2.59
12 1.78 2.18 2.56
13 1.77 2.16 2.53
14 1.76 2.14 2.51
15 1.75 2.13 2.49
16 1.75 2.12 2.47
17 1.74 2.11 2.46
18 1.73 2.10 2.45
19 1.73 2.09 2.43
20 1.72 2.09 2.42
21 1.72 2.08 2.41
22 1.72 2.07 2.41
23 1.71 2.07 2.40
24 1.71 2.06 2.39
25 1.71 2.06 2.38
26 1.71 2.06 2.38
27 1.70 2.05 2.37
28 1.70 2.05 2.37
29 1.70 2.05 2.36
30 1.70 2.04 2.36
35 1.69 2.03 2.34
40 1.68 2.02 2.33
45 1.68 2.01 2.32
50 1.68 2.01 2.31
55 1.67 2.00 2.30
60 1.67 2.00 2.30
70 1.67 1.99 2.29
80 1.66 1.99 2.28
90 1.66 1.99 2.28

100 1.66 1.98 2.28
120 1.66 1.98 2.27
150 1.66 1.98 2.26
infin 1.64 1.96 2.24



the distribution of values derived from our
observations to a statistical distribution (the
t-distribution) and determines whether the
values derived from the observations are
significantly different than those expected
from random. Therefore, the final step is to
compare our observed t statistic (tobs) with
the critical t statistic (tcrit) obtained from the
t-table. If species diversity of the two sites is
the same, our tobs value will be less than or
equal to tcrit. If our tobs is greater than tcrit
value, we can conclude that the diversity of
the two sites is different.

Since our tobs (2.168) is greater than tcrit
(1.96), we conclude that the wet and dry
meadow are significantly different in terms
of the Shannon–Wiener diversity index (at p
= 0.05). This answer, however, does not
explicitly tell you why there are differences
between wet and sandy areas. You would
need to examine the growth requirements of
the weed species to determine why this
occurs (essentially, wet areas provide
enough water to allow species that are
drought sensitive to survive – these perish in
sandy areas). 

Simpson’s dominance index (D)

The Simpson’s dominance index (D) is
based on the probability of any two individ-
uals sampled from a community being the
same species. The more a community is
dominated by any one (or a few) species, the
less diverse it is. The advantage of
Simpson’s index is that it is simpler to cal-
culate than the Shannon–Wiener index. 

• D = ∑ {[ni(ni–1)] / [N(N–1)]}
• for each species, calculate

ni(ni–1)/N(N–1) and add all these values
together.

The calculations are relatively simple,
despite the somewhat intimidating symbols
used in the formula (Table 14.5). The value
of N(N–1) is constant for each species, mak-
ing the calculation simple. By convention,
Simpson’s dominance index is usually writ-
ten as the reciprocal value (D–1). This means
that as D–1 increases, so does diversity. In
this example, the reciprocal of 0.177 (i.e.
1/0.177) is 5.65. By doing this, the higher the
index value, the more diversity there is
(though, more accurately, this actually
means there is more species evenness). In
the above example, no one species domi-
nates, hence the value of D–1 is relatively
high (it is a relatively even community). For
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Table 14.5. Calculation of the Simpson’s dominance index (D–1) using the data from the sandy meadow.

Sandy areas in the meadow

Weed taxa ni ni-1 ni(nI-1) N N-1 N(N-1) ni(ni-1)/N(N-1)

Garlic mustard 32 31 992 316 315 99540 0.010
Chicory 41 40 1640 316 315 99540 0.016
Canada thistle 58 57 3306 316 315 99540 0.033
Deptford pink 48 47 2256 316 315 99540 0.023
Common purslane 59 58 3422 316 315 99540 0.034
Chickweed 78 77 6006 316 315 99540 0.060
∑ (sum the columns) 316 D=0.177

Simpson’s index = D
(D) = ∑{[ni(ni-1)]/[N(N-1)]}

= 0.010 + 0.016 + 0.033 + 0.023 + 0.034 + 0.060
= 0.177

ni = number of individuals in any given species
N = the total number of individuals  = 316.

Simpson’s dominance index =   D–1

D–1 = 1/0.177 = 5.65.



our data set, this concurs with the results
using the Shannon–Wiener diversity index
and Evenness calculation.

ββ-Diversity

β-Diversity is a measure of change in diver-
sity over one area. It is a measure independ-
ent of α-diversity. We use measures of β-
diversity to determine whether there are
separate communities within an area. We
will show one method to calculate β-diver-
sity: Whittaker’s statistic (βw).

Whittaker’s statistic (ββw) 

Whittaker’s statistic (ßw)is calculated as:

• βw = (S/Sr)–1 where:
• S = the species richness in the sample

(all quadrats);
• Sr = the mean species richness/quadrat

(the sum of all the total number of

species per quadrat divided by the
total number of species).

We will illustrate this by modifying our
example from the Shannon–Wiener calcula-
tion (Table 14.6). The data for the wet mead-
ow were obtained from seven quadrats locat-
ed along a linear transect.

As βw increases, the rate of species
turnover increases. Our result (βw = 1.7)
indicates that species composition changes
rather slowly along the transect. It probably
means that, for example, soil moisture con-
tent in this wet area of the meadow is rather
constant, at least where samples were
recorded.

Similarity Indices

Similarity indices are used to compare what
species two communities have in common,
whereas diversity indices consider species
number and abundance, but not species
identity. Thus, two communities could have
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Table 14.6.  Method to calculate Whittaker’s statistic (βw) of β-diversity.  Data are changed from numeric
values into presence-absence data.

Wet area of meadow

Did the species occur in this quadrat?

Quadrat number
Weed taxa 1 2 3 4 5 6 7 Total

Garlic mustard Y Y Y Y Y Y Y
Chicory Y Y Y N N N N
Canada thistle Y Y N N N N N
Deptford pink Y N N N N N N
Purple loosestrife N Y Y Y Y Y Y
Common reed N N Y Y Y Y Y
Lady’s thumb N N N N Y Y Y
Common purslane Y Y N N N N N
Chickweed N Y N N N N N
Number of species in this 5 6 4 3 4 4 4 30

quadrat

Whittaker’s statistic (βw)  = (S/Sr)–1, where:

rS = total number of species in the sample (all quadrats)  =  9 species
Sr = the mean species richness/quadrat  =  30/9  =  3.33

= the sum of all the total number of species/quadrat divided by the total number of species.  
ßw = (S/Sr) – 1  

= (9/3.33) – 1 
= 2.7 – 1   = 1.7.



the same diversity but be composed of dif-
ferent species. There are a number of simi-
larity coefficients (Legendre and Legendre,
1998). We will present three.

Jaccard and Sørensen coefficients

The Jaccard coefficient (SJ) considers how
many species are common to both commu-
nities (Jaccard, 1900). The common version
of the formula is: 

• SJ = j / (a + b + j), where:
• j = number of species found in both

communities;
• a = number of species found only in

community a;
• b = number of species found only in

community b.

A variation of this index that emphasizes
species common to both communities is
sometimes called the Sørensen coefficient
(Sørensen, 1948). It is calculated as:

• SS = 2j / (a + b + 2j)

Note that these indices focus on what
species are present in both communities
and do not take into account their abun-
dances. Therefore, a species that was rare in
one community but common in another
would have the same influence on the result.
The advantage of these indices is that only
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Table 14.7. Indices used to calculate similarity between communities: Jaccard’s coefficient (SJ),
Sørensen coefficient (SS) and Steinhaus coefficient (SA) .

Sandy meadow (a) Wet meadow (b)
Weed taxa abundance abundance Minimum

1. Garlic mustard 32 43 32
2. Chicory 41 11 11
3. Canada thistle 58 15 15
4. Deptford pink 48 14 14
5. Purple loosestrife 0 44 0
6. Common reed 0 36 0
7. Lady’s thumb 0 26 0
8. Common purslane 59 17 17
9. Chickweed 78 24 24

Total no. of individuals per area 316 230
No. species in each area 6 9
No. species common to both areas j = 6
W W =113

Jaccard’s coefficient      SJ = j / (A + B – j)
j = number of species found in both communities;
A and B = total number of species found in each community;

SJ = 6 / (6 + 9 – 6)
= 6 / 9  = 0.667.

Sørenson’s coefficient     SN = 2j / (a + b + 2j)
= 2 × 6 /{0 + 3 + (2 × 6)}
= 12 / 15 = 0.8

Steinhaus’s coefficient    SA = 2W / (A + B)
W = sum of the lower of the two abundances of each species
A and B = the sum of abundances for each community

SA = 2(113) / (316 + 230)
= 226 / (316 + 230) 
= 226 / 546  = 0.414.



presence/absence data are required – not
measures of abundance.

Steinhaus’ coefficient

Some similarity indices do incorporate
abundance data. For example, the Steinhaus
coefficient (Motyka, 1947) is based on abun-
dance data. This coefficient takes the small-
est abundance for each species as a propor-
tion of the average community abundance.
The formula is: 

• SA = W / {(A + B) / 2} = 2W / (A + B),
where:
• W = sum of the lower of the two abun-

dances of each species in the commu-
nity;

• A and B = the sum of abundances of all
species in each community.

Comparison of similarity coefficients

Again, we will use the relevant data from
our example of the Shannon–Wiener calcu-
lation to illustrate how the Jaccard, Sørensen
and Steinhaus coefficients are calculated
(Table 14.7). For all three coefficients, we
interpret their values on a scale from 0 (com-
plete dissimilarity) to 1 (complete similari-
ty). The Jaccard and Sørensen coefficients
suggest that the communities are quite sim-
ilar. The value of the Sørensen coefficient is
higher than the Jaccard because it increases
the value of species common to both, and
every species in the sandy meadow is also
present in the wet meadow. Therefore, there
is substantial overlap in species composi-
tion. However, if you look at the data, the
communities actually are very dissimilar
and contradict these two coefficients. How
can this occur? The communities may share
many of the same species but the relative
abundances of each species are very differ-
ent. The Steinhaus coefficient accounts for
differences in abundance and hence is more
accurate than Jaccard’s or Sørensen’s coeffi-
cients. 

Unfortunately, both similarity and
diversity indices often have many names,

and sometimes one name can apply to
several indices (Legendre and Legendre,
1998). For example, the Steinhaus co-
efficient is sometimes incorrectly called
the Czekanowski coefficient and the
Shannon–Wiener diversity index is some-
times referred to as the Shannon–Weaver
index. In addition, there are a number of
different symbols used in the equations.
We have chosen commonly used symbols
in the equations, but different ones are
used elsewhere. Thus, it is important to
examine the equation being used to deter-
mine how the researcher is assessing simi-
larity. 

Using similarity indices to compare seed
bank and seedling communities

We have said that the similarity indices are
used to compare two communities. One
interesting use of these indices is to compare
the seed bank community to the above-
ground vegetation community (Chikoye and
Ekeleme, 2001; Grandin, 2001; Menalled et
al., 2001). This is often used by weed ecolo-
gists to examine whether weed seeds in the
seed bank will be reflected in the above-
ground weed community. For example,
Dessaint et al. (1997) used the Jaccard’s
coefficient to test whether the similarity of
the seed bank and the seedling flora changed
over time following a 9-year chemical-free
barley–pea–wheat rotation in France. Two
tillage treatments were compared: shallow
(15 cm) and deep (25–30 cm). They found
that there was a high correspondence
between species found in the seed bank and
as seedlings, and that similarity increased
over time in both treatments (Fig. 14.1).
When seed and seedling densities were
taken into account using the Steinhaus co-
efficient, there was a similarly high cor-
respondence that also increased over
time. These results show that repeated
crop rotations tend to result in the seed
bank and seedling communities becoming
more similar over time because constant
selection pressure selects for specific
species.

264 Chapter 14



Detecting Change in Vegetation Over
Time

The change in vegetation over time is called
succession (Chapter 12). There are two gen-
eral ways to examine succession:

• use long-term studies to follow one com-
munity over time;

• compare community types of different
ages (chronosequence).

Long-term studies

The most logical way to study how commu-
nities change over time is simply to watch
and measure changes as they occur. You (the
researcher) could regularly visit a commu-
nity (say every year) and measure species
composition, density and cover, as well as
environmental factors such as soil type, tem-
perature and chemistry, and light quality
and quantity. Over time you might observe
changes such as those discussed in Chapter
12. 
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Fig. 14.1. Changes in the similarity ((a) Jaccard and (b) Steinhaus coefficient) between species found in
the seed bank and as seedlings following a 9-year barley–pea–wheat rotation in France with two tillage
treatments: shallow (15 cm) and deep (25–30 cm) (redrawn from data in Dessaint et al., 1997).



An example of a long-term study is that
described by Meiners et al. (2002). They con-
ducted a study designed, in part, to deter-
mine:

• if species richness and cover of native
and/or non-native species change during
succession;

• if life history characteristics of native
species differ from those of non-native
species.

To conduct this study, they used 48 perma-
nent plots in each of ten agricultural fields
that were sequentially abandoned starting in
1958 (Small et al., 1971). Plots were sampled
yearly for 11 years and then every second
year until year 40. On each sampling date,
percentage cover of each species was record-
ed in permanent 0.5 × 2.0 m plots. From
these data, the researchers could calculate
proportional species richness and cover of
native and non-native species.

Meiners et al. (2002) found that over
time, richness of non-native species tended
to decrease, while richness of native species
increased (Fig. 14.2). The total and percent-
age cover of non-native species was highly
variable among plots in the early stages of
succession, but tended to decrease over
time. To answer their second question, each
species was characterized according to life
history strategy and then expressed as pro-

portional percentage cover for native and
non-native species (Fig. 14.3). For native
species, the proportion of total cover of trees
increased while the proportion of annuals,
biennials and herbaceous perennials
decreased over time. A different pattern was
observed for the cover of non-native species.
Here, the proportional cover of shrubs
increased over time and vines were more
abundant during the mid-successional
stages.

In the early stages of succession, non-
native species outnumbered native species
but this decreased over time. This was prob-
ably due to the increased cover of native
trees shading the shade-intolerant non-
native annuals. Not all non-native herba-
ceous species are shade-intolerant; for exam-
ple, garlic mustard (Alliaria petiolata) has
invaded some sites and is shown as the
increase in biennial weeds in the later stages
of succession.

Long-term studies are an excellent way
to follow precise changes in community
structure and function over time. However,
as you will no doubt see, this type of
long-term study requires, well, time and
this is not always available. Also, it requires
that a patch of land be preserved for the use
of the researcher and protected from de-
velopment (unless this is what is being
studied). 

266 Chapter 14

Fig. 14.2. Change in richness of native and non-native species in agricultural fields following
abandonment (redrawn from data in Meiners et al., 2002).  



Chronosequences

To avoid the problems of long-term studies,
some researchers use chronosequences to
study changes in vegetation over time. To do
this, plots of different successional stages are
compared and the researcher recreates a
chronological sequence (chronosequence) of
the successional pathway. Pickett (1989)
called this ‘space for time substitution’.

Csecserits and Rédei (2001) used the
chronosequence approach to study whether
natural secondary succession was adequate
to restore plant communities following field
abandonment or whether active restoration
efforts were required. They selected 54

abandoned fields in central Hungary that
ranged in age from 1 to 33 years since aban-
donment. Fields were within a 60-ha area,
had similar site characteristics, and were
still grazed by sheep. Fields were divided
into four age classes according to years since
abandonment (1–5, 6–10, 11–23 and 24–33
years). Species were divided into four life
history strategies (annual, biennial, perenni-
al, woody) as well as five functional groups
(Table 14.8). 

The authors found that within each of
the four life history strategies, species rich-
ness did not change over time but their rel-
ative abundance did change (Fig. 14.4). Over
time, the relative abundance of annuals
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Fig. 14.3. Changes in percentage cover of: (a) native and (b) non-native species in agricultural fields
following abandonment. Species were divided into six life history strategies and values are expressed
as the proportion of total native and non-native cover (redrawn from data in Meiners et al., 2002).  



tended to decrease, while the abundance of
perennials and woody plants increased. In
the functional groups, weed species richness
decreased in the first ten years (between the
first and second age group), while sand and
steppe specialist groups increased during
this interval. No other changes in species
richness occurred. The patterns of abun-
dance of functional groups were slightly dif-
ferent. From the first to third age group,
weed abundance decreased while the abun-
dance of sand specialists increased (Fig.
14.5). There was no change in other func-
tional groups. Csecserits and Rédei (2001)
concluded that there was no need to have
active restoration efforts because weed abun-

dance decreased over time and late succes-
sional species (sand and steppe specialists)
had appeared after 10 years of abandon-
ment. Therefore, the authors were able to
determine that weeds would not cause per-
sistent problems and that the process of nat-
ural succession was enough to return aban-
doned fields to semi-natural communities.

There are limitations to the use of
chronosequences (Pickett, 1989; Bakker et
al., 1996; Foster and Tilman, 2000). First,
this approach assumes that conclusions
drawn from spatial relationships are the
same as conclusions drawn from temporal
ones. That is, if you sample sites of different
ages (spatial), you will observe the same pat-
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Table 14.8. Plant functional groups used by Csecserits and Rédei (2001).

Type Description

Weeds Ruderal species
Sand generalists Disturbance resistant, pioneer species of open sand steppe
Sand specialists Species of open sand steppe that are less resistant to disturbance 
Steppe generalists Disturbance resistant species of closed sand steppe
Steppe specialists Species of closed sand steppe that are less resistant to disturbance

Fig. 14.4. Change in the relative abundance of annuals, biennials, perennials and woody plants
following the abandonment of agricultural fields in central Hungary. Fields were divided into four age-
classes: (1) 1–5 years, (2) 6–10 years, (3) 11–23 years, (4) 24–33 years (redrawn from data in
Csecserits and Rédei, 2001).



terns as you did if you observed them over
time. In addition, because you are averaging
the effects observed at different sites, you
can only obtain a general level of detail to
explain observations (‘regional averaging’).
Finally, since site-specific factors can con-
found results, correlations between species
abundances and community attributes may
not be directly correlated to the succession-
al processes. Nevertheless, chronosequences
are a useful and commonly used technique. 

Multivariate Analyses of Community
Data

In the previous section on succession, we
used two datasets where the researchers
examined the change in one variable (abun-
dance or richness) at a time and considered
how it changed through succession.
Sometimes a researcher wants to look at
more than one variable at a time and there
are specific types of analyses for this – mul-
tivariate analyses. These types of analyses

could be used to compare the plant commu-
nity composition of two sites as related to
specific factors such as moisture, wind or
temperature. 

Alternatively, we could use a series of
univariate analyses and compare the abun-
dances of each individual species separate-
ly, but if we are asking a community-based
question it is better to consider all the
species together. Community patterns may
differ from population patterns. If a
researcher wants to know whether two com-
munities are the same or different, then
analyses based on populations might not
answer the question. It is important to make
sure that the methods of sampling and
analysis match the question you are asking.

There are a number of types of multi-
variate statistics and their use depends on
the types of question asked, the method of
sampling and community type. The two
main types we will address are ordination
and cluster analysis. The statistics involved
in analysing multivariate data are quite com-
plicated, and we shall not go into them here
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Fig. 14.5. Change in the relative abundance of weeds, sand generalists and specialists, and steppe
generalists and specialists following the abandonment of agricultural fields in central Hungary. Fields
were divided into four age-classes: (1) 1–5 years, (2) 6–10 years, (3) 11–23 years, (4) 24–33 years
(redrawn from data in Csecserits and Rédei, 2001).



(Gauch, 1982; Digby and Kempton, 1987;
Jongman et al., 1995; Podani, 2000; Quinn
and Keough, 2002). Kenkel et al. (2002)
review the use of multivariate analysis in
agricultural weed science.

Ordination

Ordination is used when a researcher wants
to examine why species abundances vary in
a community. When data are collected,
species abundances and environmental vari-
ables are recorded. The first step of the
process displays the species and sites along
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Fig. 14.6. Biplots illustrating the weed communities in a wheat crop under four tillage treatments:
conventional tillage (CT), no-till with rye cover crop (NT rye), no-till with wheat stubble (NT wheat) and
no-till with maize cover crop (NT maize). Part (a) shows the data points and the multivariate means
(centroids) of each tillage treatment, (b) shows the associations between tillage treatments and weed
species (redrawn from Shrestha et al., 2002).



axes on ordination diagrams called biplots.
The axes represent as yet unknown vari-
ables. Similar species will be located closer
together on the biplot. From this type of
analysis, we can see what species are
grouped together, but we do not yet have a
direct measure of what environmental vari-
ables influence species groupings. With the
environmental data, we can then correlate
environmental variables to the species pat-
terns. However, this type of analysis does
not show cause–effect relationships. Further
experimental research will be required to
determine the nature of the correlations. 

Ordination is an exploratory technique
that can be used to elicit patterns and is one
way to reduce the complexity typical of eco-
logical community data. ‘The usual objective
of ordination is to help generate hypotheses
about the relationship between the species
composition at a site and the underlying
environmental gradients’ (Digby and
Kempton, 1987). 

Example of ordination

Shrestha et al. (2002) used ordination to
examine the effect of: (i) tillage and cover
crop, and (ii) previous crop type on weed
communities in winter wheat. Previous crop
type consisted of soybean, white bean or
kidney beans. Their tillage and cover crop
treatments were:

• conventional tillage;
• no-till with rye cover crop;
• no-till in wheat stubble;
• no-till in maize cover crop.

The researchers used 6 × 10 m plots and
each treatment was replicated four times.
Weed densities were counted using eleven
0.09-m2 quadrats per plot. 

The results of ordination are often pre-
sented in biplots where the two axes sepa-
rate treatments by placing more dissimilar
communities further apart. Figure 14.6 rep-
resents the results of the effect of tillage and
cover crop on weed communities in winter
wheat. Here the data point for each replicate
is shown (empty symbols) as well as the
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Fig. 14.7. Biplot of weed communities in a wheat crop which was preceded by either soybean, white
bean or kidney beans. Treatments are: conventional tillage (CT), no-till with rye cover crop (NT rye), no-
till with wheat stubble (NT wheat) and no-till with maize cover crop (NT maize). Centroids of treatments
are shown (redrawn from Shrestha et al., 2002).



treatment multivariate means (centroids rep-
resented by solid symbols) (Fig. 14.6a). In
this case, the environmental variables were
not measured directly. Instead, the environ-
ment will be influenced by management
treatments. The centroids of the four treat-
ments are dispersed along the two axes indi-
cating that different weed communities were
present. The arrows on the Fig. 14.6b point
to species that are most associated with each
management technique. Longer arrows indi-
cate a stronger association. For example, the
no-till wheat stubble and no-till maize cover
treatments were more associated with dan-
delion than the other two treatments, while
conventional tillage was associated with
lambsquarters.

The researchers also found that weed
communities present in wheat were influ-
enced by the species of crop in the previous
year (Fig. 14.7). For example, when wheat
was preceded by kidney beans, it was asso-
ciated with mouse-eared chickweed, and
when preceded by soybean was associated
with lambsquarters. This occurred for all
tillage treatments.

Cluster analysis

Cluster analysis is a way of finding natural
groupings of similar objects (e.g. two sites)
based on a number of variables (e.g. many
species abundances). Cluster analysis is use-
ful when the researcher wishes to map or
classify ecological communities. 

The first step of a cluster analysis is to
measure the level of similarity between the
sites. This is done using similarity indices
such as those mentioned previously. Next,
this information is used to form clusters of
similar sites. There are a variety of tech-
niques used to do this. Some start with the
entire data set and progressively divide it
into smaller groups, whereas others start
with small species groups and combine sim-
ilar ones into larger species groups. The
results of cluster analyses are often repre-
sented pictorially using a ‘dendrogram’.

Example of cluster analysis

Jensen (1998) used cluster analysis to exam-
ine the relationship between the above-
ground vegetation and the seed bank in wet
meadows of northwest Germany. Jensen col-
lected data seed bank and above-ground
vegetation data from early- (I), mid- (II) and

272 Chapter 14

Fig. 14.8. Dendrogram representing the cluster analysis of above-ground vegetation (Veg) and soil seed
bank (SB) in wet meadows at early- (I), mid- (II) and late- (III) stages of succession (redrawn from
Jensen, 1998).
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late-(III) successional communities. These
represent stages following the abandonment
of wet meadows.

The Sørensen coefficient was used to
compare the similarity of the seed bank and
above-ground vegetation and then a dendro-
gram of the results was created (Fig. 14.8).
Looking at the top of the figure there are two
major groups. Group 1 contains all the seed
bank data and early successional communi-
ties (I), while group 2 contains all the mid-
and late-successional above-ground com-
munities. This means that the above-ground
early-successional communities were more
similar to the seed bank communities than
to the mid- and late-successional above-
ground communities. Does this make eco-
logical sense? Yes it does. As succession
proceeds, plant composition changes, but
seeds of earlier stages of succession remain
dormant in the seed bank. Thus, early suc-
cessional above-ground communities are
similar to all seed bank communities
because seed banks contain seeds of their

current community and all previous com-
munities.

Summary

In this chapter, we have presented only a
few ways that researchers study community
patterns and processes. Some of the methods
presented can be used in combination. For
example, Carøe et al. (2000) used a combi-
nation of the Steinhaus similarity index,
ordination and cluster analysis to examine
the succession of ground vegetation in a
Danish beech forest. There are many more
ways to study communities. Sometimes the
most convincing ecological evidence comes
when several types of analyses point to the
same conclusion. There is no one correct
way to study community ecology and the
type of analysis you do is dependent on your
hypothesis and how you collected your data
(Chapter 10). 
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Questions

1. Design a data sheet that could have been used by Meiners et al. (2002) to collect their field data.
2. Why is it important to calculate degrees of freedom (df)?
3. Why can you get different results when using the Jaccard and Sørensen coefficients of similarity?
4. Since βw (Whittaker’s statistic) can compare the richness of two communities: why is it better to use sim-
ilarity indices?
5. What are the advantages and disadvantages of the long-term and chronosequence approaches to exam-
ining succession?
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Part IV

Conclusions





Introduction

We started out by noting that this book was
designed to be an intermediate-level text
that focused on weed ecology, and that we
are interested primarily in the population
and community ecology. If you revisit the
various chapters and the examples we used
in them, you might notice that our emphasis
on population and community scales still
incorporated ideas, processes and structures
from other scales, e.g. genetic, physiology,
morphology, ecosystem and landscape. This
reflects the reality of ecology – it is a subject
area that is integrative as it tries to explain
how all these other scales influence popula-
tion and community structure and dynam-
ics. The focus on population and communi-
ty scales is explained by the fact that these
are easiest for humans to perceive and are at
scales amenable to management of weeds in
our everyday lives. Humans are also able to
cope with scales smaller than this because
we can through technology, control vari-
ables in experiments. At larger scales
(ecosystem, landscapes), the processes and
structures are more complicated and vari-
ables are difficult to control, hence we know
less about the ecology of weeds at these larg-
er scales. 

Think about information that at differ-

ent scales would apply to the weed you
chose to study. What additional information
did you or would you gain if you examined
the literature on genetic, physiological, mor-
phological, ecosystem and landscape scales?
Does this information exist? If so, what are
the implications for the economic and eco-
logical impact of your weed? Importantly,
information at all scales is critical to the sub-
ject that most weed textbooks focus on: man-
agement. How should the weed you chose
be managed? To illustrate, we have included
two examples from our experience: one
weed colonizes most terrestrial habitats in
North America, and one is a tropical weed.

North American Example: Garlic
Mustard and Dame’s Rocket

We have already used the two North
American weeds (garlic mustard, Alliaria
petiolata, and dame’s rocket, Hesperis
matronalis) as examples in several chapters.
Now that you know many of the basic eco-
logical concepts, we can draw a clear picture
of the problems posed by these weeds and
the contribution of ecology to their manage-
ment. Both weeds are Eurasian species
which have been invasive in many habitats
including transportation and powerline
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corridors, riverbanks, forest edges, forest
plantations and agricultural fields (Cavers et
al., 1979; Nuzzo, 1991, 1993a,b,c, 1999;
Anderson et al., 1996; Cruden et al., 1996;
Haber, 1996, 1998; Hoffman and Kearns,
1997; Beyers and Quinn, 1998; Drayton and
Primack, 1999; Luken and Shea, 2000). 

Of the two weeds, garlic mustard is
more shade tolerant, possibly allelopathic,
competitive for light and nutrients, and
reproduces rapidly and repeatedly (Nuzzo,
1991, 1993a,b, 1999; Anderson et al., 1996;
Cruden et al., 1996; Haber, 1996, 1998;
Hoffman and Kearns, 1997; McCarthy, 1997;
Beyers and Quinn, 1998; McCarthy and
Hanson, 1998; Susko and Lovett Doust,
1998, 1999, 2000; Dhillon and Anderson,
1999; Drayton and Primack, 1999; Meekins
and McCarthy, 1999; Luken and Shea, 2000).
Dame’s rocket has not yet made anyone’s list
of the ‘world’s worst weeds’ because it does
not (yet) cause a serious economic impact in
any one agricultural or forest crop.
Additionally, there is much less known
about its genetics or physiology (Dvorak,
1982; Gohil and Raina, 1987; Conner and
Sterling, 1995; Hoffman and Kearns, 1997;
Davis et al., 1998). However, dame’s rocket
is capable of colonizing most habitats and
has the potential to be like its more estab-
lished ‘relative’ in the mustard (Brassicaceae)
family, garlic mustard (Haber, 1996, 1998). 

What both dame’s rocket and garlic
mustard appear to share is the ability to self-
pollinate, and produce many seeds that have
a high rate of germination. Germination
occurs in early spring (occasionally in late
autumn) and flowering may be delayed for
several years if conditions are not favourable
(Cavers et al., 1979; Baskin and Baskin,
1992, 1998; Anderson et al., 1996; Beyers
and Quinn, 1998; Dhillon and Anderson,
1999; Nuzzo, 1999). They are well adapted
to disturbance, so much so that one of the
worst management approaches is to pull
out the adults or seedlings indiscriminately
because the soil disturbance will cause hun-
dreds more seeds to germinate. Most types of
disturbance are helpful to garlic mustard –
even flooding, wind-throw and prescribed
burns (Nuzzo, 1999; Luken and Shea, 2000).
The populations of both species will

increase rapidly in disturbed areas and can
dominate a community. For example,
Murphy has recorded populations of both
species increasing to the extent of occupying
over 90% of the ground within 5 years of the
arrival of the first dozen or so colonists.

Managing these weeds will depend on
knowledge of their ecology. Herbicides and
hand pulling may extirpate small popula-
tions, albeit temporarily (Drayton and
Primack, 1999). However, neither strategy
works well, since hand pulling causes more
disturbance and herbicides normally elimi-
nate most of the native species allowing
weeds to recolonize preferentially. The
short-term approach is to prevent flowering
and exhaust the seedbank, e.g. by clipping
the inflorescence just before seed set since at
this time in their life cycle it will be too late
for the weeds to compensate because their
resources will be exhausted. A longer-term
approach is to determine whether garlic
mustard and dame’s rocket are vulnerable to
herbivores, parasites or pathogens in North
America. So far, there appear to be none in
North America but possibilities exist in
Europe (Jones and Finch, 1987; Stobbs and
Van Schagen, 1987; Ford et al., 1988;
Nielsen et al., 1989, 1995; Larsen et al.,
1992; Chang et al., 1996; Chen and
Schwegman, 1996; Haribal and Renwick,
1998; Haribal et al., 1999; Guglielmone et
al., 2000). 

Ultimately, we probably need to manage
the landscape, not the weeds, but this too
relies on weed ecology. The success of garlic
mustard and dame’s rocket is attributed to
fragmentation of forests and other habitats.
This creates habitat characteristics that are
conducive to invasion by weed species and
hostile to native species. The edges are areas
that experience constant shifts in tempera-
ture, light, moisture and wind – this is very
suitable for species with a high degree of
phenotypic plasticity, and both garlic mus-
tard and dame’s rocket appear to have this.
Hence, if we reduce, halt or reverse frag-
mentation, then managing these weeds is
easier because their ecological ‘niche’ is one
that depends on small, fragmented areas
(Matlack, 1993, 1994a,b, for general discus-
sion).
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Tropical Weed: Purple Nutsedge

Purple nutsedge (Cyperus rotundus) is wide-
spread throughout tropical and subtropical
areas of the world. Based on a worldwide
survey (Holm et al., 1977), purple nutsedge
was found to be a serious weed problem in
52 crops in 92 countries. Genotypic differ-
ences, which enhance adaptability to envi-
ronmental variation, have been reported
within selected populations (Cheng and
Thseng, 1990; Cheema et al., 1992). In addi-
tion, success of this weed is also attributed
to its ability to reproduce clonally. Both rhi-
zomes and tubers are formed which are
capable of producing multiple young
sprouts (Siriwardana and Nishimoto, 1987).
These rhizomes and tubers make control
difficult. Manual control is rarely satisfacto-
ry. When shoots are removed by hoeing near
the soil surface, new shoots will regrow at a
rate of up to 3 cm per day (William, 1976;
Komai and Ueki, 1982). Exhaustion of tubers
did not occur even after 9 months of regular
removal of shoots at bi-weekly intervals
(Horowitz, 1972). Control by herbicides is
only moderately successful (Hawton et al.,
1992) because of extensive clonal growth
and the inability of a systemic herbicide to
translocate throughout this underground
structure. 

In order to develop a more integrated
approach to the management of purple
nutsedge, Neeser et al. (1997, 1998, 1999)
conducted several basic ecological studies.
They discovered that purple nutsedge tubers
can survive 16–42 months and that burial
depth in the soil up to 23 cm had no effect
on survival or dormancy. Tuber numbers
increased with increasing levels of photo-
synthetically active radiation (PAR) received
at the soil surface. As a result, the amount of
light (PAR) reaching the soil surface could
be used to rank the competitive ability of dif-
fering crops because they intercept light dif-
ferently, therefore reducing the need for
complete control with herbicides. In 1998
they introduced a mechanistic model of pur-
ple nutsedge population dynamics. This
model combined ecological variables such
as tuber age and tuber population density
with variables that reflect crop competition

for light and weed control levels, to calculate
tuber fecundity and survival. When
nutsedge was not controlled the model pre-
dicted that cumulated incident photosyn-
thetic active radiation was a major determi-
nant of population size whereas intraspecific
competition was by far the major determi-
nant of the rate of population increase ‘r’. 

This same model also led to the formu-
lation of several research hypotheses that
could be tested through further field experi-
mentation. For example, one hypothesis
stated that ‘a low level of weed control in
competitive crops will not result in a signif-
icant increase of the purple nutsedge popu-
lation’. The results of the model predicted
that tuber populations would not increase if
efforts to control purple nutsedge were
reduced provided that the weed was present
in a competitive crop such as maize or bean.
In contrast to this, tuber numbers increased
in non-competitive crops such as peppers if
a high level of weed control was not main-
tained. These ecological studies on purple
nutsedge are examples of how plant ecology,
population modelling and weed manage-
ment can be combined to develop effective
weed management strategies. 

Why Weed Management Needs Weed
Ecology

An important concept is that without eco-
logical information, weed management ulti-
mately may fail, make weed problems
worse, or have unintended and detrimental
environmental and economic consequences.
Humans often rely on single solutions to
manage weeds. The problem with a single
weed control strategy is that weeds adapt to
management. Also, herbicides work very
well and are excellent tools within a weed
management strategy; however, misuse of
this technology can lead to problems such as
residual carry-over, cropping restrictions,
ground water contamination and the devel-
opment of genetically based herbicide
resistance.

The introduction of herbicide resistant
crops has had a major influence on cropping
systems. In western Canada, herbicide-
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resistant canola (Brassica napus L.) is com-
mercially available but the use of this tech-
nology has raised several weed management
concerns. Volunteer herbicide-resistant
canola has become a weed problem in suc-
ceeding crops. In addition, resistant herbi-
cide genes may transfer to closely related
weed species through hybridization. Finally,
there exists the possibility for ‘gene stack-
ing’, i.e. canola possessing resistant genes to
two or more herbicides through hybridiza-
tion from two or more different herbicide-
tolerant canola cultivars (Hall et al., 2000).
Invariably, these types of problems can
cause instability within a weed manage-
ment programme, making control more dif-
ficult. 

Our approach to weed management
often reflects human nature. We are not
completely comfortable with risk and as a
result, we like the idea of control. Control of
weeds with herbicides reduces the risk of
weeds escaping and ultimately reducing
yield and profitability. Weed management,
however, is often focused on weeds as a
series of individuals. Control measures often
try to exploit a species’ biological weakness.
This approach may lead to instability in
weed management, because once one
species is removed, another will appear.
This leads to a teeter–totter effect: as soon as
one weed problem is solved, another will
surely arise (Booth and Swanton, 2002). An
ecologically based approach to weed man-
agement may lead to a more balanced and
diverse weed community. 

A diverse weed community may prove
to be very important to weed management. If
a diverse weed community could be man-
aged successfully while maintaining accept-
able crop yields, then perhaps some previ-
ously unrealized benefits of the presence of
weeds on weed community dynamics could

be seen. Although there is no simple rela-
tionship between diversity and stability, fac-
tors contributing to stability may yet be dis-
covered that would show the benefits of
maintaining a diverse weed community.
Moreover, diversity in weed communities
may be viewed in support of the goal of
enhancing biodiversity in managed and nat-
ural ecosystems. For example, Murphy et al.
(unpublished manuscript) found that in a
three-crop rotation, no-tillage systems
increased weed species diversity above
ground and within the seed bank. 

Weed Ecology and Weed Science:
Building on This Book and Moving

Forward

Management based on ecology should be the
foundation upon which weed management
strategies are designed and implemented
within an integrated weed management
approach. Management without ecology
increases the likelihood of failure. An eco-
logical approach broadens (increases) man-
agement options, thus decreasing the proba-
bility of failure. In the final analysis, weed
ecology forces us to accept the fact that
weeds are part of our plant communities.
New species of plants colonize new habitats
all the time; humans simply speed up the
process by transporting weeds and creating
habitats amenable to their existence. Thus,
weeds need to be studied in the context of
their populations and communities in which
they survive. The only novel aspect to weeds
is that they have a tremendous economic
and ecological impact that would not exist if
it were not for humans. Reducing this
impact will require management approaches
that are based first on ecological knowledge.
Hopefully, you now have accomplished this. 
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α- (alpha-) diversity – the total species diversity within one defined habitat or community
Abiotic – non-living, physical or chemical environment
Abundance – is a measure of a population’s success in terms of numbers
Accuracy – describes how well data reflect the true value of the variable being estimated
Additive series design – type of competition experiment using a range of total densities and

where the relative proportion of species changes
Agamospermy – the production of seeds without fertilization 
Allelopathy – an interaction where one individual has a direct effect on another through the

release of chemical compounds from roots, shoots, leaves or flowers
Amensalism – an interaction whereby only one individual is negatively affected and the

other neither benefits nor is harmed
Apomixis – asexual reproduction 
Apparent competition – an interaction that gives the appearance of being due to competi-

tion but is actually due to other factors
Asexual reproduction – the creation of offspring that are genetically identical to their par-

ents, through a variety of mechanisms
β- (beta-) diversity – the comparison of diversity between habitats, communities and/or

along an environmental gradient
Bias – describes how well the sampling procedure reflects the true value of the variable
Biological control – the management of weeds using introduced herbivores (often insects)

as ‘biological control agents’
Biomass – the weight of vegetation per area
Biotic – living
Casual plant – a non-native plant that does not form self-replacing populations
Clonal growth – the creation of new, potentially independent plants through vegetative

growth (also vegetative reproduction)
Cluster analysis – a type of multivariate analysis used to find natural groups based on a num-

ber of variables
Cohort – a group of individuals born within the same age class
Community – a group of populations that co-occur in the same space and at the same time 
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Competition – a negative interaction where individuals make simultaneous demands that
exceed limited resources

Competitive ability – a combination of competitive effect and competitive response
Competitive effect – the ability of an individual to suppress the growth or survival of another
Competitive response – the ability of an individual to avoid being suppressed by another
Complete additive design – type of competition experiment using all combinations of den-

sities
Cover – the proportion of ground covered by a species when viewed from above.
δ- (delta-) diversity – the comparison of diversity between landscapes 
Demography – the study of a population’s size and structure and how it changes over time 
Density – the number of individuals in a given area 
Diversity – a measure of the number of taxa present (richness) and their relative abundances

(evenness)
Dormant – in a resting state and unable to germinate
ε- (epsilon-) diversity – the total species diversity within a larger ecological landscape
Ecology – the study of organisms and their environment 
Emergence – appearance of a shoot above the soil
Epiphyte – a parasite that is dependent on its host for physical support
Establishment – occurs once a seedling no longer depends on seed reserves (endosperm and

cotyledons), i.e. it is photosynthetically independent
Evenness – a measure of how similar the relative abundances of each species in a commu-

nity are
Exploitation competition – a type of competition where both individuals compete for the

same resource, but do not interact directly
Facilitation – a successional process whereby early invading species ameliorate the envi-

ronment for later invaders
Facultative interaction – an interaction where both species can survive independently, but

both benefit when they are found together.
Fitness – a relative measure of how well an individual succeeds at continuing its lineage.
Frequency – the proportion of sampling units (e.g. quadrats) that contain the target species
Fruit – structure formed from the flower ovary or receptacle and containing one or many

seeds
Functional group – a groups of species with a similar set of traits
γ- (gamma-) diversity – the total species diversity within an ecological landscape
Genet – an entire genetic individual, composed of ramets
Germination – the emergence of a root and/or shoot from a seed coat
Guerrilla-type growth – a type of clonal growth that results in loosely packed, often linear

patches
Hemiparasite – parasite that relies on its host for only some resources
Herbivory – the consumption of plant tissue by animals
Holoparasite – parasite that is entirely dependent on its host
Hypothesis – an idea that can be tested using experiments
Inbreeding depression – reduced fitness that results from the accumulation of deleterious

alleles caused by mating with a close relative
Indirect plant defences – plant uses another organism to defend itself against herbivory
Inhibition – a successional process whereby existing plants prevent or inhibit the estab-

lishment of subsequent species  
Interference competition – a direct interaction between individuals, commonly where one

individual is able to deny access to the resource to the other
Interspecific – between species
Intraspecific – within a species
Invasibility – the ease with which a habitat is invaded
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Invasion – the expansion of a species into an area not previously occupied by it
Invasion meltdown – the acceleration of impacts on native ecosystems due to synergistic

interactions of non-native species
Iteroparous – reproduction that occurs repeatedly through a plant’s lifespan (often used as

a synonym for polycarpic)
K – carrying capacity
Keystone species – a species that has a disproportionate effect on community function rel-

ative to its biomass
K-strategists – species that are large, have delayed reproduction, are long-lived and are found

in stable environments
Life history – the general description of a plant’s life cycle and the more specific aspects of

life cycles within population (age, stage, size)
Life table – a table summarizing the survival data of a population
Metapopulation – a group of spatially isolated populations that interact through migration

or distant pollination
Monocarpic – sexual reproduction that occurs only once in a plant’s lifespan (often used as

a synonym for iteroparous)
Multivariate analysis – a type of statistical analysis that combines species’ abundance data

into one analysis
Mutualism – an interaction that benefits both individuals
Naturalized plant – a non-native plant that forms self-sustaining populations but is not nec-

essarily invasive
Neighbour manipulation experiment – type of competition experiment where the density

of neighbour plants around a target individual is increased or decreased
Non-dormant – able to germinate
Non-native plant – a plant whose presence is due to intentional or accidental introduction

as a result of human activity, also exotic, alien, non-indigenous
Null hypothesis – a hypothesis stating that there are no differences among observed popu-

lations
Obligate interaction – an interaction where both partners of the association require each

other in order to survive
Observer effect – a phenomenon whereby the act of touching a plant while making obser-

vations or measurements induces a change in its growth, survival, etc.
Ordination – a type of multivariate analysis used to examine how species abundances vary

with the environment
Overcompensation – a type of tolerance to herbivory where the effect of herbivory benefits

the plant
Parasitism – an interaction where an individual obtains nutrients, shelter and/or support

from its host
Partial additive design – type of competition experiment where one species is kept at a con-

stant density with a second species at a range of densities
Persistence – a measure of how long a community remains the same
Phalanx-type growth – a type of clonal growth that results in slow growing, branched clones

that form dense patches
Phenology – the study of life cycle events and the environmental conditions that influence them
Physiognomy – the general appearance of a community 
Plot sampling – a method of sampling that uses quadrats to physically delineate the area

being sampled
Plotless sample – a method of vegetation where quadrats are not used
Pollination – the transfer of pollen from an anther to a stigma
Polycarpic – sexual reproduction that occurs repeatedly throughout a plant’s lifespan (often

used a synonym for semelparous)
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Polymorphism – when a structure produced has two or more morphology types – especial-
ly seeds

Population – a group of potentially inter-breeding individuals of the same species found in
the same place at the same time

Post-dispersal seed predation – consumption of the seed after it has been dispersed 
Potential distribution – the area in which a species is able to persist as determined by the

abiotic environment (also physiological distribution or climatic range)
Precision – describes how close the values of replicated data are to each other
Pre-dispersal seed predation – consumption of the seed while it is still on the maternal par-

ent plant
Primary dispersal – dispersal of seed from the parent plant to the ground
Primary dormancy – seeds that are unable to germinate when they first mature
Primary succession – succession that occurs on newly created land where no plants have

grown previously or where there is no effective seed bank on site
Quadrats – physical sampling units that are placed over the vegetation to act as boundaries

for sampling
Quiescent – seeds that are not dormant, but do not germinate because they have not encoun-

tered appropriate environmental conditions
‘r’ – the intrinsic rate of population growth 
Ramet – an individual which is genetically identical to the parent plant and capable of phys-

iologically independent growth
Replacement series design – type of competition experiment where the relative densities of

both species vary while the total density is kept constant
Resilience – a measure of a community’s ability to return to its original state following a dis-

turbance
Resistance – a measure of whether a community resists stress or disturbance
Resource manipulation experiment – type of competition experiment where resources are

increased or decreased 
Richness – the number of taxa (i.e. species) present in an area or in a community 
r-strategists – species that are small, annuals, have a rapid growth rate, reproduce early, and pro-

duce many small seeds and are therefore able to establish rapidly following a disturbance
Safe site – a site that provides all the conditions necessary for the seed to germinate and

emerge from the soil
Secondary dispersal – movement of seed subsequent to primary dispersal 
Secondary dormancy – dormancy that is imposed after seeds have dispersed
Secondary succession – succession that occurs on land previously vegetated, but disturbed

by natural or human-caused factors
Seed – the embryonic plant that develops from the fertilized ovule
Seed bank – seeds that become incorporated into the soil
Seed dispersal – movement of a seed or fruit away from the maternal parent plant
Seedling – a young plant
Self-compatible – individuals that can successfully mate with themselves if pollen is trans-

ferred from stigma to style 
Self-incompatible – an individual that is not able to mate with itself
Semelparous – reproduction that occurs only once in a plant’s lifespan (often used as a syn-

onym for monocarpic)
Sexual reproduction – the creation of offspring via fusion of two gametes (a sperm and

ovum) to form a zygote
Stability – a measure of how communities resist change in response to disturbance or stress,

comprised of persistence, resistance and resilience
Strategy – a group of similar characteristics which causes species to exhibit ecological sim-

ilarities
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Succession – the directional change in community composition 
Tens rule – describes how approximately 10% of species pass through each transition from

being imported to becoming casual to becoming established, and finally becoming a
weed 

Time lag – the time between when a species is introduced and when its population growth
explodes

Tolerance – a successional process whereby existing species have no effect on subsequent
ones

Traits – the physical and physiological characteristics of a plant that determine its ecolog-
ical function

Trajectory – a path through a series of community states
Transects – lines used to help determine where to locate quadrats to test for changes along

environmental gradients  
Treatment – manipulations made as part of an experiment
Water use efficiency – the ability to minimize water use for a given amount of carbon assim-

ilation
Weed – a native or introduced species that has a perceived negative ecological or econom-

ic effect on agricultural or natural ecosystems
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effect on community dynamics 24,

245–246 
effect on competition 121–122,

122–123, 124–126, 130
effect on dispersal 84, 88, 89
effect on dormancy 92–93
effect on germination 94–95
effect on growth 96
effect on herbivory 142
effect on phenology 102–108
effect on seed production 83
see also Temperature, Light, Nutrients,

Soil
Abundance 24–26, 246, 267–268

measurement of 24–25, 160–163
Accuracy 159–160, 161
Adaptation 127, 130, 
After-ripening 89, 91, 92–93, 95
Agamospermy 65–68

see also Asexual reproduction
Age-structure 35, 36–38
Agrestal 5
Alien 3

see also Weed
Allelopathy 126–127

see also Competition, interference
Allocation see Resource allocation
Amensalism 120

Androdioecy 50
Apomixis see Asexual reproduction
Asexual reproduction 49, 63–77
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costs and benefits 67 
facultative vs. obligate 66

clonal growth 68–77, 113, 241
costs and benefits 71–72, 73
mechanisms 69, 70–71
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72–73
ramet integration 73–75

invasion 65, 241
Assembly see Community assembly

Baker’s ideal weed 5, 241, 248
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Biodiversity see Diversity
Biological control 144, 145
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Biome 180–182
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Bumper hypothesis 198
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C-strategist (competitor) 43–45, 214–215
Carrying capacity 31–32
Casual species 237
Chronosequence 265, 267–269

see also Succession
Clements, Frederick 185–186, 210
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CLIMEX 24
Clonal growth 68–77, 113, 241

see also Asexual reproduction
Cluster analysis 272–273
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Community 
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Nitrogen fixation 147–149, 172, 185

see also Nutrients
Nutrients 123, 171–172, 218

influence on competition 124, 133

Observer effect 175
Ordination 270–272
Outbreeding depression 53

Parasitism 120, 144–146, 185
Patch dynamics 123, 195
Perennials 66
Persistence 209–210

see also Community stability
Phalanx growth form 72–73
Phenology 39–40, 101–108
Phenotypic plasticity 66, 74, 111–112,

278
Photoperiod 106–108 

see also Light
Physiognomy 187–188
Plot sampling 160–162, 266
Plotless sampling 162–163
Point-quarter method 162–162, 164, 165
Pollen 22, 50, 56, 58, 127
Pollen diagram 21–22
Pollen limitation 57, 66
Pollination 50–51, 55–58, 147

by animals 55, 56, 147
by insects 55, 56, 147
by water 55, 56
by wind 55, 56

Pollination syndromes 55
Pollinator limitation 57
Polycarpic 53, 90, 109, 111, 112
Polyploidy 66
Population abundance 24–26

measurement of 24–25, 160–163
Population distribution 18–24, 236, 242,

246
boundaries 19, 33
change over time 19, 236
potential 22–24
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scale and mapping 18–22
see also Spatial distribution

Population dynamics 10, 30–35, 214
effect of migration on 33–34
growth curves 30–31

real populations 32–33, 239 
Population ecology 9–10, 17–26
Population interactions 10, 119–133,

139–149, 225
see also Competition, Mutualism,

Parasitism
Population size 30, 43
Population structure 10, 29, 35, 36–41

age structure 35, 36–38
size structure 38–39
stage structure 39–40

Population, experimental design 155–175
Precision 159–160
Prediction 23–24, 26, 242, 243
Primary succession see Succession
Principle of allocation 109
Protandry 50
Protogyny 50

Quadrat sampling 160–162
Quadrat size 161–162
Quiescence 89, 91, 93

r (instantaneous rate of population
increase) 31, 279

R:FR (red:far red ratio) 105–106
r-selection 31, 214
R-strategist (ruderal) 42–45, 214–215
Ramet 68, 73–75, 160
Range see Population distribution
Rank–abundance curves 189–190
Recruitment 32, 36, 83–84

initial seedling recruitment 75–76
repeated seedling recruitment 75–76

Regeneration 45
Relay floristics 210, 216
Remnant population 73
Remote sensing 22
Reproduction 106–108, 109–111

see also Sexual reproduction, Asexual
reproduction

Resilience 209–210 
see also Community stability

Resistance 209–210
see also Community stability

Resource allocation 44–45, 53, 54–55, 
74, 75, 77, 85, 108–111, 120, 142,
149

Resource availability 245–246
Resources see Nutrients
Rhizome 70, 73, 279
Richness 172, 188–189, 191, 194

see also Diversity
Rivet-popper hypothesis 196, 198
Roots 122–123, 125–126, 129, 147
Ruderal 5, 43–45,

Safe site 81, 96
Sampling effect 175
Scale 186–187, 190, 277
Scientific method 155–159
Secondary succession see Succession
Seed bank 87, 89–91, 264, 272–273

persistent 90–91
transient 90–91

Seed dispersal see Dispersal
Seed dormancy see Dormancy
Seed germination see Germination
Seed number 82, 84, 214
Seed polymorphisms 84, 93
Seed predation 85, 90–91, 142–144, 156

experimental design 174–175
Seed production 31, 82–84, 241, 278
Seed rain see Dispersal (in space)
Seed size and morphology 82–84, 86, 

88, 90, 94, 96, 143, 185, 214,
241–242

Seedling emergence see Emergence
Seedling establishment see Establishment
Seeds 81–86
Self-compatibility 58
Self-incompatibility 57–58
Senescence 112–113
Sex benefits of 51–53
Sexual reproduction 49–59, 65, 7–77,

107–108
benefits of 52–53
costs of 53

Shakespeare 1
Shannon–Wiener diversity index (H′) 192,

256–259
Similarity indices 262–264, 272, 273
Simpson’s dominance index (D) 192,

261–262
Sink population 34

see also Metapopulation
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Size 38, 129–130, 214
age correlation 39
measurement 25, 39

Slugs 127, 142, 173
Soil, influence in processes 88, 89 96, 131,

213
see also Abiotic factors, Nutrients

Sørenson’s coefficient (SN) 193, 263–264,
272, 273

Source population 34
see also Metapopulation

Space, competition for 125
Spatial distribution 22, 25, 34–36, 131,

162–163
Spatial patterns 187
Species composition 187 

see also Community composition
Species diversity, see Diversity
Species evenness see Diversity, Evenness
Species interactions 210

see also Population interactions
Species pool 221, 222, 223, 225
Species redundancy hypothesis 196, 197
Species richness see Diversity, Richness
Species traits see Traits
S-strategist (stress tolerators) 43–45,

214–215
Stability 209–210
Steinhaus’ coefficient (SA) 192, 193, 263–

264, 265
Stolon 70, 73
Structure see Community structure,

Population structure
Succession 208, 221–222

experimental methods 265–269
chronosequence 267–269
long-term studies 265–267

patterns 213–215
primary 210–212, 217, 218
processes of 215–221

facilitation 215–217, 218
inhibition 216–217
tolerance 216–217

secondary 210, 212–213, 218
see also Community dynamics

Survivorship 38, 40, 43, 163–166, 214
life tables 39, 40, 163–166

Survivorship curve 40, 41, 166
Symbiosis 146

t-test 259, 260–261
Temperature 94–95, 103–104, 107–108, 183
Tens rule 236, 237
Time lags 239–240
Tolerance 216–217

see also Succession
Trade-off 51, 75, 83–84, 85–86, 149
Traits 212, 214, 225–229, 239, 242, 248,

278–279
competitive 128–130,

Trajectory 221, 222–223, 224, 237
deterministic vs. indeterministic

222–223
divergent vs. convergent 221

Transect 162–163
Tristyly 58
Tuber 70, 279

Vegetative reproduction see Asexual
reproduction

Water 108 
influence on competition 124
see also Soil

Weed 3–8
benefits of 6–7
characteristics and traits 5
negative impacts of 6

Weed ecology 11
Whittaker’s statistic (βw) 192, 193

Zone of tolerance 102
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alfalfas (Medicago spp.) 148
alpine buckwheat (Erigonum pyrolifolium)

212
annual bluegrass (Poa annua) 888, 123,

229
annual fleabane (Erigeron annuus) 217,

270, 271
annual mercury (Mercurialis annua) 50
annual sow-thistle (Sonchus oleraceus) 94
annual sunflower (Helianthus annuus) 53,

92
Arabian primrose (Arnebia hispidissima)

7
arctic dwarf birch (Betula glandulosa) 73
ash (Fagus spp.) 105
aspens (Populus spp.) 49
Australian saltbush (Atriplex serenana) 53

bajra and millet (Pennisetum typhoideum)
7

Bakersfield saltbrush (Atriplex tularensis)
53

barnyardgrass (Echinochloa crus-galli) 31,
43, 92, 107, 111, 125, 229

beard-tongues (Penstemon spp.) 93
beggar’s tick (Bidens pilosa) 112
Bermudagrass (Cynodon dactylon) 70
bishop’s goutweed (Aegopodium

podagraria) 69

bitter yellow dock (Rumex × crispo-
obtusifolius) 52

black nightshade (Solanum nigrum) 31
blackberry (Rubus fruticosus) 67
blackthorn (Prunus spinosa) 229, 230
blue flax (Linum perenne) 90, 93
blue grama grass (Bouteloua gracilis) 33
bluebur (Lappula echinata) 86
blue-joint grass (Calamagrostis canadensis)

170
blueweed (Echium vulgare) 50, 189
brachyglossum dandelion (Taraxacum

brachyglossum) 67
bracken fern (Pteridium aquilinum) 74,

241
bridal creeper (Asparagus asparagoides)

22
bridal veil (Asparagus declinat) 23, 24
broad-leaved dock (Rumex obtusifolius) 69
broomrapes (Aeginatia spp.) 146
broomrapes (Orobanche spp.) 146
buckthorns (Rhamnus spp.) 87, 246
bulbifera cardamine (Dentaria bulbifera)

69
bulbous corydalis (Corydalis cava) 69
bull thistle (Cirsium vulgare) 86, 174
bur-cucumber (Sicyos angulatus) 86
bush lupine (Lupinus arboreus) 172
buttercup (Ranunculus bulbosus) 70
buttonweed (Borreria articularis) 7
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California cordgrass (Spartina foliosa) 240
Canada goldenrod (Solidago canadensis)

74, 75, 126, 229
Canada horseweed (Conyza canadensis)

240
Canada thistle (Cirsium arvense) 70, 103,

104, 105, 174, 175, 189
canegrass (Phragmites communis) 246
canola (Brassica napus) 279–280
Cardwells’s penstemon (Penstemon

cardwellii) 212
carrot (Daucus carota) 130
chickweed (Stellaria media) 88, 90, 229,

230, 241, 270, 271
Chinese datura (Datura ferox) 105
Chinese tamarisk (Tamarix chinensis) 22
cinquefoils (Potentilla spp.) 66
clovers (Trifolium spp.) 7, 148
cocklebur (Xanthium strumarium) 43, 93,

107, 107
cockscomb (Celosia argentea) 7
cogongrass (Imperata cylindrica) 244
colonial bentgrass (Agrostis capillaris) 127
colt’s-foot (Tussilago farfara) 108
common barberry (Berberis vulgaris) 86
common burdock (Arctium minus) 86, 87
common catsear (Hypochaeris radicata)

212
common chickweed (Stellaria media) 88,

90, 229, 230, 241, 270, 271
common cocklebur (Xanthium

strumarium) 43, 93, 107, 107
common field-speedwell (Veronica

persica) 229, 241
common groundsel (Senecio vulgaris) 110,

123, 174, 229
common lambsquarters (Chenopodium

album) 31, 84, 86, 93, 94, 95, 105,
107, 108, 130, 131, 148, 174, 229,
230, 270, 271, 272

common milkweed (Asclepias syriaca) 141
common mullein (Verbascum thapsus) 50,

246
common ragweed (Ambrosia artemisiifolia)

92, 108, 128, 129, 131
common sage (Salvia officinalis) 127
corn cockle (Agrostemma githago) 170,

238
corn marigold (Chrysanthemum segetum)

110, 111
cotton (Gossypium hirsutum) 104, 142
cow vetch (Vicia cracca) 147

crabgrass (Dactylis glomerata) 69, 70
creeping buttercup (Ranunculus repens)

75, 229, 230

dalmatian toadflax (Linaria dalmatica) 103
dame’s rocket (Hesperis matronalis) 87,

277, 278
dandelion (Taraxacum officinale) 65, 86,

94, 108, 111, 174, 244, 270, 271
dandelions (Taraxacum spp.) 66
docks (Rumex spp.) 21, 94
dodders (Cuscuta spp.) 11, 146
downy brome (Bromus inermis) 189
Drummond phlox (Phlox drummondii) 39,

40, 163

eastern lined aster (Aster lanceolatus) 74
English daisy (Bellis perennis) 174
European buckthorn (Rhamnus cathartica)

86, 87
European mosqueta rose (Rosa rubiginosa)

7

false leafy spurge (Euphorbia × pseudo-
esula) 52

falsebroom (Ericameria austrotexana) 22
feathertop (Calamagrostis epigeios) 126
field bindweed (Convolvulus arvensis) 70,

92, 94
field horsetail (Equisetum arvense) 70
figs (Ficus spp.) 147
fire tree (Myrica faya) 6, 148, 185, 246, 247
fireweed (Epilobium angustifolium) 170,

212
flaxes (Linum spp.) 83, 146
foxtail barley (Hordeum jubatum) 244
Fremont’s leather flower (Clematis

fremontii var. riehlii) 18

garden spurge (Euphorbia hirta) 31
garlic mustard (Alliaria petiolata) 11,

51–52, 69, 129, 144, 246, 266,
277–278

giant foxtail (Setaria faberi) 131, 149, 217
giant knotweed (Fallopia sachalinesis) 52
giant parramatta grass (Sporobolus indicus

var. major) 143
giant ragweed (Ambrosia trifida) 93
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ginger (Asarum caudatum) 142
goat’s-bladder (Tragopogon × mirus) 53
goldenrods (Solidago spp.) 108
gold-of-pleasure (Camelina sativa) 83
goosefoot (Chenopodium polyspermum)

107
goosegrass (Eleusine indica) 31
gorse (Ulex europeus) 148
gypsywort (Lycopus europaeus) 69

hawkweeds (Hieracium spp.) 66, 127
hay-scented fern (Dennstaedtia

punctilobula) 240
hedge bindweed (Calystegia sepium) 69
hemp dogbane (Apocynum cannabinum)

175
henbane (Hyoscyamus niger) 107
henbit (Lamium amplexicaule) 92
Himalayan balsam (Impatiens glandulifera)

86, 90, 239, 241
honeysuckles (Lonicera spp.) 149
hooked bristlegrass (Setaria verticillata)

107
horned pondweeds (Zannichellia spp.) 56
horsenettle (Solanum carolinense) 50, 175
horsetail (Equisetum spp.) 241
hybrid goat’s-beard (Tragopogon ×

miscellus) 53

Idaho fescue (Festuca idahoensis) 148
Indian goosegrass (Eleusine indica) 107
indigo (Indigofera cordiflora) 7
itchgrass (Rottboellia exaltata) 105, 107
ivy-leaved speedwell (Veronica

hederifolia) 92, 133

jack pine (Pinus banksiana) 208, 209
Japanese honeysuckle (Lonicera japonica)

149
Japanese knotweed (Fallopia japonica var.

japonica) 52, 73, 75
Japanese knotweed (Polygonum

cuspidatum) 21, 26
Jerusalem artichoke (Helianthus tuberosus)

110, 111
jewelweed (Impatiens parviflora) 239
jimsonweed (Datura stramonium) 57, 111,

142
johnsongrass (Sorghum halpense) 43

Kentucky bluegrass (Poa pratensis) 70, 74,
107, 167, 168, 175

kikuyugrass (Pennisetum clandestinum)
108

kudzu (Pueraria montana var. lobata) 7, 22 

lady’s-thumb (Polygonum persicaria) 92,
229

lambsquarters (Chenopodium album) 31,
84, 86, 93, 94, 95, 105, 107, 108,
130, 131, 148, 174, 229, 230, 270,
271, 272

large crabgrass (Digitaria sanguinalis) 31,
94

leafy spurge (Euphorbia esula) 142
Lehmanns lovegrass (Eragrostis

lehmanniana) 244
lesser celandine (Ranunculus ficaria) 69
lily (Lilium spp.) 70
little bluestem (Schizachyrium scoparium)

166, 167, 168
lucernes (Medicago spp.) 148
lupine (Lupinus lepidus) 212, 217

maize (corn) (Zea mays) 21
marsh marigold (Caltha palustris) 69
melastone (Tibouchina herbaceae) 244
mile-a-minute weed (Polygonum

perfoliatum) 86
mistletoes (Arceuthobium spp.) 146
mistletoes (Loranthus spp.) 146
mistletoes (Viscum spp.) 146
monk’s rhubarb (Rumex alpinus) 69
monochoris (Monochoris) 125
Monterey pine (Pinus radiata) 7, 22–23,

32, 56, 144, 147, 242
morning glory (Ipomoea purpurea) 108
mouse-ear hawkweed (Hieracium pilosella)

174
mouse-eared chickweed (Cerastium

fontanum) 173, 270, 271, 272

narrow-leaved plantain (Plantago
lanceolata) 128, 129, 171

nettles (Urtica spp.) 50
New York aster (Aster novi-belgii) 74
Newberry’s fleeceflower (Polygonum

newberryi) 212
nipplewort (Lapsana communis) 174
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nodding thistle (Carduus nutans) 127
Norway maple (Acer plantanoides) 144,

246

oat grass (Arrhenatherum etatius) 70
`ohi`a lehua (Metrosideros polymorpha)

148
onion (Allium cepa) 107
orange hawkweed (Hieracium

aurantiacum) 147
orchardgrass (Dactylis glomerata) 94
ox-eye daisy (Chrysanthemum

leucanthemum) 108, 147, 174, 246
Oxford ragwort (Senecio squalidus) 240

palm (Elaeis quineensis) 145
parramatta grass (Sporobolus indicus var.

major) 143
parsley fern (Botrychium australe) 127
parthenium weed (Parthenium

hysterophorus) 127
Paterson’s curse (Echium plantagineum) 7,

12
Pennsylvania smartweed (Polygonum

pennsylvanicum) 131
pickerelweed (Pontederia cordata) 56
pines (Pinus spp.) 87
pink flower (Lantana camara) 127
pink mountain-heather (Phyllodoce

empetriformis) 212
plantain pussytoes (Antennaria parlinii)

76–77
plantains (Plantago spp.) 21, 50
Platte thistle (Cirsium canescens) 143
poinsettia (Euphorbia pulcherrima) 108
poison ivy (Rhus radicans) 50
pondweeds (Najas spp.) 56
portulaca (Portulaca oleracea) 22, 107
Powell’s amaranth (Amaranthus powellii)

174
prairie goldenrod (Solidago missouriensis)

246
prayer plant (Calathea ovandensis) 38, 40
prickly pear cacti (Opuntia spp.) 144
proso millet (Panicum miliaceum) 7, 248
purple loosestrife (Lythrum salicaria) 19,

20, 26, 33, 58, 142, 238, 246
purple nutsedge (Cyperus rotundus) 70,

107, 279

quackgrass (Elytrigia repens) 65, 70, 73,
127, 167, 168

ragweeds (Ambrosia spp.) 21, 56
raspberries (Rubus) 66
red clover (Trifolium pratense) 69, 170
red goosefoot (Chenopodium rubrum) 107
redroot pigweed (Amaranthus retroflexus)

82, 83, 93, 95, 107, 127, 131, 132,
174, 229

redtop grass (Agrostis stolonifera) 70, 73
Rhode Island bentgrass (Agrostis tenuis)

90
rice (Oryza sativa) 43
rice cockspur (Echinochloa oryzoides) 126
rock dandelion (Taraxacum

lacistophyllum) 67
Russian thistle (Salsola kali) 147
rusty saxifrage (Saxifraga ferruginea) 212
rye grass (Lolium temulentum) 108

saltbushes (Atriplex spp.) 50
saltcedars (Tamarix spp.) 125
salvation Jane (Echium plantagineum) 7,

12
scarlet pimpernel (Anagallis arvenis) 31,

107, 108
scentless mayweed (Tripleurospermum

inodorum) 174
scotch broom (Cytisus scoparius) 148
screwpine (Pandanus tectorius) 66
self-heal (Prunella vulgaris) 124
sesame and til (Sesamum idicum) 7
sheep fescue (Festuca ovina) 69
sheep sorrel (Rumex acetosella) 69, 229
shepherd’s purse (Capsella bursa-pastori)

88, 229
showy crotalaria (Crotalaria spectablis)

111
side-oats grama (Bouteloua curtipendula)

107
siratro (Macroptilium atropurpureum) 108
slender wild oat (Avena barbata) 111
smooth cordgrass (Spartina alterniflora)

240
smooth hawk’s-beard (Crepis tectorum)

174
snowdrop (Galanthus nivalis) 69
solid-rooted fumewort (Corydalis solida) 69
sow thistles (Sonchus spp.) 50
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spiny amaranthus (Amaranthus spinosa) 31
spiny aster (Aster spinosus) 22
spiny cocklebur (Xanthium spinosum) 31
spotted jewelweed (Impatiens capensis)

39, 239
spotted knapweed (Centaurea maculosa)

36, 37, 148, 163
spreading phlox (Phlox diffusa) 212
spurred anoda (Anoda cristata) 104
St John’s wort (Hypericum perforatum) 22,

229
stiff clubmoss (Lycopodium annotinum) 69
stinging nettle (Urtica dioica) 87
strangler fig (Ficus leprieurii) 145
strawberries (Fragaria spp.) 49, 70
strawberry guava (Psidium cattleianum)

148
sugar maple (Acer saccharum) 39
sugarbeet (Beta vulgaris var. sacchariferal)

133
sulphur cinquefoil (Potentilla recta) 175
sunflowers (Helianthus spp.) 53
sweet vernalgrass (Anthoxanthum

odoratum) 171
sweet woodruff (Asperula odorata) 69
switchgrass (Panicum virgatum) 143
Sydney golden wattle (Acacia longifolia)

129

tall cat-tail (Typha × glauca) 53
tall goldenrod (Solidago altissima) 74
tambalacoque tree (Sideroxylon

grandiflorum) 156
tansy ragwort (Senecio jacobaea) 93, 174
teasel (Dipsacus fullonum) 38
thin bentgrass (Agrostis degoensis) 212
tick berry (Chrysanthemoides monilifera)

129
timothy (Phleum pratense) 127
tobacco (Nicotiana tabacum) 141
touch-me-not (Impatiens glandulifera) 86,

90, 239, 241
tree-of-heaven (Ailanthus altissima) 149
trembling aspen (Populus tremuloides) 74
tropical soda apple (Solanum viarum) 27
trumpet honeysuckle (Lonicera

sempervirens) 149

velvetleaf (Abutilon theophrasti) 24, 92,
104, 111, 127, 131

vetches (Vicia spp.) 108
viper’s bugloss (Echium vulgare) 50, 189

wallaby grass (Amphibromus scabrivalvis)
70–71

water hyacinth (Eichhornia crassipies) 56
weedy cucumber (Sicyos deppi) 83
western pearly everlasting (Anaphalis

margaritaceum) 212
wheat (Triticum) 170
white campion (Silene alba) 33
white clover (Trifolium repens) 74, 75,

107, 127, 170, 229
white cockle (Silene latifolia) 145
white hawkweed (Hieracium albiflorum)

212
white mustard (Sinapis alba) 105, 107
white oak (Quercus alba) 149
white pine (Pinus strobus) 239
white spruce (Picea glauca) 170
whorled wood aster (Aster acuminatus)

73
wild buckwheat (Polygonum convolvulus)

31
wild carrot (Daucus carota) 50, 56, 107,

189
wild garlic (Allium sativum) 70
wild garlic (Allium vineale) 75
wild lettuce (Lactuca scariola) 239
wild lettuce (Lactuca virosa) 239
wild mustard (Sinapis arvensis) 103, 104,

106, 133
wild oat (Avena fatua) 92, 111, 229
wild onion (Allium vineale) 70
wild strawberry (Fragaria vesca) 69, 229
wild tulip (Tulipa sylvestris) 69
willows (Salix spp.) 126
wingpetal (Heterosperma pinnatum) 84,

85
winter wheat (Triticum aestivum) 133
witchweed (Striga lutea) 31
witchweeds (Striga spp.) 146

yarrow (Achillea millefolium) 174, 229,
230

yellow nutsedge (Cyperus esculentus) 70
yellow star thistle (Centaurea solstitialis) 22
yellow toadflax (Linaria vulgaris) 175, 229,

230
yucca (Yucca spp.) 147
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