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#### Abstract

The twelfth century rabbinic scholar Maimonides proposed a maximum class size of 40 . This same maximum induces a nonlinear and nonmonotonic relationship between grade enrollment and class size in Israeli public schools today. Maimonides' rule of 40 is used here to construct instrumental variables estimates of effects of class size on test scores. The resulting identification strategy can be viewed as an application of Donald Campbell's regression-discontinuity design to the class-size question. The estimates show that reducing class size induces a significant and substantial increase in test scores for fourth and fifth graders, although not for third graders.


When asked about their views on class size in surveys, parents and teachers generally report that they prefer smaller classes. This may be because those involved with teaching believe that smaller classes promote student learning, or simply because smaller classes offer a more pleasant environment for the pupils and teachers who are in them [Mueller, Chase, and Walden 1988]. Social scientists and school administrators also have a longstanding interest in the class-size question. Class size is often thought to be easier to manipulatethan other school inputs, and it is a variable at the heart of policy debates on school quality and the allocation of school resources in many countries (see, e.g., Robinson [1990] for the United States; OFSTED [1995] for the United Kingdom; and Moshel-Ravid [1995] for Israel).

This broad interest in the consequences of changing class size notwithstanding, causal effects of class size on pupil achievement have proved very difficult to measure. Even though the level of educational inputs differs substantially both between and within schools, these differences are often associated with factors such as remedial training or students' socioeconomic background. Possibly for this reason, much of the research on the relationship

[^0]between class size and achievement is inconclusive. In widely cited meta-analyses of class-size research, Glass and Smith [1979] and Glass, Cahen, Smith, and Filby [1982] conclude that smaller classes raise children's test scores. Card and Krueger [1992a, 1992b] also found that lower pupil-teacher ratios in school are associated with higher adult earnings, while randomized trials in Tennessee and Ontario provide evidence for beneficial effects of randomly assigned reductions in class size [Finn and Achilles 1990; Wright, Shapson, Eason, and Fitzgerald 1977]. But results from the Glass et al. meta-analyses have been questioned [Slavin 1989], and Hanushek's [1986, 1996] surveys of research on the effects of school inputs, including pupil-teacher ratios, report a range of findings. Recently, Card and Krueger's studies of the school quality/earnings link have al so been challenged [Heckman, Layne-F arrar, and Todd 1995].

Although recent years have seen renewed interest in the class-size question, academic interest in this topic is not only a modern phenomenon; the choice of class size has been of concern to schol ars and teachers for hundreds of years. One of the earliest references on this topic is the Babylonian Talmud, completed around the beginning of the sixth century, which discusses rules for the determination of class size and pupil-teacher ratios in bible study. The great twelfth century Rabbinic scholar, Maimonides, interprets theTalmud's discussion of class size as fol lows: "Twentyfive children may be put in charge of one teacher. If the number in the class exceeds twenty-five but is not more than forty, he should have an assistant to help with the instruction. If there are more than forty, two teachers must be appointed" [Hyamson 1937, p. 58b]. ${ }^{1}$ Interestingly, while Maimonides' maximum of 40 students was partly derived by interpreting the Talmud, this rule leads to smaller classes than the Talmudic rule, which allows a maximum size of $49 .{ }^{2}$

1. This is from Chapter II of "Laws Concerning the Study of Torah" in Book I of Maimonides' Mishneh Torah. The same chapter discusses compulsory school attendance (at public expense from the age of six or seven for boys), the penalty for nonenforcement of compulsory attendance laws (excommunication of the entire town), hours of instruction (long), holidays (few), use of corporal punishment (limited), qualifications for teaching positions (strict), competition between schools for students (permitted, desirable), and busing school students between towns to schools of higher quality (permitted only if the towns are not separated by a river).
2. The Talmudic portion that Maimonides relied on is: "The number of pupils assigned to each teacher is twenty-five. If there are fifty, we appoint two teachers. If there are forty, we appoint an assistant, at the expense of the town" (quote from Chapter II, page 21:a of the Baba Bathra; English translation on page 214 of Epstein [19'76]).

The importance of Maimonides' rule for our purposes is that, since 1969, it has been used to determine the division of enrollment cohorts into classes in Israeli public schools. The maximum of 40 is well-known to school teachers and principals, and it is circulated annually in a set of standing orders from the Director General of the Education Ministry. ${ }^{3}$ As we show below, this rule generates a potentially exogenous source of variation in class size that can be used to estimate the effects of class size on the scholastic achievement of Israeli pupils. To see how this variation comes about, note that according to Maimonides' rule, class size increases one-for-one with enrollment until 40 pupils areenrolled, but when 41 students are enrolled, there will be a sharp drop in class size, to an average of 20.5 pupils. Similarly, when 80 pupils are enrolled, the average class size will again be 40, but when 81 pupils are enrolled the average class size drops to 27.

Maimonides' rule is not the only source of variation in Israeli class sizes, and average class size is generally smaller than what would be predicted by a strict application of this rule. But Israeli classes are large by United States standards, and the ceiling of 40 students per class is a real constraint faced by many school principals. The median class size in our data is 31 pupils, with 25 percent of classes having more than 35 pupils and 10 percent having more than 38 pupils. A regression of actual class size at midyear on predicted class-size using beginning-of-the-year enrollment data and Maimonides'rule explains about half the variation in class size in each grade (in a population of about 2000 classes per grade). ${ }^{4}$

In this paper we use the class-size function induced by Maimonides'rule to construct instrumental variables estimates of class-size effects. Although the class-size function and the instruments derived from it are themselves a function of the size of enrollment cohorts, these functions are nonlinear and nonmonotonic. We can therefore control for a wide range of smooth enrollment effects when using the rule as an instrument. The
3. The original policy was laid out in a 1966 memo making the maximum of 40 effective as of the 1969 school year [Israel Ministry of Education 1966]. Maimonides' discussion of class-size ceilings was noted in the press release announcing the legislation proposing a 30 -pupil maximum [Israel Ministry of Education 1994]. The pre-1969 elementary school maximum was 50 or 55, depending on grade [I srael Ministry of Education 1959].
4. A bivariate regression of class size on the mathematical expression of Maimonides' rule has an $\mathrm{R}^{2}$ of .49 in the 1991 population of 2018 fifth grade classes. The corresponding $\mathrm{R}^{2}$ for 2049 fourth grade classes is .55 , and the corresponding $R^{2}$ for 2049 third grade classes is .53.
resulting evidence for a causal impact of class size on test scores is strengthened by the fact that even when controlling for other enrollment effects, the up-and-down pattern in the class size/ enrol Iment size relationship induced by Maimonides'rule matches a similar pattern in test scores. Since it seems unlikely that enrollment effects other than those working through class size would generate such a pattern, Maimonides' rule provides an unusually credible source of exogenous variation for class-size research. This sort of identification argument has a long history in social science and can be viewed as an application of Campbell's [1969] regression-discontinuity design for evaluation research to the class size question. ${ }^{5}$

The paper is organized as follows. Following a description of Israeli test score data in Section I, Section II presents a simple graphical analysis. Section III describes the statistical model that is used for inference and briefly outlines the connection with Campbell [1969]. Section IV reports the main estimation results, and Section V interprets some of the findings. Section VI concludes. The results suggest that reductions in class size induce a significant and substantial increase in math and reading achievement for fifth graders, and a modest increase in reading achievement for fourth graders. On the other hand, there is little evidence of an association between class size and achievement of any kind for third graders, although this may be because the third grade testing program was compromised.

## I. Data and Descriptive Statistics

The test score data used in this study come from a short-lived national testing program in Israeli elementary schools. In J une of 1991, near the end of the school year, all fourth and fifth graders were given achievement tests designed to measure mathematics and (Hebrew) reading skills. The tests are described, and the results summarized in a pamphlet from the National Center for Education Feedback [1991]. The scores used here consist of a composite constructed from some of the basic and all of the more advanced questions in the test, divided by the number of questions in the composite score, so that the score is scaled from 1-100.
5. A recent application of regression-discontinuity ideas in economics is van der Klauww [1996]. Other related papers are Akerhielm [1995], which uses enrollment as an instrument for class size, and Hoxby [1996], which uses population to construct instruments for class size.

This composite is commonly used in Israeli discussions of the test results. ${ }^{6}$ As part of the same program, similar tests were given to third graders in J une 1992. The J une 1992 tests are described in another pamphlet [National Center for Education F eedback 1993].7 The achievement tests generated considerable public controversy because of lower scores than anticipated, especially in 1991, and because of large regional difference in outcomes. After 1992, the national testing program was abandoned.

Our analysis began by linking average math and reading scores for each class with data on school characteristics and class size from other sources. The details of this link are described in the Data Appendix. Briefly, the linked data sets contain information on the population of schools covered by the Central Bureau of Statistics [1991, 1993] Censuses of Schools. These are annual reports on all educational institutions at the beginning of the school year (in September), based on reports from school authorities to the Israel Ministry of Education and supplemented by Central Bureau of Statistics data collection as needed. Information on beginning-of-the-year enrollment was taken directly from the computerized files underlying these reports, and the classes in the schools covered by the reports define our study population. The data on class size are from an administrative source, and were collected between March and J une of the school year that began in the previous September.

The unit of observation in the linked data sets and for our statistical analysis is the class. Although micro data on students are available for third graders in 1992, for comparability with the 1991 data, we aggregated the 1992 micro data up to the class level. The linked class-level data sets include information on average test scores in each class, the spring class size, beginning-of-the-year enrollment in the school for each grade, a town
6. In 1990 the Israel Ministry of E ducation created a testing center headed by the chief scientist in the ministry to devel op and run a cognitive testing program in primary schools. The resulting curriculum-based exams were pretested in the fall of 1990. The math tests included computational, geometry, and problem-solving questions. The reading tests included questions evaluating grammar skills and reading comprehension. The fourth grade tests included 45 math questions and 57 reading questions. Thefifth gradetests included 48 math questions and 60 reading questions. Among these, fifteen questions are considered basic for the purposes of the score composite, and the remainder more advanced.
7. The 1992 exams included 40 math questions, of which 20 were considered basic. The math composite score includes ten of the basic questions plus twenty of the more advanced questions. The reading exams included 44 questions, of which 20 were considered basic. The reading composite includes ten of the basic reading questions plus all of the more advanced questions.
identifier, and a school-level index of students' socioeconomic status that we call percent disadvantaged (PD). ${ }^{8}$ Also included are variables identifying the ethnic character (J ewish/Arab) and religious affiliation (religious/secular) of schools.

Except for higher education, schools in Israel are segregated along ethnic (J ewish/Arab) lines. Within the J ewish public school system, there are also separate administrative divisions and curricula for secular and religious schools. This study is limited to pupils in the ewish public school system, including both secular and religious schools. These groups account for the vast majority of school children in Israel. We exclude students in Arab schools because they were not given reading tests in 1991 and because no PD index was computed or published for Arab schools until 1994. ThePD index is a key control variablein our analysis because it is correlated with both enrollment size and test scores. Also excluded are students in independent religious schools, which are associated with ultra-orthodox J ewish groups and have a curriculum that differs considerably from that in public schools.

The average elementary school class in our data has about 30 pupils, and there are about 78 pupils per grade. This can be seen in Panel A of Table I, which reports descriptive statistics, including quantiles, for the population of over 2000 classes in J ewish public schools in each grade (about 62,000 pupils). Ten percent of classes have more than 37 pupils, and 10 percent have fewer than 22 pupils. The distribution of test scores, also shown in the table, refers to the distribution of average scores in each class. Per-pupil statistics, i.e., class statistics weighted by class size, are reported in Appendix 1. The average score distributions for fourth and fifth grade classes are similar, but mean scores are markedly higher, and the standard deviations of scores lower for third graders. We believe the difference across grades is generated by a systematic test preparation effort on the part of teachers and school officials in 1992, in light of the political fallout resulting from what were felt to be were disappointing test results in 1991.
8. The PD index is discussed by Algrabi [1975], and is used by the Ministry of Education to allocate supplementary hours of instruction and other school resources. It is a function of pupils' fathers' education and continent of birth, and family size. Theindex is recorded as the fraction of students in the school who come from what is defined (using index characteristics) to be a disadvantaged background.

TABLE I
Unweighted Descriptive Statistics

|  |  |  | Quantiles |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Mean | S.D. | 0.10 | 0.25 | 0.50 | 0.75 |

A. Full sample

5th grade (2019 classes, 1002 schools, tested in 1991)

| Class size | 29.9 | 6.5 | 21 | 26 | 31 | 35 | 38 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Enrollment | 77.7 | 38.8 | 31 | 50 | 72 | 100 | 128 |
| Percent disadvantaged | 14.1 | 13.5 | 2 | 4 | 10 | 20 | 35 |
| Reading size | 27.3 | 6.6 | 19 | 23 | 28 | 32 | 36 |
| Math size | 27.7 | 6.6 | 19 | 23 | 28 | 33 | 36 |
| Average verbal | 74.4 | 7.7 | 64.2 | 69.9 | 75.4 | 79.8 | 83.3 |
| Average math | 67.3 | 9.6 | 54.8 | 61.1 | 67.8 | 74.1 | 79.4 |

4th grade (2049 classes, 1013 schools, tested in 1991)

| Class size | 30.3 | 6.3 | 22 | 26 | 31 | 35 | 38 |
| :--- | ---: | ---: | :--- | :--- | :--- | ---: | ---: |
| Enrollment | 78.3 | 37.7 | 30 | 51 | 74 | 101 | 127 |
| Percent disadvantaged | 13.8 | 13.4 | 2 | 4 | 9 | 19 | 35 |
| Reading size | 27.7 | 6.5 | 19 | 24 | 28 | 32 | 36 |
| Math size | 28.1 | 6.5 | 19 | 24 | 29 | 33 | 36 |
| Average verbal | 72.5 | 8.0 | 62.1 | 67.7 | 73.3 | 78.2 | 82.0 |
| Average math | 68.9 | 8.8 | 57.5 | 63.6 | 69.3 | 75.0 | 79.4 |

3 3rd grade ( 2111 classes, 1011 schools, tested in 1992)

| Class size | 30.5 | 6.2 | 22 | 26 | 31 | 35 | 38 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| E nrollment | 79.6 | 37.3 | 34 | 52 | 74 | 104 | 129 |
| Percent disadvantaged | 13.8 | 13.4 | 2 | 4 | 9 | 19 | 35 |
| Reading size | 24.5 | 5.4 | 17 | 21 | 25 | 29 | 31 |
| Math size | 24.7 | 5.4 | 18 | 21 | 25 | 29 | 31 |
| Average verbal | 86.3 | 6.1 | 78.4 | 83.0 | 87.2 | 90.7 | 93.1 |
| Average math | 84.1 | 6.8 | 75.0 | 80.2 | 84.7 | 89.0 | 91.9 |

B. +/- 5 Discontinuity sample (enrollment 36-45, 76-85, 116-124)

|  | 5th grade |  | 4th grade |  | 3rd grade |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | S.D. | Mean | S.D. | Mean | S.D. |
|  | (471 classes, 224 schools) |  | (415 classes, 195 schools |  | (441 classes, 206 schools) |  |
| Class size | 30.8 | 7.4 | 31.1 | 7.2 | 30.6 | 7.4 |
| Enrollment | 76.4 | 29.5 | 78.5 | 30.0 | 75.7 | 28.2 |
| Percent disadvantaged | 13.6 | 13.2 | 12.9 | 12.3 | 14.5 | 14.6 |
| Reading size | 28.1 | 7.3 | 28.3 | 7.7 | 24.6 | 6.2 |
| Math size | 28.5 | 7.4 | 28.7 | 7.7 | 24.8 | 6.3 |
| Average verbal | 74.5 | 8.2 | 72.5 | 7.8 | 86.2 | 6.3 |
| Average math | 67.0 | 10.2 | 68.7 | 9.1 | 84.2 | 7.0 |

[^1] September grade enrollment, Percent disadvantaged = percent of students in the school from "disadvantaged backgrounds," Reading size $=$ number of students who took the reading test, Math size $=$ number of students who took the math test, Average verbal = average composite reading score in the class, Average math $=$ average composite math score in the class.

## A. TheDiscontinuity Sample

Maimonides' rule can be used to identify the effects of class size because the rule induces a discontinuity in the relationship between enrollment and class size at enrollment multiples of 40 . Since this discontinuity is the source of identifying information, some of the analysis that follows is restricted to schools with enrollments in a range close to the points of discontinuity. ${ }^{9}$ Panel B of Table I shows descriptive statistics for one such "discontinuity sample," defined to include only schools with enrollments in the set of intervals $\{[36,45],[76,85],[116,125]\}$. Slightly fewer than one-quarter of classes come from schools with enrollments in this range. Average class size is a bit larger in this $\pm 5$ discontinuity sample than in the overall sample. But the average characteristics of classes in the discontinuity sample, including test scores and the PD index, are otherwise remarkably similar to those for thefull sample.

## II. Graphical Analysis

The class-size function derived from Maimonides' rule can be stated formally as follows. Let es denote beginning-of-the-year enrollment in school s in a given grade, and let $f_{s c}$ denote the class size assigned to class c in school s, for that grade. Assuming that cohorts are divided into classes of equal size, we have

$$
\begin{equation*}
\mathrm{f}_{\mathrm{sc}}=\mathrm{e}_{\mathrm{s}} /\left[\operatorname{int}\left(\left(\mathrm{e}_{\mathrm{s}}-1\right) / 40\right)+1\right], \tag{1}
\end{equation*}
$$

where, for any positive number $n$, the function int ( $n$ ) is the largest integer less than or equal to $n$. Equation (1) captures the fact that M aimonides' rule allows enrollment cohorts of 1-40 to be grouped in a single class, but enrollment cohorts of 41-80 aresplit into two classes of average size 20.5-40, enrollment cohorts of $81-120$ are split into three classes of average size 27-40, and so on.

Although $f_{s c}$ is fixed within schools, in practice enrollment cohorts are not necessarily divided into classes of equal size. In schools with two classes per grade, for example, only about
9. We thank a referee (Caroline M. Hoxby) for suggesting an analysis in this subsample. Hahn, Todd, and van der Klaauw [1997] explore a related nonparametric approach to regression-discontinuity estimation.


Figure I
Class Size in 1991 by Initial Enrollment Count, Actual Average Size and as Predicted by Maimonides' Rule
onequarter of the classes are of equal size. On the other hand, even though the actual relationship between class size and enrollment size involves many factors, in I srael it clearly has a lot to do with $\mathrm{f}_{\mathrm{sc}}$. This can be seen in Figures I a and Ib , which plot the average class size by enrollment size for fifth and fourth grade pupils, along with the class-size function. The dashed horizontal
lines in the figures mark the class sizes where the class-size function has corners. The figures show that at enrollment levels that are not integer multiples of 40, class size increases approximately linearly with enrollment size. But average class size drops sharply at integer multiples of 40 , i.e., at the corners of the class sizefunction.

The figures show that average class size never reaches 40 when enrollment is less than 120, even though the class size function predicts a class size of 40 when enrollment is either 40 , 80, 120, etc. This is because schools can sometimes afford to add extra classes before reaching the maximum class size. For example, schools may receive funds to support more classes if they have a high PD index [Lavy 1995]. These funds represent a deliberate attempt to offset the effects of socioeconomic background, and can also be used to add hours of instruction and teachers to those schools where the PD index is high. On the other hand, manipulation of class size by parents is limited by the fact that Israeli pupils must attend a neighborhood school. Overflow classes caused by large enrollments and Maimonides' rule are conducted in school libraries and other temporary classrooms if need be. ${ }^{10}$ Of course, parents can circumvent Maimonides' rule by moving to another school district. Unlike in the United States, however, very few Israeli children attend private schools.

It is also noteworthy that average class sizes do not drop as much at the corners of theclass sizefunction as $f_{s c}$ predicts. This is because the beginning-of-the-year enrollment data are not necessarily the same as enrollment at the time the class-size data were collected (for example, if enrollment has fallen, then an initially large cohort will not necessarily have been split) and because a few classes are reported to include more than 40 pupils. ${ }^{11}$ In spite of this reduction in predictive power for midyear class size, it seems moreattractive to predict class size using beginning-of-theyear measures of enrollment since early measures are less likely than contemporaneous measures to have been affected by the behavior of parents or school officials.
10. Exceptions can be made in response to written requests, but pupils are generally required to attend school in their "local registration area," which typically includes only one religious and one secular school. M oreover, "Principals may not refuse to register a pupil in their school's registration area and may not register a pupil who does not live in the area" [Israel Ministry of Education 1980, Part B6a].
11. The empirical analysis is restricted to schools with at least 5 pupils reported enrolled in the relevant grade and to classes with less than 45 pupils.


Figure II
Average Reading Scores by Enrollment Count, and the Corresponding Average Class Size Predicted by Maimonides' Rule

In addition to exhibiting a strong association with average class size, the class-size function is also correlated with the averagetest scores of fourth and fifth graders (although not third graders). This can be seen in Figures IIa and IIb, which plot average reading test scores and average values of $\mathrm{f}_{\mathrm{sc}}$ by enrollment size, in enrollment intervals of ten. Figure II a plots the scores of
fifth graders, and Figure llb plots the scores of fourth graders. ${ }^{12}$ The figures show that test scores are generally higher in schools with larger enrollments and, therefore, Iarger predicted class sizes. Most importantly, however, average scores by enrollment size can be seen to exhibit an up-and-down pattern that is, at least in part, the mirror image of the class-size function.

The overall positive correlation between scores and enrollment is partly attributable to that fact that Iarger schools in I srael are more likely to be located in relatively prosperous big cities, while smaller schools are more likely to be located in relatively poor "development towns" outside of major urban centers. In fact, enrollment size and the PD index measuring the proportion of students who come from a disadvantaged background are highly negatively correlated.

After controlling for this "trend association" between test scores and enrollment size and between test scores and PD, there is a negative association between $\mathrm{f}_{\mathrm{sc}}$ and scores. This can be seen in Figures IIIa and IIIb, which plot residuals from regressions of average reading scores and the average of $\mathrm{f}_{\mathrm{sc}}$ on average enrollment and PD index for each interval. Again, the $x$-axis is enrol Iment size. Although the approximate mi rror-image relationship between detrended average scores and detrended $f_{s c}$ is clearly not deterministic, this pattern is evident for the reading scores of pupils in both grades, and, as shown in Figure IIIc, for the math scores of fifth graders. In a regression of detrended average scores on detrended average $\mathrm{f}_{\mathrm{sc}}$, the slopes are roughly -.22 for fifth graders' reading scores and -.11 for fourth graders' reading scores. Thus, the estimates for fifth graders imply that a reduction in predicted class size of ten students is associated with a 2.2 point increase in average reading scores, a little more than one-quarter of a standard deviation in the distribution of class averages.

## III. Measurement Framework

Thefigures suggest a clear link between the variation in class size induced by Maimonides' rule and pupil achievement, but they

[^2]

Figure III
Average Test (Reading/Math) Scores and Predicted Class Size by Enrollment, Residuals from Regressions on Percent Disadvantaged and Enrollment
do not provide a framework for formal statistical inference. Although the micro data for fourth and fifth graders are unavailable, a model for individual pupils' test scores is used to describe the causal relationships to be estimated. For the ith
student in class c and school s , we can write

$$
\begin{equation*}
y_{i s c}=X_{s s}^{\prime} \beta+n_{s c} \alpha+\mu_{c}+\eta_{s}+\epsilon_{i s c} \tag{2}
\end{equation*}
$$

where $y_{i s c}$ is pupil $i$ 's score, $X_{s}$ is a vector of school characteristics, sometimes including functions of enrollment, and $\mathrm{n}_{\mathrm{sc}}$ is the size of class $c$ in school $s$. Theterm $\mu_{\mathrm{c}}$ is an i.i.d. random class component, and the term $\eta_{s}$ is an i.i.d. random school component. The remaining error component $\epsilon_{\text {isc }}$ is specific to pupils. The first two error components are introduced to parameterize possible withinschool and within-class correlation in scores. The class-size coefficient $\alpha$ is the parameter of primary interest.

Our interpretation of equation (2) is that it describes the average potential outcomes of students under alternative assignments of $\mathrm{n}_{\mathrm{s}}$, controlling for any effects of $\mathrm{X}_{\mathrm{s}}$. Although equation (2) is linear with constant coefficients, this is not necessary for estimates of $\alpha$ to have a valid causal interpretation. For example, if $\mathrm{n}_{\mathrm{sc}}$ were randomly assigned conditional on $\mathrm{X}_{\mathrm{s}}$, then $\alpha$ would bea weighted average response along the length of the individual causal response functions connecting class size and pupil scores (see Angrist and Imbens [1995] and Section V, below). Since $\mathrm{n}_{\text {sc }}$ is not randomly assigned, in practice it is likely to be correlated with potential outcomes (in this case, the error components in (2)). Thus, OLS estimates of (2) do not have a causal interpretation, although instrumental variables estimates still might. The causal interpretation of instrumental variables estimates turns on whether it is reasonable to assume that, after controlling for $X_{s}$, the only reason for any association between instruments and test scores is the association between instruments and class size. We discuss this assumption further below.

Equation (2) is cast at the individual level because it is pupils who are affected by class size. In practice, however, the literature on class size often treats the class as the unit of analysis and not the pupil. Examples of class-level analyses of data from randomized experiments are Finn and Achilles [1990] and Wright et al. [1977]. Since class size is naturally fixed within classes, and student test scores are correlated within classes, little is lost in statistical precision from this aggregation. Moreover, as noted above, we have no option other than a class-level analysis for fourth and fifth graders because the micro-level data are unavailable. To make the analyses from different years comparable, we also aggregated the 1992 data on third graders to the class level.

Grouping equation (1), the class-level estimating equations have the form,

$$
\begin{equation*}
\bar{y}_{\mathrm{sc}}=X_{\mathrm{s}}^{\prime} \beta+\mathrm{n}_{\mathrm{sc}} \alpha+\eta_{\mathrm{s}}+\left[\mu_{\mathrm{c}}+\bar{\epsilon}_{\mathrm{sc}}\right] \tag{3}
\end{equation*}
$$

where overbars denote averages. The term [ $\left.\mu_{\mathrm{c}}+\bar{\epsilon}_{\text {sc }}\right]$ is the classlevel error term, while the random school component $\eta_{s}$ captures correlation between class averages within schools. ${ }^{13}$

Efficient regression estimators with grouped data reweight the data to make the grouped residuals homoskedastic. In this case, however, simply weighting by class size does not make the residuals in (3) homoskedastic because of the random-effects error structure. Moreover, without assuming that the behavioral relationship of interest is truly linear with constant coefficients, statistical theory provides little guidance as to the choice of weighting scheme [Deaton 1995; Pfefferman and Smith 1985]. We therefore report conventional ordinary least squares (OLS) and instrumental variables estimates of (3), along with standard errors corrected for intraschool correlation using the formulas in Moulton [1986]. Allowing for a heteroskedastic grouped error term has littleimpact on inferences, so that the grouped errors are treated as homoskedastic. Correction for the correlation of class averages within schools leads to 10-15 percent larger standard errors than the usual formulas.

## A. Instrumental Variables and Regression-Discontinuity Designs

The approach taken here exploits the fact that the regressor of interest (class size) is partly determined by a known discontinuous function of an observed covariate (enrollment). In a seminal discussion of nonexperimental methods in evaluation research, Campbell [1969] considered a similar problem: how to identify the causal effect of a treatment that is assigned as a deterministic function of an observed covariate that is also related to the outcomes of interest. ${ }^{14}$ Campbell used the example of estimating the effect of National Merit scholarships on applicants' later

[^3]academic achievement when the scholarships are awarded on the basis of past achievement. He argued that if the assignment mechanism used to award scholarships is discontinuous, e.g., there is a threshold value of past achievement that determines whether an award is made, then one can control for any smooth function of past achievement and still estimate the effect of the award at the point of discontinuity. This is done by matching discontinuities or nonlinearities in the relationship between outcomes and past achievement to discontinuities or nonlinearities in the relationship between awards and past achievement.

The graphs discussed in the previous section can be seen as applying Campbell's [1969] suggestion to the class-size question (see, especially, Campbell's Figures 12-14). The up-and-down pattern in the conditional expectation of test scores given enrollment is interpreted as reflecting the causal effect of changes in class size that are induced by changes in enrollment. This interpretation is plausible because the class-size function is known to share this pattern, while it seems likely that any other mechanism linking enrollment and test scores will be much smoother.

Campbell [1969] argued that when the rule relating covariates to treatment is not deterministic, something he called a "fuzzy regression-discontinuity," the regression-discontinuity method breaks down. Although later discussions of regressiondiscontinuity methods reversed this negative position (e.g., Cook and Campbell [1979]; Trochim [1984]), the connection between the use of fuzzy regression discontinuity and instrumental variables methods was not made explicit until van der Klauuw's [1996] study of the effects of financial aid awards. The class-size problem also provides an example of how a fuzzy regression discontinuity can be analyzed in an instrumental variables framework. In this case, instrumental variables estimates of equation (3) use discontinuities or nonlinearities in the relationship between enrollment and class size (captured by $\mathrm{f}_{\mathrm{sc}}$ ) to identify the causal effect of class size, at the same time that any other relationship between enrollment and test scores is controlled by including smooth functions of enrollment in the vector of covariates. In practice, this includes linear, polynomial, and piecewise linear functions of es. ${ }^{15}$
15. van der Klaauw [1996] exploits a fuzzy regression discontinuity by substituting a nonparametric estimate of the conditional expectation of treatment for the endogenous regressor (financial aid). A similar approach is discussed by Spiegelman [1976] and Trochim [1984]. This "plug-in" method is not literally the

The identifying assumptions that lay behind this approach can be expressed formally by introducing some notation for the "first-stage" relationship of interest:

$$
\begin{equation*}
\mathrm{n}_{\mathrm{sc}}=\mathrm{X}_{\mathrm{s}}^{\prime} \pi_{0}+\mathrm{f}_{\mathrm{sc}} \pi_{1}+\xi_{\mathrm{sc}} \tag{4}
\end{equation*}
$$

where $\pi_{0}$ and $\pi_{1}$ are parameters and, as before, $X_{s}$ is a vector of school-level covariates that includes functions of enrollment, $\mathrm{e}_{\mathrm{s}}$, and measures of pupil socioeconomic status. The error term $\xi_{s c}$ is defined as the residual from the population regression of $n_{s c}$ on $X_{s}$ and the instrument, $\mathrm{f}_{\mathrm{sc}}$. This residual captures other factors that are correlated with enrollment. These factors are probably also related to pupil achievement, which is why OLS estimates of (3) do not have a causal interpretation. Since $f_{s c}$ is a deterministic function of $\mathrm{e}_{s}$, and $\mathrm{e}_{5}$ is almost certainly related to pupil test scores for reasons other than effects of changing class size, the key identifying assumption that underlies estimation using $f_{s c}$ as an instrument is that any other effects of $e_{s}$ on test scores are adequately controlled by the terms in $X_{s}^{\prime} \beta$ in (3), and "partialled out" of the instrument by the term $\mathrm{X}_{5} \pi_{0}$ in equation (4).

To assess the plausibility of this assumption, it helps to consider why $\mathrm{e}_{5}$ is related to test scores in the first place. One reason, already noted, is that in Israel socioeconomic status is inversely related to local population density. Also, better schools might face increased demand if parents selectively choose districts on the basis of school quality. On the other hand, moreeducated parents might try to avoid large-enrollment schools they perceive to be overcrowded. Any of these effects seem likely to be smooth, however; whereas the variation in test scores with enrollment has a rough up-and-down pattern that mirrors Maimonides' rule. Nevertheless, it remains an untestable identifying assumption that nonclass-size effects on test scores do not depend on enrollment except through the smooth functions included in $X_{s}$. For this reason, we experiment with a wide range of alternative specifications for the relationship of interest.

A final identifying assumption is that parents do not selectively exploit Maimonides' rule so as to place their children in schools with small classes. Selective manipulation could occur if more-educated parents successfully place children in schools with grade enrollments of 41-45, knowing that this will lead to smaller

[^4]classes in a particular grade. In practice, however, there is no way to know whether a predicted enrollment of 41 will not declineto 38 by the time school starts, obviating the need for two small classes in the relevant grade. And even if there was a way to predict this accurately, we noted earlier that parents are not free to transfer children from one elementary school to another except by moving. Of course, parents who discover they got a bad draw in the "enrollment lottery" (e.g., enrollment of 38 instead of 41) might then elect to pull their kids out of the public school system entirely. Private elementary schooling is rare in Israel outside of the ultra-orthodox community. Nevertheless, for this reason, we define $f_{s c}$ as a function of September enrollment and not enrollment at the time testing was done, even though the latter is more highly correlated with class size.

## iV. Estimation Results

A. OLS Estimates for 1991

OLS estimates with no control variables show a strong positive correlation between class size and achievement. Controlling for PD, however, the positive association largely disappears and, in some cases, becomes negative. These findings can be seen in Tablell, which reports coefficients from regressions of the math and reading scores of fourth and fifth graders on class size, thePD index, and enrollment size. In a regression of the average reading scores of fifth graders on class size al one, the class-size effect is a precisely estimated .221, but when the PD index is added as a control variable, the estimated class-size effect falls to -.031 with a standard error of .022. The addition of PD also eliminates most of the positive association between class size and math scores.

Lavy [1995] previously observed that the positive association between class size and test scores in Israel is Iargely accounted for by the association between larger classes and higher PD among pupils. The importance of family background in the United States was also a key point in the Coleman [1966] report on education outcomes, and has been emphasized more recently in the metaanalysis by Hedges, Laine, and Greenwald [1994]. However, note that controlling for PD in the Israeli data does not completely eliminate the positive association between class size and math scores. Also, the negative OLS estimates of effects of class size on reading scores are small and, at best, marginally significant. One
TABLE II
OLS Estimates for 1991

|  | 5th Grade |  |  |  |  |  | 4th Grade |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Reading comprehension |  |  | Math |  |  | Reading comprehension |  |  | Math |  |  |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) | (11) | (12) |
| Mean score <br> (s.d.) | $\begin{aligned} & 74.3 \\ & (8.1) \end{aligned}$ |  |  | $\begin{aligned} & 67.3 \\ & (9.9) \end{aligned}$ |  |  | $\begin{aligned} & 72.5 \\ & (8.0) \end{aligned}$ |  |  | $\begin{gathered} 69.9 \\ (8.8) \end{gathered}$ |  |  |
| Regressors |  |  |  |  |  |  |  |  |  |  |  |  |
| Class size | $\begin{gathered} .221 \\ (.031) \end{gathered}$ | $\begin{gathered} -.031 \\ (.026) \end{gathered}$ | $\begin{gathered} -.025 \\ (.031) \end{gathered}$ | $\begin{gathered} .322 \\ (.039) \end{gathered}$ | $\begin{gathered} .076 \\ (.036) \end{gathered}$ | $\begin{gathered} .019 \\ (.044) \end{gathered}$ | $\begin{aligned} & 0.141 \\ & (.033) \end{aligned}$ | $\begin{gathered} -.053 \\ (.028) \end{gathered}$ | $\begin{gathered} -.040 \\ (.033) \end{gathered}$ | $\begin{aligned} & .221 \\ & (.036) \end{aligned}$ | $\begin{gathered} .055 \\ (.033) \end{gathered}$ | $\begin{gathered} .009 \\ \text { (.039) } \end{gathered}$ |
| Percent disadvantaged |  | $\begin{gathered} -.350 \\ (.012) \end{gathered}$ | $\begin{gathered} -.351 \\ (.013) \end{gathered}$ |  | $\begin{gathered} -.340 \\ (.018) \end{gathered}$ | $\begin{gathered} -.332 \\ (.018) \end{gathered}$ |  | $\begin{array}{r} -.339 \\ (.013) \end{array}$ | $\begin{gathered} -.341 \\ (.014) \end{gathered}$ |  | $\begin{gathered} -.289 \\ (.016) \end{gathered}$ | $\begin{array}{r} -.281 \\ (.016) \end{array}$ |
| Enrollment |  |  | $\begin{gathered} -.002 \\ (.006) \end{gathered}$ |  |  | $\begin{aligned} & .017 \\ & (.009) \end{aligned}$ |  |  | $\begin{gathered} -.004 \\ (.007) \end{gathered}$ |  |  | $\begin{aligned} & .014 \\ & (.008) \end{aligned}$ |
| Root MSE | 7.54 | 6.10 | 6.10 | 9.36 | 8.32 | 8.30 | 7.94 | 6.65 | 6.65 | 8.66 | 7.82 | 7.81 |
| R ${ }^{2}$ | . 036 | . 369 | . 369 | . 048 | . 249 | . 252 | . 013 | . 309 | . 309 | . 025 | . 204 | . 207 |
| N |  | 2,019 |  |  | 2,018 |  |  | 2,049 |  |  | 2,049 |  |

The unit of observation is the aver age score in the class. Standard errors are reported in parentheses. Standard errors were corrected for within-school correlation between classes.
probable reason for these findings is that selection bias in the relationship between test scores and class size is generated within schools as well as between schools. F or example, school principals may group children who are having trouble with their school work into smaller classes. In addition to eliminating bias due to differences between schools, our instrumental variables strategy has the potential to eliminate bias from nonrandom selection within schools.

## B. Reduced-F orm and Instrumental Variables Estimates for 1991

The reduced-form relationship between predicted class size ( $\mathrm{f}_{\mathrm{sc}}$ ) and actual class size, reported in Table III for a variety of specifications, shows that higher predicted class sizes are associated with larger classes and lower test scores. The top panel of Table III reports the results of regressions on $\mathrm{f}_{\mathrm{sc}}$ with controls for PD only and with controls for both PD and enrollment size. The effect of $\mathrm{f}_{\mathrm{sc}}$ on class size ranges from .54 to .77 and is very precisely estimated. The negative association between $\mathrm{f}_{\mathrm{sc}}$ and test scores is strongest for fifth graders, but there is a precisely estimated negative association between fourth grade reading scores and $\mathrm{f}_{\mathrm{sc}}$ as well. It is also noteworthy that the reduced-form relationships between $f_{s c}$ and reading scores in both grades are largely insensitive to the inclusion of a control for enrollment size. On the other hand, there is no evidence of a relationship between math scores and predicted class size for fourth graders.

The lower half of the table reports estimates from the same specification using only classes in the $+5 /-5$ discontinuity sample. Although here the estimates are less precise, the pattern is similar to that in the full sample. With or without enrollment controls, there is strong evidence of a negative association between reading scores and predicted class size for fifth graders. With enrollment controls, there is a significant negative association between predicted class size and the math scores of fifth graders. For fourth graders the association between predicted class size and reading scores in the discontinuity sample is negative and close in magnitude to that in the full sample, although not significantly different from zero. On the other hand, the effects of predicted class size for fifth graders are larger (though not significantly different) in the discontinuity sample than in the full sample.

Instrumental variables estimates for fifth graders are re ported in Table IV. These results correspond to the reduced-form
TABLE III
Reduced-form Estimates for 1991

The function $\mathrm{f}_{\text {sc }}$ is equal to enrollment//int((enrol Iment -1$\left.) / 40\right)+1$ ]. Standard errors are reported in parentheses. Standard errors were corrected for within-school correlation between classes. The unit of observation is the average score in the class.
2SLS Estimates for 1991 (Fifth Graders)

|  | Reading comprehension |  |  |  |  |  | Math |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Full sample |  |  |  | $+/-5$ <br> Discontinuity sample |  | Full sample |  |  |  | $+/-5$ <br> Discontinuity sample |  |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) | (11) | (12) |
| Mean score <br> (s.d.) | $\begin{aligned} & 74.4 \\ & (7.7) \end{aligned}$ |  |  |  | $\begin{aligned} & 74.5 \\ & \text { (8.2) } \end{aligned}$ |  | $\begin{aligned} & 67.3 \\ & (9.6) \end{aligned}$ |  |  |  | $\begin{gathered} 67.0 \\ (10.2) \end{gathered}$ |  |
| Regressors |  |  |  |  |  |  |  |  |  |  |  |  |
| Class size | $\begin{gathered} -.158 \\ (.040) \end{gathered}$ | $\begin{gathered} -.275 \\ (.066) \end{gathered}$ | $\begin{gathered} -.260 \\ (.081) \end{gathered}$ | $\begin{gathered} -.186 \\ (.104) \end{gathered}$ | $\begin{gathered} -.410 \\ (.113) \end{gathered}$ | $\begin{gathered} -.582 \\ (.181) \end{gathered}$ | $\begin{gathered} -.013 \\ (.056) \end{gathered}$ | $\begin{array}{r} -.230 \\ (.092) \end{array}$ | $\begin{array}{r} -.261 \\ (.113) \end{array}$ | $\begin{gathered} -.202 \\ (.131) \end{gathered}$ | $\begin{gathered} -.185 \\ (.151) \end{gathered}$ | $\begin{gathered} -.443 \\ (.236) \end{gathered}$ |
| Percent disadvantaged | $\begin{gathered} -.372 \\ (.014) \end{gathered}$ | $\begin{array}{r} -.369 \\ (.014) \end{array}$ | $\begin{array}{r} -.369 \\ (.013) \end{array}$ |  | $\begin{gathered} -.477 \\ (.037) \end{gathered}$ | $\begin{gathered} -.461 \\ (.037) \end{gathered}$ | $\begin{gathered} -.355 \\ (.019) \end{gathered}$ | $\begin{array}{r} -.350 \\ (.019) \end{array}$ | $\begin{gathered} -.350 \\ (.019) \end{gathered}$ |  | $\begin{gathered} -.459 \\ (.049) \end{gathered}$ | $\begin{gathered} -.435 \\ (.049) \end{gathered}$ |
| Enrollment |  | $\begin{gathered} .022 \\ (.009) \end{gathered}$ | $\begin{gathered} .012 \\ (.026) \end{gathered}$ |  |  | $\begin{gathered} .053 \\ (.028) \end{gathered}$ |  | $\begin{aligned} & .041 \\ & (.012) \end{aligned}$ | $\begin{gathered} .062 \\ (.037) \end{gathered}$ |  |  | $\begin{aligned} & .079 \\ & (.036) \end{aligned}$ |
| Enrollment squared/100 |  |  | $\begin{aligned} & .005 \\ & (.011) \end{aligned}$ |  |  |  |  |  | $\begin{array}{r} -.010 \\ (.016) \end{array}$ |  |  |  |
| Piecewiselinear trend |  |  |  | $\begin{aligned} & .136 \\ & (.032) \end{aligned}$ |  |  |  |  |  | $\begin{aligned} & .193 \\ & (.040) \end{aligned}$ |  |  |
| Root MSE | 6.15 | 6.23 | 6.22 | 7.71 | 6.79 | 7.15 | 8.34 | 8.40 | 8.42 | 9.49 | 8.79 | 9.10 |
| N |  | 2019 |  | 1961 |  | 71 |  | 2018 |  | 1960 |  |  |

The unit of observation is the average score in the class. Standard errors are reported in parentheses. Standard errors were corrected for within-school correlation between classes.
All estimates use $\mathrm{f}_{\mathrm{sc}}$ as an instrument for class size.
specifications reported in Table III, as well as other specifications. The instrumental variables estimate of the effect of class size on the reading scores of fifth graders in a model without any controls for enrollment size is -.16 with a standard error of .04 . The estimates (standard errors) from models including linear and quadratic controls for enrollment size, reported in columns (2)(3), range from -. 26 (.08) to -.28 (.07). Without enrollment controls, the instrumental variables estimate for fifth grade math scores is virtually zero. But in models with linear and quadratic enrol Iment controls, the instrumental variables estimates for the math scores of fifth graders are similar to the estimates in the corresponding models for reading scores. For example, the estimated class-size effect on math scores from a model with linear controls, reported in column (8), is -. 23 .

A major concern in assessing the internal validity of estimates based on a regression discontinuity design is whether controls for effects of the variable that generates the discontinuity are adequate. Therefore, in addition to reporting results from models with linear and quadratic controls for enrollment, we also report results from a model that includes a continuous piecewise linear trend with slopes identical to the slope of $f_{s c}$ on the linear segments. For example, the slope in the range $[41,80]$ is $1 / 2$. So variability around the piecewise linear trend is generated solely by the jumps in Maimonides' rule at the points of discontinuity. Thetrend is defined on the interval $[0,160]$ as follows:

$$
\begin{array}{ll}
e_{s i} & e_{\mathrm{s}} \in[0,40] \\
20+\left(e_{s} / 2\right) ; & e_{\mathrm{s}} \in[41,80] \\
(100 / 3)+\left(e_{s} / 3\right) ; & e_{\mathrm{s}} \in[81,120] \\
(130 / 3)+\left(e_{\mathrm{s}} / 4\right) ; & e_{\mathrm{s}} \in[121,160] .
\end{array}
$$

The idea behind the piecewise linear model is that once the trend effects of the covariate generating the discontinuity are completely controlled, there should be no need to hold any other covariates fixed. Results from models with the piecewise linear trend are reported in columns (4) and (10) of Table V for specifications that include no controls other than this trend. As in the other specifications, these results show a negative association between class size and test scores, although the effects are smaller and less precisely estimated than in models with parametric controls for enrollment effects and controls for PD. Adding PD to
TABLE V
2SLS Estimates FOR 1991 (F

|  | Reading comprehension |  |  |  |  |  | Math |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Full sample |  |  |  | $+/-5$ <br> Discontinuity sample |  | Full sample |  |  |  | $+/-5$ <br> Discontinuity sample |  |
|  | (1) |  | (3) | (4) |  | (6) | (7) | (8) | (9) | (10) | (11) | (12) |
| Mean score <br> (s.d.) | $\begin{aligned} & 72.5 \\ & (8.0) \end{aligned}$ |  |  |  | $\begin{aligned} & 72.5 \\ & (7.8) \end{aligned}$ |  | $\begin{aligned} & 67.3 \\ & \text { (9.6) } \end{aligned}$ |  |  |  | $\begin{aligned} & 68.7 \\ & (9.1) \end{aligned}$ |  |
| Regressors |  |  |  |  |  |  |  |  |  |  |  |  |
| Class size | $\begin{gathered} -.110 \\ (.040) \end{gathered}$ | $\begin{gathered} -.133 \\ (.059) \end{gathered}$ | $\begin{gathered} -.074 \\ (.067) \end{gathered}$ | $\begin{gathered} -.147 \\ (.084) \end{gathered}$ | $\begin{gathered} -.098 \\ (.090) \end{gathered}$ | $\begin{gathered} -.150 \\ (.128) \end{gathered}$ | $\begin{aligned} & .049 \\ & (.048) \end{aligned}$ | $\begin{gathered} -.050 \\ (.070) \end{gathered}$ | $\begin{gathered} -.033 \\ (.081) \end{gathered}$ | $\begin{gathered} -.098 \\ (.092) \end{gathered}$ | $\begin{aligned} & .095 \\ & (.114) \end{aligned}$ | $\begin{gathered} .023 \\ (.160) \end{gathered}$ |
| Percent disadvantaged | $\begin{gathered} -.346 \\ (.014) \end{gathered}$ | $\begin{array}{r} -.345 \\ (.014) \end{array}$ | $\begin{array}{r} -.346 \\ (.014) \end{array}$ |  | $\begin{gathered} -.354 \\ (.034) \end{gathered}$ | $\begin{gathered} -.347 \\ (.034) \end{gathered}$ | $\begin{gathered} -.290 \\ (.017) \end{gathered}$ | $\begin{array}{r} -.284 \\ (.017) \end{array}$ | $\begin{array}{r} -.284 \\ (.017) \end{array}$ |  | $\begin{array}{r} -.299 \\ (.042) \end{array}$ | $\begin{array}{r} -.290 \\ (.043) \end{array}$ |
| Enrollment |  | $\begin{aligned} & .005 \\ & (.008) \end{aligned}$ | $\begin{array}{r} -.040 \\ (.024) \end{array}$ |  |  | $\begin{gathered} .017 \\ (.022) \end{gathered}$ |  | $\begin{array}{r} -.020 \\ (.010) \end{array}$ | $\begin{gathered} .007 \\ (.029) \end{gathered}$ |  |  | $\begin{aligned} & .023 \\ & (.028) \end{aligned}$ |
| Enrollment squared/100 |  |  | $\begin{aligned} & .021 \\ & (.011) \end{aligned}$ |  |  |  |  |  | $\begin{gathered} .006 \\ (.014) \end{gathered}$ |  |  |  |
| Piecewiselinear trend |  |  |  | $\begin{aligned} & .100 \\ & (.026) \end{aligned}$ |  |  |  |  |  | $\begin{gathered} .130 \\ \text { (.028) } \end{gathered}$ |  |  |
| Root MSE | 6.65 | 6.66 | 6.63 | 8.02 | 6.64 | 6.69 | 7.82 | 7.82 | 7.82 | 8.65 | 8.23 | 8.24 |
| N |  | 2049 |  | 2001 |  |  |  | 2049 |  | 2001 |  |  |

[^5]the piecewise linear specification generates larger estimates for fifth graders and smaller estimates for fourth graders.

Other columns in Table IV report estimates using classes in the $+5 /-5$ discontinuity sample. These specifications correspond to the reduced-form specifications reported in Table III. Here too, the purpose of the analysis is to emphasize the variability in class size generated by jumps in class size at the points of discontinuity. Most of these estimates, while less precise, are substantially larger than those for the full sample. In three out of four cases they are significantly different from zero in spite of the reduced samplesize.

The instrumental variables estimates for fourth graders, reported in Table V, also show a robust and in some cases statistically significant negative association between class size and reading achievement, although the effects for fourth graders are smaller than the effects for fifth graders. The estimate (standard error) in a model without enrollment controls is -. 11 (.04), and with a linear enrollment control, the estimate is -.13 (.06). The estimate from a model including quadratic enrollment controls is not significantly different from zero, although it is still negative. Dropping PD and adding a piecewise linear enrollment control leads to an estimate of about -. 15 (.08). Estimates for the reading scores of fourth graders in the $+5 /-5$ discontinuity sample are similar to those for the full sample but not significantly different from zero. Estimates of effects on fourth graders' math scores are much weaker than the corresponding estimates for reading scores; none of the estimates is significantly different from zero; and the fourth grade math estimates in the discontinuity sample are positive. ${ }^{17}$

## C. Additional Results for 1991

Results for a number of additional specifications are reported in Tables VI and VII. The estimates in Table VI use only classes close to the point of discontinuity. ${ }^{18}$ As before, the $+5 /-5$ discontinuity sample is limited to classes in schools where grade enrollment is in the set $\{[36,45],[76,85],[116,125]$; similarly, a $+3 /-3$ discontinuity sample includes classes in schools where grade

[^6]TABLE VI
Dummy-Instrument Results for D

|  | 5th grade |  |  |  |  |  | 4th grade |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Reading comprehension |  |  | Math |  |  | Reading comprehension |  |  | Math |  |  |
|  | $+/-5$ <br> Sample | $\begin{gathered} +/-3 \\ \text { Sample } \end{gathered}$ |  | $\begin{gathered} +/-5 \\ \text { Sample } \end{gathered}$ | $\begin{gathered} +/-3 \\ \text { Sample } \end{gathered}$ |  | $+/-5$ <br> Sample | $\begin{gathered} +/-3 \\ \text { Sample } \end{gathered}$ |  | $\begin{gathered} +/-5 \\ \text { Sample } \end{gathered}$ | $\begin{gathered} +/-3 \\ \text { Sample } \end{gathered}$ |  |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) | (11) | (12) |
| Regressors |  |  |  |  |  |  |  |  |  |  |  |  |
| Class size | $\begin{gathered} -.687 \\ (.197) \end{gathered}$ | $\begin{gathered} -.588 \\ (.198) \end{gathered}$ | $\begin{aligned} & -.451 \\ & (.236) \end{aligned}$ | $\begin{gathered} -.596 \\ (.254) \end{gathered}$ | $\begin{gathered} -.395 \\ (.254) \end{gathered}$ | $\begin{gathered} -.270 \\ (.281) \end{gathered}$ | $\begin{gathered} -.175 \\ (.130) \end{gathered}$ | $\begin{gathered} -.234 \\ (.157) \end{gathered}$ | $\begin{gathered} -.380 \\ (.205) \end{gathered}$ | $\begin{aligned} & .018 \\ & (.162) \end{aligned}$ | $\begin{gathered} -.118 \\ (.202) \end{gathered}$ | $\begin{gathered} -.247 \\ (.234) \end{gathered}$ |
| Percent disadvantaged | $\begin{gathered} -.464 \\ (.039) \end{gathered}$ | $\begin{gathered} -.452 \\ (.045) \end{gathered}$ |  | $\begin{gathered} -.433 \\ (.050) \end{gathered}$ | $\begin{array}{r} -.416 \\ (.058) \end{array}$ |  | $\begin{array}{r} -.350 \\ (.034) \end{array}$ | $\begin{array}{r} -.372 \\ (.043) \end{array}$ |  | $\begin{gathered} -.291 \\ (.043) \end{gathered}$ | $\begin{gathered} -.323 \\ (.055) \end{gathered}$ |  |
| $\begin{aligned} & \text { Segment } 1 \\ & \text { (enrol Iment } \\ & 36-45 \text { ) } \end{aligned}$ | $\begin{gathered} -5.09 \\ (2.40) \end{gathered}$ | $\begin{array}{r} -4.54 \\ (2.59 \end{array}$ | $\begin{gathered} -10.7 \\ (3.19) \end{gathered}$ | $\begin{gathered} -7.54 \\ (3.07) \end{gathered}$ | $\begin{gathered} -6.94 \\ (3.34) \end{gathered}$ | $\begin{gathered} -12.6 \\ (3.80) \end{gathered}$ | $\begin{gathered} -1.62 \\ (1.77) \end{gathered}$ | $\begin{gathered} -2.67 \\ (2.23) \end{gathered}$ | $\begin{gathered} -6.94 \\ (2.90) \end{gathered}$ | $\begin{gathered} -1.89 \\ (2.21) \end{gathered}$ | $\begin{gathered} -3.57 \\ (2.87) \end{gathered}$ | $\begin{gathered} -7.31 \\ (3.31) \end{gathered}$ |
| $\begin{aligned} & \text { Segment } 2 \\ & \text { (enrol Iment } \\ & 76-85 \text { ) } \end{aligned}$ | $\begin{gathered} -1.64 \\ (1.41) \end{gathered}$ | $\begin{gathered} -2.18 \\ (1.64) \end{gathered}$ | $\begin{gathered} -2.96 \\ (2.00) \end{gathered}$ | $\begin{gathered} -1.57 \\ (1.83) \end{gathered}$ | $\begin{gathered} -2.17 \\ (2.14) \end{gathered}$ | $\begin{gathered} -2.89 \\ (2.41) \end{gathered}$ | $\begin{gathered} -1.52 \\ (1.24) \end{gathered}$ | $\begin{gathered} -2.16 \\ (1.59) \end{gathered}$ | $\begin{gathered} -3.83 \\ (2.10) \end{gathered}$ | $\begin{gathered} -1.15 \\ (1.56) \end{gathered}$ | $\begin{gathered} -2.50 \\ (2.07) \end{gathered}$ | $\begin{gathered} -3.96 \\ (2.39) \end{gathered}$ |
| Root MSE | 7.46 | 7.24 | 8.67 | 9.41 | 9.14 | 10.2 | 6.72 | 6.70 | 8.30 | 8.25 | 8.53 | 9.52 |
| N | 471 | 302 |  | 471 | 302 |  | 415 | 265 |  | 415 | 265 |  |

[^7] effects.
enrollment is in the set $\{[38,43],[78,83],[118,123]$. Unlike the estimates with parametric enrollment controls reported in Tables IV and V , the results in Table VI are from models where control for enrollment effects consists solely of two dummies indicating each of the first two of segments in the discontinuity samples. So estimates in the $+5 /-5$ discontinuity samplearefrom models that include the dummy variables $d_{1 s c}=1\left[36 \leq e_{s} \leq 45\right]$ and $d_{2 s c}=$ $1\left[76 \leq e_{5} \leq 85\right]$, but conditional on being in any one of the three segments in the discontinuity sample, there is no control for enrollment effects. The idea here is that if the discontinuity sample is narrow enough, $f_{s c}$ is a valid instrument without control ling for enrollment effects.

Another difference between the results in Table VI and earlier results is that instead of using $f_{s c}$ itself as an instrument, a set of three dummy variable instruments is used, where the instruments indicate enrollments in the upper half of each the three segments that make up the discontinuity samples. For example, in the $+5 /-5$ discontinuity sample, the instruments are

$$
\begin{aligned}
& z_{1 s c}=1\left[41 \leq e_{S} \leq 45\right] ; \quad z_{2 s c}=1\left[81 \leq e_{S} \leq 85\right] ; \\
& z_{3 s c}=1\left[121 \leq e_{S} \leq 125\right] .
\end{aligned}
$$

Since predicted class size is less than 32 when any of the $z_{j s c}=1$, and is more than 32 otherwise (in the discontinuity samples), this instrument set is generated by the dummy $\mathrm{z}_{\mathrm{sc}} \equiv 1\left[\mathrm{f}_{\mathrm{sc}}<32\right.$ ] fully interacted with a variable for enrollment segment. This is equivalent to using $z_{s c}$ as instrument but allowing the reduced-form effect of $z_{s c}$ on class sizeto vary by segment. About half of classes in the $\pm 5$ discontinuity sample have $z_{\mathrm{sc}}=1$.

In models with no exogenous covariates, use of any single $z_{\text {jsc }}$ as an instrument with data from segment j generates a Wald estimate for the effect of class size based on comparisons of average test scores by the values of $z_{s c}$ in schools with enrollments in segment $j$. Use of the three variables $\left\{z_{1 s c}, z_{2 s c}, Z_{3 s c}\right\}$ as instruments while controlling for segment effects produces a linear combination of the three Wald estimates for each segment [Angrist 1991]. This setup captures the quasi-experimental spirit of identification using Maimonides' rule because the resulting estimator is constructed from simple comparisons of means.

Instrumental variables estimates of effects on fifth grade reading and math scores using binary instruments in $\pm 5$ and $\pm 3$ discontinuity samples are all negative. Some of the estimates are
significantly different from zero, and most are larger than estimates in thefull sample, although also with much larger standard errors. For example, the estimate (standard error) from a model with no covariates other than segment dummies in the $+3 /-3$ discontinuity sample is -.45 (.24). Estimates for the reading scores of fourth graders are also negative and marginally significant in the $+3 /-3$ discontinuity sample when the model excludes PD.

The second set of additional estimates, reported in Table VII, consists of results from models where the effect of class size on test scores is interacted with PD. This specification is used to see whether the benefits of smaller classes vary with pupil background. The instruments in this case are $\mathrm{f}_{\mathrm{sc}}$ and PD*f ${ }_{\mathrm{sc}}$. To increase precision, estimates of models pooling fourth and fifth graders were also computed. These models include a dummy for fourth graders. The estimates by grade generate negative interaction terms, although the interaction terms are significant for fifth graders only. Pooled estimates without interaction terms, re ported in columns (5) and (7), lie between the previously reported grade-specific estimates and are significant for both test scores. Pooled estimates with interaction terms, reported in columns (6) and (8) of the table, generate negative main effects and significant negative interaction terms for both test scores, although the main effect for math scores is not significantly different from zero. Overall, the estimates strongly suggest that the benefits of small classes are larger in schools where there is a high proportion of pupils who come from a disadvantaged background. Similar findings regarding pupil background/class size interactions were reported by Summers and Wolfe [1977] in a study of Philadel phia sixth graders.

## D. Results for 1992 (Third Graders)

The OLS estimates for third graders, reported in col umns (2) and (6) of Table VIII, show essentially no relationship between class size and test scores. Reduced-form effects of $f_{\mathrm{sc}}$ on third grade class size, reported in column (1), are much the same as the effects of $f_{s c}$ on fourth and fifth grade class size. But estimates from a regression of third grade test scores on $f_{s c}$ PD, and enrollment size, reported in columns (3) and (7), offer little evidence of a relationship between $f_{s c}$ and scores. Finally, while the instrumental variables estimates for third graders, reported in columns (4), (5), (8), and (9), are all negative, they are smaller than the
TABLE VII
Pooled Estimates and Models with Percent Disadvantaged Interaction Terms

|  | 5th grade |  | 4th grade |  | Pooled estimates |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Reading | Math |  |
|  | Reading <br> (1) | Math (2) |  |  | Reading <br> (3) | Math <br> (4) | (5) | (6) | (7) | (8) |
| Regressors |  |  |  |  |  |  |  |  |
| Class size | -. 156 | -. 080 | -. 101 | . 019 | -. 197 | -. 120 | -. 127 | -. 019 |
|  | (.074) | (.104) | (.067) | (.080) | (.047) | (.054) | (.061) | (.070) |
| Percent disadvantaged | -. 162 | -. 091 | -. 288 | -. 162 | -. 356 | -. 222 | -. 315 | -. 126 |
|  | (.068) | (.094) | (.073) | (.086) | (.012) | (.056) | (.015) | (.071) |
| Grade 4 |  |  |  |  | $\begin{gathered} -1.93 \\ (.158) \end{gathered}$ | $\begin{gathered} -1.89 \\ (.160) \end{gathered}$ | $\begin{aligned} & 1.52 \\ & (.193) \end{aligned}$ | $\begin{aligned} & 1.57 \\ & (.194) \end{aligned}$ |
| Enrollment | . 018 | . 036 | . 004 | . 018 | . 013 | . 010 | . 029 | . 026 |
|  | (.009) | (.012) | (.008) | (.010) | (.007) | (.007) | (.009) | (.009) |
| Interaction |  |  |  |  |  |  |  |  |
| Class size*PD | -. 008 | -. 010 | -. 002 | -. 005 |  | -. 005 |  | -. 007 |
|  | (.003) | (.004) | (.003) | (.003) |  | (.002) |  | (.003) |
| Root MSE <br> N | 6.25 | 8.43 | 6.66 | 7.82 | 6.44 | 6.44 | 8.10 | 8.11 |
|  | 2019 | 2018 | 2049 | 2049 |  |  |  |  |

[^8]TABLE VIII
Estimates for Third Graders

|  | $\begin{aligned} & \text { Class } \\ & \text { size } \end{aligned}$ | Reading comprehension |  |  |  | Math |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) |
|  | RF | OLS | RF | IV | IV | OLS | RF | IV | IV |
| Mean score (s.d.) |  | $\begin{aligned} & 86.3 \\ & (6.1) \end{aligned}$ |  |  |  | $\begin{aligned} & 84.1 \\ & (6.8) \end{aligned}$ |  |  |  |
| Regressors |  |  |  |  |  |  |  |  |  |
| Class size |  | $\begin{gathered} -.020 \\ (.027) \end{gathered}$ |  | $\begin{gathered} -.052 \\ (.047) \end{gathered}$ | $\begin{gathered} -.040 \\ (.055) \end{gathered}$ | $\begin{gathered} .023 \\ (.032) \end{gathered}$ |  | $\begin{gathered} -.005 \\ (.056) \end{gathered}$ | $\begin{gathered} -.068 \\ (.065) \end{gathered}$ |
| Percent disadvantaged | $\begin{gathered} -.044 \\ (.009) \end{gathered}$ | $\begin{gathered} -.176 \\ (.011) \end{gathered}$ | $\begin{gathered} -.175 \\ (.011) \end{gathered}$ | $\begin{gathered} -.177 \\ (.012) \end{gathered}$ | $\begin{aligned} & -.177 \\ & (.012) \end{aligned}$ | $\begin{gathered} -.110 \\ (.013) \end{gathered}$ | $\begin{gathered} -.112 \\ (.013) \end{gathered}$ | $\begin{gathered} -.112 \\ (.014) \end{gathered}$ | $\begin{gathered} -.110 \\ (.013) \end{gathered}$ |
| Enrollment | $\begin{gathered} .019 \\ (.005) \end{gathered}$ | $\begin{aligned} & .0004 \\ & (.005) \end{aligned}$ | $\begin{gathered} .002 \\ (.006) \end{gathered}$ | $\begin{gathered} .003 \\ (.006) \end{gathered}$ | $\begin{gathered} -.006 \\ (.021) \end{gathered}$ | $\begin{gathered} .006 \\ (.006) \end{gathered}$ | $\begin{gathered} .008 \\ (.007) \end{gathered}$ | $\begin{aligned} & .008 \\ & (.008) \end{aligned}$ | $\begin{gathered} .058 \\ (.025) \end{gathered}$ |
| Enrollment squared/100 |  |  |  |  | $\begin{gathered} .004 \\ (.007) \end{gathered}$ |  |  |  | $\begin{gathered} -.023 \\ (.008) \end{gathered}$ |
| $\mathrm{f}_{\text {sc }}$ | $\begin{gathered} .691 \\ (.025) \end{gathered}$ |  | $\begin{array}{r} -.036 \\ (.033) \end{array}$ |  |  |  | $\begin{gathered} -.003 \\ (.038) \end{gathered}$ |  |  |
| Root MSE | 4.19 | 5.67 | 5.67 | 5.67 | 5.67 | 6.63 | 6.63 | 6.63 | 6.63 |
| $\mathrm{R}^{2}$ | . 546 | . 144 | . 144 |  |  | . 056 | . 056 |  |  |

The unit of observation is the average score in the class. Standard errors are reported in parentheses. Standard errors were corrected for within-school correlation between classes. There are 2111 third grade dassess. The RF column heading denotes reduced-form estimates.
estimates for fourth and fifth graders. None of the instrumental variables estimates are precise enough to be statistically distinguishable from zero. ${ }^{19}$

One possible explanation for the weak findings for third graders is that the effects of class size may be cumulative. Since enrollment cohorts tend to progress through elementary school together, fifth graders who happen to be in enrollment cohorts that generate small class sizes may have been grouped into small classes in earlier grades. Years of experience in small classes may be required before any benefits are detectable. This sort of cumulative effect would also explain why the effects for fourth graders are smaller than those for fifth graders. It is worth noting, however, that Krueger [1999] found no evidence of cumulative effects in his reanalysis of the STAR data.

A more likely explanation for the absence of effects on third graders is the fact that testing conditions were very different in 1992, when a variety of (noneducational) activities were directed
19. Results using pupil data are similar after the standard errors are corrected for intraclass correlation.
toward increasing test scores and reducing the variation in scores across schools. The official report of the 1992 test results [ $N$ ational Center for Education Feedback 1993] highlights major differences between the 1992 and 1991 waves of the testing program. For example, regular class teachers (as well as an outside exam proctor) were present when tests weretaken in 1992 but not in $1991 .{ }^{20}$

As noted at the beginning of the paper, the descriptive statistics in Table I show higher scores and lower variance in 1992. Additional evidence that testing conditions changed is the fact that the average score was over 90 percent correct in 25 percent of 1992 classes (over 500 classes). In 1991 this was true of no more than eight classes in any grade or subject. Also, our 1992 estimation results show much smaller effects of PD on test scores than were observed in 1991. Since the distribution of the PD index over towns and cities was essentially unchanged, this finding is consistent with the hypothesis that test preparation reduced the information about pupil abilities contained in the scores.

## V. Characterizations and Comparisons

## A. Characterizing Affected Groups

This section is concerned with the external validity of our findings. First, we ask whether the classes affected by Maimonides' rule are representative of all classes in Israeli grade schools. The problem of characterizing the group affected by a binary instrument is discussed by Angrist and Imbens [1995] for the case of a multinomial treatment. Here the treatment is class size, and the instrument can betaken to be $Z=1-z_{s c}$, which was used to construct the discontinuity-sample estimates reported in Table VI. (The normalization is reversed so $\mathrm{Z}=1$ means bigger classes.) In what follows, we drop subscripts indexing observations, and use uppercase variables to denote random variables with the same distribution as for a randomly chosen class.

Suppose that a set of pupils would have average test score $Y_{j}$ when grouped into classes of size j , where j can take on values 1-40. $Y_{j}$ is a potential outcome; that is, we imagine that for each

[^9]set of pupils all of the elements of $\left\{Y_{1}, \ldots, Y_{40}\right\}$ are well-defined, even though only one of these-corresponding to the pupils' actual class size-is ever observed. The average causal effect of increasing class size by one is $E\left[Y_{j}-Y_{j-1}\right]$, for each $j \in[2,40]$. We could learn about these average effects in an experiment where sets of pupils are randomly grouped into classes of different sizes (as was done in Tennessee). Similarly, let $\mathrm{N}_{\mathrm{z}}$ be the potential class size that would be realized if the binary instrument $Z$ were randomly assigned. In practice, an experiment that accomplishes this would have to manipulate enrollment, perhaps by randomly sending small groups of pupils to different schools in the discontinuity sample. The difference in means $\mathrm{E}[\mathrm{N} \mid \mathrm{Z}=1]-\mathrm{E}[\mathrm{N} \mid \mathrm{Z}=0]=$ $\mathrm{E}\left[\mathrm{N}_{1}-\mathrm{N}_{0}\right]$ is the average causal effect of $Z$ on class size in such an experiment.

Although the empirical work is motivated by a model where potential outcomes vary linearly with class size according to a regression function that is the same for all classes, this is almost certainly not an accurate description of the causal effect of changing class size. Angrist and Imbens [1995] discuss the interpretation of linear IV estimators in models where the underlying causal response function is both heterogeneous and nonlinear. The main result is that if $Z$ is independent of potential outcomes and other technical conditions are satisfied, then the Wald estimator using Z as an instrument can be written in terms of potential outcomes as

$$
\begin{align*}
& \frac{E[Y \mid Z=1]-E[Y \mid Z=0]}{E[N \mid Z=1]-E[N \mid Z=0]}  \tag{5}\\
&=\frac{\Sigma E\left[Y_{j}-Y_{j-1} \mid N_{1} \geq j \geq N_{0}\right] P\left[N_{1} \geq j \geq N_{0}\right]}{\sum P\left[N_{1} \geq j \geq N_{0}\right]},
\end{align*}
$$

where the summation is from $\mathrm{j}=2$ to $\mathrm{j}=40$.
Formula (5) suggests a two-part answer to the question, "who is affected by the instrument?" First, the range of variation induced by the instrument consists only of values, j , where the probability that $Z$ causes class size to go from less than $j$ pupils to at least $j$ pupils, $P\left[N_{1} \geq j>N_{0}\right]$, is positive. The magnitude of $P\left[N_{1} \geq j>N_{0}\right]$ is also of interest becausea particular class size $j$ is more important if this is large. Second, for a given j , the probability of being in the affected group (i.e., of having $\mathrm{P}\left[\mathrm{N}_{1} \geq\right.$ $\mathrm{j}>\mathrm{N}_{0}$ ] $>0$ ) may vary with the characteristics of schools or pupils
in the class. For any observable characteristic, denoted by W, we can ask how $\mathrm{P}\left[\mathrm{N}_{1} \geq \mathrm{j}>\mathrm{N}_{0} \mid \mathrm{W}\right]$ varies with W .

Assuming that $Z$ is independent of $N_{0}$ and $N_{1}$ (i.e., the instrument is "as good as randomly assigned"), the size of the affected group at class size $j$ is just the difference in cumulative distribution functions (CDF) of class size with the instrument switched off and on. The CDFs of class size by values of $Z$ are plotted in Figures IVa and IVb for fifth and fourth grade classes in the $+5 /-5$ discontinuity sample. The gap between the two CDFs is largest for class sizes between 22 and 36 , with especially large gaps in the 28-35 range. Classes of this size are not unusual in Israel, where the median size is 31 , but this is Iarger than is typical for the United States.

By definition, the group most affected by the instrument $Z$ attends schools with enrollments close to points of discontinuity. A comparison of descriptive statistics for the $+5 /-5$ discontinuity sample and the full sample suggests that there is nothing particularly special about attending school with grade enrollments in a range close to the point of discontinuity. On the other hand, conditional on attending schools with enrollments in this range, classes affected by the rule might still be special in some way. In practice, we can only look for unusual first-stage relationships based on observed characteristics like PD and school size. The question of how the $P\left[N_{1} \geq j>N_{0} \mid W\right]$ vary with an observed characteristic $W$ can be addressed by noting that (again, given the assumptions in Angrist and Imbens [1995]):
(6) $\sum_{\mathrm{j}} \mathrm{P}\left[\mathrm{N}_{1} \geq \mathrm{j}>\mathrm{N}_{0} \mid \mathrm{W}\right]=\mathrm{E}[\mathrm{N} \mid \mathrm{W}, \mathrm{Z}=1]-\mathrm{E}[\mathrm{N} \mid \mathrm{W}, \mathrm{Z}=0]$,
which is simply the first-stage relationship between Z and N evaluated at W. ${ }^{21}$

One clear and unsurprising pattern in the right-hand side of (6) is variation by school size. Controlling for PD and segment effects, classes in the discontinuity sample for fifth graders have 10.7 more pupils if $Z=1$ on the first enrollment segment, 4.4 more pupils if $Z=1$ on the second enrollment segment, and 1.1 more pupils if $Z=1$ on the third enrollment segment. So estimates using Maimonides' rule are driven primarily by smaller schools. In fact, this can be seen clearly in Figures I a and Ib, which show
21. This expression is derived using the facts that $P\left[N_{1} \geq j>N_{0} \mid W\right]$ is a difference in CDFs, and that the integral of one minus the CDF of a positive random variable equals the mean.
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Figure iV
CDFs of Class Size in the $\pm 5$ Discontinuity Subsample, Separately by Value of a Binary Instrument Based on Maimonides' Rule
sharper drops in class size at enrollments of 40 than at 80 , and sharper drops at enrollments of 80 than at 120. Conditional on enrollment, there are also differences in the impact of Maimonides' rule by PD. Doubling PD at the mean is estimated to reduce the impact of $Z$ on class size by 2.3 pupils. On balance,
therefore, the analysis of affected groups indicates that the estimates presented here areaffected disproportionatel y by smaller schools and by schools with fewer disadvantaged pupils than average, although the variation in impact along this second dimension is much more modest than the first.

## B. Comparisons

The literature on class size and scholastic achievement often reports a summary statistic known as "effect size." This is the test score change that would result from a given change in class size, divided by the standard deviation of the scores. Finn and Achilles [1990] discuss two versions of this, one using the standard deviation of test scores among pupils and one using the standard deviation of class means. Since the overall variance is naturally larger than the between-class variance, measures based on the first standard deviation are always smaller than measures based on the second. The only measure that can be used here is the second because we do not have the mi cro test score data for fourth and fifth graders. However, note that since class size is a class-level intervention, it seems reasonable to measure impacts relative to the distribution of average scores.

The Tennessee STAR experiment described by Finn and Achilles [1990, Table 5] yielded effect sizes of about .13 $\sigma$-. $27 \sigma$ among pupils, and about $.32 \sigma$ to $.66 \sigma$ in the distribution of class means. We can compare our results with the Tennessee experiment by calculating effect size for a reduction in class size of eight pupils, as was done (on average) in the Tennessee experiment. Multiplying this times the instrumental variables estimate for reading scores from column (2) in the table for fifth graders (an estimate of -.275 in a model with enrollment controls), gives an effect size of about $.29 \sigma$ ( $=2.2$ points) in the distribution of class means. The effect size is probably about $.18 \sigma$ among pupils. ${ }^{22}$ Thus, our estimates of effect size for fifth graders are at the low end of the range of those found in the Tennessee experiment. The effect sizes based on estimates for fourth grade reading scores are only about half as large as those for fifth graders, equal to roughly $.13 \sigma$ in the distribution of class means.

[^10]Another way to make this comparison is to use Krueger's [1999, Table VIII] instrumental variables estimates of per-pupil effects of reductions in class size for the STAR data (i.e., IV estimates of the coefficient on class size using the experimental random assignment as an instrument for actual class size). Converting Krueger's IV estimates into standard deviation units using the standard deviation of class average percentile scores (an estimate of .77 with a standard deviation of about sixteen points for the Stanford Achievement Test), gives a per-pupil effect size of about .048. The corresponding figure for Israeli fifth graders (reading scores) is . 036 using estimates from the full sample and . 071 using estimates from the discontinuity sample. Estimates for Israeli fourth graders are much smaller, about .017-.019. Thus, in per-pupil terms as well, most of the estimates reported here are at the low end of the range found in the STAR experiment. While these results may seem undramatic, even apparently small effect sizes can translate into large movements through the score distribution [M osteller 1995]. F or example, the gap between the quartiles and the median reading score for the class averages of Israeli fifth graders is less than two-thirds of a standard deviation.

We can also compare the results reported here with the instrumental variables estimates reported by Akerhielm [1995], Boozer and Rouse [1995], and Hoxby [1996]. In a study using district-level population as an instrument for class size in a panel data set for Connecticut school districts, Hoxby [1996] finds no evidence of a relationship between class size and test scores. Hoxby also reports results from a specification using a predicted class size variable, constructed by dividing the population into groups close to twenty, as well as population size itself as an instrument. This specification uses an instrument similar to the one used here, but it does not control directly for population or enrollment effects. Rather, Hoxby's approach uses panel data models with district-specific intercepts and trends.

Using grade enrollment and school-level average class size as instruments, Akerhielm [1995, page 235] finds statistically significant effects on science and history achievement on the order of $.15 \sigma$ (in the pupil score distribution) for a ten-pupil reduction in eighth grade class size. Akierhlem's estimates may be affected by a possible secular association between enrollment and test scores that is not caused by changes in class size. Using the same National Education Longitudinal Study (NELS) data set, Boozer and Rouse [1995] report instrumental variables estimates on the
order of .29б in equations that control for base-year test scores. The Boozer and Rouse instruments are indicators of state maximum sizes for special education classes. Both the Akerhielm and Boozer and Rouse findings are similar to those reported here for fourth and fifth graders.

## VI. Conclusions

This paper presents a variety of OLS and instrumental variables estimates of the effect of class size on the reading and math scores of elementary school children in Israel. The raw positive correlation between achievement and class size is clearly an artifact of the association between smaller classes and the proportion of pupils from disadvantaged backgrounds. I nstrumental variables estimates constructed by using functions of Maimonides' rule as instruments for class size while controlling for enrollment and pupil background consistently show a negative association between larger classes and student achievement. These effects are largest for the math and reading scores of fifth graders, with smaller effects for the reading scores of fourth graders. Results for the math scores of fourth graders are not significant, though pooled estimates for fourth and fifth graders are significant and precise on both tests.

Even though the effects reported here are mostly smaller than those reported in the Tennessee STAR experiment, they may nevertheless represent important gains relative to the distribution of Israeli test scores. The Israeli Parliament recently began debating a bill that would lower the maximum legal class size to 30. Using the cohort size distributions in our data, we estimate that the new law would reduce average elementary-school class sizes from 31 to about 25 and reduce the upper quartile from 35 to 27. These reductions will clearly be expensive to implement, requiring something like 600 additional classes per grade. But the findings reported here imply that the resulting change in Maimonides' rule could have an impact equivalent to moving two deciles in the 1991 distribution of class averages.

It is also worth considering whether results for Israel are likely to be relevant for the United States or other developed countries. In addition to cultural and political differences, Israel has a lower standard of living and spends less on education per pupil than the United States and some OECD countries [Klinov 1992; OECD 1993]. And, as noted above, Israel also has Iarger class sizes than the United States, United Kingdom, and Canada.

So the results presented here may be showing evidence of a marginal return for reductions in class size over a range of sizes that are not characteristic of most American schools. On the other hand, whileclasses as Iarge as those in I srael are not typical in the United States, in 1991 the average eighth grade class size in California was 29 pupils, not dramatically lower than the corre sponding I sraeli average of $32 .{ }^{23}$

Finally, our study serves to highlight an important methodological point. Hanushek's [1995] widely cited survey of research on school inputs in developing countries shows the same pattern of weak effects reported in his surveys of results for the United States. Like Hanushek, an education survey in The Economist [1997] magazine recently interpreted the lack of an association between education inputs and test scores as evidence that school resources have no causal effect on learning. The findings presented here suggest that such conclusions are premature. Observational studies are often confounded by a failure to isolate a credible source of exogenous variation in school inputs. The regression-discontinuity research design overcomes problems of confounding by exploiting exogenous variation that originates in administrative rules. As in randomized trials like the STAR experiment, when this sort of exogenous variation is used to study class size, smaller classes appear beneficial.

## Data Appendix

A. 1991 Data (Fifth and Fourth Graders)

A computerized data file from the Central Bureau of Statistics [1991] survey of schools includes 1027 J ewish public (secular and religious) schools with fifth grade pupils, in 2073 (nonspecial education) classes. ${ }^{24}$ These data, containing information collected in September, were given to us by the Central Bureau of Statistics. Data on class size collected between March and June, provided by the Ministry of Education, contained records for 2052 of these classes, with information on class size for 2029 of them.

Data on average test scores came in two forms. Ministry of Education programmers provided one file with information on average test scores and numbers of test takers for 1733 of the
classes (about 85 percent). We also obtained a file that contained average test scores and numbers of test takers for each grade in each school for 1978 of the classes. Among the 296 classes missing class-level average scores, school-level averages were available for all but 5 . Since there was never more than one class missing a class-level score, and we know the number of test takers in each school and in each class with nonmissing scores, we were able to impute the missing class-level average for all but the five classes missing both class-level and school-level averages. Finally, the PD index and town ID were added to the linked and imputed class/school data set from a separate Ministry of Education file on schools. The PD index was available for every school in the database.

The construction of the fourth graders' data set follows that of the fifth graders. A computerized file from the Central Bureau of Statistics [1993] survey of schools includes 1039 J ewish public schools with fourth grade pupils, in 2106 (nonspecial education) classes. Data on class size, provided by the Ministry of Education, contained records for 2082 of these classes, with information on class size for 2059 dasses.

We were provided with class-level average scores in 1769 of the 2059 fourth grade classes and school-level averages in 2025 of the 2059 classes. Among the 290 classes missing class-level average scores, school-level averages were available for all but 4. Since there was never more than one class missing a class-level score, and we know the number of test takers in each school and in each class with nonmissing scores, we were able to impute the missing class-level average for all but four of the classes missing both class-level and school-level averages. The PD index and town ID were then added as with the fifth graders.

Wechecked theimputation of class-level averages from school averages by comparing the school and class averages in schools with one class and by comparing the imputed and nonimputed data. School and class-level averages matched almost perfectly in schools with one class. We were unable to detect any systematic differences between schools that were missing some class-level data and the schools that were not. The empirical findings are not sensitive to the exclusion of the imputed class-level averages.

## B. 1992 Data (Third Graders)

Construction of the third graders data set differs from the construction of the fourth and fifth graders data sets because we
were provided with micro data on the test scores of third grade pupils. As with the fourth and fifth graders, we began with the Central Bureau of Statistics [1993] survey of schools. This includes 1042 J ewish public schools with third grade pupils in 2193 (nonspecial education) classes. Data on class size, provided by the Ministry of Education, contained records with information on class size for 2162 of these classes.

We used micro data on the test scores of third graders to compute average math and reading scores for each class. Score data were available for 2144 of the 2162 classes with class size information in the CBS survey of schools. Finally, we added information on the PD index and town identities from a Ministry of Education file containing information on schools. There was no information on the PD index for 34 of the 2144 classes with data on size and test scores, so that the third grade sample size is 2111 . This is probably because new schools would not have had a PD index assigned at the time data in our school-level file were entered into the record-keeping system.

Appendix 1: Descriptive Statistics Weighted by Class Size

| Variable | Mean | S.D. | Quantiles |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 0.10 | 0.25 | 0.50 | 0.75 | 0.90 |
| A. Full sample |  |  |  |  |  |  |  |
| 5th grade (2019 classes, 1002 schools, tested in 1991) |  |  |  |  |  |  |  |
| Class size | 31.4 | 6.0 | 23 | 27 | 32 | 36 | 39 |
| Enrollment | 83.0 | 38.8 | 37 | 55 | 78 | 107 | 134 |
| Percent disadvantaged | 13.1 | 12.6 | 2 | 4 | 9 | 17 | 32 |
| Reading size | 28.6 | 6.2 | 20 | 25 | 29 | 33 | 36 |
| Math size | 29.0 | 6.3 | 21 | 25 | 29 | 34 | 37 |
| Average verbal | 74.7 | 7.4 | 64.7 | 70.5 | 75.6 | 79.9 | 83.3 |
| Average math | 67.7 | 9.4 | 55.6 | 61.9 | 68.1 | 74.4 | 79.6 |
| 4th grade (2049 classes, 1013 schools, tested in 1991) |  |  |  |  |  |  |  |
| Class size | 31.6 | 5.8 | 23 | 28 | 32 | 36 | 39 |
| Enrollment | 82.9 | 37.5 | 36 | 56 | 78 | 106 | 131 |
| Percent disadvantaged | 13.1 | 12.6 | 2 | 4 | 9 | 17 | 32 |
| Reading size | 28.8 | 6.2 | 20 | 25 | 29 | 33 | 36 |
| Math size | 29.2 | 6.2 | 21 | 25 | 30 | 34 | 37 |
| Average verbal | 72.7 | 7.7 | 62.4 | 67.9 | 73.6 | 78.2 | 81.9 |
| Average math | 69.2 | 8.5 | 58.4 | 64.0 | 70.0 | 75.1 | 79.4 |

Descriptive Statistics Weighted by Class Size

|  |  |  | Quantiles |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | ---: | :---: |
| Variable | Mean | S.D. | 0.10 | 0.25 | 0.50 | 0.75 | 0.90 |  |
| 3rd grade (2111 classes, 1011 schools, tested in 1992) |  |  |  |  |  |  |  |  |
| Class size | 31.8 | 5.7 | 24 | 28 | 33 | 36 | 39 |  |
| Enrollment | 83.6 | 36.9 | 40 | 57 | 78 | 108 | 131 |  |
| Percent disadvantaged | 13.1 | 12.7 | 2 | 4 | 9 | 17 | 33 |  |
| Reading size | 25.4 | 5.1 | 18 | 22 | 26 | 29 | 32 |  |
| Math size | 25.6 | 5.1 | 19 | 22 | 26 | 30 | 32 |  |
| Average verbal | 86.4 | 5.9 | 78.8 | 83.2 | 87.3 | 90.7 | 93.0 |  |
| Average math | 84.2 | 6.7 | 75.3 | 80.4 | 84.8 | 89.0 | 91.9 |  |

B. +/- 5 Discontinuity sample (enrollment 36-45, 76-85, 116-124)

|  | 5th grade |  | 4th grade |  | 3rd grade |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | S.D. | Mean | S.D. | Mean | S.D. |
|  | (471 classes, <br> 224 schools) |  | (415 classes, 195 schools) |  | (441 classes, 206 schools) |  |
| Class size | 32.6 | 7.0 | 32.8 | 6.8 | 32.3 | 6.9 |
| Enrollment | 80.4 | 29.3 | 82.2 | 29.7 | 78.8 | 27.5 |
| Percent disadvantaged | 12.4 | 12.2 | 12.4 | 12.0 | 13.6 | 13.8 |
| Reading size | 29.7 | 7.0 | 29.9 | 7.4 | 25.8 | 6.1 |
| Math size | 30.2 | 7.1 | 30.3 | 7.3 | 26.0 | 6.2 |
| Average verbal | 74.9 | 7.8 | 72.7 | 7.7 | 86.4 | 6.0 |
| Average math | 67.7 | 9.9 | 69.0 | 8.8 | 84.4 | 6.7 |

Variable definitions are as follows: Class size $=$ number of students in class in the spring, Enrollment $=$ September grade enrollment, Percent disadvantaged = percent of students in the school from "disadvantaged backgrounds," Reading size = number of students who took the reading test, Math size = number of students who took the math test, Average verbal = average composite reading score in the class, Average math = average composite math score in the class.
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[^1]:    Variable definitions are as follows: Class size $=$ number of students in class in the spring, Enrollment $=$

[^2]:    12. Intervals of ten were used to construct the figures instead of the single-value intervals in Figures Ia and Ib because the test score data have more idiosyncratic variation than the class-size data. The enrollment axes in the figures record interval midpoints. Averages were computed for schools with enrollments between 9 and 190. This accounts for over 98 percent of classes. The last interval ( 165 on the $x$-axis) includes enrollments from 160-190.
[^3]:    13. Finn and Achilles [1990] also used a model with random school effects in an analysis of class-level averages to analyze data from the Tennessee Project STAR (Student/Teacher Achievement Ratio) experiment.
    14. Gol dberger [1972] discusses this in the context of compensatory education programs. See also Thistlewaithe and Campbell [1960] and Campbell and Stanley [1963].
[^4]:    same as instrumental variables unless a linear regression is used to construct the first-stage fitted values.

[^5]:    The unit of observation is the average score in the class. Standard errors are reported in parentheses. Standard errors were corrected for within-school correl ation between classes.
    All 2SLS estimates use $f_{s c}$ as an instrument for class size.

[^6]:    17. Using enrollment at the time tests were taken to construct the Maimonides' rule instrument (instead of September enrollment), estimates of effects on fourth grade math scores are significantly different from zero, although still only about two-thirds as large as the corresponding fourth-grade verbal estimates.
    18. Variations on the full-sample models are reported in our working paper [Angrist and Lavy 1997].
[^7]:    The table reports results from a sample of classes in schools with enrol Iment close to points of discontinuity. The unit of observation is the average score in the class. Standard errors
    are reported in parentheses. Standard errors were corrected for within-school correlation between classes. All estimates use $1\left[\mathrm{f}_{5 c}<32\right.$ and interactions with dummies for enrollment
    segments as instruments for class size. Since there are three segments, there are three instruments. The models include dummies for the first two segments to control for segment main

[^8]:    The unit of observation is the average score in the class. Standard errors a
    All estimates use $\mathrm{f}_{\mathrm{sc}}$ and $\mathrm{f}_{\mathrm{sc}}$ PD as instruments for class size and class size*PD.

[^9]:    20. Preparation for the 1992 tests is described in the report as follows [page 3]: "During the past year there was an intense and purposeful remedial effort on the part of the elementary school division [in the Ministry of Education] in a large number of schools with high failure rates in 1991. Similarly, in light of last year's scores [in 1991], and because of the anticipated new tests [in 1992], there was an intensive remedial effort on the part of schools, district supervisors, counselors, and others."
[^10]:    22. This calculation is based on the ratio of between-class to total variation in the third grade micro data.
