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Incremental search method

Figure: Incremental search method.

The choice of the increment size can influence the results.

Ricardo Afonso Angélico Numerical methods August 21, 2018 3 / 33



Bisection method
Bisection method is based on the Intermediate Value Theorem.

Intermediate Value Theorem
If f is continuous of a closed interval [a, b], and u is any number between
f(a) and f(b) inclusive, there is at least one number c ∈ [a, b] so that
f(c) = u.

Figure: Intermediate value theorem representation.

See: Intermediate Value Theorem - Khan Academy
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https://www.khanacademy.org/math/ap-calculus-ab/continuity-ab/intermediate-value-theorem-ab/v/intermediate-value-theorem


Bisection method
To begin, let p be the middle point of the interval [a, b]:

p1 =
a+ b

2
(1)

If f(p1) = 0, p = p0, and "That’s all folks!"
If f(p1) 6= 0 :

If sign(f(p1)) = sign(f(a)), a = p1
If sign(f(p1)) = sign(f(b)), b = p1

Then reapply the process to the new interval [a, b].

Bracketing methods
Bracketing methods are based on two initial guesses that “bracket” the
root. If f(x) is a real and continuous in the interval [xl, xu] and

f(xl)f(xu) < 0 (2)

then there is at least one real root between xl and xu
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Bisection method

Figure: Representation of bisection method.
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Stopping inequalities

Typical stopping inequalities:

|pn − pn−1| < ε (3)

|pn − pn−1|
|pn|

< ε, pn 6= 0 (4)

|f(pn)| < ε (5)
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Fixed-point method
The number p is a fixed point for a given function g if g(p) = p.

Theorem
If g ∈ C[a, b] and g(x) ∈ [a, b] for all x ∈ [a, b], then g has at least one
fixed point on [a, b].
If, in addition, g′(x) exists on [a, b] and a positive constant k > 1 exists
with |g′(x)| < k, then there is exactly one fixed point in [a, b].

Figure: Fixed point for a function.
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Fixed-point method

Figure: Fixed point method representation.
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Fixed-point method - Algorithm

Figure: Fixed point algorithm.
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Newton Raphson method
Taylor polynomial for f(x) expanded about p0 and evaluated at x = p

f(p) = f(p0) + (p− p0)f ′(p0) +
(p− p0)2

2
f ′′(ξ) (6)

where ξ ∈ [p0, p].
Taking a first order approximation:

0 ≈ f(p0) + (p− p0)f ′(p0) (7)

p ≈ p0 −
f(p0)

f ′(p0)
(8)

For an iterative process, we have:

pn = pn−1 −
f(pn−1)

f ′(pn−1)
, n ≥ 1 (9)
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Newton Raphson

Figure: Representation of Newton Raphson method.
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Newton Raphson - Algorithm

Figure: Newton Raphson algorithm.
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Secant method

To circumvent the problem of derivative evaluation at each approximation
in Newton’s method, the Secant method gives an alternative. By definition:

f ′(pn−1) = lim
f(x)− f(pn−1)

x− pn−1
(10)

Considering pn−2 is close to pn−1, so:

f ′(pn−1) ≈
f(pn−1)− f(pn−2)

pn−1 − pn−2
(11)

Using the Newton formula with this new derivative approximation, we
obtain:

pn = pn−1 −
f(pn−1)(pn−1 − pn−2)
f(pn−1)− f(pn−2)

(12)
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Secant method

Figure: Secant method representation.
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Secant method - Algorithm

Figure: Secant method algorithm.
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Order of convergence

Suppose {pn}∞n=0 is a sequence that converges to p, with pn 6= p for all n.
If positive constants λ and α exists with

lim
n→∞

|pn+1 − pn|
|pn − p|α

= λ (13)

then {pn}∞n=0 converges to p of order α, with asymptotic error constant λ.
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Newton Raphson (single variable)
Taylor polynomial for f(x) expanded about p0 and evaluated at x = p

f(p) = f(p0) + (p− p0)f ′(p0) +
(p− p0)2

2
f ′′(ξ) (14)

where ξ ∈ [p0, p].
Taking a first order approximation:

0 ≈ f(p0) + (p− p0)f ′(p0) (15)

p ≈ p0 −
f(p0)

f ′(p0)
(16)

For an iterative process, we have:

pn = pn−1 −
f(pn−1)

f ′(pn−1)
, n ≥ 1 (17)
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Newton Raphson (single variable)

Figure: Representation of Newton Raphson method.
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Newton-Raphson method (multivariate)
The method described for 1D functions can be generalized for a system of
non-linear equations:

f1(x) = 0

f2(x) = 0

· · ·
fN (x) = 0

where
x = [x1 x2 · · ·xN ]T (18)

Defining a function vector:

f(x) = [f1(x) f2(x) · · · fN (x)] (19)

The system can be rewritten as:

f(x) = 0 (20)
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Newton-Raphson method (multivariate)
Considering N = 2 (2D problem), the multidimensional equation can be
geometrically interpreted as:

Figure: Visualization of the root finding problem in 2D.
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Newton-Raphson method (multivariate)
The Taylor expansion for each function fi can be written as:

fi(x+δx) = fi(x)+

N∑
j=1

∂fi(xj)

∂xj
+O(δx2) ≈ fi(x)+

N∑
j=1

∂fi(xj)

∂xj
δx (21)

In the vector form, the above equation can be written as:

f(x+ δx) = f(x) + J(x) δx (22)

where J(x) is the Jacobian matrix, which is defined as:

J(x) =


∂f1
∂x1

· · · ∂f1
∂xN

...
. . .

...
∂fN
∂x1

· · · ∂fN
∂xN

 (23)
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Newton-Raphson method (multivariate)

Assuming f(x+ δx) = 0, the roots are x+ δx, where δx can be obtained
from:

f(x+ δx) = f(x) + J(x) δx =⇒ (24)

δx = J(x)−1[f(x+ δx)− f(x)] = −J(x)−1f(x) (25)

And, from an starting point x:

x+ δx = x− J(x)−1f(x) (26)

For nonlinear equations, the result above is only an approximation:

xk+1 = xk + δxk = xk − J(xk)
−1f(xk) (27)
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Newton-Raphson method (multivariate)

Example 1
Computes the roots of: {

x21 − 2x1 + x2 + 7 = 0
3x1 − x2 + 1 = 0

(28)

Starting point: x = [1.00 1.00]T
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Newton-Raphson method (multivariate)

Example 2
Determine the points of intersection between the circle x2 + y2 = 3 and
the hyperbola xy = 1
Starting point: x = 0.5; y = 1.5

Solution: ±(0.618, 1.618) and ±(1.618, 0.618)
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Newton-Raphson method (multivariate)

Example 3
Computes the roots of:

3x1 − cos(x2x3)− 3/2 = 0
4x21 − 625x22 + 2x3 − 1 = 0
20x3 + exp(−x1 x2) + 9

(29)

Starting point: x = [1.00 1.00 1.00]T

Solution: x = [0.833282 0.035335 − 0.498549]T
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Exercises

Exercise 1
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Exercises
Exercise 2
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Exercises
Exercise 3
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Exercises

Exercise 4
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Exercises

Exercise 5

Ricardo Afonso Angélico Numerical methods August 21, 2018 31 / 33



Exercises

Exercise 6
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Exercises

Exercise 7
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