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Basic Ideas and Examples

LL INTRODUCTORY TEXTBOOKS begin by attempting to convince the stu-

dent readers that the subject s of great importance in the world and

therefore merits their attention, The physical sciences and engineering

claim to be the basis of modern technology and therefore of modern life;
the social sciences discuss big issues of governance—for example, democracy
and taxation; the humanities claim that they revive your soul after it has been
deadened by exposure to the physical and social sciences and to engineering.
Where does the subject games of strategy, often called game theory, fit into this
picture, and why should you study it?

We offer a practical motivation much more individual and closer to your
personal concerns than most other subjects. You play games of strategy all the
time: with your parents, siblings, friends, and enemies, and even with your pro-
fessors. You have probably acquired a lot of instinctive expertise, and we hope
you will recognize in what follows some of the lessons that you have already
learned. We will build on this experience, systematize it, and develop it to the
point where you will be able to improve your strategic skills and use them more
methodically. Opportunities for such uses will appear throughout the rest of
your life; you will go on playing such games with your employers, employees,
spouses, children, and even strangers.

Not that the subject lacks wider importance. Similar games are played in
business, politics, diplomacy, and wars—in fact, whenever people interact to
strike mutually agreeable deals or to resolve conflicts. Being able to recognize
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such games will enrich your understanding of the world around you and will
make you a better participant in all its affairs.

It will also have a more immediate payoff in your study of many other sub-
jects. Economics and business courses already use a great deal of garr‘le-theoretic
thinking. Political science is rapidly catching up. Biology has been.importantly
influenced by the concepts of evolutionary games and has in trn exported
these ideas to economics. Psychology and philosophy also interact with the
study of games of strategy. Game theory has become 4 provider of curlcupls and
techniques of analysis for many disciplines, one might say all disciplines except
those dealing with completely inanimate objects.

l WHAT IS A GAME OF STRATEGY?

The word game may convey an impression that the subject is iri\rohms or unim-
portant in the larger scheme of things—that it deals with trivial pursuits such as
gambling and sports when the world is full of weightier matters such as war and
business and your education, career, and refationships. Actually, games of strat-
egy are not “just a game”; all of these weighty matters are instances of games,
and game theory helps us understand them all. But it will not hurt to start with
gambling or sports. )

Most games include chance, skill, and strategy in varying proportions. Play-
ing double or nothing on the toss of a coin is a game of pure chance, unless 3{011
have exceptional skill in doctoring or tossing coins, A hundred-yard dash is a
game of pure skill, although some chance elements can creep in; for example, a
runner may simply have a slightly off day for no clear reason,

Strategy is a skill of a different kind. In the context of sports, it is a part of
the mcum.l'skiil needed to play well; it is the calculation of how best to use your
physical skill. For example, in tennis, you develop physical skill.hy practicing
your serves (first serves hard and flat, second serves with spin qr kick) and pass-
ing shots (hard, low, and accurate). The strategic skill is knowing where. to put
your serve (wide, or on the T) or passing shot (crosscoutt, or down the line). In
football, you develop such physical skills as blocking and tackling, running and
catching, and throwing. Then {he coach, knowing the physical skills of his own
team and those of the apposing team, calls the plays that best exploit his team's
skills and the other téam's weaknesses, The coach’s calculation constitutes the
strategy. The physical game of football is played on the gridiron by jocks; the
strategic game is played in the offices and on the sidelines by coaches and by
nerdy assistants.

A hundred-yard dash is a matter of exercising your physical skill as be‘st
you can; it offers no opportunities to observe and react to what other runners in
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the race are doing and therefore no scope for strategy. Longer races do entail
strategy—whether you should lead to set the pace, how soon before the finish
you should try to break away, and so on.

Strategic thinking is essentially about your interactions with others: some-
one else is also doing similar thinking at the same time and about the same
situation. Your opponents in a marathon may try to frustrate or facilitate your
attempts to lead, as they think best suits their interests. Your opponent in tennis
tries to guess where you will put your serve or passing shot; the opposing coach
in football calls the play that will best counter what he thinks you will call. Of
course, just as you must take into account what the other player is thinking, he
is taking into account what you are thinking. Game theory is the analysis, or sci-
ence, if you like, of such interactive decision making.

When you think carefully before you act—when you are aware of your ob-
jectives or preferences and of any limitations or constraints on your actions and
choose your actions in a calculated way to do the best according to your own
criteria—you are said to be behaving rationally. Game theory adds another di-
mension to rational behavior—namely, interaction with other equally rational
decision makers. In other words, game theory is the science of rational behavior
in interactive situations,

We do not claim that game theory will teach you the secrets of perfect play or
ensure that you will never lose. For one thing, your opponent can read the same
book, and both of you cannot win all the time. More importantly, many games
are complex and subtle enough, and most actual situations include enough id-
iosyncratic or chance elements, that game theory cannot hope to offer surefire
recipes for action. What it does is to provide some general principles for think-
ing about strategic interactions. You have to supplement these ideas and some
methods of calculation with many details specific to your situation before you
can devise a successful strategy for it. Good strategists mix the science of game
theory with their own experience; one might say that game playing is as much art
as science. We will develop the general ideas of the science but will also point out
its limitations and tell you when the art is more important.

You may think that you have already acquired the art from your experience
or instinct, but you will find the study of the science useful nonetheless. The sci-
ence systematizes many general principles that are common to several contexts
or applications. Without general principles, you would have to figure out from
scratch each new situation that requires strategic thinking. That would be espe-
cially difficult to do in new areas of application—for example, if you learned your
art by playing games against parents and siblings and must now practice strategy
against business competitors, The general principles of game theory provide you
with a ready reference point. With this foundation in place, you can proceed much
more quickly and confidently to acquire and add the situation-specific features or
elements of the art to your thinking and action.
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Z SOME EXAMPLES AND STORIES OF STRATEGIC GAMES

With the aims announced in Section 1, we will begin by offering you some sim-
ple examples, many of them taken from situations that you have probably en-
countered in your own lives, where strategy is of the essence. In eiich case we
will point out the crucial strategic principle. Each of these principles will be
discussed more fully in a later chapter, and after each example we will tell you
where the details can be found. But don't jump to them right away; for a while,
just read all the examples to geta preliminary idea of the whole scope of strategy
and of strategic games.

A. Which Passing Shot?

Tennis at its best consists of memorable duels between top players: John McEn-
roe versus Ivan Lendl, Pete Sampras Versus Andre Agassi, and Martina Navra-
tilova versus Chris Evert. Picture the 1983 U.S. Open final between Evert and
Navratilova.! Navratilova at the net has just volleyed to Evert on the baseline.
Evert is about to hit a passing shot. Should she go down the line or crosscourt?
And should Navratilova expect a down-the-line shot and lean slightly that way
or expect a crosscourt shot and lean the other way?

Conventional wisdom favors the down-the-line shot. The ball has a shorter
distance to travel to the net, so the other player has less time to react. But this
does not mean that Evert should use that shot all of the time. 1f she did, Navrati-
lova would confidently come to expect it and prepare for it, and the shot would
not be so successful. To improve the success of the down-the-line passing shot,
Evert has to use the crosscourt shot often enough to keep Navratilova guessing
on any single instance.

Similarly in football, with a yard to go on third down, a run up the middle
is the percentage play—that is, the one used most often—but the offense must
throw a pass occasionally in such situations “to keep the defense honest.”

Thus the most important general principle of such situations is not what
Evert should do but what she should notdo: she should not do the same thing all
the time or systematically. If she did, then Navratilova would learn to cover that,
and Bvert’s chances of success would fall.

Not doing any one thing systematically means more than not playing the
same shot in every situation of this kind. Evert should not even mechanically
switch back and forth between the two shots. Navratilova would spot and exploit

\Chris Evert won her first title at the U.S. Open in 1975. Navratilova claimed her first title in the
1983 final.
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this pattern or indeed any other detectable systern. Evert must make the choice
on each particular occasion at random to prevent this guessing.

This general idea of “mixing one’s plays” is well known, even to sports com-
mentators on television. But there is more to the idea, and these further aspects
require analysis in greater depth. Why is down-the-line the percentage shot?
Should one play it 80% of the time or 90% or 99%? Does it make any difference if
the occasion is particularly big; for example, does one throw that pass on third
down in the regular season but not in the Super Bowl? In actual practice, just
how does one mix one’s plays? What happens when a third possibility (the lob) is
introduced? We will examine and answer such questions in Chapters 7 and 8.

The movie The Princess Bride (1987) illustrates the same idea in the “battle of
wits” between the hero (Westley) and a villain (Vizzini). Westley is to poison one
of two wineglasses out of Vizzini's sight, and Vizzini is to decide who will drink
from which glass. Vizzini goes through a number of convoluted arguments as to
why Westley should poison one glass. But all of the arguments are innately con-
tradictory, because Westley can anticipate Vizzini's logic and choose to put the
poison in the other glass. Conversely, if Westley uses any specific logic or system
to choose one glass, Vizzini can anticipate that and drink from the other glass,
leaving Westley to drink from the poisoned one. Thus, Westley's strategy has to
be random or unsystematic.

The scene illustrates something else as well. In the film, Vizzini loses the
game and with it his life. But it turns out that Westley had poisoned both glasses;
over the last several years, he had built up immunity to the poison. So Vizzin;
was actually playing the game under a fatal information disadvantage. Players
can sometimes cope with such asymmetries of information; Chapter 9 examines
when and how they can do so.

B. The GPA Rat Race

You are enrolled in a course that is graded on a curve. No matter how well you
do in absolute terms, only 40% of the students will get As, and only 40% will get
Bs. Therefore you must work hard, not just in absolute terms, but relative to how
hard your classmates (actually, “class enemies” seems a more fitting term in this
f:ontext) work. All of you recognize this, and after the first lecture you hold an
impromptu meeting in which all students agree not to work too hard. As weeks
pass by, the temptation to get an edge on the rest of the class by working just
that little bit harder becomes overwhelming. After all, the others are not able to
observe your work in any detail; nor do they have any real hold over you. And
the benefits of an improvement in your grade point average are substantial. So
you hit the library more often and stay up a little longer.

The trouble is, everyone else is doing the same. Therefore your grade is
no better than it would have been if you and everyone else had abided by the

I
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agreement. The only difference is that all of you have spent more time working
than you would have liked.

This is an example of the prisoners’ dilemma.? In the original story, two sus-
pects are being separately interrogated and invited to confess. One of them, say
A, is told, "1f the other suspect. B, does not confess, then you can cutavery good
deal for yourself by confessing. But if B does confess; then you would do well to
confess, too; otherwise the court will be especially tough on you. S0 you should
confess no matter what the other does.” Bis told to confess, with the use of simi-
lar reasoning. Faced with this choice, both A and B confess. But it would have
been better for both if neither had confessed, because the police had no really
compelling evidence against them.

Your situation is similar. If the others slack off, then you can get a much bet-
ter grade by working hard; if the others work hard, then you had better do the
same or else you will get a very bad grade. You may even think that the label
“prisoner” is very fitting for a group of students trapped in a required course.

There is a prisoners’ dilemma for professors and schools, too. Each professor
can make his course look good or attractive by grading it slightly more liberally,
and each school can place its students in better jobs or attract better applicants
by grading all of its courses a little more liberally. Of course, when all do this,
none has any advantage over the others; the only result is rampant grade infla-
tion, which compresses the spectrum of grades and therefore makes it difficult
to distinguish abilities.

People often think that in every game there must be a winner and a loser.
The prisoners’ dilemma is different—both or all players can come out Josers.
People play (and lose) such games every day, and the losses can range from
minor inconveniences to potential disasters. Spectators at a spoxts event stand
up to get a better view but, when all stand, no one has a better view than when
they were all sitting. Superpowers acquire more weapons to get an edge over
their rivals but, when both do so, the balance of power is unchanged; all that has
happened is that both have spent economic resources that they could have used
for better purposes, and the risk of accidental war has escalated, The magnitude

of the potential cost of such games to all players makes it important to under-
stand the ways in which mutually beneficial cooperation can be achieved and
sustained. All of Chapter 11 deals with the study of this game.

Just as the prisoners’ dilemma is potentially a lose-lose game, there are win-
win games, t0o. International trade is an example; when each country produces
more of what it can do relatively best, all share in the fruits of this international

*There is some disagreement regarding the appropriate grammatical placement of the apostro-
phe in the term prisoners' dilemma. Our placement acknowledges the facts that there must be at
least two prisoners in order for there to be any dilemma at all and that the (at least two) prisoners
therefore jointly possess the dilemma.
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division. of labor. But successful bargaining about the division of the pie is
needed if the full potential of trade is to be realized. The same applies to many
other bargaining situations. We will study these in Chapter 18.

C. “We Can’t Take the Exam, Because We Had a Flat Tire”

Here.ls a story, probably apocryphal, that circulates on the undergraduate
e-mail networks; each of us independently received it from our students:

There were two friends taking chemistry at Duke. Both had done pretty well
on all of the quizzes, the labs, and the midterm, so that going into the final
they each had a solid A. They were so confident the weekend before the final
that they decided to go to a party at the University of Virginia. The party was
so good that they overslept all day Sunday, and got back too late to study for
the chemistry final that was scheduled for Monday morning. Rather than
take the final unprepared, they went to the professor with a sob story. They
slaid they each had gone up to UVA and had planned to come back in good
time to study for the final but had had a flat tire on the way back. Because
they didn't have a spare, they had spent most of the night looking for help.

Now they were really too tired, so could they please have a makeup final thei
next day? The professor thought it over and agreed.

The two studied all of Monday evening and came well prepared on Tues-
day morning. The professor placed them in separate rooms and handed the
test to each. The first question on the first page, worth 10 points, was very
easy. Each of them wrote a good answer, and greatly relieved, turned the
page. It had just one question, worth 90 points. It was: “Which tire?”

. The story has two important strategic lessons for future party goers. The first
is to recognize that the professor may be an intelligent game player. He may sus-
pect some trickery on the part of the students and may use some device to catch
them. Given their excuse, the question was the likeliest such device. They should
have foreseen it and prepared their answer in advance. This idea that one should
look ahead to future moves in the game and then reason backward to calculate
one’s best current action is a very general principle of strategy, which we will
elaborat.e on in Chapter 3. We will also use it, most notably, in Chapter 10.

But it may not be possible to foresee all such professorial countertricks; after
all, professors have much more experience of seeing through students’ ex’cuses
gxlan .students have of making up such excuses. If the pair are unprepared, can
doey independently produce a mutually consistent lie? If each picks a tire at ran-
o el;lht;u; ;:tltlzgces are only 25% that the two will pick the same one. (Why?) Can
- sY;)fu may think that the frt?nt tire on the passenger side is the one most likely

uffer a flat, because a nail or a shard of glass is more likely to lie closer to

e



10 [CH. 11 BASIC IDEAS AND EXAMPLES

the side of the road than the middle and the front tire on that side will encoun-
ter it first. You may think this is good logic, but that is not enough to make ita
good choice. What matters is not the logic of the choice but making the same
choice as your friend does. Thetefore you have to think about whether your
friend would use the same logic and would consider that choice gqually obvi-
ous. But even that is not the end of the chain of reasoning. Wouldjyour friend
think that the choice would be equally obvious to you? And so on. The point is
not whether a choice is obvious or logical, but whether it is obvious to the other
that it is obvious to you that it is obvious to the other. . . . In other words, what is
needed is a convergence of expectations about what should be chosen in such
circumstances. Such a commonly expected strategy on which the players can
successtully coordinate is called a focal point.

There is nothing general or intrinsic to the structure of all such games that
creates such convergence. In some gares, a focal point may exist because of
chance circumstances about the labeling of strategies or because of some expe-
rience or knowledge shared by the players. For example, if the passenger’s front
side of a car were for some reason called the Duke's side, then two Duke stu-
dents would be very likely to choose it without any need for explicit prior under-
standing. O, if the driver's front side of all cars were painted orange (for safety,
to be easily visible to oncoming cars), then two Princeton students would be
very likely to choose that tire, because orange is the Princeton color. But without
some such clue, tacit coordination might not be possible at all.

We will study focal points in more detail in Chapter 4. Here in closing we
merely point out that when asked in classtooms, more than 50% of students
choose the driver’s front side. They are generally unable to explain why, except
to say that it seems the obvious choice.

D. Why Are Professors So Mean?

Many professors have inflexible rules not to give makeup exams and never to
accept late submission of problem sets or term papers. Students think the pro-
fessors must be really hardhearted to behave in this way. The true strategic rea-
son is often exactly the opposite. Most professors are kindhearted and would
like to give their students every reasonable break and accept any reasonable
excuse. The trouble lies in judging what is reasonable. It is hard to distinguish
between similar excuses and almost impossible to verify their truth, The profes-
sor knows that on each accasion he will énd up by giving the student the ben-
efit of the doubt, But the professor also knows that this is a slippery slope. As
the students come to know that the professor is a soft touch, they will procras-
tinate more and produce ever-flimsier excuses. Deadlines will cease to mean
anything, and examinations will become a chaotic mix of postponements and
makeup tests.
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ﬁrst(s)f(teen dthe orllly way to avoid this slippery slope is to refuse to take even the
‘ p down 1.t. Refusal to accept any excuses at all is the only realistic alter-
natlvei to accepting them all. By making an advance commitment to the ‘n
cuses” strategy, the professor avoids the temptation to give in to all o
B;lt how can a softhearted professor maintain such a hardhearted commit-
menF. He must find some way to make a refusal firm and credible, The simpl
w.ay is to hide behind an administrative procedure or university-\;vide '?P eft
wish I could accept your excuse, but the university won't let me” not p(; o
t}?e professor in a nicer light, but removes the temptation by genuinelonl 4 P.UIS
hlm. rfo choice in the matter. Of course, the rules may be made by the sy -y
le.ct1v1ty of professors as hides behind them but, once they are fnad ame’ C°¥‘
vidual professor can unmake the rules in any particular instance e indt
If the university does not provide such a general shield, the.n the profes
can try to make up commitment devices of his own. For example, he fan m:l(:r
a clez?r and firm announcement of the policy at the beginning ;)f the co N
Anly t}me an individual student asks for an exception, he can invoke a fai e
principle, saying, “If I do this for you, I would have to do it for everyone.” (l)melfs
%Eiessor lian acquire a reputation for toughness by acting tougll;y a fe\./v ti:r:e:
o may be an unpleasant thing for him to do and it may run against hi .
inclination, but it helps in the long run over his oo ls' e
lieved to be tough, few students V\ill try excusesvggcﬁfniazzel:‘el\f;lf?fessor .
less pain in denying them. , ety sulfer

We vsn.ll studY commitments, and related strategies, such as threats and
promises, in considerable detail in Chapter 10.

E. Roommates and Families on the Brink

You are sharing an apartment with one or more other students. You notice th:
the apartment is nearly out of dishwasher detergent, paper tovx;els cereal, b .
al'ld other items. You have an agreement to share the actual expe,nses b‘ t j;r,
trip to the store takes time. Do you spend your time or do you hope th;t ome.
one else will spend his, leaving you more time to study or relax? ]§0 ou Some(;
buy the soap or stay in and watch TV to catch up on the soap op;eras?gl .
In many situations of this kind, the waiting game goes on for q.uite a whil
?efore someone who is really impatient for one of the items (usually beer) giv .
in and spends the time for the shopping trip. Things may deteriorate to the ; 'es
of serlc:us quarrels or even breakups among the roommates, Pt
This game of strategy can be viewed from two perspectives. In
each of the roommates is regarded as having a simple binary choic.e—tc? I:;;

3This example comes from Mi
ichael Grunwald’s “At " b i i
e s “At Home” column, “A Game of Chicken,” in the

rd
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contract or between two superpowers who are encroaching on each other’s sphere
of influence in the world. Neither side can be fully sure of the other's intentions,
so each side explores them through a succession of small incremental steps, each
of which escalates the risk of mutual disaster. The daughter in our story was ex-
ploring previously untested limits of her freedom; the father was exploring previ-
ously untested—and perhaps unclear even to himself—limits of his authority.
This was an example of brinkmanship, a game of escalating mutual risk, par
excellence. Such games can end in one of two ways. In the first way, one of the
players reaches the limit of his own tolerance for risk and concedes. (The father
in our story conceded quickly, at the very first step. Other fathers might be more
successful strict disciplinarians, and their daughters might not even initiate
a game like this.) In the second way, before either has conceded, the risk that
they both fear comes about, and the blowup (the strike or the war) occurs. The
feud in our host's family ended “happily”; although the father conceded and the
daughter won, a blowup would have been much worse for both.
We will analyze the strategy of brinkmanship more fully in Chapter 10; in

Chapter 15, we will examine a particularly important instance of it—namely, the
Cuban missile crisis of 1962,

F. The Dating Game

When you are dating, you want to show off the best attributes of your personality
to your date and to conceal the worst ones. Of course, you cannot hope to con-
ceal them forever if the relationship progresses; but you are resolved to improve
or hope that by that stage the other person will accept the bad things about you
with the good ones. And you know that the relationship will not progress at all
unless you make a good first impression; you won't get a second chance to do so.
Of course, you want to find out everything, good and bad, about the other
person. But you know that, if the other is as good at the dating game as you are,
he or she will similarly try to show the best side and hide the worst. You will think
through the situation more carefully and try to figure out which signs of good
qualities are real and which ones can easily be put on for the sake of making a
good impression. Even the worst slob can easily appear well groomed for a big
date; ingrained habits of courtesy and manners that are revealed in a hundred
minor details may be harder to simulate for a whole evening. Flowers are rela-
tively cheap; more expensive gifts may have value, not for intrinsic reasons, but
as credible evidence of how much the other person is willing to sacrifice for you.
And the “currency” in which the gift is given may have different significance, de-
pending on the context; from a millionaire, a diamond may be worth less in this

regard than the act of giving up valuable time for your company or time spent
On some activity at your request.
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You should also recognize that your date will similarly scrutinize your ac-
tions for their information content. Therefore you should take actions that are
credible signals of your true good qualities, and not just the ones that anyone
can imitate.

This Is important not just on a first date; revealing, concealing, and elicit-
ing information about the other person’s deepest intentions remain important
throughout a relationship. Here is a story to illustrate that.

Onee upon a time in New York City there lived a man and a woman who
had separate rent-controlled apartments, but their relationship had reached the
point at which they were using only one of them. The woman suggested to the
man that they give up the other apartment. The man, an economist, explained
to her a fundamental principle of his subject: it is always better to have more
choice available, The probability of their splitting up might be small but, given
even a small risk, it would be useful to retain the second Jow-rent apartment.
The woman took this very badly and promptly ended the relationship!

Economists who hear this story say that it just confirms their principle that
greater choice is better. But strategic thinking offers a very different and more
compelling explanation. The woman was not sure of the man's commitment
to the relationship, and her suggestion was a brilliant strategic device to elicit
the truth. Words are cheap; anyone can say, “T love you." If the man had put his
property where his mouth was and had given up his rent-controlled apartment,
that would have been concrete evidence of his love. The fact that he refused to
do 50 ¢constituted hard evidence of the opposite, and the woman did right to end
the relationship.

These are examples, designed 10 appeal to your immediate experience, of
a very important class of games—namely, those where the real strategic issue
is manipulation of information. Strategies that convey good information about
yourself are called signals; strategies that induce others to act in ways that will
credibly reveal their private information, good or bad, are called screening de-
vices. Thus the woman’s suggestion of giving up one of the apartments was a
screening device, which put the man in the situation of offering to give up his
apartment or else revealing his lack of commitment. We will study games of in-
formation, as well as signaling and sereening, in Chapters 9 and 14.

3 OUR STRATEGY FOR STUDYING GAMES OF STRATEGY

We have chosen several examples that relate to your experiences as amateur
strategists in real life to illustrate some basic concepts of strategic thinking and
strategic games. We could continue, building a whole stock of dozens of simi-
lar stories. The hope would be that, when you face an actual strategic situation,
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Zou. (rimght recognize a parallel with one of these stories, which would help you
aec1 e t}l:e appropriate strategy for your own situation. This is the case study
vpg.r(iacf taken by mo.st business schools. It offers a concrete and memorable
c:lllc e or. the underl.ymg concepts. However, each new strategic situation typi-
l ly consists of a unique combination of so many variables that an intolerabl:
arge stock of cases is needed to cover all of them. Y
pleS,‘:n glternatlve approach focuses on the general principles behind the exam
nd so constructs a theory of strategic action—namel .
: —] , formal gai h
The hope here is that, facin i g e tecoms
i g an actual strategic situation, you mij i
; Lk ' fa 5 ght recognize
:;vhlc.h l;‘)jll'ln.mp.le or principles apply to it. This is the route taken by the moregaca»
a;glrlc Eélplﬁles‘ such as economics and political science. A drawback to this
oach is that the theory is presented in a ve
: ry abstract and mathematical
n}anner, without enough cases or examples. This makes it difficult for most be-
glmllers to understand or remember the theory and to connect the th i
reality afterward. oy
va tBut knovtn'ng some general theory has an overwhelming compensating ad-
thn age. It gives you a deeper understanding of games and of why they have
re:doutcomes they do. This helps you play better than you would if you merely
e ksomtle iiases efmd knew the recipes for how to play some specific games. With
nowledge of why, you can think throu, .
, gh new and unexpected situati
where a mechanical follower of a “how” reci ) d cham.
: ' ow" recipe would be lost. A world cham-
Elllon ofh check'ers, Tom Wiswell, has expressed this beautifully: “The player who
. s(\;\ist (t))w t\:llil uslually draw, the player who knows why will usually win,”* This
o be taken literally for all games; some .

H games may be hopeless situation:
for one of t.he players no matter how knowledgable he may be. But the stat:
;nen(ti contains the germ of an important general truth—knowing why gives you
kE;Ni vantt;ge l})leyond what you can get if you merely know how. For example

ng the why of a game can help you foresee a h ituati ,

wing opeless situat i
getting into such a game in the first place. i etion andaveld
i} Therefore we will take an intermediate route that combines some of the ad-
n‘clmtzgles of ‘.both approaches—case studies (how) and theory (why). We will orga-
: ;th:.) HO(:N St;tl)l]ectfaround its general principles, generally one in each of the chapters

. Therefore you don't have to figure them out
. . e to on your own from the cases.
Stl:; (\:/:1&; V\;l(l)l ;i}tlavelop the general principles through illustrative cases rather than ab-
i e context and scope of each idea will be cle i

N . . ar and evident. In othe
Ori; we will focus on theory but build it up through cases, not abstracily. '
. 01-tcourse, such an approach requires some compromises of its own. Most
” Eon :mt., you should remember that each of our examples serves the purpose
eying some general idea or principle of game theory. Therefore we will

4,
Quoted in Vi i
oS ;r;a\;;:tofr;ﬂlederhoffer, The Education of a Speculator (New York: Wiley, 1997), p. 169. We
of Pennsylvania State University for bringing this aphorism to our atten'tit;n '

'
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leave out many details of each case that are incidental to the principle at stake.
If some examples seem somewhat artificial, please bear with us; we have gener-
ally considered the omitted details and left them out for good reasons.

A word of reassurance. Although the examples that maotivate the development
of our conceptual or theoretical frameworks are deliberately selected-for that pur-
pose (even at the cost of leaving out some other features of reality), once the the-
ory has been constructed, we pay a lot of attention to its connection with reality.
Throughout the book, we examine factual and experimental evidence in regard to
how well the theary explains reality. The frequent answer—very well in some re-
spects and less well in others—should give you cautious confidence in using the
theory and should be a spur (o contributing to the formulation of better theories.
In appropriate places, we exnmine in great detail how institutions evolve in prac-
tice to solve some problems pointed out by the theories; note in particular the dis-
cussion i Chapter 11 of how prisoners’ dilemmas arise and are solved in reality
and a similar discussion of more general collective-action problems in Chapter 12.
Finally, in Chapter 15 we will examine the use of brinkmanship in the Cuban mis-
sile crisis. Such theory-based case studies, which take rich factual details of a situ-
ation and subject them to an equally detailed theoretical analysis, are becoming
common in such diverse fields as business studies, political science, and economic
history; we hope our original study of an important episode in the diplomatic and
military areas will give youan interesting introduction to this genre.

To purstie our approach, in which examples lead 1o general theories that are
then tested against reality and used to interpret reality, we musl first identify the
general principles that serve to organize the discussion. W will do so in Chapter
2 by classifying or dichotomizing games along several key dimensions of differ-
ent strategic matters or concepts. Along each dimension, we will identify two
extreme pure types. For example, one such dimension concerns the order of

moves, and the two pure types are those in which the players take turns making
moves (sequential games) and those in which all players act at once (simultane-
ous games). Actual games rarely correspond to exactly one of these conceptual
categories; most partake of some features of each extreme type. But each game
can be located in our classification by considering which concepts or dimen-
sions bear on it and how it mixes the two pure types in gach dimension. To de-
cide how to act in a specific situation, one {hen combines in appropriate ways
the lessons learned for the pure types.
Once this general framework has been constructed in Chapter 2, the chap-
ters that follow will build on it, developing several general ideas and principles
for each player’s strategic choice and the interaction of all players’ strategies in

games.

How to Think About
Strategic Games

gﬁ;ﬁi lIGA\Illl.E SOME simple exz}nlples of strategic games and strategic
o hg. nht is c%laptcr. we begin a more systematic and analytical ap-
gim; Sit;)nts (: jtél;JCelft(.):\«fr:Ic_lTlonsc sur.nc crflcial conceptual categories or
e emenslo e);am ach which .Ill(.'l'!,‘ !s a dichotomy of types of strategic
e ts, , one such dimension concerns the timing of the play-
o » an o pure types are games where the players act in strict
quential moves) and where they act at the same time (simultane
mc.:)ve?).We consider some matters that arise in thinking about each pu Ol'ls
;}llllcshdlchortlonllly. as well as in similar dichotomies, with respect to otlp:err(:rltz}i’ﬁ::
as wi i :
Sy l;e(t)ufre ;t:}el i:;;ils played only once or repeatedly and what the play-
In. the .chapters that follow, we will examine each of these categories or di-
:;1;2121;;15; ézﬁrgzze g:tall and show how the analysis can be used in several spe-
it Sy .M course, .most actual .applications are not of a pure type but
have some relev:;ncz r;l.;‘;elgslsllrel:ia?ppg ;ationilwo ot s e e
P — . : ned from t .e study of the pure types must
—— ;Ef:;ﬁ;:; fi(p;ﬁ:)pnate ways. We will show how to do this by using
Su.ah.l .thls chapter, we sta.tfa some basic concepts and termiflology—such as
4 Lol A equilibrium-—that are used in the analysis and briefly de-
theory‘a;l Htarr)lno t‘:::,tjmc 5. We also provide a brief discussion of the uses of game
ew of the structure of the remainder of the book.
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I DECISIONS VERSUS GAMES

When a person (or feam or firm or government) decides how to act in deal-
ings with other people (or teams oF firms or governments), there must be some
cross-effect of their actions; what one does must affect the outcome for the
other. When George Pickett (of Pickett’s Charge at the battle of Gettysburg) was
asked to explain the Confederacy’s defeat in the Civil War, he responded, “I think
the Yankees had something to do with it.”

For the interaction to become a strategic game, however, we need something
icipants’ mutial awareness of this cross-effect. What the
if you know this, you can react to hisactions, ot
ts his future actions may have on

more—namely, the part
other person does affects yous
take advance actions (o forestall the bad effec
you and to facilitate any good effects, or even take advance actions so as to alter
his future reactions 1o your advantage. I you know that the other person knows
that what you do affects him, you know that he will be taking similar actions.
And so on. It is this mutual awareness of the cross-effects of actions and the ac-
tions taken as a result of this awareness that constitute the most interesting as-
pects of strategy.

This distinction is captured by reserving the label strategic games {or some-
times just games, because we are not concerned with other types of games, such
as those of pure chance or pure skill) for interactions between mutually aware
players and decisions for action situations where each person can choose with-
out coricern for reaction or response from others. If Robert E. Lee {who ordered
pickett to lead the ill-fated Pickett’s Charge) had thought that the Yankees had
been weakened by his earlier artillery barrage to the point that they no longer
had any ability to resist, his choice to attack would have been a decision; if he
was aware that the Yankees were prepared and waiting for his attack, then the
choice became a part of a (deadly) game. The simple rule is that unless there are
two or more players, each of whom responds to what others do (or what each
thinks the others might do), it is nota game.

Strategic games arise most prominently in head-to-head confrontations of
1wo participants: the arms race petween the United States and the Soviet Union
frorn the 1950s through the 1980s; wage negotiations between General Motors
and the United Auto Workers; ot @ Super Bowl matchup between fwo "pirates,”
the Tampa Bay Buccaneers and the Oakland Raiders. In contrast, interactions
among a large number of participants seem less susceptible to the issues raised
by mutual awareness. Because each farmer's output is an insignificant part of

Yames M. McPherson, “Arerican Victory, American Defeat,” in Why the Confederacy Lost, ed.
Gabor S, Boritt (New York: Oxford University Press, 1993), p. 19.
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outcome, each bilateral deal becomes a game of strategy, even though the larger
picture may have thousands of very similar deals going on.

To sum up, when each participant is significant in the interaction, either
because each is a large player to start with or because commitments or private
information narrow the scope of the relationship to a point where each is an im-
portant player within the relationship, we must think of the interactipn as a stra-
tegic game. Such situations are the rule rather than the exception in’'business, in
politics, and even in social interactions. Therefore the study of strategic games
forms an important part ofall fields that analyze these matters.

2 CLASSIFYING GAMES

Games of strategy arise in many different contexts and accordingly have many
different features that require study. This task can be simplified by grouping these
features into a few categories or dimensions, along each of which we can identily
two pure types of games and then recognize any actual game as a mixtuie of the
pure types. We develop this classification by asking a few questions that will be
pertinent for thinking about the actual game that you are playing or studying.

A. Are the Moves in the Game Seguengial or Simultaneous?

Moves in chess are sequential: White moves first, then Black, then White again,
and so on. In contrast, participants in an auction for an oil-drilling lease or a part
of the airwave spectrum make their bids simultaneously, in ignorance of compet-
itors' bids, Most actual games combine aspects of both, In a race to research and
develop a new product, the firms act simultaneously, but each competitor has
partial information aboul the others' progress and can respond. During one play
in football, the opposing offensive and defensive coaches simultaneously send
out teams with the expectation of carrying out certain plays but, after seeing how
the defense has set up, the quarterback can change the play at the line of scrim-
mage or call a time-out so {hat the coach can change the play.

The distinction between sequential and simultaneous moves is important
because the two types of games require different types of interactive thinking.
In a sequential-move game, each player must think: if 1 do this, how will my op-
ponent react? Your current move is governed by your caleulation of its freture
consequences. With simultaneous moves, you have the trickier task of trying to
figure out what your opponent is going 1o do right now, But you must recognize
that, in making his own caleulation, the opponent is also trying to figure out
your current move, while at the same fime recognizing that you are doing the
same with him. .. . Both of you have to think your way out of this circle.
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height of the frenzy of business takeovers, the battles among rival bidders led
to such costly escalation that the successful bidder's victory was often similarly
Pyrrhic.

Most games in reality have this tension between conflict and cooperation,

and many of the most interesting analyses in game theory come from the need

to handle it. The players’ attempts (0 resolve their conflict—distritiution of ter-
Jedge that, if they fail to agree, the

ritory ot profit—are influenced by the know
outcome will be bad for all of them. One side's threat of a waror strike is its at-
tempt to frighten the other side into conceding its demands,

Even when a game is constant-sum for all players, when there are three (or
more) players, we have the possibility that two of them will cooperate at the ex-
pense of the third: this leads to the study of alliances and coalitions. We will ex-
amine and illustrate these ideas later, especially in Chapter 18 on bargaining.

C. Is the Game Played Once or Repeatedly, and with the Same
or Changing Opponents?

s in some respects simpler and in others more compli-

A game played just once i
cated than one with a longer interaction. You can think about a one-shot game

without worrying about its repercussions on other games you might play in the
future against the same person Or against others who might hear of your actions
in this one. Therefore ag_gi_gg_swir}pne—shot garnes are more likely to be unscrupu-
lous or ruthless. For example, an automobile repair shop is much more likely to
overcharge a passing motorist than a regular customer.

In one-shot encounters, each player doesn'l know muc
for example, what their capabilities and priorities arc, wheth
calculating their best strategies or have any weaknesses that can be exploited,
and so on. Therefore in one-shol games, secrecy or surprise is likely to be an im-
portant component of good strategy.

Games with ongoing relationships require the opposite considerations. You
have an cppnrtunilf to build a reputation (for toughness, fairness, honesty, re-
liability, and so forth, depending on the circumstances) and to find out more
aboul your opponent. ‘The players together can better exploit mutually benefi-
cial prospects by arrunging 1o divide the spoils over time (taking turns to "win’)
or to punish a cheater in future plays (an eye for an eye or tit-for-tat). We will
consider these possibilities in Chapter 11 on the prisoners’ dilemma.

More generally, a game may be zero-sum in the short run but have scope
for mutual benefit in the long run. For example, each football team likes to win,
but they all recognize that close competition generales more spectator inter-
est, which benefits all teams in the long run. That is why they agree to a drafting
scheme where teams get L0 pick players in reverse order of their current stand-
ing, thereby reducing the inequality of talent. In jong-distance races, the run-

h about the others;
er they are good at
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(he strategies. In bridge or poker, each player has only partial knowledge of the
cards held by the others. Their actions (bidding and play in bridge, the num-
ber of cards taken and the betting behavior in poker) give information Lo op-
ponents. Lach player tries 1o manipulate his actions t© mislead the opponents
{and, in bridge, to inform his partner truthfully), but in deing so each must be
aware that the opponents know this and that they will use st rategic thinking 1o
interpret that player's actions. R

You may think that if you have superior information, you should always
conceal it from other players. But that is not true, For example, suppose you are
the CEOQ of a pharmuc(.-micnl firm that is engaged inan R&D competition to de-
velop a new drug: If your scientists make a discovery that is a big step forward,
you may want o let your competitors know, in the hope that they will give up
their own searches. In war, each side wants to keep its tactics and troop deploy-
ments secret; but, in diplomacy, if your intentions are peaceful, then you des-
perately want other countries to know and believe this fact.

The general principle here is that you want (o release your information se-
lectively, You want 10 reveal the good information (the kind that will draw re-
sponses from the other players that work 10 your advantage) and conceal the
bad (the kind that may work to your disadvantage).

This raises a problem. Your opponents ina sirategic game are purposive, ra-
tional players and know that you are one, 1oo. They will recognize your incentive
to exaggerate or even Lo lie. Therefore they are not going Lo accept your unsup-
ported declarations ahout your progress or capabilities. They can be convinced
only by objective evidence or by actions that are credible proof of your informa-
tion. Stch actions on the part of the more-informed player are called signals,
and strategies that use them are called signaling. Conversely, the less-informed
party can create situations in which the more-informed player will have to take
some action that credibly reveals his information; such strategies are called
screening, and the methods they use are called screening devices. The word
screening is used here in the sense of testing in order 1o sift or separate, not in

the sense of concealing. Recall {hat in the dating game in Section 2.F of Chapter
1. the woman was screening {he man to test his commitment to their relation-
ship, and her suggestion that the pair give up one of their two rent-controlled
apartments was the screening device. If the man had been committed 1o the re-
lationship, he might have acted first and volunteered to give up his apartment;
this action would have been a signal of his commitment.

Now we see how, when different players have different information, the
manipulation of information itself becomes a game, perhaps more important
than the game that will be played after the information stage. Such informa-
tion games are ubiguitous, and playing them well is essential for success in life.
We will study more games of this kind in greater detail in Chapter 9 and also in
Chapter 14.
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E. Are the Rules of the Game Fixed or Manipulable?
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F. Are Agreements to Cooperate Enforceable?

We saw that most strategic interactions consist of a mixture of conflict and com-

mon interest, Then there is a case 10 be made that all participants should get to-

gether and reach an agreement about what everyone should do, balancing their
mutual interest in maximizing the total benefit and their conflicting interests in
the division of gains. Such negotiations can take several rounds in'which agree-
merits are made on a tentative basis, better alternatives are explored, and the
dealis finalized only when no group of players can find anything better. The con-

cept of the core in Chapter 19 embodies such a process and ils outcome. How-
ever, even after the completion of such a process, additional difficulties often
arise in putting the final agreement into practice. For instance, all the players
must perform, in the end, the actions that were stipulated for them in the agree-
ment, When all others do what they are supposed to do, any one participant can
typically get a better outcome for himself by doing something different. And, if
each one suspects that the others may cheat in this way, he would be foolish to
adhere to his stipulated cooperative action.

Agreements (0 COOpErate can succeed if all players act jmmediately and in
the presence of the whole group, but agreements with such iinmediate imple-
mentation are quite rare. More often the participants disperse after the agree-
ment has been reached and then take their actions in private. Still, if these
actions are observable to the others and a third party—for example, a court of
law—can enforce compliance, then the agreement of joint action can prevail.

However, in many other instances individual actions are neither directly ob-
servable nor enforceable by external forces. Without enforceability, agreements
will stand only if it is in all participants’ individual interests to abide by them.
Games among sovereign countries are of this kind, as are many games with pri-
vate information or games where the actions are either outside the law or tao triv-
ial or too costly to enforce in a court of law. In fact, games where agreements for
joint action are not enforceable constitute a vast majority of strategic interactions.

Game theory uses a special terminology to capture the distinction between
situations in which agreements are enforceable and those in which they are not.
Games in which joint-action agreements are enforceable are called cooperative;
those in which such enforcement is not possible, and individual participants
must be allowed to act in their own interests, are called noncooperative. This
has become standard terminology, but it is somewhat unfortunate because it
gives the impression that the former will produce cooperative outcomes and

the latter will not, In fact, individual action can be compatible with the achieve-
ment of a lot of mutual gain, especially in repeated interactions. The important
distinction is that in so-called noncooperative games, cooperation will emerge
only if it is in the participants’ separate and individual interests to continue to
take the prescribed actions. This emergence of cooperative outcomes from
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N s d(c)ould play the game just as you would have played it. He would know
on each occasion that could conceivably arise in the course of play,
)
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edmg to disturb your vacati i i
ith "
X ions on ho
with some situation that you had not foreseen.
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apply itin
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B. Payoffs
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games, there may be more natural numerical scales—for example,
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come or profit for firms, viewer-share ratings for television networks, and so on. In
many situations, the payoff numbers are only educated guesses; then we should
do some sensitivity tests by checking that the results of our analysis do not change
significantly if we vary these guesses within some reasonable margin of error.

Two important points about the payoffs need to be understood clearly. First,
the payoffs for one player capture everything in the outcomes of the game that
he cares about. In particular, the player need not be selfish, but his concern
about others should be already included in his numerical payoff scale. Second,
we will suppose that, if the player faces a random prospect of outcomes, then
the number associated with this prospect is the average of the payoffs associ-
ated with each component outcome, each weighted by its probability. Thus, if
in one player’s ranking, outcome A has payoff 0 and outcome B has payoff 100,
then the prospect of a 75% probability of A and a 25% probability of B should
have the payoff 0.75 X 0 + 0.25 X 100 = 25. This is often called the expected
payoff from the random prospect. The word expected has a special connotation
in the jargon of probability theory. It does not mean what you think you will get
or expect to get; it is the mathematical or probabilistic or statistical expectation,
meaning an average of all possible outcomes, where each is given a weight pro-

portional to its probability.

The second point creates a potential difficulty. Consider a game where players
get or lose money and payoffs are measured simply in money amounts, In refer-
ence to the preceding example, if a player has a 75% chance of getting nothing and
a25% chance of getting $100, then the expected payoff as calculated in that exam-
ple is $25. That is also the payoff that the player would get from a simple nonran-
dom outcome of $25. In other words, in this way of calculating payoffs, a person
should be indifferent to whether he receives $25 for sure or faces a risky prospect
of which the average is $25. One would think that most people would be averse to
risk, preferring a sure $25 to a gamble that yields only $25 on the average.

A very simple modification of our payoff calculation gets around this diffi-
culty. We measure payoffs not in money sums but by using a nonlinear rescal-
ing of the dollar amounts. This is called the expected utility approach, and we
will present it in detail in the Appendix to Chapter 7. For now, please take our
word that incorporating differing attitudes toward risk into our framework is
a manageable task. Almost all of game theory is based on the expected utility
approach, and it is indeed very useful, although not without flaws. We will adopt
it in this book, but we also indicate some of the difficulties that it leaves unre-
solved, with the use of a simple example in Chapter 8, Section 6.

C. Rationality

Each player's aim in the game will be to achieve as high a payoff for himself as

possible. But how good is each player at pursuing this aim? This question is not
e
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about whether and how ather players pursuing their own interests will impede
him; that is in the very nature of a game of strategic interaction. We mean how
good each player is at calculating the strategy that is in his own best interests
and at following this strategy in the actual course of play.

Much of game theory assunes that players are perfect calculators and flaw-
less followers of their best strategies. This is the assumption of rational be-
havior. Observe the precise sense in which the term rarional is being used. It
means that each has a consistent set of rankings (values or payoffs) over all the
logically possible outcomes and calculates the strategy that best serves these
interests. Thus rationality has two essential ingredients: complete knowledge
of one's own interests, and flawless calculation of what actions will best serve
those interests.

It is equally important to understand what is not included in this concept
of rational behavior. It does not mean that players are selfish; a player may rate
highly the well-being of some other and incorporate this high rating into his
payoffs. It does not mean that players are short-run thinkers; in fact, calcula-
tion of future consequences is an important part of strategic thinking, and ac-
tions that seem irrational from the immediate perspective may have valuable
long-term strategic roles. Most important, being rational does not mean having
the same value system as other players, or sensible people, or ethical or moral
people would use; it means merely pursuing one’s own value system consis-
tently. Therefore, when one player carries out an analysis of how other players
will respond (in a game with sequential moves) or of the successive rounds of

thinking about thinking (in a game with simultaneous moves), he must recog-
nize that the other players caleulate the consequences of their choices by using
their own value or rating system. You must not impute your own value systems
or standards of rationality to others and assume that they would act as you
would in that situation. Thus many “experts” commenting on the Persian Gulf
conflict in late 1990 predicted that Saddam Hussein would back down "because
he is rational”; they failed to recognize that Saddam's value system was different
from the one held by most Western governments and by the Western experts.

In general, each player does not really know the other players' value sysiems;
this is part of the reason that in reality many games have incomplete and asym-
metric information. In such games, trying to find out the values of others and try-
ing to conceal or convey one’s own become important components of Strategy.

Game theory assumes that all players are rational, How good is this as-
sumption, and therefore how good is the theory that employs it? At one level, it
is obvious that the assumption cannol be literally true. People often don't even
have full advance knowledge of their own value systems; they don't think ahead
about how they would rank hypothetical aliernatives and then remember these
rankings until they are actually confronted with a concrete choice. Therefore
they find it very difficult to perform the logical feat of tracing all possible con-
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deeper game are fixed. For example, in the legislative context, what are the
rules of the agenda-setting game? They may be that the commitiee chairs have
the power. Then how are the committees and their chairs elected? And so on.
At some basic level, the rules are fixed by the constitution, by the technology
of campaigning, or by general social norms of behavior. We ask that all players
recognize the given rules of this basic game, and that is the focus of the analysis.
Of course, that is an ideal; in practice, we may not be able to proceed to a deep
enough level of analysis.

surictly speaking, the tules of the game consist of (1) the list of players, (2)
the strategies available to each player, (3) the payoffs of each player for all pos-
sible combinations of strategies pursued by all the players, and (4) the assump-
tion that each playeris o rational maximizer.

Game theory cannot properly analyzea situation where one player does not
know whether another player is participating in the game, what the entire sets
of actions available to the other players are from which they can choose, what
their value systems are, or whether they are conscious maximizers of their own
payoffs. But in actual strategic interactions, some of the biggest gains are to be
made by taking advantage of the element of surprise and doing something that
your rivals never thought you capable of. Several vivid examples can be found
in historic military conflicts. For example, in 1967 Israel launched a preemptive
attack that destroyed the Egyptian air force on the ground; in 1973 it was Egypt's
turn to spring a surprise by launching a tank attack across the Suez Canal.

It would seem, then, that the strict definition of game theory leaves out a
very important aspect of strategic behavior, butin fact matters are not that bad.
The theory can be reformulated so that each player attaches some small prob-
ability to the situation where such dramatically different strategies are available
{o the other players. Of course, each player knows his own set of available strate-
gies. Therefore the game becomes one of asymmetric information and can be
handled by using the methods developed in Chapter 9.

The concept of common knowledge itself requires some explanation. For
some fact or situation X to be common knowledge between two people, A and
B, it is not enough for each of thern separately to know X. Each should also know
that the other knows X; otherwise, for example, A might think that B does not
know X and might act under this misapprehension in the midst of a game, But
then A should also know that B Kknows that A knows X, and the otherway around,

otherwise A might mistakenly try to exploit B's supposed ignorance of A's knowl-
edge. Of course, it doesn’t even stop there. A should know that B knows that A
knows that B knows, and so on ad infinitum. Philosophers have a lot of fun ex-
ploring the fine points of this infinite regress and the intellectual paradoxes that
it can generate. For us, the general notion that the players have a common un-
derstanding of the rules of their game will suffice.
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National Science Foundation project led by Professors Richard D. McKelvey of
the California Institute of Technology and Andrew McLennan of the University
of Minnesota, is producing & comprehensive set of routines for finding equilib-
ria in sequential- and simultaneous-move games, in pure and mixed strategies,
and with varying degrees of uncertainty and incomplete information. We will
refer to this project again in several places in the next several chap(ers. The big-
gest advantage of the project is that its programs are 0pen source and can easily
be obtained from its Web site with the URL http:/ IgambiLsourcefmgc.net.

Why then do we set up and solve several simple games in detail in this book?

The reason is that understanding the concepts is an important prerequisite for
making good use of the mechanical solutions that computers can deliver, and
understanding comes from doing simple cases yourself. This is exactly how you
learned and now use arithmetic, You came Lo understand the ideas of addition,
subtraction, multiplication, and division by doing many simple problems men-
tally or using paper and pencil. With this grasp of basic concepls, you can now
use caleulators and computers 10 do far more complicated sums than you would
ever have the time or patience to do manually If you did not understand the con-
cepts, you would miake errors in using calculators; for example, you might solve
3 + 4 % 5 by grouping additions and multiplications incorrectly as (3 +4) X 5= 35
instead of correctly as 3 + (4 X 5) = 23.

Thus the first step of understa nding the concepts and tools is essential. With-
out it, you would never learn to set up correctly the games that you ask the com-
puter 1o solve. You would not be able to inspect the solution with any feeling for
whether it was reasonable and, if it was not, would not be able to go back to your
original specification, improve it, and solve it again until the specification and
the calculation correctly capture the strategic situation that you want to study.
Therefore please pay serious attention to the simple examples that we solve and
the drill exercises that we ask you to solve, especially in Chapters 3 through 8,

F. Dynamics and Evolutionary Games

The theory of games based on assumptions of rationality and equilibrium has
proved very useful, but it would be a mistake to rely on it totally, When games
are played by novices who do not have the necessary experience to perform the
calculations to choose their best strategies, explicitly or implicitly, their choices,
and therefore the outcome of the game, tan differ significantly from the predic-
toiis of analysis based on the concept of equilibrium.

However, we should not abandon all notions of good choice; we should rec-
ognize the fact that even poor calculators are motivated to do better for their
own sakes and will learn from experience and by ohserving others. We should
allow fora dynamic process in which strategies that proved to be better in previ-
ous plays of the game are more likely to be chosen in later plays.
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G. Observation and Experiment
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an extremely simple level of theory, developed through cases and illustrations
ad of formial mathematics or theorems, but it will be theory just the same.

instea
All theory should relate to reality in two ways. Reality should help structure the

theory, and reality should provide a check on the results of the theory.

We can find out the reality of st rategic interactions in two ways: 1) by observ-
ing them as they occur naturally and (2) by conducting special exp'gtiments that
help us pin down the effects of particular conditions. Both methods have been
used, and we will mention several examples of each in the proper contexts.

Many people have studied strategic interactions—the participants’ behavior
and the outcomes—under experimental conditions, in classrooms among “cap-
tive” players, or in special laboratories with volunteers. Auctions, bargaining,
prisoners’ dilemmas, and several other games have been studied in this way.
The results are a mixture. Some conclusions of the theoretical analysis are borne
out; for example, in games of buying and selling, the participants generally set-
tle quickly on the economic equilibrivm. In other contexts, the outcomes differ
significantly from the theoretical predictions; for example, prisoners’ dilemmas
5 show more cooperation than theory based on the as-

and bargaining game
sumption of selfish, maximizing behavior would lead us to expect, whereas auc-

tions show some gross overbidding.

At several points in the chapters that follow, we will review the knowledge
that has been gained by observation and experiments, discuss how it relates 10
the theory, and consider what reinterprétations, extensions, and modifications

of the theory have been made of should be made in the light of this knowledge.

& THE USES OF GAME THEORY

We began Chapter 1 by saying that games of strategy are everywhere—in your
nal and working life; in the functioning of the economy, society, and polity

perso
and in peace. This should

around you; in sports and other serious pursuits; in war;
be motivation enough to study such games systematically, and that is what game
theory is about, but your study can be better directed if you have a clearer icdea of
just how you can put game theory to use. We suggest 2 threefold method.

The first use is in explanation. Many events and outcomes prompt us to ask:
Why did that happen? When the situation requires the interaction of decision
makers with different aims, game theory often supplies the key to understand-
ing the situation. For example, cutthroat compet ition in business is the result of
the rivals being trapped in a prisoners’ dilemma. At several points in the hook
we will mention actual cases where game theory helps us (0 understand how
and why the events unfolded as they did. This includes the detailed case study
of the Cuban missile crisis from the perspective of game theory.
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tzx: ;1;;1 rvlv:sa(t) ::?::32:; SWELT‘,S;IL .ﬁf course, prediction for a particular con-
) will pre icti
ing several broad classes of games that srisii:frrl(::l;;;;if:teig:: fon by enelye
- The third use is in advice or prescription: we can act in the serv.ice f
ticipant in the future interaction and tell him which strategies are likol 0. Par_
good results and which ones are likely to lead to disaster. Once again SSC);lto wlil'd
;):;t:zg ‘S,fidﬁg and we equip you with several general principles and techﬁ?;u:,
ou how to apply them to some gen
ihn Chapters 7 and 8 we will show how to m§ mzzlsf}i’segh(;fpct(:;tli)x\t;s\(r)ill-lee);(aaﬁl:i’ileé
1;)\‘/:’ to {Illlake yo.ur comrnitr'nents, threats, and promises credible, and in Chapter
1(? }:m examllne alternative ways of overcoming prisoners’ dilemmas.
o rf atrlzeory is far from perfect in performing any of the three functions. To
p .outcome, one must first have a correct understanding of the motives
:;Scli)g?z‘gor of tl:n: pa}rlticipants. As we saw earlier, most of game theory takes a
proach to these matters—namely, t i i
?f indivi.dual players and the equilibrium of fhe}ilreirfll;zrrrallirilzrrlk:cftflaalnorllal Chowg
1nteract10.ns in a game might not conform to this framewm.‘k But tﬂ: V‘;‘: ?n f
the pudding is in the eating. Game-theoretic analysis has grez;tly im; ror\)/edo ¥
¥Ederstanding o.f many phenomena, as reading this book should corf’vince y(::
Th; tél:;);y Wci;)lrztlmlles to ev?lve and ir.nprove as the result of ongoing research:
quip you with the basics so that you can more easily learn and
profit from the new advances as they appear. Y "
When explaining a past event, we can often use historical records to get
good 1.dea of the motives and the behavior of the players in the game, Wh .
tempting Prediction or advice, there is the additional problemgof de;terrxf' n'at-
Whe.lt motives will drive the players’ actions, what informational or oth nll']ng
itations t.hey will face, and sometimes even who the players will be M:srt 12-
fr?arjtdarr::, if gz;m.e-theoret.ic a'nalysis assumes that the other player is' a rational
. zlelz 1(; Szllse(i\;v;lnob]elctwes when in fact he is unable to do the calculations
e o Tﬁis riSk?:t;r:g uactelzr:sl(;lzz the a(;ivice based on that analysis may
g ris| . re and more players recognize the im-
portance of sirategic interaction and think through their strategic choi
exF)ert advice on the matter, but some risk remains. Even th v g?t
: ! ; X en, the systema
d}:)lvr\lllr(llrig r:}l]eil;i?rlr)s;sﬂ).i)el by t?le' framework f)f game theory helps keep rhe err(:i'z
R e l;l;l ebmmlmum, by e.hrflinating the errors that arise from
el g ak?ut the strateg1.c interaction. Also, game theory can
- thany md.s of un.ce.zr.témty and incomplete information, in-
R llconnil o eXe strateglc possibilities and rationality of the opponent. We
amples in the chapters to come.
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5 THE STRUCTURE OF THE CHAPTERS TO FOLLOW

In this chapter we introduced several considerations that arise in almost every
game in reality. To understand or predict the outcome of any game, we must
know in greater detail all of these ideas. We also introduced some basic concepts
that will prove useful in such analysis. However, trying to cope with all of the
coneepts at once merely leads to confusion and a failure to grasp any of them.
Therefore we will build up the theory one concept ata time. We will develop the
appropriate technique for analyzing that concept and illustrate it.

In the first group of chapters, from Chapters 3 o 8, we will construct and
illustrate the most important of these concepts and techniques. We will exam-
ine purely sequential-move games in Chapter 3 and introduce the techniques—
game trees and rollback reasoning—that are used to analyze and solve such
games. In Chapters 4 and 5, we will turn to games with simultaneous moves and
develop for them another set of concepts—payofT tables, dominance, and Nash
equilibrium. Both chapters will focus on games where players use pure strate-
gies; in Chapter 4, we will restrict players to a finite set of pure strategies and, in
Chapter 5, we will allow strategies that are continuous variables. Chapter 5 will
also examine some mixed empirical evidence and conceptual criticisms and
counterarguments on Nash equilibrium, and a prominent alternative to Nash
equilibrium—namely, rationalizability. In Chapter 6, we will show how games
that have some sequential moves and some simultaneous moves can be stud-
ied by combining the techniques developed in Chapters 3 through 5. In Chap-
ters 7 and 8, we will turn to simultaneous-move games that require the use of
randomization or mixed strategies. In Chapter 7, we introduce the basic ideas
about mixing in two-by-two games, develop the simplest techniques for find-

ing mixed-strategy Nash equilibria, and consider empirical evidence on mixing.
Chapter 8 will then develop a little general theory of mixed strategies.

The ideas and techniques developed in Chapters 3 through 8 are the most
basic ones: (1) correct forward-looking reasoning for sequential-move games
and (2) equilibrium strategies—pure and mixed—for simultaneous-move
games, Equipped with these concepts and tools, we can apply them to study
some broad classes of games and strategies in Chapters 9 through 13.

Chapter 9 studies what happens in games when players are subject to un-
certainty or when they have asymmetric information. We will examine strategies
for coping with risk and even for using risk strategically. We will also study the
important strategies of signaling and screening that are used for manipulating
and eliciting information. We develop the appropriate generalization of Nash
equilibrium in the context of uncertainty, namely Bayesian Nash equilibrium,

T IR

THE STRUCTURE OF THE CHAPTERS TO FOLLOW 39

and .show the different kinds of equilibria that can arise. In Chapter 10, we will
co.ntmue to examine the role of player manipulation in games as we consiéer strat
egies that players use to manipulate the rules of a game, by seizing a first-m .
advant.age and making a strategic move. Such moves are of three kin(;)ver
commitments, threats, and promises. In each case, credibility is essential t ls;h_
success ?f the move, and we will outline some ways of making such moves cre:iblee
In L.ha.pler L1, we will move on to study the best-known game of tl!cl!;
all—the ‘pnstmers' dilemma. We will study whether and how cooperation
IJ‘e sustained, most importantly in a repeated or ongoing relationship. Th Cf!“
Chapter 12, we will turn to situations where large populations ml.'i'lcrll.h:ll 5 ‘m
or small groups of players, interact strategically, games that c;unrem I ‘h:’f"‘-’r
of collective action. Each person's actions have an effect—in sc;me :n{" o
beneficial, in others, harmful—on the others. The outcomes are ener'l“lgla o
the best from the aggregate perspective of the society as a whole V%’e wilzli i, n'm
the nature of these outcomes and describe some simple polici , e
to better outcomes, Pl polles fhatean ead
All |!1ese theories and applications are based on the supposition that the
players in a game fully understand the nature of the game and deploy cal ."—
lated strategies that best serve their objectives in the game ‘iucl? raf‘l.d LIlI'—
optimal behavior is sometimes too (Iemandiugol‘informatiu:; ;md tulc:l):: }:
rpawef to be be]ievfsl)lc as 4 good deseription of how people really act. ’i'hclrr;%
[:1: -‘.}.haptcr 13 will Iu.nli at games from a very different perspective. Here,
players are not calculating and do not pursue optimal sirategies. Instead
each p!zfyer is tied, as if genetically preordained, to a particular 'ilra'ie v. Tl *
pupu[a'uou is diverse, and dilferent players have different pl;aderc::a{lnt;:
str'ategles.. When players from such a population meet and act out their strat
egle.s, which strategies perform better? And if the more successful strat r? :
Rrohferate better in the population, whether through inheritance or 'eg'les
tion, then what will the eventual structure of the population look like? It”::a'
out that such evolutionary dynamics often favor exactly those slrale. ies ”nf
would be used by rational optimizing players. Thus our study of B\'l)li[il)l‘i"a
games lends useful indirect support to the theories of optimal strategic ¢l "”Y
and equilibrium that we will have studied in the previous chapters e
11._,.,:: lln_: ﬁna_f gr}'mp. {lhap.tc.rs 14 lIn:nugi'l 19, we will take up specific applica-
] o situations of strategic interactions, Here, we will use as needed the idéas
;I]Edr?:l?;is :‘:::ns; :|I| thelefarlier chapierf. Chapter 14 uses the methods devel-
o Ewim (:hanfi yze the strategies _I hat people and firms have 1o use
B scmmmé mec}a‘l Fer.s who have some pm'a’le information. We will illustrare
——— S lnfll!)S(?:I; that are u?r‘et‘l for eliciting information, for example,
Sl with di rfnc|1i restrictions that airlines use for separating the
elers who are willing to pay more from the tourists who are more price

'
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sensitive. We will also develop the methods for designing incentive payments t0
elicit effort from workers when direct menitoring is difficult or too costly. Chap-
ter 15 then applies the ideas from Chapter 10 to examine & particularly interest-
ing dynamic version of a threat, known as the strategy of brinkmanship. We will
elucidate its nature and apply the idea to study the Cuban missile crisis of 1962.
Chapter 16 is about voting in committees and elections, We will look at the va-
riety of voting rules available and some paradoxical results that can arise, Inad-
dition, we will address the potential for strategic behavior not only by vorers but
also by candidates in a variety of election types.

Chapters 17 through 19 will look at mechanisms for the allocation of valu-

ahle economic resources: Chapter 17 will treat auctions, Chapter 18 will consider
rkets. In our discussion of

bargaining processes, and Chapter 19 will look at ma
auctions, we will emphasize the roles of information and attitucles toward risk
in the formulation of optimal strategies for both bidders and sellers. We will also
take the opportunity to apply the theory to the newest type of auctions, those
that take place online. Chapter 18 will present bargaining in both cooperative
and noncooperative settings. Finally, Chapter 19 will consider games of market
exchange, building on some of the concepts used in bargaining theory and in-
cluding some theory of the core.

All of these chapters together provide a lot of material; how might readers
or teachers with more specialized interests choose from it? Chapters 3 through
7 constitute the core theoretical ideas that are needed throughout the rest of the
book. Chapters 10 and 11 are likewise important for the general classes of games
and strategies considered therein. Beyond that, there isa lot from which to pick
and choose. Section 1 of Chapter 5 and all of Chapter 8 consider some more ad-
vanced topics and go somewhat deeper into theory and mathematics. These
chapters will appeal to those with more scientific and quantitative backgrounds
and interests, but those who come from the social sciences or humanities and
have less quantitative background can omit them without loss of continuity.
Chapter 9 deals with an important topic in that most games in practice have in-
complete and asymmetric information, and the players’ attempts (0 manipulate
information is a critical aspect of many strategic interactions. However, the con-
cepts and techniques for analyzing information games arc inherently somewhat
more complex. Therefore some readers and teachers may choose 1o study just the

examples that convey the basic ideas of signaling and screening and leave out the
rest. We have placed this chapter early in Part Three, however, in view of the im-
portance of the subject. Chapters 10 and 11 are key to understanding many phe-
nomena in the real world, and most teachers will want to include them in their
courses, but Section 5 of Chapter 11 is mathematically a little more advanced
and can be omitted. Chapters 12 and 13 both look at games with large numbers
of players. In Chapter 12, the focus is on social interactions; in Chapter 13, the

SUMMARY 41

focus is on evolutionary biology. The topics in Chapter 13 will be of greatest in
tere.st to those with interests in biology, but similar themes are emerging in th_
social sciences, and students from that background should aim to get fhe i et
of the ideas even if they skip the details. Chapter 14 is most importegmt for gtls
dents of business and organization theories. Chapters 15 and 16 present tos 'u_
from political science—international diplomacy and elections, respectivel —pm;
Chapters 17 through 19 cover topics from economics—auctio;ls bar; ainil)ll and
mz;rkets. Those teaching courses with more specialized audienr;es nigay chi):: a
;1:6 :;tn from Chapters 12 through 19, and indeed expand on the ideas considered
. Whether you come from mathematics, biology, economics, politics, other
sciences, or from history or sociology, the theory and examp'les of st‘rate i
games will stimulate and challenge your intellect. We urge you to enjoy the s gtl)c
ject even as you are studying or teaching it. Y v

SUMMARY

S'trategic games situations are distinguished from individual decision-maki
situations by the presence of significant interactions among the players Gamr:eg
can be classified according to a variety of categories including the timiné of pla; i
t!’le common or conflicting interests of players, the number of times an interagj
tion occurs, the amount of information available to the players, the type of rul
and the feasibility of coordinated action. ' o
Learning the terminology for a game's structure is crucial for analysis. Play-
ers have. strategies that lead to different outcomes with different associated .a oﬁ)",
Payoffs incorporate everything that is important to a player about a game Znﬁ a .
cal.culated by using probabilistic averages or expectations if outcomes are rand o
or include some risk. Rationality, or consistent behavior, is assumed of all 1‘::’}
erﬁ, who must also be aware of all of the relevant rules of conduct Equilibrr)iuy
arises when all players use strategies that are best responses to othe.rs‘ strate; ie”'z
some classes of games allow learning from experience and the study of dynfmisc‘
InOVf}mEIItS toward equilibrium. The study of behavior in actual game situatio
provides additional information about the performance of the theory. "
vari[()}j;nceirtclll;(;garr:lay ljfl ;Sed for explanatio.n, prediction, or prescription in
iy g «;sl \ though not perfect .1n any of these roles, the theory
el s e e; the 1mp.0rtance of strategic interaction and strategic think-
me more widely understood and accepted.
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KEY TERMS®
: . . ion (23)
etric information (23) perfect information (
e rational behavior 30)

cooperative game (26)
- screening (24) N

decision (18) . ) -
equilibrium (33) screening device (24) i
evolutionary game (35) sequential moves 0y
expected payoff (29) stgnal .(24)

external uncertainty (23) signaling (24)

game (18) simultancous moves (20)

strategic game (18)
strategic uncertainty (23)
strategies (27)

imperfect information (23)
incomplete information (23)
noncooperative game (26)
payoff (28)

SOLVED EXERCISES*

llowing situations describe games and which de-

1. Determine which of the fo .
’ indicate what specific features of the situation

scribe decisions. In each case,

caused you to classify it as you did. ' ‘

(a) A group of grocery shoppers in the dairy section, with each shopper
choosing a flavor of yogurt to purchase

(b) A pair of teenage girls choosing dresses for

(c) A college student considering what type of

their prom
postgraduate education to

pursue . o
(d) The New York Times and the Wall Street Journal choosing the prices
their online subscriptions this year
(e) A presidential candidate picking a running mate

§2. Consider the strategic games deseribed below. In each case: statfe how you
would classify the game according to the six diiriensions outlined in the text;
(i) Are moves sequential or simultaneous? (i) Is th.e game z'ero-sum .or nof.
(iii) Is the game repeated? {iv) 1s there imperfect information, and if so, 1?1
there incomplete (asymmetric) information? (v) Are the rules fixed or not
(vi) Are cooperative agreements possible or not? If you do not. have enough
information to classify a game in a particular dimension, explain why not.
(a) Rock-Paper-Scissars: On the count of three, each player m.akes the s.hape
of one of the three items with his hand. Rock beats Scissors, Scissors
beats Papet, and Paper beats Rock.

3The number in parentheses after each key term is the page on which that term is defined or

iscussed. ] )
dls(iNScne to Students: The solutions to the Solved Exercises are found on the following ‘Web site,
books/games_of_strategy.

which is free and open to all: wwnorton.com/
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(b) Roll-call voting: Voters cast their votes orally as their names are called.
The choice with the most votes wins.

(c) Sealed-bid auction: Bidders on a bottle of wine seal their bids in enve-
lopes. The highest bidder wins the item and pays the amount of his bid.

$3. “A game player would never prefer an outcome in which every player gets
a little profit to an outcome in which he gets all the available profit.” Is this
statement true or false? Explain why in one or two sentences.

S4. You and a rival are engaged in a game in which there are three possible

outcomes: you win, your rival wins (you lose), or the two of you tie. You get

a payoff of 50 if you win, a payoff of 20 if you tie, and a payoff of zero if you

lose. What is your expected payoff in each of the following situations?

(a) There is a 50% chance that the game ends in a tie, but only a 10%
chance that you win. (There is thus a 40% chance that youlose.)

(b) There is a 50-50 chance that you win or lose. There are no ties.

(c) Thereis an 80% chance that you lose, a 10% chance that you win, and a
10% chance that you tie.

$5. Explain the difference between game theory's use as a predictive tool and its
use as a prescriptive tool. In what types of real-world settings might these
two uses be most important?

UNSOLVED EXERCISES

U1. Determine which of the following situations describe games and which de-
scribe decisions. In each case, indicate what specific features of the situation
caused you to classify it as you did.

(a) A party nominee for president of the United States must choose whether
to use private financing or public financing for her campaign.

(b) Frugal Fred receives a $20 gift card for downloadable music and must
choose whether to purchase individual songs or whole albums.

(c) Beautiful Belle receives 100 replies to her online dating profile and must
choose whether to reply to each of them.

(d) NBC chooses how to distribute its television shows online this season.
They consider Amazon.com, iTunes, and/or NBC.com. The fee they
might pay to Amazon or to jTunes is open to negotiation.

(e) China chooses a level of tariffs to apply to American imports.

U2. Consider the strategic games described below. In each case, state how you
would classify the game according to the six dimensions outlined in the text.
(i) Are moves sequential or simultaneous? (ii) Is the game zero-sum or not?
(ifi) Is the game repeated? (iv) Is there imperfect information, and if so, is

'
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there incomplete (asymimetric) information? (v) Are the rules fixed or not?

(vi) Are cooperative agreements possible or not? If you do not have enough

information to classify a game ina particular dimension, explain why not.

(a) Garry and Ross are sales representatives for the same company. Their
manager informs them that of the two of them, whoever sglls more this
yearwins a Cadillac. by

(b) On the game show The Price is Right, four contestants are asked to
guess the price of a television set. Play starts with the leftmost player,
and each player’s guess must be different from the guesses of the pre-
vious players. The person who comes closest to the real price, without
going over it, wins the television set,

(c) Six thousand players each pay $10,000 to enter the World Series of
Poker. Each starts the tournament with $10,000 in chips, and they play
No-Limit Texas Hold 'Em (a type of poker) until someone wins all the
chips. The top six hundred players each receive prize money according
to the order of finish, with the winner receiving more than $8,000,000.

(d) Passengers on Desert Airlines are not assigned seats; passengers choose
seats once they board. The airline assigns the order of boarding accord-
ing to the time the passenger checks in, either on the Web site up to 24
hours before takeoff, or in person at the airport.

“Any gain by the winner must harm the loser.” Is this statement true or false?
Explain your reasoning in one or two sentences.

Alice, Bob, and Confucius are bored during recess, so they decide to play a

new game. Each of them puts a dollar in the pot, and each tosses a quarter.

Alice wins if the coins land all heads or all tails. Bob wins if two heads and

one tail land, and Confucius wins if one head and two tails land. The quarters

are fair, and the winner receives a net payment of $2 ($3 — $1 = $2), and the

losers lose their $1.

(a) What is the probability that Alice will win and the probability that she
will lose?

(b) What is Alice’s expected payoff?

(¢) What is the probability that Confucius will win and the probability that
he will lose?

(d) What is Confucius’ expected payoff?

(e) Isthis azero-sum game? Please explain your answer.

“When one player surprises another, this indicates that the players did not
have common knowledge of the rules.” Give an example that illustrates this
statement, and give a counterexample that shows that the statement is not
always true.

PART TWO

Concepts and
Techniques



Games with Sequential Moves

equential-move games entail strategic situations in which there is a strict

order of play. Players take turns making their moves, and they know

what players who have gone before them have done. To play well in such

a game, participants must use a particular type of interactive thinking.
Each player must consider: If I make this move, how will my opponent respond?
Whenever actions are taken, players need to think about how their current ac-
tions will influence future actions, both for their rivals and for themselves.
Players thus decide their current moves on the basis of calculations of future
consequences.

Most actual games combine aspects of both sequential- and simultaneous-move
situations. But the concepts and methods of analysis are more easily under-
stood if they are first developed separately for the two pure cases. Therefore
in this chapter we study purely sequential games. Chapters 4 and 5 deal with
purely simultaneous games, and Chapter 6 and parts of Chapters 7 and 8 show
how to combine the two types of analysis in more realistic mixed situations.
The analysis presented here can be used whenever a game includes sequen-
tial decision making. Analysis of sequential games also provides information
about when it is to a player’s advantage to move first and when it is better to
move second. Players can then devise ways, called strategic moves, to manipu-
late the order of play to their advantage. The analysis of such moves is the focus
of Chapter 10.
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1 camE TREES

This tree is referred toas the exten-
sivé form of a game. It shows all the component parts of the game t‘fiat we intro-
duced in Chapter 2: players, actions, and payoffs.

You have probably come across deision trees in other contexts. Such trees
show all the successive decision poiﬁts, or nodes, for a single decision maker
in a neutral environment. Decision trees also include branches corresponding to
the available choices emerging from each node. Game trees are just joint decision
trees for all of the players in a game. The trees illustrate all of the possible actions
that can be taken by all of the players and indicate all of the possible outcomes

We begin by developing a graphical technique for displaying and analyzing
sequential-move games, called a game tree.

of the game.

A. Nodes, Branches, and Paths of Play

Figure 3.1 shows the tree for a particular sequential game. We do not supply a
story for this game, because we want to omit circumstantial details and to help
you focus on general concepis. Our game has four players: Ann, Bob, Chris, and
Deb. The rules of the game give the first move to Ann; this is shown at the leftmost
point, or node, which is called the initial node or root of the game trec. At this
node, which may also be called an action or decision node, Ann has two choices
available to her. Ann’s possible choices are labeled “Stop" and “Go” (remember
that these labels are abstract and have no necessary significance) and are shown
s branches emerging from the initial node.

If Ann chooses “Stop,” then it will be Bob's turn (o move. At his action node,
he has three available choices labeled 1, 2, and 3. If Ann chooses “Go,” then Chris
gets the next move, with choices “Risky” and "Safe.” Other nodes and branches
follow successively and, rather than list them all in words, we draw your atten-
tion 1o 4 few prominent features.

If Ann chooses “Stop” and then Bob chooses 1, Ann gets another turn, with new
choices, “Up” and “Down.” It is quite common in actual sequential-move games for
a player to get 1o move several times and to have her available moves differ at dif-
ferent turns. In chess, for example, two players make alternate moves; each move
changes the board and therefore the available moves at subsequent turms.

B. Uncertainty and “Nature’s Moves”

If Ann chooses “Go"” and then Chris chooses “Risky,” something happens at
random—a fair coin is tossed and the outcome of the game is determined by
whether that coin comes up “heads” or “tails.” This aspect of the game is an
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Up 27,40
ANN

m (1,-2,30

Branches o (1.3,2,-11,3)

(0,-2.718,0,0)

Terminal
nodes
(10,7,1, 1)
ANN
Good 50% (6,3,4,0)
Bad 50% 2.8,-1,2)

Root

Initial
(Initial nodle) CHRIS

Safe
(3,5.3,1)
FIGURE 3.1 An lllustrative Game Tree

example of external uncertainty and is handled in the tree by introducing an
outside player called "Nature,” Control over the random event is ceded to the
player known as Nature, who chooses, as it were, one of two branches, each with
50% probability. The probabilities here are fixed by the type of rando‘m event, a
COlr.l toss, but could vary in other circumstances; for example, with the throw'of
a die, Nature could specify six possible outcomes, each with 165% probability.
ggz O.f the player Natu:re allows us to introduce external uncertainty in a game
gives us a mechanism to allow things to happen that are outside the control
of any of the actual players.
ing :3;102:11 ‘Zatc)e a number o.f different paths through the game tree by follow-
. ranlches. In Figure 3.1, each path leads you to an end point of
game after a finite number of moves. An end point is not a necessary feature

of all games; in princi
s 8 n}es, some may in principle go on forever. But most applications that we
consider are finite games.
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(. Outcomes and Payoffs

At the last node along each path, called a terminal node, 1o pl:tyf)r has another
guished from action nodes.) In-

3 e that terminal nodes are thus distin ( g3
T:E:: \{:-us[hnw the outcome of that particular sequence (:nr ;u:tu:)nf;,.:.u;‘1 m;:ft::{dm::-
by the payoffs for the players. For our four pl‘layers. ‘wc list the p;]uyl.] :ii l-l. whil-i,
(Anti, Bob, Chris, Deb]. It is important to specify which |7ayf>1'[ he'{:'nm,;, o e.m
player. The usual convention is to list payoffs in the ordcr_m wImI‘\ the p av :
maiw the moves. But this method may sometimes be ambiguous; 111‘nurlc>~.|m:
ple; itis not clear whether Bob or Chris should be said to have the second mlu'w.;
Thus we have used ::iplmlmtical order. Further, we have comr-c?d.cd cvt]:(m Iln§
so that Ann’s name, choices, and payoffs are all in.black; Bob's in dar gsr(:te‘;
Chris’s in grey; and Deb's in light green. When (iravx"mg trees. for Zny gam::hmlld
you analyze, you can choose any specific convention you like, but you

1 sxplain it clearly for the reader. .
Sldl?lfll::ﬁ::;tffs are num}erical, and generally for each player a higher nyimzte;
means a better outcome. ‘Thus, for Ann, the outcome of the t.)ottfnnmtgs1pBut
(payolf 3) is better than that of the topmost path (;.).ayoff 2) in ‘1?1gure , 1.

. ability across players. Thus there is no necessary
pmost path, Bob (payoff 7) does better than
for example, such in-

there is NO Necessary compara
sense in which, at the end of the to
Ann (payoff 2). Sometimes, il payoffs n‘re (:o:lar amounts,

' yiparisons may be meamngiul. .
‘ﬂl’;f"l;?z:l: f:ﬁlc ?l*.fmnmliunyuhnul payoffs when deciding umnng_[.?ie va;I?ES
actions available to them. The inclusion of a random event (@ choice ma (.h ¥
Nature) means that players need to determine what they gct} on average \o\ihe.n
Nature moves. For example, if Ann chooses “Go" at the games ﬁrst' n:{‘)ru'- L" r:s.r
may then choose “Risky," giving rise 10 the coin t‘nfs and anuﬁs [Lﬁ‘l:}l(;? ﬂ:e
“Good" or "Bad.” In this situation, Ann could anticipate a payo f} : ha 4
time and a payoff of 2 half the time, or a statistical average or expected payoff o

4=(05%6)+ (05X 2).

D. Strategies

Finally, we use the tree in Figure 3.1 1o explain the concept of a slrmegy,‘r\ sn:(;
gle action taken by a player ata node is called a move. But players crm..(. 0, T] :
should make plans for the succession of moves that they expect lo fnalca inal Df
the various eventualities that might arise in the course of & game. Such a plan o
~tion is called a strategy. )

am{l): :;;ia:l:e. Bob, (.‘.Iizis, and Deb each get 10 m{wt: at most nr{cc: Chris, lrm u:
ample, gets 1 move only if Ann chooses “Go" on her first nu_nlre. For lhcml;t 1cr£‘:cli._
no distinction between a move and a strategy. We can qualily llj:e move y :;plche
fying the contingency in which it gets made; thus, a stralegy {or Bob might be.
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“Choose 1 if Ann has chosen Stop.” But Ann has two opportunities to move, so
her strategy needs a fuller specification. One strategy for her is, “Choose Stop,
and then if Bob chooses 1, choose Down.”

In more complex games such as chess, where there are long sequences of
moves with many choices available at each, descriptions of strategies get very
complicated; we consider this aspect in more detail later in this chapter. But the
general principle for constructing strategies is simple, except for one pec{lli;i_ity.
If Ann chooses “Go” on her first move, she never gets to make a second move.
Should a strategy in which she chooses “Go" also specify what she would do in
the hypothetical case in which she somehow found herself at the node of her
second move? Your first instinct may be to say ro, but formal game theory says
yes, and for two reasons.

First, Ann's choice of “Go” at the first move may be influenced by her consid-
eration of what she would have to do at her second move if she were to choose
“Stop” originally instead. For example, if she chooses “Stop,” Bob may then
choose 1; then Ann gets a second move and her best choice would be “Up,” giv-
ing her a payoff of 2. If she chooses “Go” on her first move, Chris would choose
“Sate” (because his payoff of 3 from “Safe” is better than his expected payoff of
1.5 from “Risky”), and that outcome would yield Ann a payoff of 3. To make this
thought process clearer, we state Ann's strategy as, “Choose Go at the first move,
and choose Up if the next move arises.”

The second reason for this seemingly pedantic specification of strategies
has to do with the stability of equilibrium. When considering stability, we ask
what would happen if players’ choices were subjected to small disturbances.
One such disturbance is that pléyers make small mistakes. If choices are made
by pressing a key, for example, Ann may intend to press the “Go” key, but there
is a small probability that her hand may tremble and she may press the “Stop”
key instead. In such a setting, it is important to specify how Ann will follow up
when she discovers her error because Bob chooses 1 and it is Ann's turn to move
again. More advanced levels of game theory require such stability analyses, and
we want to prepare you for that by insisting on your specifying strategies as such
complete plans of action right from the beginning.

E. Tree Construction

Now we sum up the general concepts illustrated by the tree of Figure 3.1. Game
trees consist of nodes and branches, Nodes are connected to one another by the
branches and come in two types. The first node type is called a decision node.
Each decision node is associated with the player who chooses an action at that
node; every tree has one decision node that is the game's initial node, the start-
ing point of the game. The second type of node is called a terminal node. Each
terminal node has associated with it a set of outcomes for the players taking part

4
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in the game; these outcomes are the payoffs received by each player if the game
has followed the branches that lead to this particular terminal node.

The branches of a game tree represeit the possible actions that can be taken
from any decision node. Each branch leads from a decision node on the tree ei-
ther to another decision node, generally for a different player, or to-a terminal
node. The tree must account for all of the possible choices that could be made
by a player at each node; so some game trees include branches associated with
the choice “Do nothing.” There must be at least one branch leading from each
decision node, but there is no maximum. Every decision node can have only one
branch leading to it, however.

Game trees are often drawn from left to right across a page. However, game
trees can be drawn in any orientation that best suits the game at hand: bottom
up, sideways, top down, or even radially outward from a center. The tree is a
metaphor, and the important feature is the idea of successive branching, as de-
cisions are made at the tree nodes.

2 SOLVING GAMES BY USING TREES

We illustrate the use of trees in finding equilibrium outcomes of sequential-move
games in a very simple context that many of you have probably confronted—
whether to smoke. This situation and many other similar one-player strategic
situations can be described as games if we recognize that future choices are
actually made by a different player. That player is one’s future self who will be
subject to different influences and will have different views about the ideal
outcome of the game.

Take, for example, a teenager named Carmen who is deciding whether to
smoke. First, she has to decide whether to try smoking at all. 1f she does try it
she has the further decision of whether to continue. We illustrate this example
as a simple decision in the tree of Figure 3.2.

The nodes and the branches are Jabeled with Carmen's available choices,
but we need to explain the payoffs. Choose the outcome of never smoking at all
as the standard of reference, and call its payoff 0. There is no special significance
to the number zero in this context; all that matters for comparing outcomes, and
thus for Carmen’s decision, is wl}g}ll‘gf_}biig?}fgff is bigger or smaller than the
others. Suppose Carmen best likes the outcome in which she tries smoking for
a while but does not continue, The reason may be that she just likes to have ex-
perienced many things first-hand or so that she can more convincingly be able
to say “1 have been there and know it to be a bad situation” when she tries in the
future to dissuade her children from smoking, Give this outcome the payolf 1.
The outcome in which she tries smoking and then continues is the worst. Leav-
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Mot

FIGURE 3.2 The Smoking Decision

ing aside the long-term health hazards, there are immediate problems—her hair
and clothes will smell bad, and her friends will avoid her. Give this outcome the
payoff —1. Carmen’s best choice then seems clear—she should try smoking but
she should not continue,

However, this analysis ignores the problem of addiction. Once Carmen has
tried smoking for a while, she becomes a different person with different tastes
as well as different payoffs. The decision of whether to continue will be made noé
by “Today’s Carmen” with today’s assessment of outcomes as shown in Figure
3.2, but by a different “Future Carmen” with a different ranking of the alterna-
tives then available. When she makes her choice today, she has to look ahead to
this consequence and factor it into her current decision, which she should make
on the basis of her current preferences. In other words, the choice problem con-
cerning smoking is not really a decision in the sense explained in Chapter 2—a
choice made by a single person in a neutral environment—but a game in the
technical sense also explained in Chapter 2, where the other player is Carmen's
future self with her own distinct preferences. When Today'’s Carmen makes her
decision, she has to play against her future self.

. We convert the decision tree of Figure 3.2 into a game tree in Figure 3.3, by
distinguishing between the two players who make the choices at the two nodes.
A.t the initial node, “Today’s Carmen” decides whether to try smoking. If her deci-
sion is to try, then the addicted “Future Carmen” comes into being and chooses
whether to continue. We show the healthy, non-polluting Today’s Carmen, her
actions, and her payoffs in green, and the addicted Future Carmen, her actions
and her payoffs in black, the color that her lungs have become. The payoffs oi’
Tl?day's Carmen are as before. But Future Carmen will enjoy continuation and
will suffer terrible withdrawal symptoms if she does not continue. Let Future
Carmt.en's payoff from “continue” be + 1 and that from “not” be —1.

. G.1ven the preferences of the addicted Future Carmen, she will choose
continue” at her decision node. Today's Carmen should look ahead to this
prospect and fold it into her current decision, recognizing that the choice to

e
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FIGURE 3.3 The Smoking Game

evitably lead to continuation. Even though Today’s Carmen
daes not want continuation to happen given her preferences today, she will not
be able to implement her currently preferred choice at the future time, because
a different Carmen with different preferences will make that choice. S0 Today's
Carmen should foresee that the choice “Try" will lead to “Continue” and get her
the payoff — 1 as judged by her taday, whereas the choice “Don't Try” will get her
the payoff 0. So she should choose the latter.
This argument is shown more formally and with greater visual effect in Fig-
ure 3.4. In Figure 3.4a, we cul off, or prune, the pranch "Not” emerging from
the second node. This pruning corresponds to the fact that Future Carmen, who
makes the choice at that node, will not choose the action associated with that
branch, given her preferences as shown in black.

The tree that remains has two branches emerging from the first node where

Today's Carmen makes her choice: each of these branches now leads directly to
a terminal node. The pruning allows Today's Carmen to forecast completely the
eventual consequence of each of her choices. “Try" will be followed by “Continue”
and yield a payoff —1, as measured in the preferences of Today’s Carmen, while
“Not" will vield 0. Carmen'’s choice today should then be “Not" rather than “Try."
Therefore we can prune the “Try” branch emerging from the first node (along
with its foreseeable continuation). ‘This pruning is done in Figure 3.4b. The tree
shown there is now “fully pruned,” leaving only one branch emerging from the

initial node and leading to a terminal node. Following the only remaining path
en all players make their

through the tree shows what will happen in the game wh
best choices with correct forecasting of all future consequences.

In pruning the tree in Figure 3.4, we crossed out the branches not chosen.
Another equivalent but alternative way of showing player choices is to “highlight”
the branches that are chosen. To do so, you can place check marks or arrow:
heads on these branches or show them as thicker lines. Any one method will

do; Figure 3.5 shows them all. You can choose whether to prune ot to highlight,

try smoking will iny
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(a) Pruning at second node:
o -1,1
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{b) Full pruning: ;
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FIGURE 3.4 Pruning the Tree of the Smoking Game
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l 0

FIG i
URE 3.5 Showing Branch Selection on the Tree of the Smoking Game
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cad form, has some advantages. First, it
mess of the pruning picture sometimes
were cut. For ex-

but the latter, especially in ils arrowly
produces a cleaner picture. Second, the
does not clearly show the order in which various branches
ample, in Figure 34b, a reader may get confused and incorrectly think that the
wContinue” branch at the second node was cut first and that the “Try” branch at
the first node followed by the “Not continue” branch at the secorﬁj node were
cut next. Finally, and most important, the arrowheads show the outcome of the
sequence of optimal choices most visibly as a continuous link of arrows from
the initial node to a terminal node. Therefore, in subsequent diagrams of this
type, we generally use arrows instead of pruning. When you draw game trees,
you should practice showing both methods for a while; when you are comfort-
able with trees, you can choose either to suit your taste.

No matter how you display your thinking in a game tree, the logic of the
analysis is the same and important. You must start your analysis by consider-
ing those action nodes that lead directly to terminal nodes. The optimal choices
for a player moving al such a node can be found immediately by comparing
her payoffs at the relevant terminal nodes. With the use of these end-of-game
choices to forecast consequences of earlier actions, the choices at nodes just
preceding the final decision nodes can be determined. Then the same can be
done for the nodes before them, and so on. By working backward along the tree
in this way, you can solve the whole game.

This method of looking ahead and reasoning back to determine behavior in
sequential-move games is known as rollback. As the name suggests, Using rollback
requires starting 1o think about what will happen at all the terminal nodes and lit-
erally “rolling back” through the tre o the initial node as you do your analysis. Be-
cause this reasoning requires working backward one step ata time, the method is
also called backward induction. We use the term rollback because itis simplerand
becoming more widely used, but other sources on game theory will use the older

term backward induction. Just remember (hat the two are equivalent,

When all players choose their optimal strategies found by doing rollback
analysis, we call this set of strategies the rollback equilibrium of the game; the
outcome that arises from playing these strategies is the rollback equilibrivn

outcome. Game theory predicts this outcome as the equilibrium of a sequential
game when all players are rational calculators in pursuit of their respective best
payoffs, Later in this chapter, we address how well this prediction is borne out in
practice. For now, you should know that all finite sequential-move games pre-
sented in this book have at least one rollback equilibrium. In fact, most have ex-
actly one. Only in exceptional cases where a player gets equal payoffs from two
or more different sets of moves, and is therefore indifferent between them, will
games have more than one rollback equilibrium.
In the smoking game, the rollback equilibrium is where Today’s Carmen
chooses the strategy “Not” and Future Carmen chooses the strategy “Continue.”
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When Today's Carmen takes her optimal action, the addicted Future Carmen
does not come into being at all and therefore gets no actual opportunity to
move. But Future Carmen’s shadowy presence and the strategy that she would
.choose if Today's Carmen chose “Try” and gave her an opportunity to move are
important parts of the game. In fact, they are instrumental in determining th

optimal move for Today's Carmen. e

. We introduced the ideas of the game tree and rollback analysis in a ve

simple example, where the solution was obvious from verbal argument. Now .
proceed to use the ideas in successively more complex situations whe.re v l‘)wi
analysis becomes harder to conduct and the visual analysis with ,the use efr )

tree becomes more important. e

3 ADDING MORE PLAYERS

Ths techniques developed in Section 2 in the simplest setting of two players
En two moves can be readily extended. The trees get more complex, with more
ran(?hes, nodes, and levels, but the basic concepts and the method of rollback
refmaﬁn un}fhanged. In this section, we consider a game with three players, each
of whom has two choices; with slight variatio: i ,
ns, this game rea i
subsequent chapters. i ppess Ay
. }"fhe three players, Emily, Nina, and Talia, all live on the same small street
: ac has.been asked to contribute toward the creation of a flower garden at the
mtlersectlon of their small street with the main highway. The ultimate size and
sll)t l:ndotl; of the garden depends on how many of them contribute. Furthermore
! )
a : otég .each player is happy to have the garden—and happier as its size and
splendor increase—each is reluctant to contribu
. te because of
must incur to do so. S
] iup.p(.)s.e that, if two or all three contribute, there will be sufficient resources
bor t (:3 initial pl.antmg and subsequent maintenance of the garden; it will then
5 e quite attractive and pleasant. However, if one or none contribute, it will be
?0 sparse and poorly maintained to be pleasant. From each player's perspec-
tive, there are thus four distinguishable outcomes:

¢ She does not contribute, both
3 of the others do (pleasant gard:
cont €en, saves
of own contribution) ’ o
¢ She contributes, and
3 one or both of the others do (pleasant i
arden,
cost of contribution) ? ’ e
* Shi i
e does not contribute, only one or neither of the others does (sparse
garden, saves cost of own contribution)
¢ She contributes, but nei
, neither of the others does (sparse i
. arden, incu
of own contribution) ! ) e et
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the one listed at the top is clearly the best and the o.ne
We want higher payoff numbers to in-
ded; so we give the top outcome the
ffs are associated

Of these outcomes,
listed at the bottom is clearly the worst.
dicate outcomes that are more highly regar

ttom one the payoff 1. (Sometimes payo
i i so, with four outcomes, 1 would-be best and 4

i i k order; 1

with an outcomes ran i S e i
and smaller numbers would denote more preferred oul :

reating you is using; when

ot should carefully note which convention the ‘n‘l.illl'lt?l’
carefully state which convention you are using.)

v about the two middle outcomes, Let us 913]);305:3
re highly than her own contribu-
if 3, and the outcome listed third

reading, ¥
writing, you should
There is some ambiguity a
that each player regards a pleasant garden mo
tion. Then the outcome listed second gels payo’
ets payoff 2. . ‘ e, and
’ Spugpose the players move sequentially. Emily has th; ﬁ-l;St thOChosen
i i hat Emily ha ,
te. Then, after observing wi
chooses whether to contribu : : i
i 5 ic sent contributing and not contributing, )
Nina makes her choice between ¢ e e
i ; shat B d Nina have chosen, Talia makes @
ing observed what Emily an e i sisaa b
i 3 2 is pame. We have labeled the
Figure 3.6 shows the tree for this ga e ok
easy regfcrenu-. Emily moves at the initial node, a, and the branches corresponding

PAYOFFS

FIGURE 3.6 The Street Garden Game

d examine
I later chapters, we vary the rules of this game—the order of moves and payoffs—an

how such variation changes the outcomes.
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her two choices, Contribute and Don', respectively, lead to nodes band c. At each
of these nodes, Nina gets to move and to choose between Contribute and Don't.
Her choices lead to nodes 4, ¢, f, and g, at each of which Talia gets to move. Her
choices lead to eight terminal nodes, where we show the payoffs in order (Emily,
Nina, Talia).? For example, if Emily contributes, then Nina does not, and finally
Talia does, then the garden is pleasant, and the two contributors get payoffs 3
each, while the noncontributor gets her top outcome with payoff 4; in this case,
the payofflist is (3, 4, 3).

To apply rollback analysis to this game, we begin with the action nodes
that come immediately before the terminal nodes—namely, d, ¢, f, and g, Talia
moves at each of these nodes. At d, she faces the situation where both Emily and
Nina have contributed. The garden is already assured to be pleasant; so, if Talia
chooses Don', she gets her best outcome, 4, whereas, if she chooses Contribute,
she gets the next best, 3. Her preferred choice at this node is Don't. We show this
preference both by thickening the branch for Don't and by adding an arrowhead;
either one would suffice to illustrate Talia'’s choice. At node e, Emily has contrib-
uted and Nina has not; so Talia’s contribution is crucial for a pleasant garden.
Talia gets the payoff 3 if she chooses Contribute and 2 if she chooses Don't. Her
preferred choice at e is Contribute. You can check Talia’s choices at the other two
nodes similarly.

Now we roll back the analysis to the preceding stage—namely, nodes b and
¢, where it is Nina’s turn to choose. At b, Emily has contributed. Nina's reasoning
now goes as follows: “If I choose Contribute, that will take the game to node d,
where I know that Talia will choose Don't, and my payoff will be 3. (The garden
will be pleasant, but I will have incurred the cost of my contribution.) If I choose
Don't, the game will go to node ¢, where I know that Talia will choose Contribute,
and I will get a payoff of 4. (The garden will be pleasant, and I will have saved
the cost of my contribution.) Therefore I should choose Don't.” Similar reason-
ing shows that at ¢, Nina will choose Contribute.

Finally, consider Emily’s choice at the initial node, a. She can foresee the
subsequent choices of both Nina and Talia. Emily knows that, if- she chooses
Contribute, these later choices will be Don't for Nina and Contribute for Talia.
With two contributors, the garden will be pleasant but Emily will have incurred a
cost; so her payoff will be 3. If Emily chooses Don't, then the subsequent choices
will both be Contribute, and, with a pleasant garden and no cost of her own con-
tribution, Emily’s payoff will be 4. So her preferred choice at ais Don't.

The result of rollback analysis for this street garden game is now easily sum-
marized. Emily will choose Don't, then Nina will choose Contribute, and finaily

*Recall from the discussion of the general tree in Section 1 that the usual convention for
Sequential-move games is to list payoffs in the order in which the players move; however, in case
of ambiguity or simply for clarity, it is good practice to specify the order explicitly.
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Talia will choose Contribute. These choices trace a particular path of play
e—along the lower pranch from the initial node, @ and then

through the tre
des reached, ¢ and

along the upper pranches at each of the 1wo subsequent no
[ In Figure 3.6, the path of play is easily seen as the continuous sequence of ar-
rowheads joined tail to tip from the initial node to the terminal node fifth from
the top of the tree. The payoffs that accrue 10 the players are shown at this Ler-
minal node. )
Rollback analysis is simple and appealing. Here, we emphasize some fea-
tures that emerge from it. First, notice that the equilibrium path of play ofa
sequential-move game misses most of the pranches and nodes. Calculating the
best actions that would be taken if these other nodes were reached, however, is
an important part of determining the ultimate equilibrium, Choices made early
in the game are affected by players’ expectations of what would happen if they
chose to do something other than their best actions and by what would hap-
pen if any opposing player chose to do something other than what was best for
her. These expectations, based on predicted actions at out-of-equilibrium nodes
(nodes associated with branches pruned in the process of rollback), keep play-
ers choosing optimal actions at each node. Forinstance, Emily’s optimal choice
of Don't at the first move is governed by the knowledge that, if she chose Con-
tribute, then Nina would choose Don't, followed by Talia choosing Contribute;
this sequence would give Emily the payolf 3, instead of the 4 that she can get by
choosing Don't at the fivst move.
The rollback equilibrium gives a complete statement of all this analysis by
specifying the optimal strafegy for each player. Recall that a strategy is & com-
plete plan of action. Emily moves first and has just two choices, so her strategy
is quite simple and is effectively the same thing as her move. But Nina, mov-
ing second, acls at one of two nodes, at one il Emily has chosen Contribute and
at the other if Emily has chosen Don't. Nina's complete plan of action has (o
specify what she would do in either case. One such plan, or strategy, might be
wehoose Contribute if Emily has chosen Contribute, choose pon't if Emily has
chosen Don't.” We know from our rollback analysis that Nina will not choose
this strategy, but our interest at this pointisin describing all the available strate-
gies from which Nina can choose within the rules of the game. We can abbrevi-
ate and write C for Continue and D for Don't; then this strategy can be written
as “C if Emily chooses € so that the game is at node b, D if Emily chooses D so
that the game is at node ¢," or, more simply, "C at b D at ¢ oreven “cp"if
the circumstances in which each of the stated actions is taken are evident or
previously explained. Now it is easy 10 see that, because Nina has two choices
available at each of the two nodes where she might be acting, she has available
1o her four plans, or strategies—"Cal b, Cate' “Cath Dat e “Dath Cat e
and "D at b, D at ¢," or “CCP CD, “DE," and "DDS Of these strategies, the
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rollback analysis an

B ] Strate}éy 9, “Ddc T,I,le arrows at nodes b and c of Figure 3.6 show that her
toryl\;[:;:,sczr; Zzen Eore complicated for Talia. When her turn comes, the his-
i e ac,t ‘ cording to the rules of the game, be any one of four possibilities.
e ch(;mes gt one of four nodes in the tree, one after Emily has choser;
e ni;n, D(node d'), t%le second after Emily’s C and Nina's D (node
o he tite after B (ny; and Nina's C. (node f), and the fourth after both Emily
— tho eg. Ea.ch of Talia’s strategies, or complete plans of action,
e fe}r1 tw;) actlons'for each of these four scenarios, or one of he;
ety an action and e;l our pos‘s1b1e action nodes. With four nodes at which to
s t;/\nzi two actions f.rorn which to choose at each node, there
S . es 2, or lfi possible combinations of actions. So Talia has

er 16 possible strategies. One of them could be written as

Catd,Date Datf Catg’ or “CDDC" for short,

wher
. ; ;/:;i hl\e;i\: fu.(ed Itlhe 0;der of the four scenarios (the histories of moves by
a) in the order of nodes 4, e, f; and i
ik ; , e |, g Then, with th
same abbreviation, the full list of 16 strategies available to Talia is ° e ofthe

];ISCC, CCCD, CCDC, CCDD, CDCC, CDCD, CDDC, CDDD
CC, DCCD, DCDC, DCDD, DDCC, DDCD, DDDC, DDD15.

Of these strategies, the rollback i
5 analysis of Figure 3.6 and th
¢, f, and gshow that Talia's optimal strategy is DCCD, oo st nodes
Now i ‘
- ChOic\:e cfan express the findings of our rollback analysis by stating the strat-
i ;1 2 Oeacllljlge;yer—Emlly chooses D from the two strategies available to
) ses rom the four strategies avail:
- : . : ailable to her, and Talia ch
o thle) tfrom the sixteen strategies available to her. When each player looks :}?es e;
L rett;l to f01.'ecast the eventual outcomes of her current choices, she is ch
. D% ; 0;.)lt1rr]1)al strategies of the other players. This conﬁguratic:n of strate-
, D for Emily, DC for Nina, and DC i i :
il me CD for Talia, then constitutes the rollback
W -
al p:ﬂ:anf p;.xt togetht.ar the optimal strategies of the players to find the ac-
o e c1>) ;I)\] (:1y that w111. result in the rollback equilibrium. Emily will begin b
o Emﬂyi D P1na, following her strategy DC, chooses the action C in res;g)onsz
e . C( i feme.mber that Nina’s DC means “choose D if Emily has played C
oot ,1 Emily has. played D.") According to the convention that we have;
s thirci : ia’s factual action after Emily’s D and then Nina’s C—from node f—i
optimal St;‘::er 11.1 the four-letter specification of her strategies. Because Ta;al:
egy is DCCD, her action along the path of play is C. Thus the actual

path of play consists i
of E i i
vl mily playing D, followed successively by Nina and Talia
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To sum up, we have three distinct concepts:

1. The lists of available strategics for each player. The list, especially for later
players, may be very long, because their actions in situations correspond-
ing to all canceivable preceding moves by other players must be specified.

. The optimal strategy, oF complete plan_of action for each player. This

strmc}j}f must spccil"y the player's best choices at each node where the
vules of the game specify that she moves, even though many of these
nodes will never be reached in the actual path of play. This specification
is in effect the preceding movers' forecasting of what would happen if
they took different actions and is therefore an important part of their cal-
culation of their own best actions at the earlier nodes. The optimal strate-
gies of all players together yield the rollback equilibrium.

4. The actual path of play in the rollback equilibrium, found by putting to-

gether the optimal strategies for all the players.

na

4 ORDER ADVANTAGES

gets her best outcome

1 of the street-garden game, Emily
make the first

{payofl 4), because she can take advantage of the opportunity o
move. Wihen she chooses not to contribute, she puts the onus on the other two
players—each can gel her next-best outcome if and only if both of them choose

asual thinkers about st rategic games have the preconcep-

1o contribute. Most ©
tion that such first-mover advantage should exist in all games. However, that is

not the case. It is easy 10 think of games in which an opportunity 10 move sec-
ond is an advantage. Consider the strategic interaction between (wo firms that
soll similar merchandise from catalogs—say, Land’s End and L.L. Bean. If one
firm had to release its catalog first, and then the second firm could see what
prices the first had set before printing its own catalog, then the second mover
could just undercut its rival on all items and gain a tremendous competitive

I the rollback equilibriur

edge.
I First-mover advantage comes from the
vanhlageous position and to force the other players to adapt to it; second-mover
from the flexibility to adapt oneself to the others’ choices.
Whether commitment or flexibility is more important in a specific game de-
on its particular configuration of strategies and pavyoffs; no generally valid
sss examples of both kinds of advan-

ere need not be first-mover
perception, is s0 important

ability to commit onesell to an ad-

)
{_advantage comes

pends
rile can be laid down. we will come acre

tages throughout this book. The general point that th
advantage, a point that runs against much common
that we felt it iecessary 1o emphasize at the outset.
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When a gam
B %he e l’éas a first- or second-mover advantage, each player may try to
order of play so as to secure for herself the advantageous szi

tion. Tactics for such i i
manipulation are strategi i
b tegic moves, which we consider in

5 ADDING MORE MOVES

We saw in Section 3 i
that adding more pl i
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analysis of i e e
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e .a atr‘ljes from adding additional moves to the game. We can do N

in a two-person game by allowi : N

wing pla
than once. Then the tree is enl i s o
(D o o 0 arged in the same fashion as a multif)'fénplayer
e, but later moves in the tr -
- ee are ma
have made decisions earlier in the same game. ke
Many comm i ‘
Strategicygames or}tiames, such as tic-tac-toe, checkers, and chess, are two-person
gy Wlld sill.lch alternating sequential moves. The use of game trees
ould allow us to “solve” such
ol otteome and s games—to determine the rollback
the equilibrium st i i
e . strategies leading to that outc
Unfortun ITt:ly, a.s th.e complexity of the game grows and as strategies bec(:)me.
e (l;)tre intricate, the search for an optimal solution becomes more mg
- an
as well. In such cases, when manual solution is no longer really

feasible, computer i
routines such as i ; .
useful. Gambit, mentioned in Chapter 2, become

A. Tic-Tac-Toe

Start with the most si
simple of the three exampl i i
B, ¢ 10os ! ples mentioned in the precedi
glaygrs 1:())1(1, tli1 t(z;c toe, and consider an easier-than-usual version in vshizfldt:vlg
- comm?;n ! ()i‘each try to be the first to get two of their symbols to fill an0
) )
= lemoc ;n 1{1gona‘1 of a two-by-two game board. The first player has fou}r,
et s in which to put her X. The second player then has three po
g e aheach of four decision nodes, When the first player gets to herp B
hoi Figure, 3s 7e has two possible actions at each of 12 (4 times 3) decision nof:lec_
- t.res 'ows, even this mini-game of tic-tac-toe has a very complex a;&
ot aft thee f;i ?Ct;lauy not too complex, because the game is guaranteid tz
st player moves a se ime; i
i cond time; but there are still 24 terminal
We sho i i
Becout \;\; (t:ns .treelmerely as an illustration of how complex game trees cal
n simple (or simplifi i )
plified) games. As it turns out, using rollback on

the mini- i
game of tic-tac-toe leads us i y
qLIlel to an equilibrium R
§ . Rollback shows
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found by rollback, and a learned strategic thinker can reduce the complexity of
the game considerably in the quest for such a solution. It turns out that, as in the
two-by-two version, many of the possible paths through the game tree are stra-
tegically identical. Of the nine possible initial moves, there are only three types;
you put your X in either a corner position (of which there are four possibilities),
a side position (of which there are also four possibilities), or the (one) middle
position. Using this method to simplify the tree can help reduce the complexity
of the problem and lead you to a description of an optimal rollback equilibrium
strategy. Specifically, we could show that the player who moves second can al-
ways guarantee at least a tie with an appropriate first move and then by con-
tinually blocking the first player’s attempts to get three symbols in a row.*

B. Chess

Although relatively small games, such as tic-tac-toe, can be solved using rollback,
we showed above how rapidly the complexity of game trees can increase even
in two-player games. Thus when we consider more complicated games, such as
chess, finding a complete solution becomes much more difficult.

In chess, the players, White and Black, have a collection of 16 pieces in six
distinct shapes, each of which is bound by specified rules of movement on the
eight-by-eight game board shown in Figure 3.8.* White opens with a move, Black
responds with one, and so on, in turns. All the moves are visible to the other
player, and nothing is left to chance, as it would be in card games that include
shuffling and dealing. Moreover, a chess game must end in a finite number of
moves. The rules declare that a game is drawn if a given position on the board
is repeated three times in the course of play. Because there are a finite number
of ways to place the 32 (or fewer after captures) pieces on 64 squares, a game
could not go on infinitely long without running up against this rule. Therefore
in principle chess is amenable to full rollback analysis.

That rollback analysis has not been carried out, however. Chess has not
been “solved” as tic-tac-toe has been. And the reason is that, for all its simplicity
of rules, chess is a bewilderingly complex game. From the initial set position of

%Il the first player puts her first symbol in the middle position, the second player must put her
first symbol in a corner position, Then the second player can guarantee a tie by taking the third posi-
tion in any row, column, or diagonal that the first playe tiies to fill. If the first player goes to a corner
or a side position first, the second player can guarantee a tie by going to the middle first and then
following the same blocking technique, Note that, if the first player picks a corner, the second player
picks the middle, and the first player then picks the corner opposite from her original play, then the
second player must not pick one of the reimaining corners if she is to ensure at least a tie.

"An easily accessible statement of the rules of chess and much more is at Wikipedia, at http://
en.wikipedia,org/wiki/Chess.
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When computers first started to prove their usefulness for complex calcula-
tions in science and business, many mathematicians and computer scientists
thought that a chess-playing computer program would soon beat the world
champion. It took a lot longer, even though computer technology improved dra-
matically while human thought progressed much more slowly. Finally, in De-
cember 1992, a German chess program called Fritz2 beat world champion Gary
Kasparov in some blitz (high-speed) games. Under regular rules, where each
player gets 2} hours to make 40 moves, humans retained greater superiority for
longer. A team sponsored by IBM put a lot of effort and resources into the devel-
opment of a specialized chess-playing computer and its associated software. In
February 1996, this package, called Deep Blue, was pitted against Gary Kasparov
in a best-of-six series. Deep Blue caused a sensation by winning the first game,
but Kasparov quickly figured out its weaknesses, improved his counterstrate-
gies, and won the series handily. In the next 15 months, the IBM team improved
Deep Blue’s hardware and software, and the resulting Deeper Blue beat Kasparov
in another best-of-six series in May 1997.

To sum up, computers have progressed in a combination of slow patches
and some rapid spurts, while humans have held some superiority but have not
been able to improve sufficiently fast to keep ahead. Closer examination reveals
that the two use quite different approaches to thinking through the very com-
plex game tree of chess.

‘When contemplating a move in chess, looking ahead to the end of the whole
game may be too hard (for humans and computers both). How about looking
part of the way—say, 5 or 10 moves ahead—and working back from there? The
game need not end within this limited horizon; that is, the nodes that you reach
after 5 or 10 moves will not generally be terminal nodes. Only terminal nodes
have payoffs specified by the rules of the game. Therefore you need some indi-
rect way of assigning plausible payoffs to nonterminal nodes, because you are
not able to explicitly roll back from a full look-ahead. A rule that assigns such
payoffs is called an intermediate valuation function.

In chess, humans and computer programs both use such partial look-ahead
in conjunction with an intermediate valuation function. The typical method as-
signs values to each piece and to positional and combinational advantages that
can arise during play. Quantification of values for different positions are made on
the basis of the whole chess-playing community’s experience of play in past games
starting from such positions or patterns; this is called “knowledge.” The sum of all
the numerical values attached to pieces and their combinations in a position is the
intermediate value of that position. A move is judged by the value of the position to
which it is expected to lead after an explicit forward-looking calculation for a cer-
tain number—say, five or six—of moves.

The evaluation of intermediate positions has progressed furthest with re-
spect to chess openings—that is, the first dozen or so moves of a game. Each

e
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opening can lead to any one of a vast multitude of further Moves and positions,
but experience enables players 10 sum up certain openings as being more ot less
likely to favor one player or the other. This knowledge has been written down in
massive hooks of openings, and all op players aivd computer programs remem-
per and use this information:
At the end stages of a game. when anly a few pieces ate left on the board,
backward reasoning on its own is often simple enough 10 be doable and com-
plete enough to give the full answer. The midgame, when positions have evolved
into a level of complexity that will not simplify within a few moves, is the hardest
To find a good MOve from a midgame position, a well-built interme-

to analyze.
y to be more valuable than the ability to calculate

diate valuation function is likel
another few moves further ahead.

This is where the art of chess playing comes into its own. T
players develop an intuition or instinct that enables them to sniff out good op-
portunities and avoid sub ¢ programs find hard

o match. Computer scientists ha

he best human

tle traps in a way that compute
ve found it generally very difficult to teach
their machines the skills of pattern recognition that humans acquire and use
instinctively—for example, recognizing faces and associating them with names.
The art of the midgame I chess also isan exercise in recognizing and evaluat-
ing patterns in the same, still mysterious way- This is where Kasparov has his
greatest advantage over Fritz2 or Deep Blue. It also explains why computer pro-

grams do petter against humans at blitz or limited-time games: & human does

not have the time t0 rmarshat his art of the midgame.

In other words, the best human players have subtle “chess knowledge,”
based on experience OT the ability 10 recognize patterns, which endows them
with a bettet intermediate valuation function. Computers have the advantage
when it comes to raw of brute-force caleulation. Thus although both human and

computer players now use a mixture of look-ahead and intermediate valuation,
they use them in diffevent proportions: humans do not look so many Toves
ahead but have better intermediate valuations based on knowledge; computers

have less sophisticated valuation functions put look ahead further by using their
superior computationa] powers.

Recently, chess computers have begun 10 acquire more knowledge. When
modifying Deep Blue in 1996 and 1997, BM enlisted the help of huiman experts
to improve the intermediate valuation function in its software. These consul-
tants played repeatedly against the machine, noted its weaknesses, and sug-
gested how the valuation function should be modified to correct the flaws.
Deep Blue benefited from the contributions of the experts and their subtle kind
of thinking, which results from long experience and an awareness of complex
interconnections among the pieces on the board.

If humans can gradually make explicit their subtle knowledge and transmit
it to computers, what hope is there for human players who do not get reciprocal
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enlist the aid of a computer to draw and analyze a moderately complicated
game tree. For the most complex games, such as checkers and chess, we can
draw only a small part of the game tree, and we must use a combination of two
methods: (1) calculation based on the logic of rollback; and (2) rules of thumb
for valuing intermediate positions on the basis of experience. The computa-
tional power of current algorithms has shown that even some games in this
category are amenable to solution, provided one has the time and resources to
devote to the problem.

Thankfully, most of the strategic games that we encounter in economics,
politics, sports, business, and daily life are far less complex than chess or even
checkers. The games may have a number of players who move a number of
times; they may even have a large number of players or a large number of moves.
But we have a chance at being able to draw a reasonable-looking tree for those
games that are sequential in nature. The logic of rollback remains valid, and it is
also often the case that, once you understand the idea of rollback, you can carry
out the necessary logical thinking and solve the game without explicitly drawing
a tree. Moreover, it is precisely at this intermediate level of difficulty, between
the simple examples that we solved explicitly in this chapter and the insoluble
cases such as chess, that computer software such as Gambit is most likely to be
useful; this is indeed fortunate for the prospect of applying the theory to solve
many games in practice.

5 EVIDENCE CONCERNING ROLLBACK

How well do actual participants in sequential-move games perform the calcula-
tions of rollback reasoning? There is very little systematic evidence, but classroom
and research experiments with some games have yielded outcomes that appear
to counter the predictions of the theory. Some of these experiments and their
outcomes have interesting implications for the strategic analysis of sequential-
move games.

For instance, many experimenters have had subjects play a single-round
bargaining game in which two players, designated A and B, are chosen from
a class or a group of volunteers. The experimenter provides a dollar (or some
known total), which can be divided between them according to the following
procedure. Player A proposes a split—for example, “75 to me, 25 to B.” If player
B accepts this proposal, the dollar is divided as proposed by A. If B rejects the
proposal, neither player gets anything.

Rollback in this case predicts that B should accept any sum, no matter how
small, because the alternative is even worse—namely, zero—and, foreseeing this, A
should propose “99 to me, 1 to B.” This particular outcome almost never happens.

Ve
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e A role propose @t much more equal split. In fact, 50-50

Most players assigned tht
is the single most common proposal. Furthermare, most players assigned the B

role turn down proposals that leave them 25% or less of the total and walk away
with nothing; some reject proposals that would give them 40% of the pie.*

Many game theorists remain unpersuaded that these findings undermine
the theory. They counter with some variant of the following argument: “The
sums are so small as to make the whole thing trivial in the players" minds. The B
players lose 25 o7 40 cents, which is almost nothing, and perhaps gain some pri-
vate satisfaction that they walked away from a humiliatingly small award. If the
total were a thousand dollars, so that 25% of it amounted to real money, the B
players would accept.” But this argument does not seem to be valid. Experiments

with much larger stakes show similar resuits. The findings from experiments con-

ducted in Indonesia, witly sums that were small in dollars but amounted to as
d no clear tendency

rmuch as three months' earnings for the participants, showe
on the part of the A players o make less equal offers, although the B players
tended to aceept somewhat smaller shares as the total increased; similar experi-
ments conducted in the Slovak Republic found the behavior of inexperienced
players unaffected by large changes in payoffs.’

The participants in these experiments typically have no prior knowledge of
game theory and no special computational abilities. But the game is extremely
simple; surely even the most naive player can se€ through the reasoning, and
answers to direct questions after the experiment generally show that most par-
ticipants do. The results show not so much the failure of rollback as the theorist's
error in supposing that each player cares only about her own money earnings.
Most societies instill in their members a strong sense of fairness, which then
causes most A players o offer 50-50 or something close and the B players to
reject anything that is grossly unfair. This argument is supported by the obser-
vation that even in a most drastic variant called the dictator game, where the
A player decides on the split and the B player has no choice at all, many As give
significant shares to the Bs."”

"Read Richard H. Thaler, “anomalies: The Ultimate Game,” journal of Economic Perspectives, vol.
2, no. 4 (fall 1988), pp- 195-206, and Douglas D. Davis and Charles A. Holt, l-‘_\';lrrimr.'nm! Featamics
(Princeton: Princeton University Press, 1993), pp. 263-269, for a detailed ateount of this game and
related ones.

9The results of the Indonesian gxporiment are reported in Lisy Cameron, “Raising the Stakes
in the Ultimatum Game: Experimental Bvidence from Indanesia,” Economic Inguiry, val. 37, no 4
(January 1999), pp- 47-59. Slanim and Roth report results similar to Caneror's, but also found that
offers (in all rounds of play) were rejected less oflen as the payolls were raised. See Robert Slanim
and Alvin Roth, “Learning it Figh Stakes Ultimatuin Games: An Experiment in the Stovak Republic,”
Econometrica, vo!. 66, n0. 3 (May 1998), pp. 59-596,

180ne could argue that this social norm of fabrness may actually have value in the ongoing evolu-
tionary game being played by the whole of soclety. Players whe are concerned with fairness reduce
{ransaction costs and the costs of fights that can Iy beneticlal o society in the fong run. These mat-
ters will be discussed in Chapters 11 and 12.
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e MR[;I;u‘es C([:.onducted experiments of the ultimatum game:
o T o ”thatlea .m.gs 'of the subjects’ brains as they made their
involvement in negative eilc(i\i,(ttri’"l?v:sr:tg' ionl[Of (tihe nenespondensl sy
o e ; i imulated in the respond
e (:?Z:; ézjre::;dd.unfalr (less than 50:50) offers. Thusrt)ieepi:st(i?lcptlsa(};
4 e zfgust seem to be implicated in these rejections. The
m o A ot ok ;efsfs than 50:50) offers were rejected less often Whel}ll
 ——— erer was a computer than when they knew th
iy at the
Another experimental game with simi i
I ey imilarly paradoxical outcom
r—— 31 Sl;};izs ;i: cht?:en and de:signated A and B. The experimiitg;e;uiz
e gemng. theyleor can take it or pass. If A takes the dime, the game is
e X g ocenEt’shand B getting nothing. If A passes, the experi-
e il ,and thev;ﬂe Oisn;he choice of taking the 20 cents or passing.
a doél\;lr—}lthat is known in advance byol?:t};]g;?:;rimﬂ renching some iy
e show th - thi in Fi ;
T ty;et:)efe faor;thhls game in Figure 3.10. Because of the appearance of
g fonbe 11 often Falled the centipede game. You may not even
ol Bt ShOUIdatc kon this game. Player B is sure to take the dollar at
e e aﬁe the? 90 cents at the penultimate stage, and so on
However, in most clasrs}ioc:: ilrn:( anq S |
Xperiment i
at least a few rounds. Remarkably, b;) behavinagl flertrtel:lisr;:llltf’l tgl?;n ;]Sagg/ZrZI;for
i s a

A Pass B Pass A

Pass -B' Pass B Pass
Take Take N -
: ! Take Tak
dime dimes dimes dimees Jr?qke
es
10,0 0,20 30,0 0,-40

F
IGURE 3,10 The Centipede Game o

"'See Alan Sanfe me essica Aronson, Leigh Nystrom, and Jonathan ¢ B
anfey, James Rillin i
S s .
, Leigh Ny i
B B ohen, “The Neu

1al Basis of & X
‘conomic Decision- el .
PD. 17551755, cision-Making in the Ultimatum Game," Science, vol. 300 (J .

g une 13, 2003),
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group make more money than they would if they followed the logic of backward

soning, Sometimes A does better and sometimes B, but sometimes they even

rea
In a classroom experiment that one of

solve this conflict or bargaining problem.
us (Dixit) conducted, one such game went all the way to the end. Player B col-
lected the dollar, and quite voluntarily gave 50 cents 10 player A Dixit asked A,
“Did you two conspire? Is Ba friend of yours?” and A replied, "No, we didn't even
know each other before, But he is a friend now.” “
Once again, what is revealed is not that players cannot caleulate and use
game-theoretic logic but that their value systems and payoffs are different from
those attributed to them by the theorist who predicted that the game should
end with A taking the dime on the first step: We will come across some similar

evidence of cooperation that seems to contradict rollback reasoning when we

look at Anitely repeated prisoners’ dilemma games in Chapter 11."
The examples discussed here seem 10 indicate that apparent viotations of
recognizing that people do not care merely

strategic logic can be explained by
1wcepts such as fairness. But

about their own money payolfs, but internalize cor
not all observed plays, contrary {o the precepts of rollback, have some such ex-

planation. People do fail to look ahead far enough, and they do fail to draw the
‘or example, when is-

appropriate conclusions from attempts 10 look ahead. F
suers of credit cards offer favorable initial interest rates or no fees for the first
year, many people fall for them without realizing that they may have 10 pay
smuch more later. Therefore the game-theoretic analysis of rollback and rollback
equilibria serves an advisory or prescriptive role as much as it does a descriptive
role. People equipped with the theory of rollback are in a pesition 10 make bet-
ter strategic decisions and get higher payoffs, no matter what is included in their
payoil calculations. And game theorists can use their expertise to give valunble
advice to those who are placed in complex strategic situations but lack the skill

to determine their own best strategies.
7 STRATEGIES IN THE SURVIVOR GAME

The examples in the preceding sections were deliberately constructed to illus-
wrate and elucidate basic concepts such as nodes, branches, moves, and strate-
gies, as well as the technique of rollback, Now we show how all of them can be
applied. by considering a real-life (or at jeast “reality-TV-life") situation,

In the summer of 2000, CBS television broadeast the first of the series of

Survivor shows, which became an instant hit and helped launch the whole

120Once again, one wonders what would happen if the sum added at each step were @ thousand

dollars instead of a dime.
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N e ol " ; ;
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e e other tt)\lzvo must vote against each other. Thus the jury would
responsible for voting off Rud i i
S : : : y and, given his popularit;
hig . h:f e:t of vo.tmg him off with disfavor. The person doifg So w;lu}l,‘dvfmd
o chances in the final vote. This was especially a problem for Rich B
N e‘was known to have an alliance with Rudy. e be
eim i .
- aWkWrr;;l;llty challenge was one of stamina; each contestant had to stand
il s 1iugport”e?nd lean to hold one hand in contact with a totem on
o eve,n ffio rea nttile t1m:n1unity idol.” Anyone whose hand lost contact wit;
, nstan
i , lost the challenge; the one to hold on longest was
An hour i
S earl;(ti ? half 1nt(.) tk'le challenge, Rich figured out that his best strate
ely lose this immunity challenge. Then, if Rudy won imm fyy
) unity,
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he would maintain his alliance and keep Rich—Rudy was known 10 be a man
who always kept his word, Rich would lose the final vote to Rudy in this case,
but that would make him no worse off than it he won the challenge and kept
Rudy. If Kelly won immunity, the much more likely outcome, then it would be
in her interest (o vote off Rudy—she would have at least some chance against
Rich but zero against Rudy: Then Ricl's chances of winning werg quite good.
Whereas, if Rich himself held on, won immunity, and then voted off Rudy, his
chanees against Kelly would be decreased by the fact that he voted off Rudy.

So Rich deliberately stepped off, and later explained his reasons quite clearly
to the camera. His calculation was borne out. Kelly won that chatlenge and voted
off Rudy: And, in the final jury vote between Rich and Kelly, Rich won by one vote.

Rich's thinking was essentially a rollback analysis along a game tree. He did
this analysis instinctively, without drawing the tree, while standing awkwardly
and holding on to the {mmunity idol, butit took him an hour and a half to come
to his conclusion. With all due eredit to Rich, we show the tree explicitly, and can
reach the answer faster.

Figure 3.11 shows the tree. You can sec that it is much more complex than
the trees encountered in ecarlier sections. 1t has more pranches and moves; in
addition, there are uncertain outcomes, and the chances of winning or losing in
various alternative situations have to be estimated instead of being known pre-
cisely. But you will see how we can make reasonable assumptions about these

chances and proceed with the analysis.

At the initial node, Rich decides whether to continue or o give up in the im-
munity challenge. In either case, the winner of the challenge cannot be forecast
with certainty; this is indicated in the tree by letting “Nature” make the choice,
as we did with the coin-toss situation in Figure 3.1, If Rich continues, Nature
chooses the winner from the three contestants, We don't know the actual prob-
abilities, but we will assume particular values for exposition and point out the
crucial assumptions. The supposition is that Kelly has a lot of stamina and that
Rudy, being the aldest, is not likely to win. So we posit the following probabilities
of a win when Rich chooses to continue: 0.5 (50%) for Kelly, 0.45 for Rich, and
only 0,05 for Rudy. if Rich gives up on the challenge, Nature picks the winner of
the immunity challenge randomly between the two who remain; in tliis case, we
assume that Kelly wins with probability 0.9 and Rudy with probability 0. 1.

The rest of the tree follows from each of the three possible winners of the
challenge. If Rudy wins, he keeps Rich as he promised, and the jury voies Rudy

the winner."" If Rich wins immunity, he has to decide whether to keep Kelly or

1WTechnically, Rudy faces a choice between keeping Rich or Kelly at the action node after he wins
the immunity chailenge. Because everyone placed zero probability on his choosing Kelly (owing 0
the Rich-Rudy alliance), we illustrate only Rudy's choice of Rich. The jury, similarly, has a choice
between Rich and Rudy at the last action node along this branch of play. Again, the foregone conclu-
sion is that Rudy wins in this case.
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Rudy. If he keeps Rudy, the jury votes for R
. e udy. If he keeps Kelly, it is no i
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FIGURE 3,11

Survivor Immunity Game Tree
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i in
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hope this gives you some confidence in using the method and some training
in converting a somewhat loose verbal account into a more precise logical ar-
gument. You might counter that Rich did this reasoning without drawing any
trees. But knowing the system or general framework greatly simplifies the task
even in new and unfamiliar circumstances. Therefore it is definitely worth the
effort to acquire the systematic skill.

A second purpose s to illustrate the seemingly paradoxical strategy of “losing
to win.” Another instance of this strategy can be found in some sporting competi-
tions that are held in two rounds, such as the soccer World Cup. The first round is
played on a league basis in several groups of four teams each. The top two teams
from each group then go to the second round, where they play others chosen ac-
cording to a prespecified pattern; for example, the top-ranked team in group A
meets the second-ranked team in group B, and so on. In such a situation, it may
be good strategy for a team to lose one of its first-round matches if this loss causes
it to be ranked second in its group; that ranking might earn it a subsequent match
against a team that, for some particular reason, it is more likely to beat than the
team that it would meet if it had placed first in its group in the first round.

SUMMARY

Sequential-move games require players to consider the future conse-
quences of their current moves before choosing their actions. Analysis of pure
sequential-move games generally requires the creation of a game tree. The tree
is made up of nodes and branches that show all of the possible actions available
to each player at each of her opportunities to move, as well as the payoffs as-
sociated with all possible outcomes of the game. Strategies for each player are
complete plans that describe actions at each of the player’s decision nodes con-
tingent on all possible combinations of actions made by players who acted at
earlier nodes. The equilibrium concept employed in sequential-move games is
that of rollback equilibrium, in which players’ equilibrium strategies are found
by looking ahead to subsequent nodes and the actions that would be taken there
and by using these forecasts to calculate one's current best action. This process
is known as rollback, or backward induction.

Different types of games entail advantages for different players, such as
first-mover advantages. The inclusion of many players or many moves enlarges
the game tree of a sequential-move game but does not change the solution
Process. In some cases, drawing the full tree for a particular game may require
faore space or time than is feasible. Such games can often be solved by identify-

1T.1g strategic similarities between actions that reduces the size of the tree or by
Simple logical thinking.
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When solving larger games, verbal reasoning can lead to the roliback equilib-
rivm il the game is simple enough ora complete tree may be drawn and analyzed.
If the game is sufficiently complex {hat verbal reasoning is 100 difficult and a
complete tree is 100 large to draw, we may entist the help of a computer pra-
gram. Checkers has been “solved” with the use of such a program, although full
solution of chess will remain beyond the powers of computers for along time. In
actual play of these truly complex games, elements of both att (identification of
patterns and of opportunities versus peril) and science (forward-looking calcula-
tions of the possible outcomes arising from certain moves) have a role in deter-
mining player moves.

Tests of the theory of sequential-move games seem t0 suggest that actual
play shows the irrationality of the players or the failure of the theory to predict
behavior adequately. The counterargument points out the complexity of actual
preferences for different possible outcomes and the usefulness of strategic the-
ory for identifying optimal actions when actual preferences are known.

KEY TERMS
action node (48) intermediate valuation function (67)
backward induction (56) move (50)
branch (48) node (48)
decision node (48) path of play (60)
decision tree (48) prune (54)
equilibrium path of play (60) rollback (56)
extensive form (48) rollback equilibrium (56)
first-mover advantage (62) root (48)
game tree (48) second-mover advantage (62)
initial node (48) terminal node (50}
SOLVED EXERCISES
$1. Suppose two players, Hansel and Gretel, take part in a sequential-move game.

Hansel moves first, Gretel moves second, and each player moves only once.

(a) Draw agame tre¢ fora game in which Hansel has two possible actions
{Up or Down) at pach node and Gretel has three possible actions
(Top, Middle, or Bottom) at each node. How many of each node
type—decision and terminal—are there?

(b) Draw a game tree for a game in which Hansel and Gretel each have
three possible actions (Sit, Stand, or Jump) at each node. How many of
the two node types are there?

EXERCISES

(¢) Dr i
(N::\tr ;: gsame tree for a game in which Hansel has four possible acti
, South, East, or West) at each node and Gretel has two possi(:)rll:

actions (Stay Go) y typ
or Go) at each node. How many of the two node es

§2, In each i
oy rI))f :le afOll.fWIIlg games, how many pure strategies (complete plans
vailable to each player? List out all of the pure strategigs for

each player.

(a)
TINMAN " b
N

SCARECROW B™mo, 1
5 1,0

(b}

0,1 N_H23
SCARECROW SCARECROW_*

SCARECROW

(c)

SCARECROW

S$3. For each i
ey nti Ozf Cthe games illustrated in Exercise S2, identify the rollback equi
ome and the complete equilibrium strategy for each player. .

84, Consid, \if Vi W
er i i
N ]. ithe It alry between Airbus and Boeing to de elop a new commer:
Clal jet aircraft. Suppose Boeing is ahead in the development process anc_l

e
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Airbus is considering whether to enter the competition, 1f Alrbusa starlz)f; ?Eftﬁ
. fit, whereas Boeing enjoys a mnnupn.ly anc} earnsap e
N‘Hf\s i l_'";(’ "u.lecides to enter and develop the rival airplane, then Bo . g
s A’Ir mbhether go accommuodate Airbus peaceably or to wWage a prlcef
B o t of peaceful competition, each firm will make a profit o
g:;bi?ﬁ;ﬁi; VIefriherepis a price war, each will lose $100 million because the

i i 5 up its
prices of airplanes will fall so low that neither firm will be able to recoup
development costs.

Draw the tree for this game.
the firms equilibrium strategles.

Find the rollback equilibrium and describe

¥ rns remov-
Consider a game in which two players, Fred and Barney, take tud e
S5. Con ‘ ‘ i
” ing matchsticks from a pile. They start with 21 ?atchstlctl\(;(,) atr;‘ g
: i e ) )
i | ‘h plaver may remove either one,
first. On each turn, each play . e
matchsticks, The player to remove the last matchsncl'( \f\nr];s ° g's et
Suppose there are only six matchsticks left, and it 1s' arn ?y e
o p\f:e should Barney make t0 guarantee himself victory? Explain y
mo

reasoning.

(b) Suppose there are 12 matc
move should Barney make to
answer to part (a) and roll back.)

(¢) Now start from the beginning of the
mally, who will win? .

(d) What are the optimal strategies (complete
player?

hsticks left, and it is Barney’s turn. What
guarantee himself victory? (Hint: Use your

game. If both players play opti-

plans of action) for each

i i layers have reached
i i evious exercise. Suppose thep
S0 o et Fe i here are just five matchsticks left.

iti ' dt

int where it is Fred's move an ; . -

E(laI;O Draw the game tree for the game starting w1th.ﬁve @at%hstch:ChstiCks.
(b) Findthe rollback equilibria for this game starting with five m

tage
(¢) Would you say this five-matchstick game has a first-mover advantag

d-mover advantage? o '
(d) %;:l:?rclo\rl‘vhy you found more than one roliback equilibrium. How 1s

i i c) of
your answer related to the optimal strategies you found in part ©)

the previous exercise? )
i 5 ee lions
§7. A slave has just been thrown to the lions in the Roman 301;S;e‘:1?0}?§; ]
. i inali +h Lion 1 closest to the slave. Each 0
chained down inaline, with Lion . : ' -
arrfough that he can only reach the two players 1mmed1att'31y ad]acen}t1 to hlrn; o
) The game proceeds as follows. First, Lion 1 decides whether 0
eat the slave.

If Lion 1 has N
Lion 1 (who is then 100 heavy to defend

i t
eaten the slave, then Lion 2 decides whether or not to ea
jmself). If Lion 1 has not eaten the
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slave, then Lion 2 has no choice: he cannot try to eat Lion 1, because a fight
would kill both lions.

Similarly, if Lion 2 has eaten Lion 1, then Lion 3 decides whether or not
to eat Lion 2,

Each lion’s preferences are fairly natural: best (4) is to eat and stay alive,
next best (3) is to stay alive but go hungry, next (2) is to eat and be eaten, and
worst (1) is to go hungry and be eaten.

(a) Draw the game tree, with payoffs, for this three-player game.

(b) What is the rollback equilibrium to this game? Make sure to describe
the strategies, not just the payoffs.

(c) Isthere a first-mover advantage to this game? Explain why or why not.

(d) How many complete strategies does each lion have? List them.

$8. Consider three major department stores—Big Giant, Titan, and Friedas—
contemplating opening a branch in one of two new Boston-area shopping
malls. Urban Mall is located close to the large and rich population center of
the area; it is relatively small and can accommodate at most two department
stores as “anchors” for the mall. Rural Mall is farther out in a rural and rela-
tively poorer area; it can accommodate as many as three anchor stores. None
of the three stores wants to have branches in both malls because there is suf-
ficient overlap of customers between the malls that locating in both would
just mean competing with itself. Each store prefers to be in a mall with one
or more other department stores than to be alone in the same mall, because
a mall with multiple department stores will attract sufficiently many more
total customers that each store's profit will be higher. Further, each store pre-
fers Urban Mall to Rural Mall because of the richer customer base. Each store
must choose between trying to get a space in Urban Mall (knowing that if the
attempt fails, it will try for a space in Rural Mall) and trying to get a space in
Rural Mall right away (without even attempting to get into Urban Mall).

In this case, the stores rank the five possible outcomes as follows: 5
(best), in Urban Mall with one other department store; 4, in Rural Mall with
one or two other department stores; 3, alone in Urban Mall; 2, alone in Rural
Mall; and 1 (worst), alone in Rural Mall after having attempted to get into
Urban Mall and failed, by which time other nondepartment stores have
signed up the best anchor locations in Rural Mall.

The three stores are sufficiently different in their managerial structures
that they experience different lags in doing the paperwork required to request
an expansion space in a new mall, Frieda's moves quickly, followed by Big
Giant, and finally by Titan, which is the least efficient in readying a location
plan. When all three have made their requests, the malls decide which stores
to let in. Because of the name recognition that both Big Giant and Titan
have with the potential customers, a mall would take either (or both) of

e
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those stores pefore it took Frieda's. Thus, Frieda’s does not getone of the two

spaces in Urban Mall if all three stores request those spaces; this is true even

though Frieda’s moves first.

(#) Draw the game (ree for this mall location game.

(b) Wustrate the rollback pruning process on your game lree and use the
pruned tree 10 find the roliback equilibrium. Describe the equilibrium
by using the (complete) sirategies employed by each department store.
What are the payoffs to eachstore at the rollback equilibrium outcome?

59. (Optional) Consider the following ultimatum bargaining game, which has been
studied in laboratory experiments. The Proposer moves first, and proposes &
split of $10 petween himsell and the Responder. Any whole-dollar split may
be proposed. For example, the Proposer may offer to keep the whole $10 for
himself, he may propose to keep $9 for himself and give $1 10 the Responder,
48 to himsell and $2 10 the Responder, and so on. (Note that the Proposer
therefore has eleven possible choices.) After seeing the split, the Responder
can choose to accept the split ov reject it. If the Responder accepts, both play-
ers get the proposed amounts. If she rejects, both players get $0-

() Write out the game trec for this game.

1 How many complete strategies does each player have?

{¢) What is the rollback equilibrium to this game, assuming the players
care only about their cash payoffs?

() Suppose Rachel the Responder would accept any offer of $3 or more,
and reject any offer of §2 or less, Suppose Pete the Proposer knows Ra-
chels strategy, and he wanls to maximize his cash payofl. What strategy
should he use?

(e) Rachel’s true payoff (het “utility”) might not be the same as her cash
payoff. What other aspects of the game might she care about? Given
your answer, propose a set of payoffs for Rachel that would make her
strategy optimal.

) In laboratory experiments, piayers typically do not play the rollback
equilibrium. Proposers typically offer an amount between §2 and $5 10
the Responder. Responders often reject offers of 3, $2, and especially
§1. Explain why you think this might occut.

UNSOLVED EXERCISES

U1. "In a sequential-move game, the player who moves first is sure to win.” Is this
statement true or false? State the reason for your answer in a few brief sen-
tences, and givean example of a game that illustrates your answer.

EXERCISES 85

U2.In each i
of the following games, how many pure strategies (complete plans

)
of action) are available to each playel? List all of the pure strategies for each

(a)

, _m30 (b
MINERVA_ 2 :

ALBUS

ALBUS

(4]
1,3,1

2,4,0

0,23

ALBUS

2,11

U3. Fo es i ack equi-
i ieach of the games illustrated in Exercise U2 identify the rollback q
0 , o
librium outcome and the complete equilibrium strategy for each player

U4. Two disti
gress ;iskler;ct proposals, A and B, are being debated in Washington. The C
are not mUtproﬁ’OSa] A, .and the president likes proposal B. The. " or:_
ually exclusive; either or both or neither may become}; p;;a s
aw. Thus
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and the rankings of the two sides are as

there are four possible outcomes,
sents a more favored outcome.

follows, where a larger number repre

Qutcome Congress President
A becomes law 4 1

B becomes faw 1 4
Both A and B become law 3 3

Neither (status Quo prevails) 2 2

(a) The moves in the game are as follows. First, the Congress decides
contain A or B or both. Then

whether to pass a bill and whether it is to
the president decides whether 10 sign or veto the bill. Congress does
not have enough votes t0 over’ (0. Draw a tree for this game and

ride a ve
find the rollback equilibrium.
Now suppose the rules of the game are changed in only one respect: the
president is given the extra power of a line-itern veto. Thus, if the Con-
1l containing both A and B, the president may choose
1o the bill as a whole, but also to veto just one of
tree and find the rollback equilibrium.
e between the two equilibria arises.

(b

gress passes a bi
not only to sign or ve
the two items. Show the new
(c) Explain intuitively why the differenc
g game with a jar containing
first, Each time itis 2 player’s
f the jar. The player whose

U5. Two players, Amy and Beth, play the followin
100 pennies. The players take turns; Amy goes

turn, she takes between one and 10 pennies out o

move empties the jar wins.
(a) If both players play optimally, who will win the game? Does this game

have a first-mover advantage? Explain your reasoning.
(b) What are the optimal strategies (complete plans of action) for each

player?

(¢) Now suppose we change the
ties the jar loses. Does this ga
your reasoning.

(d) Inthis second variant, what are the 0

rules so that the player whose move emp-
me have a first-mover advantage? Explain

ptimal strategies for each player?

U6. Now Amy and Beth play a game with two jars, each containing 100 pennies.
The players take [UNs; Amy goes first. Fach time it is & player's turm, she
chooses one of the jars and renioves anywhere from one to 10 pennies from
it. The player whose move leaves both jars empty wins. (Note that when a
player empties the second jar, the first jar must alteady have been emptied
in some previous move by one of the players.)

(a) Does this game have a first-mover advantage or a second-mover advan-
tage? Explain which player can guarantee victory, and how she can do it.

EXERCISES 87

Hint: simpli i
i - :1mp2fy th.e game by starting with a smaller number of pennies i
N What] ar; :rzh see 1f.y0u can generalize your finding to the actual game. )m
s te lgptlm}:\] strategies (complete plans of action) for ea‘ch
? (Hint: First think of a starting situation i i
playe . : ion in which both jars ha
X }?e th:}:;le':f()f lf)enmes. Then consider starting positions ]in whi::,}(i
iffer by one to 10 pennies. Finall i
. : : . . , €O i i
tions in which the jars differ by more than 10 p};nni:l)der e pos

u7. I(VI;)diIi;y Exercise S7 so that there are now four lions
! . : .
P Wr}eli;/\t/ t-hi Eamellt;ee, with payoffs, for this four-player game,
is the rollback equilibrium to this ? .
the strategies, not just the payoffs. 1 gamet ke sure to deseribe
(c) Is the additional lion good or bad for the slave? Explain,

U8.To give M
CaSgSie 0noarrr: ;1 (ti.ay of r(;st. Dad plans to take his two children, Bart and
i uting on Sunday. Bart prefer: :
T . s to go to the amusem
o e;;eats.l.Cassw pre.fers to go to the science museum (S). Each ctellilltdpark
e, hlixs /1 }ity fllom hle/ her more preferred activity, and only 2 units of Lglf tls
er less preferred activity. D i ili N
o ty. Dad gets 2 units of utility for either of
To choo ir activi
ks Cse tl.leu activity, Dad plans first to ask Bart for his preferenc
g assie after she hears Bart's choice. Each child can choose eith .
e amus ar;fen't park (A) or the science museum (S). If both children chooer
ooy aCtiv'tl'wty, then t‘hat is what they will all do. If the children choose d'sfe
porent add:t.les. ]li)ad will make a tie-breaking decision. As the parent, Dalxc;
ional option: he can choose th . ;
: e amusement park, i
N ! ark, t
eal:;ezrrtl,lor his pfersonal favorite, the mountain hike (M)pBart :ﬁdszlen?e
et 1 unit of utility from the mo in hi . 5
ol unt i
ot by e ain hike, and Dad gets 3 units of
Becau i i
= unsifsl())e;d \t/v]aPytsfhl}s1 children to cooperate with one another, he gets
: utility if the children ch ivi ’
et oose the same activity (no matter
(a D i
(b)) Wr};:;/st/ tkslci game]lt;ee, with payoffs, for this three-person game
is the rollback equilibrium to this .
ame? i
" the strategies, not just the payoffs Bl S
c) H i ,
. How many different complete strategies does Bart have? Explain
ow many complete strategies does Cassie have? Explain .

U9. (Optional— i i
o g}‘; r:r;:«.lilhn\/:;rfn (ii]lflf;lcult) Consider the Survivor game tree illustrated in
S e é;ab- lrllt.Jt have g‘uessed exactly the values Rich estimated
i s il l.tleS. so let's generalize this tree by considering other
A u. partlculaf, suppose that the probability of winning th
y challenge when Rich chooses Continue is x for Rich, y for Ig(ell;3

Ie
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and 1 — x - yfor Rudy; similarly, the probability of winning when Rich gives

up is z for Kelly and 1 — z for Rudy. Further, suppose that Rich's chance of

being picked by the jury is pif he has won immunity and has voted Rudy off

{he island; his chance of being picked is g if Kelly has won immunity and has

voted Rudy off. Continue 1o assume that if Rudy wins immunity, he keeps

Rich with probability 1, and that Rudy wins the game with probability 1 ifhe

ends up in the final two. Note that In the example of Figure 3,11, we had x =

0.45, y=05,2= 09, p= 0.4, and ¢ = 0.6. (In general, the variables p and ¢

need not sum to 1, though this happened to be true in Figure 3.11.)

(a) Find an algebraic formula, in terms of X, 3, 2 P» and g, for the probabil-
ity that Rich wins the million dollars if he chooses Continue. (Note: Your
formula might not contain all of these variables.)

(b) Find a similar algebraic formula for the probability that Rich wins the
million dollars if he chooses Give Up. (Again, your formula might not
contain all of the variables.)

(¢) Use these esults t0 find an algebraic inequality telling us under what
circumstances Rich should choose Give Up.

(d) Suppose all the values are the same as in Figure 3.11 except for z. How
high or low could zbe so that Rich would still prefer to Give Up? Explain
intuitively why there are some values of z for which Rich is better off
choosing Continue.

(e) Suppose all the values are the same as in Figure 3.11 except for p and
¢. Assume that since the jury is more likely to choose a “nice” person
who doesn't vote Rudy off, we should have p > 0.5 > ¢. For what values
of the ratio (p/g) should Rich choose Give Up? Explain intuitively why
there are some values of p and ¢ for which Rich is better off choosing

Continue.

| |
Simultaneous-Move Games
with Pure Strategies I:
Discrete Strategies

ECA t i
if 1LL FROM CHAPTER Z.thar games are said to have simultaneous moves
i p ziye(ris must move without knowledge of what their rivals have cho
en i i 50 : s
= o do. .It is obviously so if players choose their actions at exactly
by .same.: tlme.' A game is also simultaneous when players choose their
- s in isolation, with no information about what other players have done or
i X . .
. ?, evlen if the choices are made at different hours of the clock. (For this rea
)8 : i i : _
on iréné ttlan(:ou; move games have imperfect information in the sense we de
apter 2, Section 2.D.) This chaj :
, .D. pter focuses on games that have
: ' ; : such
p;m.ely simultaneous interactions among players. We consider a variety of types
of s i i
ol t1l’rlr1ultane0us games, introduce a solution concept called Nash equilibrium
ese games, and study games with on ilibri
. i e equilibri ilibri
ceui el q um, many equilibria, or no
M . o
ga ar'll};l familiar strategic situations can be described as simultaneous-move
mes. The various producets of televisi _
= vision sets, stereos, or aut i
e ‘ , or automobiles make
- d100'ns about product design and features without knowing what rival firms
i .
i ther.lg' ab.01.1t their own products. Voters in U.S. elections simultaneously
e t:r ind lVlgual votes; no voter knows what the others have done when she
er own decision. The interaction b
! . . etween a soccer goali d
ity . . : goalie and an oppos-
Sirmlhaneerodulrlng a penalty kick requires both players to make their decisions
kicked to 4 :s (if—t}}:e goalie cannot afford to wait until the ball has actually been
cide whi i
e ich yvay to go, because then it would be far too late.
G065 5o miiy uyt Tin 1:multaneous—move game chooses her action, she obviously
any knowledge of the choices made by other players. She also

s
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