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Preface to the Second Edition

I welcome the opportunity to publish an updated edition of Pat-
terns of Democracy, originally published in 1999, because it gives
me an opportunity to test whether my main fi ndings and conclu-
sions continue to be valid—especially my fi nding that the great 
variety of formal and informal rules and institutions that we fi nd 
in democracies can be reduced to a clear two-dimensional pattern
on the basis of the contrast between majoritarian and consensus 
forms of government, and my conclusion that consensus democ-
racies (measured on the fi rst of these dimensions) have a superior 
record with regard to effective policy-making and the quality of 
democracy compared with majoritarian democracies. The basic 
organization of the book has not changed, but the data on which 
its empirical analysis is based has changed in important ways.
 First, my analysis continues to compare the same number of 
democracies—thirty-six—but three of the countries had to be re-
moved because they are no longer free and democratic according 
to the criteria of Freedom House: Colombia, Venezuela, and Papua 
New Guinea. I replaced them with Argentina, Uruguay, and Korea, 
which returned to democracy in the 1980s.
 Second, I extended the analysis from 1996 to 2010, which en-
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tails a considerable increase in the time span during which the 
other thirty-three democracies are analyzed: a 74 percent in-
crease for the newest democracies included in the fi rst edition—
India and Spain—smaller but still substantial increases for the 
countries that became democratic between the 1950s and the early 
1970s, and even a signifi cant 28 percent increase for the older 
democracies analyzed from the late 1940s on.
 Third, I made no major changes in the defi nition and measure-
ment of the ten basic variables that make up the majoritarian-
consensus contrast, with two important exceptions. In hindsight, 
I concluded that the way I operationalized executive dominance 
in Chapter 7 of the original edition was too complicated and 
cumbersome; I therefore use a much simpler and more straight-
forward operationalization in the updated edition. In Chapter 13, 
I was forced to change the treatment of central bank indepen-
dence because from the mid-1990s on the internationalization of 
central banking—in particular, the creation of the European Cen-
tral Bank and changes in several national central bank charters 
demanded by the International Monetary Fund—changed the sta-
tus of central banks from domestic institutions to organizations in 
the international system. A less important change is that I reduced 
my discussion of the issue dimensions of partisan confl ict—which
is not an institutional variable and is not one of the basic ten 
variables distinguishing majoritarian from consensus democracy—
from about a third of Chapter 5 to a more appropriately short ad-
dendum to that chapter.
 Fourth, the biggest changes are in Chapters 15 and 16 with regard 
to the variables by which I measure the performance of consensus 
versus majoritarian democracies. Some of these variables—like 
economic growth, the control of infl ation and unemployment, 
women’s representation, and political equality—are the same as 
in the original edition, but the data on them are for later periods 
and therefore almost completely new. A few others, like social 
expenditure and environmental performance, are also the same 
but measured by new and different indexes. And then there are 
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entirely new variables not used in the original edition at all. I 
also streamlined the presentation of the results of the regression 
analyses. Instead of showing the bivariate relationships between 
consensus democracy and the performance variables in the ta-
bles and discussing the infl uence of control varia bles, especially 
the impact of the level of economic development and popu-
lation size, in the accompanying text, I now have tables show-
ing multivariate regression analyses of the effects of consen-
sus democracy with these two standard controls in place in all 
instances.
 Generally the quality of all the new data is a great deal better 
than the quality of the data that I had at my disposal in the mid-
1990s, and they are available for many more countries. In par-
ticular, I made grateful use of two entirely new and highly rele-
vant datasets for the measurement of the quality of government 
and the quality of democracy, respectively: the Worldwide Gov-
ernance Indicators and the data of the Democracy Index project 
of the Economist Intelligence Unit. Not only have excellent data 
become much more available in the past decade, but they have 
also become more easily accessible. In the preface to the fi rst edi-
tion, I wrote that I might not have been able to write it without the 
invention of email. I can now add that this new edition might not 
have been possible, or would have been much more diffi cult to 
write, without all of the information that is available on the internet.
 To briefl y preview my conclusions in the updated edition, I 
fi nd that my original conclusions are amply confi rmed. In fact, 
the evidence with regard to the interrelationships of my ten ma-
joritarian versus consensus characteristics and with regard to the 
superior performance of consensus democracy has become even 
clearer and stronger.

The preparation of a study of as many as thirty-six countries is 
impossible without the input of many comparative and country 
experts. I am deeply grateful to my friends and colleagues for the 
valuable advice and assistance I received from them. First of all, 
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I want to express my thanks again to everyone who helped me 
with the fi rst edition of this book. Their input is still refl ected in 
the contents of this second edition, too.
 I was especially in need of assistance with regard to the three 
new countries in the updated edition, and I am grateful for the 
excellent advice on Korean politics from Taekyoon Kim, Kyoung-
Ryung Seong, Jong-Sung You, and my Korean research assistant, 
Don S. Lee. For Argentina and Uruguay I had a huge team of aides 
and advisers, and I am deeply indebted to them all: David Alt-
man, Octavio Amorim Neto, Marcelo Camerlo, Rossana Casti-
glioni, Sebastián Etchemendy, Mark P. Jones, Jorge Lanzaro, An-
drés Malamud, M. Victoria Murillo, Sebastián M. Saiegh, and 
Andrew Schrank. For recent developments in several other coun-
tries I relied on the advice of Edward M. Dew, Fragano S. J. Ledg-
ister, Ralph R. Premdas, and Rajendra Ramlogan (Barbados and 
the other Caribbean countries); Carl Devos and Luc Huyse (Bel-
gium); Pradeep K. Chhibber and Ashutosh Varshney (India); 
Yuko Kasuya and Mikitaka Masuyama (Japan); Deborah Bräuti-
gam, Jørgen Elklit, Shaheen Mozaffar, Linganaden Murday, and 
Nadarajen Sivaramen (Mauritius); Peter Aimer and Jack Vowles 
(New Zealand); Richard Gunther and Óscar Martínez-Tapia (Spain); 
Matthew Flinders, Michael Gallagher, and Thomas C. Lundberg 
(United Kingdom); and Gary C. Jacobson (United States).
 I am equally grateful to all of the scholars who helped me in im-
portant subject areas: Krista Hoekstra, Hans Keman, Jelle Koedam, 
and Jaap Woldendorp (cabinet coalitions); Daniel M. Brinks, Isaac 
Herzog, Donald W. Jackson, and Mary L. Volcansek (judicial re-
view); Christopher Crowe and Mauro F. Guillén (central banks); 
and Scott Desposato, Stephen J. K. Lee, Philip G. Roeder, and Se-
bastián M. Saiegh (statistical and computer issues). Other scholars 
whom I would like to thank without placing them in country or 
subject categories are Ernesto Alvarez, Jr., Julian Bernauer, Joseph 
H. Brooks, Royce Carroll, Josep M. Colomer, Zachary Elkins, John 
Gerring, Ronald F. Inglehart, Mona Lena Krook, Sanford A. Lak-
off, Dieter Nohlen, Matt H. Qvortrup, Manfred G. Schmidt, Alan 
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Siaroff, Fabia Soehngen, Rein Taagepera, Steven L. Taylor, and 
Adrian Vatter.
 In April 2011, I gave seminars on the fi ndings of this updated 
edition at the Juan March Institute in Madrid and at the Madrid 
campus of Suffolk University, and in November 2011 a similar 
seminar in the Department of Politics of the University of Ant-
werp. The comments and questions I received from the partici-
pants in these seminars were very helpful. I would also like to 
thank William Frucht, executive editor at Yale University Press, 
for the strong encouragement he gave me to write an updated edi-
tion, and Laura Jones Dooley, who expertly copyedited both the 
fi rst and second editions.  Above all, I owe special thanks to my 
two research assistants, Christopher J. Fariss and Don S. Lee. 
Chris was my main statistical adviser, and he prepared almost all 
of the fi gures in Chapters 6 to 14 as well as the factor analysis 
reported in Chapter 14.  Don collected and organized most of the 
macroeconomic and violence data for Chapter 15.  I am deeply 
grateful for their help, hard work, and friendship.
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Preface to the First Edition

My book Democracies, published in 1984, was a comparative study 
of twenty-one democracies in the period 1945–80. Its most impor-
tant fi ndings were (1) that the main institutional rules and practices 
of modern democracies—such as the organization and operation 
of executives, legislatures, party systems, electoral systems, and 
the relationships between central and lower-level governments—
can all be measured on scales from majoritarianism at one end to 
consensus on the other, (2) that these institutional characteristics 
form two distinct clusters, and (3) that, based on this dichoto-
mous clustering, a two-dimensional “conceptual map” of democ-
racy can be drawn on which each of the democracies can be lo-
cated. My original plan for a second edition was to reinforce this 
theoretical framework and the empirical fi ndings mainly by means 
of an update to the mid-1990s—an almost 50 percent increase in 
the total time span—with only a few additional corrections and 
adjustments.
 When I began work on the revision, however, I realized that it 
offered me a great opportunity for much more drastic improve-
ments. I decided to add not just the updated materials but also fi f-
teen new countries, new operationalizations of the institutional 

xv
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variables, two completely new institutional variables, an attempt 
to gauge the stability of the countries’ positions on the conceptual 
map, and an analysis of the performance of the different types of 
democracy with regard to a large number of public policies. As a 
result, while Patterns of Democracy grew out of Democracies, it 
has become an entirely new book rather than a second edition.
 For those readers who are familiar with Democracies, let me 
describe the principal changes in Patterns of Democracy in some-
what greater detail:

1. Patterns of Democracy covers thirty-six countries—fi fteen more 
than the twenty-one countries of Democracies. This new set of 
thirty-six countries is not just numerically larger but consider-
ably more diverse. The original twenty-one democracies were all 
industrialized nations and, with one exception (Japan), Western 
countries. The fi fteen new countries include four European na-
tions (Spain, Portugal, Greece, and Malta), but the other eleven—
almost one-third of the total of thirty-six—are developing coun-
tries in Latin America, the Caribbean, Africa, Asia, and the 
Pacifi c. This greater diversity provides a critical test of the two-
dimensional pattern found in Democracies. A minor change 
from Democracies is that I dropped the French Fourth Repub-
lic (1946–58) because it lasted only twelve years—in contrast 
with the minimum of almost twenty years of democracy for all 
other cases; in this book, “France” means the Fifth Republic 
from 1958 on.

2. In Democracies, I analyzed the twenty-one countries from their 
fi rst national elections in or soon after 1945 until the end of 
1980. Patterns of Democracy extends this period until the mid-
dle of 1996. For the original countries (except France), the 
starting-point is still the second half of the 1940s; for the others, 
the analysis begins with their fi rst elections upon the achieve-
ment of independence or the resumption of democracy—ranging 
from 1953 (Costa Rica) to 1977 (India, Papua New Guinea, and 
Spain.)
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3. The two new institutions analyzed in Patterns of Democracy
are interest groups and central banks (Chapters 9 and 13). Two 
other variables that were discussed prominently in Democra-
cies and given chapters of their own—the issue dimensions of 
partisan confl ict and referendums—are “demoted” in Patterns
of Democracy. I now discuss them more briefl y in Chapters 5 
and 12, and I have dropped the issue dimensions as one of the 
fi ve elements of the fi rst cluster of characteristics because, un-
like all the other variables, it is not an institutional character-
istic. The fi rst cluster still consists of fi ve variables, however, 
because the interest group system is now added to it. The second 
cluster is expanded from three to fi ve elements: I split the vari-
able of constitutional rigidity versus fl exibility into two sepa-
rate variables—the diffi culty of constitutional amendment and 
the strength of judicial review—and I added the variable of cen-
tral bank independence.

4. I critically reviewed the operationalization of all of the institu-
tional characteristics, and I found that almost all could be, and 
should be, improved. My overriding objective was to maxi-
mize the validity of my quantitative indicators—that is, to cap-
ture the “reality” of the political phenomena, which are often 
diffi cult to quantify, as closely as possible. One frequent prob-
lem was that I was faced with two alternative operationali-
zations that appeared to be equally justifi ed. In such cases, I 
consistently chose to “split the difference” by combining or 
averaging the alternatives instead of more or less arbitrarily 
picking one instead of the other. In the end, only the opera-
tionalization of the party system variables—in terms of the ef-
fective number of parliamentary parties—survived almost (but 
not completely) intact from Democracies. All of the others 
were modifi ed to a signifi cant extent.

5. In Democracies, I placed my democracies on the conceptual 
map of democracy on the basis of their average institutional 
practices in the thirty to thirty-fi ve years under consideration; 
I did not raise the question of how much change may have oc-
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curred over time. Chapter 14 of Patterns of Democracy does 
look into this matter by dividing the approximately fi fty years 
from 1945 to 1996 into separate periods of 1945–70 and 1971–
96 and by showing how much—or how little—twenty-six of 
the democracies (those with a suffi cient number of years in the 
fi rst period) shifted their positions on the conceptual map 
from the fi rst to the second period.

6. Perhaps the most important new subject covered in Patterns of 
Democracy is the “so what?” question: does the type of democ-
racy make a difference for public policy and for the effective-
ness of government? Chapter 15 investigates the relationship 
between the degree of consensus democracy and how success-
ful governments are in their macroeconomic management (such 
as economic growth and the control of infl ation and unem-
ployment) and the control of violence. Chapter 16 looks at sev-
eral indicators of the quality of democracy (such as women’s 
representation, equality, and voter participation) and the records 
of the governments with regard to welfare policies, environ-
mental protection, criminal justice, and economic aid to de-
veloping countries.

7. I began Democracies with sketches of British and New Zealand 
politics as illustrative examples of the Westminster model of de-
mocracy and similar brief accounts of Swiss and Belgian democ-
racy as examples of the consensus model. Patterns of Democracy
updates these four sketches and adds Barbados and the Euro-
pean Union as two further examples of the respective models.

8. Democracies presented the relationships between the different 
variables by means of tables with cross-tabulations. In Patterns
of Democracy, I generally use scattergrams that show these re-
lationships and the positions of each of the thirty-six democra-
cies in a much clearer, more accurate, and visually more at-
tractive fashion.

9. Patterns of Democracy adds an appendix with the values on 
all ten institutional variables and the two overall majoritarian-
consensus dimensions for the entire period 1945–96 and for 
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the shorter period 1971–96. The ready availability of these basic 
data as part of the book should facilitate replications that other 
scholars may want to perform as well as the use of these data 
for further research.

It would have been impossible for me to analyze the thirty-six 
countries covered in Patterns of Democracy without the help of a 
host of scholarly advisers—and almost impossible without the 
invention of email! I am extremely grateful for all of the facts and 
interpretations contributed by my advisers and for their unfail-
ingly prompt responses to my numerous queries.
 On the Latin American democracies, I received invaluable 
assistance from Octavio Amorim Neto, John M. Carey, Brian F. 
Crisp, Michael J. Coppedge, Jonathan Hartlyn, Gary Hoskin, 
Mark P. Jones, J. Ray Kennedy, Scott Mainwaring, and Matthew 
S. Shugart. Thomas C. Bruneau, P. Nikiforos Diamandouros, and 
Richard Gunther helped me understand the Mediterranean de-
mocracies better. Ralph R. Premdas was a key consultant on the 
Caribbean democracies, together with Edward M. Dew, Neville R. 
Francis, Percy C. Hintzen, and Fragano S. J. Ledgister. Pradeep K. 
Chhibber and Ashutosh Varshney helped me solve a number of 
puzzles in the politics of India. With regard to some of the small 
and underanalyzed countries, I was particularly dependent on 
the willingness of area and country experts to provide facts and 
explanations: John D. Holm, Bryce Kunimoto, Shaheen Mozaffar, 
and Andrew S. Reynolds on Botswana; John C. Lane on Malta; 
Hansraj Mathur and Larry W. Bowman on Mauritius; and Ralph 
Premdas (again) as well as Ben Reilly and Ron May on Papua 
New Guinea.
 Nathaniel L. Beck, Susanne Lohmann, Sylvia Maxfi eld, Pierre 
L. Siklos, and Steven B. Webb advised me on central banks; Mir-
iam A. Golden, Stephan Haggard, Neil J. Mitchell, Daniel L. Niel-
son, Adam Przeworski, and Alan Siaroff on interest groups; and 
Martin Shapiro and Alec Stone on judicial review. On other coun-
tries and subjects I benefi ted from the help and suggestions of 
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John S. Ambler, Matthew A. Baum, Peter J. Bowman, Thomas C. 
Bruneau, Gary W. Cox, Markus M. L. Crepaz, Robert G. Cushing, 
Robert A. Dahl, Larry Diamond, Panayote E. Dimitras, Giuseppe 
Di Palma, James N. Druckman, Svante O. Ersson, Bernard Grofman, 
Arnold J. Heidenheimer, Charles O. Jones, Samuel H. Kernell, Ellis 
S. Krauss, Michael Laver, Thomas C. Lundberg, Malcolm Macker-
ras, Peter Mair, Jane Mansbridge, Marc F. Plattner, G. Bingham Pow-
ell, Jr., Steven R. Reed, Manfred G. Schmidt, Kaare Strøm, Wilfried 
Swenden, Rein Taagepera, Paul V. Warwick, and Demet Yalcin.
 In October 1997, I gave an intensive two-week seminar, largely 
based on draft materials for Patterns of Democracy, at the Insti-
tute for Advance Studies in Vienna; I am grateful for the many 
helpful comments I received from Josef Melchior, Bernhard Kit-
tel, and the graduate students who participated in the seminar 
sessions. In April and May 1998, I gave similar lectures and sem-
inars at several universities in New Zealand: the University of 
Canterbury in Christchurch, the University of Auckland, Victoria 
University of Wellington, and the University of Waikato in Ham-
ilton. Here, too, I benefi ted from many useful reactions, and I 
want to thank Peter Aimer, Jonathan Boston, John Henderson,
Martin Holland, Keith Jackson, Raymond Miller, Nigel S. Rob-
erts, and Jack Vowles in particular.
 James N. Druckman expertly executed the factor analysis re-
ported in Chapter 14. Ian Budge, Hans Keman, and Jaap Wolden-
dorp provided me with their new data on cabinet formation be-
fore these were published. Several other scholars also generously 
shared their not yet published or only partly published data with 
me: data on the composition of federal chambers from Alfred 
Stepan and Wilfried Swenden’s Federal Databank; data on the 
distance between governments and voters collected by John D. 
Huber and G. Bingham Powell, Jr.; and Christopher J. Anderson 
and Christine A. Guillory’s data on satisfaction with democracy. 
Last, but certainly not least, I am very grateful for the work of my 
research assistants Nastaran Afari, Risa A. Brooks, Linda L. 
Christian, and Stephen M. Swindle.



Chapter 1

Introduction

There are many ways in which, in principle, a democracy 
can be organized and run; in practice, too, modern de-
mocracies exhibit a variety of formal governmental insti-

tutions, like legislatures and courts, as well as political party and 
interest group systems. However, clear patterns and regularities 
appear when these institutions are examined from the perspec-
tive of how majoritarian or how consensual their rules and prac-
tices are. The majoritarianism-consensus contrast arises from the 
most basic and literal defi nition of democracy—government by 
the people or, in representative democracy, government by the 
representatives of the people—and from President Abraham Lin-
coln’s famous further stipulation that democracy means govern-
ment not only by but also for the people—that is, government in 
accordance with the people’s prefererences.1

 Defi ning democracy as “government by and for the people” 

  1

 1. As Clifford D. May (1987) points out, credit for this defi nition should 
probably go to Daniel Webster instead of Lincoln. Webster gave an address 
in 1830—thirty-three years before Lincoln’s Gettysburg address—in which 
he spoke of a “people’s government, made for the people, made by the 
people, and answerable to the people.”
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raises a fundamental question: Who will do the governing and to 
whose interests should the government be responsive when the 
people are in disagreement and have divergent preferences? One 
answer to this dilemma is: the majority of the people. This is 
the essence of the majoritarian model of democracy. The majori-
tarian answer is simple and straightforward and has great appeal 
because government by the majority and in accordance with the 
majority’s wishes obviously comes closer to the democratic ideal 
of “government by and for the people” than government by and 
responsive to a minority.
 The alternative answer to the dilemma is: as many people as 
possible. This is the crux of the consensus model. It does not dif-
fer from the majoritarian model in accepting that majority rule is 
better than minority rule, but it accepts majority rule only as a 
minimum requirement: instead of being satisfi ed with narrow 
decision-making majorities, it seeks to maximize the size of these 
majorities. Its rules and institutions aim at broad participation in 
government and broad agreement on the policies that the govern-
ment should pursue. The majoritarian model concentrates politi-
cal power in the hands of a bare majority—and often even merely 
a plurality instead of a majority, as Chapter 2 will show—whereas 
the consensus model tries to share, disperse, and limit power in 
a variety of ways. A closely related difference is that the majori-
tarian model of democracy is exclusive, competitive, and adver-
sarial, whereas the consensus model is characterized by inclu-
siveness, bargaining, and compromise; for this reason, consensus 
democracy could also be termed “negotiation democracy” (Kai-
ser 1997, 434).
 Ten differences with regard to the most important democratic 
institutions and rules can be deduced from the majoritarian and 
consensus principles. Because the majoritarian characteristics 
are derived from the same principle and hence are logically con-
nected, one could also expect them to occur together in the real 
world; the same applies to the consensus characteristics. All ten 
variables could therefore be expected to be closely related. Previ-
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ous research has largely confi rmed these expectations—with one 
major exception: the variables cluster in two clearly separate di-
mensions (Lijphart 1984, 211–22). The fi rst dimension groups fi ve 
characteristics of the arrangement of executive power, the party 
and electoral systems, and interest groups. For brevity’s sake, I 
shall refer to this fi rst dimension as the executives-parties dimen-
sion. Since most of the fi ve differences on the second dimension 
are commonly associated with the contrast between federalism 
and unitary government—a matter to which I shall return shortly—
I shall call this second dimension the federal-unitary dimension.
 The ten differences are formulated below in terms of dichoto-
mous contrasts between the majoritarian and consensus models, 
but they are all variables on which particular countries may be at 
either end of the continuum or anywhere in between. The ma-
joritarian characteristic is listed fi rst in each case. The fi ve differ-
ences on the executives-parties dimension are as follows:

1. Concentration of executive power in single-party majority cab-
inets versus executive power-sharing in broad multiparty co-
alitions.

2. Executive-legislative relationships in which the executive is 
dominant versus executive-legislative balance of power.

3. Two-party versus multiparty systems.
4. Majoritarian and disproportional electoral systems versus pro-

portional representation.
5. Pluralist interest group systems with free-for-all competition 

among groups versus coordinated and “corporatist” interest 
group systems aimed at compromise and concertation.

 The fi ve differences on the federal-unitary dimension are the 
following:

1. Unitary and centralized government versus federal and decen-
tralized government.

2. Concentration of legislative power in a unicameral legislature 
versus division of legislative power between two equally strong 
but differently constituted houses.



4  INTRODUCTION

3. Flexible constitutions that can be amended by simple majori-
ties versus rigid constitutions that can be changed only by ex-
traordinary majorities.

4. Systems in which legislatures have the fi nal word on the con-
stitutionality of their own legislation versus systems in which 
laws are subject to a judicial review of their constitutionality 
by supreme or constitutional courts.

5. Central banks that are dependent on the executive versus inde-
pendent central banks.

 One plausible explanation of this two-dimensional pattern is 
suggested by the classical theorists of federalism—Ivo D. Duch-
acek (1970), Daniel J. Elazar (1968), Carl J. Friedrich (1950, 189–
221), and K. C. Wheare (1946)—as well as by many contemporary 
theorists (Colomer 2011, 85–100; Hueglin and Fenna 2006; Stepan 
2001, 315–61; Watts 2008). These scholars maintain that federal-
ism has primary and secondary meanings. Its primary defi nition 
is: a guaranteed division of power between the central govern-
ment and regional governments. The secondary characteristics 
are strong bicameralism, a rigid constitution, and strong judicial 
review. Their argument is that the guarantee of a federal division 
of power can work well only if (1) both the guarantee and the exact 
lines of the division of power are clearly stated in the constitu-
tion and this guarantee cannot be changed unilaterally at either the 
central or regional level—hence the need for a rigid constitution, 
(2) there is a neutral arbiter who can resolve confl icts concerning 
the division of power between the two levels of government—
hence the need for judicial review, and (3) there is a federal cham-
ber in the national legislature in which the regions have strong 
representation—hence the need for strong bicameralism; more-
over, (4) the main purpose of federalism is to promote and pro-
tect a decentralized system of government. These federalist char-
acteristics can be found in the fi rst four variables of the second 
dimension. As stated earlier, this dimension is therefore called the
federal-unitary dimension.
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 The federalist explanation is not entirely satisfactory, however, 
for two reasons. One problem is that, although it can explain the 
clustering of the four variables in one dimension, it does not ex-
plain why this dimension should be so clearly distinct from the 
other dimension. Second, it cannot explain why the variable of 
central bank independence is part of the federal-unitary dimen-
sion. A more persuasive explanation of the two-dimensional pat-
tern is the distinction between “collective agency” and “shared 
responsibility” on one hand and divided agencies and responsi-
bilities on the other suggested by Robert E. Goodin (1996, 331).2

These are both forms of diffusion of power, but the fi rst dimension 
of consensus democracy with its multiparty face-to-face interac-
tions within cabinets, legislatures, legislative committees, and 
concertation meetings between governments and interest groups 
has a close fi t with the collective-responsibility form. In contrast, 
both the four federalist characteristics and the role of central 
banks fi t the format of diffusion by means of institutional separa-
tion: division of power between separate federal and state insti-
tutions, two separate chambers in the legislature, and separate 
and independent high courts and central banks. Viewed from 
this perspective, the fi rst dimension could also be labeled the 
joint-responsibility or joint-power dimension and the second the 
divided-responsibility or divided-power dimension. However, 
although these labels would be more accurate and theoretically 
more meaningful, my original labels—“executives-parties” and 
“federal-unitary”—have the great advantage that they are easier 
to remember, and I shall therefore keep using them throughout 
this book.
 The distinction between two basic types of democracy, majori-
tarian and consensus, is by no means a novel invention in politi-
cal science. In fact, I borrowed these two terms from Robert G. 
Dixon, Jr. (1968, 10). Hans Hattenhauer and Werner Kaltefl eiter 

 2. A similar distinction, made by George Tsebelis (2002), is that be-
tween “institutional veto players,” located in different institutions, and 
“partisan veto players” such as the parties within a government coalition.
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(1986) also contrast the “majority principle” with consensus, and 
Jürg Steiner (1971) juxtaposes “the principles of majority and 
proportionality.” G. Bingham Powell, Jr. (1982), distinguishes be-
tween majoritarian and broadly “representational” forms of de-
mocracy and, in later work, between two “democratic visions”: 
majoritarian and proportional (Powell 2000). Similar contrasts 
have been drawn by Robert A. Dahl (1956)—“populistic” versus 
“Madisonian” democracy; William H. Riker (1982)—“populism” 
versus “liberalism”; Jane Mansbridge (1980)—“adversary” versus 
“unitary” democracy; and S. E. Finer (1975)—“adversary politics” 
versus centrist and coalitional politics.
 Nevertheless, there is a surprisingly strong and persistent ten-
dency in political science to equate democracy solely with ma-
joritarian democracy and to fail to recognize consensus democ-
racy as an alternative and equally legitimate type. A particularly 
clear example can be found in Stephanie Lawson’s (1993, 192–
93) argument that a strong political opposition is “the sine qua 
non of contemporary democracy” and that its prime purpose is 
“to become the government.” This view is based on the majori-
tarian assumption that democracy entails a two-party system (or 
possibly two opposing blocs of parties) that alternate in govern-
ment; it fails to take into account that governments in more con-
sensual multiparty systems tend to be coalitions and that a change 
in government in these systems usually means only a partial 
change in the party composition of the government—instead of 
the opposition “becoming” the government (Lundell 2011).
 The frequent use of the “turnover” test in order to determine 
whether a democracy has become stable and consolidated be-
trays the same majoritarian assumption. Samuel P. Huntington 
(1991, 266–67) even proposes a “two-turnover test,” according to 
which “a democracy may be viewed as consolidated if the party 
or group that takes power in the initial election at the time of 
transition [to democracy] loses a subsequent election and turns 
over power to those election winners, and if those election win-
ners then peacefully turn over power to the winners of a later 
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election.” Of the twenty countries with the longest democratic 
history analyzed in this book, all of which are undoubtedly sta-
ble and consolidated democratic systems, no fewer than three—
Luxembourg, the Netherlands, and Switzerland—fail even the 
one-turnover test during the more than sixty years from the late 
1940s to 2010, that is, they experienced many cabinet changes 
but never a complete turnover, and six—the same three countries 
plus Belgium, Finland, and Germany—fail the two-turnover test.
 This book will show that pure or almost pure majoritarian de-
mocracies are actually quite rare—limited to the United King-
dom, New Zealand (until 1996), and the former British colonies 
in the Caribbean (but only with regard to the executives-parties 
dimension). Most democracies have signifi cant or even predomi-
nantly consensual traits. Moreover, as this book shows, consen-
sus democracy may be considered more democratic than majori-
tarian democracy in most respects.
 The ten contrasting characteristics of the two models of de-
mocracy, briefl y listed above, are described in a preliminary fashion 
and exemplifi ed by means of sketches of relatively pure cases of 
majoritarian democracy—the United Kingdom, New Zealand, and 
Barbados—and of relatively pure cases of consensus democracy—
Switzerland, Belgium, and the European Union—in Chapters 2 
and 3. The thirty-six empirical cases of democracy, including the 
fi ve just mentioned (but not the European Union), that were se-
lected for the comparative analysis are systematically introduced 
in Chapter 4. The ten institutional variables are then analyzed in 
greater depth in the nine chapters that comprise the bulk of this 
book (Chapters 5 to 13). Chapter 14 summarizes the results and 
places the thirty-six democracies on a two-dimensional “concep-
tual map” of democracy; it also analyzes shifts on the map over 
time and shows that most countries occupy stable positions on the 
map. Chapters 15 and 16 ask the “so what?” question: Does the 
type of democracy make a difference, especially with regard to 
effective policy-making and the quality of democracy? These chap-
ters show that consensus democracies score signifi cantly higher 
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on a wide array of indicators of democratic quality and that they 
also have better records with regard to governing effectiveness, 
although the differences in this respect are not as large. Chapter 
17 concludes with a look at the policy implications of the book’s 
fi ndings for democratizing and newly democratic countries.



Chapter 2

The Westminster Model 
of Democracy

In this book I use the term Westminster model interchange-
ably with majoritarian model to refer to a general model of 
democracy. It may also be used more narrowly to denote the 

main characteristics of British parliamentary and governmental 
institutions (G. Wilson 1994; Mahler 1997)—the Parliament of 
the United Kingdom meets in the Palace of Westminster in Lon-
don. The British version of the Westminster model is both the 
original and the best-known example of this model. It is also 
widely admired. Richard Rose (1974, 131) points out that, “with 
confi dence born of continental isolation, Americans have come 
to assume that their institutions—the Presidency, Congress and 
the Supreme Court—are the prototype of what should be adopted 
elsewhere.” But American political scientists, especially those in 
the fi eld of comparative politics, have tended to hold the British 
system of government in at least equally high esteem (Kavanagh 
1974).
 One famous political scientist who fervently admired the West-
minster model was President Woodrow Wilson. In his early writ-
ings he went so far as to urge the abolition of presidential govern-
ment and the adoption of British-style parliamentary government 

  9
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in the United States. Such views have also been held by many 
other non-British observers of British politics, and many features 
of the Westminster model have been exported to other countries: 
Canada, Australia, New Zealand, and most of Britain’s former col-
onies in Asia, Africa, and the Caribbean when they became inde-
pendent. Wilson (1884, 33) referred to parliamentary government in 
accordance with the Westminster model as “the world’s fashion.”
 The ten interrelated elements of the Westminster or majoritar-
ian model are illustrated by features of three democracies that 
closely approximate this model and can be regarded as the majori-
tarian prototypes: the United Kingdom, New Zealand, and Barba-
dos. Britain, where the Westminster model originated, is clearly 
the fi rst and most obvious example to use. In many respects, how-
ever, New Zealand is an even better example—at least until its 
sharp turn away from majoritarianism in October 1996. The third 
example—Barbados—is also an almost perfect prototype of the 
Westminster model, although only as far as the fi rst (executives-
parties) dimension of the majoritarian-consensus contrast is con-
cerned. In the following discussion of the ten majoritarian char-
acteristics in the three countries, I emphasize not only their 
conformity with the general model but also occasional devia-
tions from the model, as well as various other qualifi cations that 
need to be made.

THE WESTMINSTER MODEL IN THE UNITED KINGDOM

 1. Concentration of executive power in one-party and bare-
majority cabinets. The most powerful organ of British govern-
ment is the cabinet. It is normally composed of members of the 
party that has the majority of seats in the House of Commons, 
and the minority is not included. Coalition cabinets are rare. Be-
cause in the British two-party system the two principal parties 
are of approximately equal strength, the party that wins the elec-
tions usually represents no more than a narrow majority, and the 
minority is relatively large. Hence the British one-party and bare-
majority cabinet is the perfect embodiment of the principle of 
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majority rule: it wields vast amounts of political power to rule as 
the representative of and in the interest of a majority that is not 
of overwhelming proportions. A large minority is excluded from 
power and condemned to the role of opposition.
 Especially since 1945, there have been few exceptions to the 
British norm of one-party majority cabinets. David Butler (1978, 
112) writes that “clear-cut single-party government has been 
much less prevalent than many would suppose,” but most of the 
deviations from the norm—coalitions of two or more parties or 
minority cabinets—occurred from 1918 to 1945. The only in-
stances of minority cabinets in the postwar period were two mi-
nority Labour cabinets in the 1970s. In the parliamentary elec-
tion of February 1974, the Labour party won a plurality but not a 
majority of the seats and formed a minority government depen-
dent on all other parties not uniting to defeat it. New elections 
were held that October and Labour won an outright, albeit narrow, 
majority of the seats; but this majority was eroded by defections 
and by-election defeats, and the Labour cabinet again became a 
minority cabinet in 1976. It regained a temporary legislative ma-
jority in 1977 as a result of the pact it negotiated with the thirteen 
Liberals in the House of Commons: the Liberals agreed to support 
the cabinet in exchange for consultation on legislative proposals 
before their submission to Parliament. No Liberals entered the 
cabinet, however, and the cabinet therefore continued as a mi-
nority instead of a true coalition cabinet. The so-called Lab-Lib 
pact lasted until 1978, and in 1979 Labour Prime Minister James 
Callaghan’s minority cabinet was brought down by a vote of no 
confi dence in the House of Commons.
 The only instance of a coalition cabinet in the postwar period 
is the government formed after the May 2010 election, which, as 
in February 1974, did not produce a clear winner. The incum-
bent Labour government was defeated, but the Conservatives 
won only a plurality instead of a majority of the seats. In order to 
have majority support in the House of Commons, they formed a 
coalition cabinet with the small Liberal Democratic party. Conser-
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vative leader David Cameron became prime minister and Liberal 
Democratic leader Nick Clegg deputy prime minister. However, 
coalition and minority cabinets are likely to remain the excep-
tion. They tend to be formed only when an election produces 
what in Britain is called a “hung parliament” without a majority 
winner—a very unusual election outcome.
 2. Cabinet dominance. The United Kingdom has a parliamen-
tary system of government, which means that the cabinet is de-
pendent on the confi dence of Parliament. In theory, because the 
House of Commons can vote a cabinet out of offi ce, it “controls” 
the cabinet. In reality, the relationship is reversed. Because the 
cabinet is composed of the leaders of a cohesive majority party in 
the House of Commons, it is normally backed by the majority in 
the House of Commons, and it can confi dently count on staying 
in offi ce and getting its legislative proposals approved. The cabi-
net is clearly dominant vis-à-vis Parliament.
 Because strong cabinet leadership depends on majority sup-
port in the House of Commons and on the cohesiveness of the 
majority party, cabinets lose some of their predominant position 
when either or both of these conditions are absent. Especially 
during the periods of minority government in the 1970s, there 
was a signifi cant increase in the frequency of parliamentary de-
feats of important cabinet proposals. This even caused a change 
in the traditional view that cabinets must resign or dissolve the 
House of Commons and call for new elections if they suffer a 
defeat on either a parliamentary vote of no confi dence or a major 
bill of central importance to the cabinet. The new unwritten rule 
is that only an explicit vote of no confi dence necessitates resigna-
tion or new elections. The normalcy of cabinet dominance was 
largely restored in the 1980s under the strong leadership of Con-
servative Prime Minister Margaret Thatcher.
 Both the normal and the deviant situations show that it is the 
disciplined two-party system rather than the parliamentary sys-
tem that gives rise to executive dominance. In multiparty parlia-
mentary systems, cabinets—which are often coalition cabinets—
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tend to be much less dominant (Peters 1997). Because of the 
concentration of power in a dominant cabinet, former cabinet 
minister Lord Hailsham (1978, 127) has called the British system 
of government an “elective dictatorship.”1

 3. Two-party system. British politics is dominated by two large 
parties: the Conservative party and the Labour party. Other parties 
also contest elections and win seats in the House of Commons—
in particular the Liberals and, after their merger with the Social 
Democratic party in the late 1980s, the Liberal Democrats (situ-
ated in the political center, between Labour on the left and the Con-
servatives on the right)—but they are not large enough to be over-
all victors. Minor parties, like the Scottish National party, the 
Welsh nationalists, and several Northern Ireland parties, never 
manage to win more than a handful of votes and seats. The bulk 
of the seats are captured by the two major parties, and they form 
the cabinets: the Labour party from 1945 to 1951, 1964 to 1970, 
1974 to 1979, and 1997 to 2010, and the Conservatives from 1951 
to 1964, 1970 to 1974, and in the long stretch from 1979 to 1997. 
The hegemony of these two parties was especially pronounced 
between 1950 and 1970: jointly they never won less than 87.5 
percent of the votes and 98 percent of the seats in the House of 
Commons in the seven elections held in this period.
 The interwar years were a transitional period during which 

 1. In presidential systems of government, in which the presidential 
executive cannot normally be removed by the legislature (except by im-
peachment), the same variation in the degree of executive dominance can 
occur, depending on exactly how governmental powers are separated. In 
the United States, president and Congress can be said to be in a rough bal-
ance of power, but presidents in France and in some of the Latin American
countries are considerably more powerful. Guillermo O’Donnell (1994, 
59–60) has proposed the term “delegative democracy”—akin to Hailsham’s 
“elective dictatorship”—for systems with directly elected and dominant 
presidents; in such “strongly majoritarian” systems, “whoever wins elec-
tion to the presidency is thereby entitled to govern as he or she sees fi t, 
constrained only by the hard facts of existing power relations and by a 
constitutionally limited term of offi ce.”
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the Labour party replaced the Liberals as one of the two big parties, 
and in the 1945 election, the Labour and Conservative parties 
together won about 85 percent of the votes and 92.5 percent of 
the seats. Their support declined considerably after 1970: their 
joint share of the popular vote ranged from only about 65 percent 
(in 2010) to less than 81 percent (in 1979), but they continued to 
win a minimum of 93 percent of the seats in the elections from 
1974 to 1992 and about 86 percent of the seats from 1997 on. The 
Liberal Democrats were the main benefi ciaries, but mainly in terms 
of votes instead of seats. In the four elections from 1997 to 2010, 
they won an average of 20 percent of the popular vote—but never 
more than 10 percent of the seats in the House of Commons.
 4. Majoritarian and disproportional system of elections. The 
House of Commons is a large legislative body with a membership 
that has varied between 625 and 659 since 1945. The members 
are elected in single-member districts according to the plurality 
method, which in Britain is usually referred to as the “fi rst past 
the post” system: the candidate with majority vote or, if there is 
no majority, with the largest minority vote wins. This system 
tends to produce highly disproportional results. The 2005 elec-
tion provides the most glaring example: the Labour party won an 
absolute parliamentary majority of 355 out of 646 seats with only 
35.2 percent of the popular vote. In all of the elections between 
October 1974 and 2005, the winning party won clear majorities 
of seats with never more than 44 percent of the vote. All of these 
majorities have been what Douglas W. Rae (1967, 74) aptly calls 
“manufactured majorities”—majorities that are artifi cially created 
by the electoral system out of mere pluralities of the vote. In fact, 
all the winning parties since 1945 have won with the benefi t of 
such manufactured majorities. It may therefore be more accurate 
to call the United Kingdom a pluralitarian democracy instead of 
a majoritarian democracy. The disproportionality of the plurality 
method can even produce an overall winner who has failed to 
win a plurality of the votes: the Conservatives won a clear seat 
majority in 1951 not just with less than a majority of the votes but 
also with fewer votes than the Labour party had received.
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 The disproportional electoral system has been particularly dis-
advantageous to the Liberals and Liberal Democrats, who have 
therefore long been in favor of introducing some form of propor-
tional representation (PR). But because plurality has greatly ben-
efi ted the Conservatives and Labour, these two major parties have 
remained committed to the old disproportional method. Neverthe-
less, there are some signs of movement in the direction of PR. For 
one thing, PR was adopted for all elections in Northern Ireland 
(with the exception of elections to the House of Commons) after 
the outbreak of Protestant-Catholic strife in the early 1970s. For 
another, soon after Labour’s election victory in 1997, Prime Min-
ister Tony Blair’s new cabinet decided that the 1999 election of 
British representatives to the European Parliament would be by 
PR—bringing the United Kingdom in line with all of the other 
members of the European Union. Proportional representation is 
also used for the election of the new regional assemblies for Scot-
land and Wales. Clearly, the principle of proportionality is no 
longer anathema. Still, it is wise to heed the cautionary words of 
Graham Wilson (1997, 72), who points out that the two major 
parties have a long history of favoring basic reforms, but only 
until they gain power; then “they back away from changes such 
as electoral reform which would work to their disadvantage.” As 
part of their price for joining the Cameron cabinet in 2010, the 
Liberal Democrats were promised a referendum on electoral re-
form. Signifi cantly, however, the option to be submitted to the 
voters would be not PR but the so-called alternative vote, which, 
like plurality, is a majoritarian electoral method (see Chapter 8). 
Moreover, the Conservatives’ concession did not include a prom-
ise to support even this relatively small reform in the referendum 
campaign, and in the end they actively campaigned against it: 
it lost by a more than two to one margin in May 2011 (Qvortrup 
2012).
 5. Interest group pluralism. By concentrating power in the hands 
of the majority, the Westminster model of democracy sets up a 
government-versus-opposition pattern that is competitive and 
adversarial. Competition and confl ict also characterize the ma-
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joritarian model’s typical interest group system: a system of free-
for-all pluralism. It contrasts with interest group corporatism in 
which regular meetings take place between the representatives of 
the government, labor unions, and employers’ organizations to 
seek agreement on socioeconomic policies; this process of coor-
dination is often referred to as concertation, and the agreements 
reached are often called tripartite pacts. Concertation is facili-
tated if there are relatively few, large, and strong interest groups 
in each of the main functional sectors—labor, employers, farmers—
and/or if there is a strong peak organization in each of the sectors 
that coordinates the preferences and desired strategies for each 
sector. Pluralism, in contrast, means a multiplicity of interest groups 
that exert pressure on the government in an uncoordinated and 
competitive manner.
 Britain’s interest group system is clearly pluralist. The one ex-
ception is the 1975 Social Contract on wages and prices con-
cluded between the Labour government, the main labor union 
federation (the Trades Union Congress), and the main employers’ 
federation (the Confederation of British Industry). This contract fell 
apart two years later when the government failed to get union 
agreement to accept further wage restraints and imposed wage 
ceilings unilaterally. The 1980s were characterized even more by 
grim confrontations between Margaret Thatcher’s Conservative 
government and the labor unions—the very opposite of concerta-
tion and corporatism. Not much changed under the Labour gov-
ernment that was in power from 1997 to 2010. Michael Galla-
gher, Michael Laver, and Peter Mair (2011, 467, 471) write that 
Britain is “often cited as one of the classic examples of a pluralist 
rather than a corporatist system,” and they predict that the coun-
try is highly unlikely “to move away from an essentially pluralist 
form of interest group representation.”
 6. Unitary and centralized government. The United Kingdom 
is a unitary and centralized state. Local governments perform a 
series of important functions, but they are the creatures of the 
central government and their powers are not constitutionally guar-
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anteed (as in a federal system). Moreover, they are fi nancially 
dependent on the central government. There are no clearly desig-
nated geographical and functional areas from which the parlia-
mentary majority and the cabinet are barred. The Royal Commis-
sion on the Constitution under Lord Kilbrandon concluded in 
1973: “The United Kingdom is the largest unitary state in Europe 
and among the most centralised of the major industrial countries 
in the world” (cited in Busch 1994, 60).
 Two exceptions should be noted. One is that Northern Ireland 
was ruled by its own parliament and cabinet with a high degree 
of autonomy—more than what most states in federal systems 
have—from 1921, when the Republic of Ireland became indepen-
dent, until the imposition of direct rule from London in 1972. It 
is also signifi cant, however, that Northern Ireland’s autonomy 
could be, and was, eliminated in 1972 by Parliament by means of 
a simple majoritarian decision. The second exception is the grad-
ual movement toward greater autonomy for Scotland and Wales—
“devolution,” in British parlance. But it was not until September 
1997 that referendums in Scotland and Wales fi nally approved 
the creation of autonomous and directly elected Scottish and 
Welsh assemblies (Trench 2007). Devolution, however, has not 
gone hand in hand with decentralization within England, by far 
the largest and most important of the United Kingdom’s four com-
ponent parts. The London Economist argues that it is still “the 
West’s most centralised” system (Ganesh 2010).
 7. Concentration of legislative power in a unicameral legisla-
ture. For the organization of the legislature, the majoritarian 
principle of concentrating power means that legislative power 
should be concentrated in a single house or chamber. In this re-
spect, the United Kingdom deviates from the pure majoritarian 
model. Parliament consists of two chambers: the House of Com-
mons, which is popularly elected, and the House of Lords, which 
used to consist mainly of members of the hereditary nobility but 
also contained a large number of so-called life peers, appointed 
by the government. The 1999 House of Lords Act removed all but 
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ninety-two hereditary peers, and the appointed members now 
form the overwhelming majority in the House of Lords. The rela-
tionship between the two houses is asymmetrical: almost all leg-
islative power belongs to the House of Commons. The only power 
that the House of Lords retains is the power to delay legislation: 
money bills can be delayed for one month and all other bills for 
one year. The one-year limit was established in 1949; between 
the fi rst major reform of 1911 and 1949, the Lords’ delaying power 
was about two years, but in the entire period since 1911 they 
have usually refrained from imposing long delays.
 Therefore, although the British bicameral legislature deviates 
from the majoritarian model, it does not deviate much: in every-
day discussion in Britain, “Parliament” refers almost exclusively 
to the House of Commons, and the highly asymmetric bicameral 
system may also be called near-unicameralism. The change from 
near-unicameralism to pure unicameralism would not be a diffi -
cult step: it could be decided by a simple majority in the House 
of Commons and, if the Lords objected, merely a one-year delay.
 8. Constitutional fl exibility. Britain has a constitution that is 
“unwritten” in the sense that there is not one written document 
that specifi es the composition and powers of the governmental 
institutions and the rights of citizens. These are defi ned instead 
in a number of basic laws—like the Magna Carta of 1215, the Bill 
of Rights of 1689, and the Parliament Acts of 1911 and 1949—
common law principles, customs, and conventions. The fact that 
the constitution is unwritten has two important implications. One 
is that it makes the constitution completely fl exible because it can 
be changed by Parliament in the same way as any other laws—by 
regular majorities instead of the supermajorities, like two-thirds 
majorities, required in many other democracies for amending 
their written constitutions. One slight exception to this fl exibil-
ity is that opposition by the House of Lords may force a one-year 
delay in constitutional changes.
 9. Absence of judicial review. The other important implication 
of an unwritten constitution is the absence of judicial review: 
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there is no written constitutional document with the status of 
“higher law” against which the courts can test the constitutional-
ity of regular legislation. Although Parliament normally accepts 
and feels bound by the rules of the unwritten constitution, it is 
not formally bound by them. With regard to both changing and 
interpreting the constitution, therefore, Parliament—that is, the 
parliamentary majority—can be said to be the ultimate or sover-
eign authority. In A. V. Dicey’s (1915, 37–38) famous formula-
tion, parliamentary sovereignty “means neither more nor less 
than this, namely, that Parliament . . . has, under the English con-
stitution, the right to make or unmake any law whatever; and, 
further, that no person or body is recognised by the law of En-
gland as having the right to override or set aside the legislation of 
Parliament.”
 One exception to parliamentary sovereignty is that when Brit-
ain entered the European Community—a supranational instead 
of merely an international organization—in 1973, it accepted the 
Community’s laws and institutions as higher authorities than 
Parliament with regard to several areas of policy. Because sover-
eignty means supreme and ultimate authority, Parliament can 
therefore no longer be regarded as fully sovereign. Britain’s mem-
bership in the European Community—now called the European 
Union—has also introduced a measure of judicial review both for 
the European Court of Justice and for British courts: “Parlia-
ment’s supremacy is challenged by the right of the Community 
institutions to legislate for the United Kingdom (without the 
prior consent of Parliament) and by the right of the courts to rule 
on the admissibility (in terms of Community law) of future acts 
of Parliament” (Coombs 1977, 88). Similarly, Britain has been a 
member of the European Convention on Human rights since 
1951, and its acceptance of an optional clause of this convention 
in 1966 has given the European Court of Human Rights in Stras-
bourg the right to review and invalidate any state action, including 
legislation, that it judges to violate the human rights entrenched 
in the convention (Cappelletti 1989, 202; Johnson 1998, 155–58).



20  WESTMINSTER MODEL OF DEMOCRACY

 10. A central bank controlled by the executive. Central banks 
are responsible for monetary policy, and independent banks are 
widely considered to be better at controlling infl ation and main-
taining price stability than banks that are dependent on the ex-
ecutive. However, central bank independence is clearly in con-
fl ict with the Westminster model’s principle of concentrating 
power in the hands of the one-party majority cabinet. As ex-
pected, the Bank of England has indeed not been able to act in-
dependently and has instead been under the control of the cabi-
net. During the 1980s, pressure to make the Bank of England more
autonomous increased. Two Conservative chancellors of the ex-
chequer tried to convince their colleagues to take this big step 
away from the Westminster model, but their advice was rejected 
(Busch 1994, 59). It was not until 1997—one of the fi rst decisions 
of the newly elected Labour government—that the Bank of En-
gland was given the independent power to set interest rates. The 
degree of central bank independence is commonly measured on 
a scale developed by Alex Cukierman, ranging from a low of 0 to 
a high of 1 (see Chapter 13). From 1997 to 1998, the score for the 
British central bank rose from 0.27 to 0.47—indicating a signifi -
cant increase in its independence but still well below, for in-
stance, the Swiss and German scores of 0.64 and 0.69 during 
most of the 1990s (Polillo and Guillén 2005).
 The recent changes in British politics do not change the over-
all character of Britain as a prime example of majoritarian de-
mocracy. As Matthew Flinders (2010, emphasis added) puts it—
to cite the title and subtitle of his book—the fi rst decade of the 
twenty-fi rst century was a period of “democratic drift” and “ma-
joritarian modifi cation” rather than any basic shift away from the 
Westminster model.

THE WESTMINSTER MODEL IN NEW ZEALAND

 Many of the Westminster model’s features have been exported 
to other members of the British Commonwealth, but only one 
country adopted virtually the entire model: New Zealand. A major 
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change away from majoritarianism took place in 1996 when New 
Zealand held its fi rst election by PR, but the New Zealand politi-
cal system before 1996 can serve as a second instructive example 
of how the Westminster model works.
 1. Concentration of executive power in one-party and bare-
majority cabinets. For six decades, from 1935 to the mid-1990s, 
New Zealand had single-party majority cabinets without excep-
tions or interruptions. Two large parties—the Labour party and 
the National party—dominated New Zealand politics, and they 
alternated in offi ce. The one-party majority cabinet formed after 
the last plurality election in 1993 suffered a series of defections 
and briefl y became a quasi-coalition cabinet (a coalition with the 
recent defectors), then a one-party minority cabinet, and fi nally a 
minority coalition—but all of these unusual cabinets occurred in 
the fi nal phase of the transition to the new non-Westminster sys-
tem (Boston, Levine, McLeay, and Roberts 1996, 93–96). The only 
other deviations from single-party majority government happened 
much earlier: New Zealand had a wartime coalition cabinet from 
1915 to 1919, and another coalition was in power from 1931 to 
1935.
 2. Cabinet dominance. In this respect, too, New Zealand was a 
perfect example of the Westminster model. Just as during most of 
the postwar period in the United Kingdom, the combination of 
the parliamentary system of government and a two-party system 
with cohesive parties made the cabinet predominate over the leg-
islature. In the words of New Zealand political scientist Stephen 
Levine (1979, 25–26), the “rigidly disciplined two-party system 
has contributed to the concentration of power within the Cabi-
net, formed from among the Members of Parliament . . . belonging 
to the majority party.”
 3. Two-party system. Two large parties were in virtually com-
plete control of the party system, and only these two formed cab-
inets during the six decades from 1935 to the mid-1990s: the La-
bour party (1935–49, 1957–60, 1972–75, and 1984–90) and the 
right-of-center National party (1949–57, 1960–72, 1975–84, and 
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after 1990). Moreover, unlike in Britain, third parties were almost 
absent from the New Zealand House of Representatives. In eleven 
of the seventeen elections from 1946 to 1993, the two large par-
ties divided all of the seats; in fi ve elections, only one other party 
gained one or two seats; and, in 1993, two small parties gained 
two seats each (out of ninety-nine). New Zealand’s two-party sys-
tem was therefore an almost pure two-party system.
 4. Majoritarian and disproportional system of elections. The 
House of Representatives was elected according to the plurality 
method in single-member districts. The only unusual feature was 
that there were four special large districts, geographically over-
lapping the regular smaller districts, reserved for the Maori mi-
nority (representing about 12 percent of the population). These 
four districts entailed a deviation from the majoritarianism of the 
Westminster model because their aim was to guarantee minority 
representation. From 1975 on, all Maori voters have had the right 
to register and vote either in the regular district or in the special 
Maori district in which they reside.
 As in the United Kingdom, the plurality system produced se-
verely disproportional results, especially in 1978 and 1981. In 
the 1978 election, the National party won a clear majority of fi fty-
one out of ninety-two seats even though it won neither a majority 
of the popular votes—its support was only 39.8 percent—nor a 
plurality, because Labour’s popular vote was 40.4 percent; the 
Social Credit party’s 17.1 percent of the vote yielded only one 
seat. In 1981, the National party won another parliamentary ma-
jority of forty-seven out of ninety-two seats and again with fewer 
votes than Labour, although the respective percentages were closer: 
38.8 and 39.0 percent; Social Credit now won 20.7 percent of the 
popular vote—more than half of the votes gained by either of the 
two big parties—but merely two seats. Moreover, all of the parlia-
mentary majorities from 1954 on were manufactured majorities, 
won with less than majorities of the popular vote. In this respect, 
New Zealand was, like the United Kingdom, more a pluralitarian 
than a majoritarian democracy.
 5. Interest group pluralism. New Zealand’s interest group sys-
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tem, like Britain’s, is clearly pluralist. Also, again like Britain, 
New Zealand has had high strike levels—indicative of confronta-
tion instead of concertation between labor and management. In 
comparative studies of corporatism and pluralism, many schol-
ars have tried to gauge the precise degree to which the interest 
group systems of the industrialized democracies are corporatist 
or pluralist. Their judgments differ considerably with regard to a 
few of these countries, but on Great Britain and New Zealand 
there is little disagreement: both belong on the extreme pluralist 
end of the pluralist-corporatist spectrum (Lijphart and Crepaz 
1991; Siaroff 1999).
 6. Unitary and centralized government. The “Act to Grant a Rep-
resentative Constitution to the Colony of New Zealand,” passed 
by the British parliament in 1852, created six provinces with 
considerable autonomous powers and functions vis-à-vis the 
central government, but these provinces were abolished in 1875. 
Today’s governmental system is unitary and centralized—not as 
surprising, of course, for a country with a population of about 
four million than for the United Kingdom with its much larger 
population of about sixty million people.
 7. Concentration of legislative power in a unicameral legisla-
ture. For about a century, New Zealand had a bicameral legislature, 
consisting of an elected lower house and an appointed upper 
house, but the upper house gradually lost power. Its abolition in 
1950 changed the asymmetrical bicameral system into pure uni-
cameralism.
 8. Constitutional fl exibility. Like the United Kingdom, New 
Zealand lacks a single written constitutional document. Its “un-
written” constitution has consisted of a number of basic laws—
like the Constitution Acts of 1852 and 1986, the Electoral Acts of 
1956 and 1993, and the Bill of Rights Act of 1990—conventions, 
and customs.2 Some key provisions in the basic laws are “en-
trenched” and can be changed only by three-fourths majorities of 

 2. The Constitution Act of 1852 and Electoral Act of 1956 were super-
seded by the two later acts.
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the membership of the House of Representatives or by a majority 
vote in a referendum; however, this entrenchment can always be 
removed by regular majorities, so that, in the end, majority rule 
prevails. Hence, like the British parliament, the parliament of 
New Zealand is sovereign. Any law, including laws that “amend” 
the unwritten constitution, can be adopted by regular majority 
rule. As one of New Zealand’s constitutional law experts puts it, 
“The central principle of the Constitution is that there are no ef-
fective legal limitations on what Parliament may enact by the 
ordinary legislative process” (Scott 1962, 39).
 9. Absence of judicial review. Parliamentary sovereignty also 
means, as in Britain, that the courts do not have the right of judi-
cial review. The House of Representatives is the sole judge of the 
constitutionality of its own legislation.
 10. A central bank controlled by the executive. Andreas Busch 
(1994, 65) writes that historically New Zealand “has been a coun-
try with . . . a very low degree of central bank independence,” 
and for the period until 1989, he gives the Reserve Bank of New 
Zealand his lowest rating—indicating even less autonomy than that 
of its British counterpart. The Reserve Bank Act of 1989 increased 
the bank’s independence, but only slightly: the Cukierman index 
of central bank independence rose from 0.24 to 0.31—well below 
the level of the Bank of England after 1997 (Cukierman, Webb, 
and Neyapti 1994; Polillo and Guillén 2005).
 With only one exception—the parliamentary seats reserved for 
the Maori minority—democracy in New Zealand was, until 1996, 
more clearly majoritarian and hence a better example of the 
Westminster model than British democracy. In fact, especially in 
view of the minority cabinets and frequent defeats of cabinet pro-
posals in Britain in the 1970s, Richard Rose could legitimately 
claim that New Zealand was “the only example of the true British 
system left” (personal communication, April 8, 1982). However, 
the adoption of PR and the fi rst PR election of parliament in Octo-
ber 1996 entailed a radical shift away from the Westminster model.
 The two major parties were opposed to PR, but they both un-
intentionally contributed to its adoption. The fi rst impetus was 
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the Labour party’s unhappiness with the results of the 1978 and 
1981 elections, mentioned above, in which the National party 
won parliamentary majorities not only with less than 40 percent 
of the popular vote but with fewer votes than the Labour party 
had received. When Labour was returned to power in 1984, it 
appointed a Royal Commission on the Electoral System to rec-
ommend improvements. The commission’s terms of reference 
were very broad, however, and it recommended not just small 
adjustments but a radical change to PR as well as a referendum 
on whether to adopt it. The government tried to defl ect the pro-
posal by turning it over to a parliamentary committee, which, as 
expected, rejected PR and instead merely recommended minor 
changes. The election campaign of 1987 put PR back on the po-
litical agenda: the Labour prime minister promised to let the vot-
ers decide the issue by referendum, but his party retreated from 
this pledge after being reelected. Seeking to embarrass Labour, 
the National party opportunistically made the same promise in the 
1990 campaign, and when they won the election, they could not 
avoid honoring it. The voters then twice endorsed PR in referen-
dums held in 1992 and 1993 (Jackson and McRobie 1998).
 The form of PR that was adopted was modeled after the Ger-
man system. In the fi rst PR election, held in 1996, sixty-fi ve mem -
bers were elected by plurality in single-member districts—in-
cluding fi ve special Maori districts—and fi fty-fi ve members by 
PR from party lists. The second set of fi fty-fi ve seats had to be al-
located to the parties in a way that made the overall result as 
proportional as possible.3 This crucial provision made the new 
system clearly and fully a PR system, although the New Zealand 
term of “mixed member proportional” (MMP) system seems to 
imply that it is a mixture of PR and something else. The same 
rules have governed subsequent elections, although the numbers 

 3. Each voter has two votes, one for a district candidate and one for a 
party list. To avoid excessive fragmentation, parties must win either a 
minimum of 5 percent of the list votes or at least one district seat to qual-
ify for list seats.
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of single-member and Maori districts as well as the number of 
party list seats have undergone slight adjustments.
 The fi rst PR election instantly transformed New Zealand poli-
tics in several respects (Vowles, Aimer, Banducci, and Karp 1998). 
First, the election result was much more proportional than those 
of the previous plurality elections. The largest party, the National 
party, was still overrepresented, but by less than three percentage 
points; it won 33.8 percent of the vote and 36.7 percent of the 
seats. Second, the election produced a multiparty system with an 
unprecedented six parties gaining representation in parliament. 
Third, unlike in any other postwar election, no party won a ma-
jority of the seats. Fourth, in contrast with the long line of previ-
ous single-party majority cabinets, the National party entered into
a two-party coalition cabinet with the New Zealand First party, 
the main representative of the Maori minority, which had won 
seventeen seats including all fi ve of the special Maori seats. This 
cabinet still enjoyed majority support in the legislature, but all of 
the subsequent cabinets have been minority coalition or minority 
single-party cabinets.
 Because of these signifi cant deviations from the majoritarian 
model, post-1996 New Zealand is no longer a good, let alone the 
best, example of the “true British system.” Hence, in Kurt von 
Mettenheim’s (1997, 11) words, “The United Kingdom [now] ap-
pears to be the only country to have retained the central features 
of the Westminster model.” It should be noted, however, that all 
of the post-1996 changes in New Zealand have to do with the 
executives-parties dimension of the majoritarian model, com-
prising the fi rst fi ve of the ten characteristics of the model, and 
that, especially with regard to this fi rst dimension, several other 
former British colonies continue to have predominantly West-
minster-style institutions. A particularly clear and instructive 
example is Barbados.

THE WESTMINSTER MODEL IN BARBADOS

 Barbados is a small island state in the Caribbean with a popu-
lation of about a quarter of a million. It has a “strongly homoge-
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neous society” that is mainly of African descent (Duncan 1994, 
77). It gained its independence from Britain in 1966, but there 
continues to be “a strong and pervasive sense of British tradition 
and culture” (Muller, Overstreet, Isacoff, and Lansford 2011, 116)—
including British political traditions. Barbados is often called the 
“Little England” of the Caribbean.
 1. Concentration of executive power in one-party and bare-
majority cabinets. Since independence in 1966, Barbados has 
had single-party majority cabinets. Its two large parties—the Bar-
bados Labour party (BLP) and the Democratic Labour party 
(DLP)—have been the overwhelmingly dominant forces in Barba-
dos politics, and they have alternated in offi ce. Unlike in the 
British and New Zealand cases, there are no exceptions or quali-
fi cations to this pattern that need to be noted. In fact, the pattern 
extends back to colonial times. Ever since the establishment of 
universal suffrage and cabinet government in the early 1950s, the 
sequence of single-party majority cabinets has been unbroken.
 2. Cabinet dominance. Barbadian cabinets have been at least 
as dominant as those of the two earlier examples of the West-
minster model. The term elective dictatorship, coined by Lord 
Hailsham for Britain, also fi ts the Barbados system well (Payne 
1993, 69). One special reason for the predominance of the cabi-
net in Barbados is the small size of the legislature. The Barbadian 
House of Assembly had only twenty-four members from 1966 to 
1981; this number was increased slightly to twenty-seven in 
1981, twenty-eight in 1991, and thirty in 2003. Many of the legis-
lators are therefore also cabinet ministers, which in turn means 
that, as Trevor Munroe (1996, 108) points out, almost one-third of 
the members of the legislature “are in effect constitutionally de-
barred from an independent and critical stance in relation to the 
executive.”
 3. Two-party system. The same two large parties have controlled 
the party politics of Barbados since independence, and they have 
formed all of the cabinets: the left-of-center DLP from 1966 to 
1976, from 1986 to 1994, and from 2008 on, and the more conser-
vative BLP between 1976 and 1986 and between 1994 and 2008. In 
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eight of the ten elections since 1966, no third parties won any seats, 
only one small party won two seats in 1966, and another small 
party won one seat in 1994. The strength of the two-party system 
is also illustrated by the fate of the four members of parliament 
who defected from the ruling DLP in 1989 and formed a separate 
party. As Tony Thorndike (1993, 158) writes, the new party “did 
not long survive the logic of the ‘fi rst past the post’ Westminster 
system and the two-party culture of Barbados. In elections in 
January 1991 it lost all its four seats.”
 4. Majoritarian and disproportional system of elections. In the 
elections before independence, including the 1966 elections, 
which was held several months before formal independence took 
place, Barbados used the plurality method but not in the usual 
single-member districts. Instead, two-member districts were used 
(Emmanuel 1992, 3; Duncan 1994, 78); these tend to increase the 
disproportionality of the election results because, in plurality 
systems, disproportionality increases as the number of represen-
tatives elected per district increases. Since 1971, all elections 
have been by plurality in single-member districts, but electoral 
disproportionality has remained high. For instance, in 1986 the 
DLP won twenty-four of the twenty-seven seats (88.9 percent) 
with 59.4 percent of the votes, and in 1999 the BLP won twenty-
six of the twenty-eight seats (92.9 percent) with 64.9 percent of 
the votes. In three of the elections since 1966, the parliamentary 
majorities were “manufactured” from pluralities of the vote, but 
in the other seven elections the seat majorities were genuinely 
“earned” with popular vote majorities. On balance, therefore, 
Barbados has been less of a pluralitarian democracy than Britain 
and New Zealand. Moreover, unlike the other two countries, Bar-
bados has not experienced any instances of a parliamentary ma-
jority won on the basis of a second-place fi nish in the popular vote.
 5. Interest group pluralism. Again like the United Kingdom 
and New Zealand, Barbados had an interest group system that 
was pluralist rather than corporatist in the fi rst decades after in-
dependence. In 1993, however, the government, business leaders, 
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and labor unions negotiated an agreement on wages and prices, 
which included a wage freeze. This tripartite pact was renewed 
several times and lasted about fi fteen years.
 6–10. The characteristics of the second (federal-unitary) di-
mension of the majoritarian model. Barbados has a unitary and 
centralized form of government—not surprising for a small coun-
try with only a quarter of a million people—but as far as the other 
four characteristics of the federal-unitary dimension are con-
cerned, it does not fi t the pure majoritarian model. It has a bicam-
eral legislature consisting of a popularly elected House of Assem-
bly and an appointed Senate that can delay but not veto—a case 
of asymmetrical bicameralism. It has a written constitution that 
can be amended only by two-thirds majorities in both houses of 
the legislature. The constitution explicitly gives the courts the 
right of judicial review. Finally, the central bank of Barbados has 
a charter that gives it a medium degree of autonomy in monetary 
policy; its Cukierman score has been a steady 0.38—higher than 
those of the New Zealand and pre-1997 British central banks 
(Cukierman, Webb, and Neyapti 1994; Polillo and Guillén 2005).
 Anthony Payne (1993) argues that the former British colonies 
in the Caribbean are characterized not by Westminster systems 
but by “Westminster adapted.” As illustrated by Barbados—but 
by and large also true for the other Commonwealth democracies 
in the region—this adaptation has affected mainly the second 
dimension of the Westminster model. On the fi rst (executives- 
parties) dimension, the Westminster model has remained almost 
completely intact. The fact that Barbados deviates from majori-
tarianism with regard to most of the characteristics of the federal-
unitary dimension does not mean, of course, that it deviates to 
such an extent that it is a good example of the contrasting model 
of consensus democracy. In order to illustrate the consensus 
model, I turn in the next chapter to the examples of Switzerland, 
Belgium, and the European Union.



Chapter 3

The Consensus Model of Democracy

The majoritarian interpretation of the basic defi nition of 
democracy is that it means “government by the majority
of the people.” It argues that majorities should govern 

and that minorities should oppose. This view is challenged by 
the consensus model of democracy. As the Nobel Prize–winning 
economist Sir Arthur Lewis (1965, 64–65) has forcefully pointed 
out, majority rule and the government-versus-opposition pattern 
of politics that it implies may be interpreted as undemocratic 
because they are principles of exclusion. Lewis states that the 
primary meaning of democracy is that “all who are affected by a 
decision should have the chance to participate in making that 
decision either directly or through chosen representatives.” Its 
secondary meaning is that “the will of the majority shall pre-
vail.” If this means that winning parties may make all the govern-
mental decisions and that the losers may criticize but not govern, 
Lewis argues, the two meanings are incompatible: “to exclude 
the losing groups from participation in decision-making clearly 
violates the primary meaning of democracy.”
 Majoritarians can legitimately respond that, under two condi-
tions, the incompatibility noted by Lewis can be resolved. First, 

30
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the exclusion of the minority is mitigated if majorities and mi-
norities alternate in government—that is, if today’s minority can 
become the majority in the next election instead of being con-
demned to permanent opposition. This is how the British, New 
Zealand, and Barbadian two-party systems have usually worked, 
but there have also been long periods in which one of the major 
parties was kept out of power: the British Labour party during 
the thirteen years from 1951 to 1964 and the eighteen years from 
1979 to 1997, the British Conservatives for thirteen years from 
1997 to 2010, the New Zealand National party for fourteen years 
from 1935 to 1949, New Zealand Labour for twelve years from 
1960 to 1972, and the Democratic Labour party in Barbados for 
fourteen years from 1994 to 2008.
 Even during these extended periods of exclusion from power, 
one can plausibly argue that democracy and majority rule were 
not in confl ict because of the presence of a second condition: the 
fact that all three countries are relatively homogeneous societies 
and that their major parties have usually not been very far apart 
in their policy outlooks because they have tended to stay close 
to the political center. A party’s exclusion from power may be 
undemocratic in terms of the “government by the people” crite-
rion, but if its voters’ interests and preferences are reasonably 
well served by the other party’s policies in government, the sys-
tem approximates the “government for the people” defi nition of 
democracy.
 In less homogeneous societies neither condition applies. The pol-
icies advocated by the principal parties tend to diverge to a greater 
extent, and the voters’ loyalties are frequently more rigid, reduc-
ing the chances that the main parties will alternate in exercising 
government power. Especially in plural societies—societies that 
are sharply divided along religious, ideological, linguistic, cul-
tural, ethnic, or racial lines into virtually separate subsocieties 
with their own political parties, interest groups, and media of 
communication—the fl exibility necessary for majoritarian democ-
racy is likely to be absent. Under these conditions, majority rule 
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is not only undemocratic but also dangerous, because minorities 
that are continually denied access to power will feel excluded 
and discriminated against and may lose their allegiance to the 
regime. For instance, in the plural society of Northern Ireland, 
divided into a Protestant majority and a Catholic minority, major-
ity rule meant that the Unionist party representing the Protestant 
majority won all the elections and formed all of the governments 
between 1921 and 1972. Massive Catholic protests in the late 1960s 
developed into a Protestant-Catholic civil war that could be kept 
under control only by British military intervention and the impo-
sition of direct rule from London.
 In the most deeply divided societies, like Northern Ireland, 
majority rule spells majority dictatorship and civil strife rather 
than democracy. What such societies need is a democratic regime 
that emphasizes consensus instead of opposition, that includes 
rather than excludes, and that tries to maximize the size of the 
ruling majority instead of being satisfi ed with a bare majority: 
consensus democracy. Despite their own majoritarian inclina-
tions, successive British cabinets have recognized this need: they 
have insisted on PR in all elections in Northern Ireland (except 
those to the House of Commons) and, as a precondition for return-
ing political autonomy to Northern Ireland, on broad Protestant-
Catholic power-sharing coalitions. PR and power-sharing were 
also the key elements in the Good Friday Agreement on the po-
litical future of Northern Ireland that was fi nally reached in 1998. 
Similarly, Lewis (1965, 51–55, 65–84) strongly recommends PR, 
inclusive coalitions, and federalism for the plural societies of West 
Africa. The consensus model is obviously also appropriate for 
less divided but still heterogeneous countries, and it is a reason-
able and workable alternative to the Westminster model even in 
fairly homogeneous countries.
 The examples I use to illustrate the consensus model are Swit-
zerland, Belgium, and the European Union—all multiethnic enti-
ties. Switzerland is the best example: with one exception it approx-
imates the pure model perfectly. Belgium also provides a good 
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example, especially after it formally became a federal state in 
1993; I therefore pay particular attention to the pattern of Belgian 
politics in the most recent period. The European Union (EU) is 
a supranational organization—more than just an international 
organization—but it is not, or not yet, a sovereign state. Because 
of the EU’s intermediate status, analysts of the European Union 
disagree on whether to study it as an international organization 
or an incipient federal state, but the latter approach is increas-
ingly common (Hix 1994, 2005). This is also my approach: if the 
EU is regarded as a federal state, its institutions are remarkably 
close to the consensus model of democracy. I discuss the Swiss 
and Belgian prototypes fi rst and in tandem with each other and 
then turn to the EU example.

THE CONSENSUS MODEL IN SWITZERLAND AND BELGIUM

 The consensus model of democracy may be described in terms 
of ten elements that stand in sharp contrast to each of the ten 
majoritarian characteristics of the Westminster model. Instead of 
concentrating power in the hands of the majority, the consensus 
model tries to share, disperse, and restrain power in a variety of 
ways.
 1. Executive power-sharing in broad coalition cabinets. In con-
trast to the Westminster model’s tendency to concentrate execu-
tive power in one-party and bare-majority cabinets, the consen-
sus principle is to let all or most of the important parties share 
executive power in a broad coalition. The Swiss seven-member 
national executive, the Federal Council, offers an excellent exam-
ple of such a broad coalition: until 2003, the three large parties—
Social Democrats, Radical Democrats, and Christian Democrats—
each of which held about one-fourth of the seats in the lower 
house of the legislature during the post–World War II era, and the 
Swiss People’s party (SPP), with about one-eighth of the seats, 
shared the seven executive positions proportionally according to 
the so-called magic formula of 2:2:2:1, established in 1959. After 
the 2003 election, in which the SPP became the largest party, it 
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was given an additional seat at the expense of the Christian Dem-
ocrats. The broad coalition was interrupted in 2007 when SPP 
leader Christoph Blocher, who had been a member of the Federal 
Council since 2003, was not reelected by parliament, and a dif-
ferent SPP member, who was not the party’s nominee, was elected 
in his place. The SPP declared that it was no longer represented 
by its two council members and that it would become an opposi-
tion party. However, the broad coalition and the magic formula 
were restored in January 2009 (Church and Vatter 2009). An ad-
ditional informal power-sharing rule is that the linguistic groups 
be represented in rough proportion to their sizes: four or fi ve 
German-speakers, one or two French-speakers, and frequently an 
Italian-speaker.
 The Belgian constitution offers an example of a formal require-
ment that the executive include representatives of the large lin-
guistic groups. For many years, it had already been the custom to 
form cabinets with approximately equal numbers of ministers rep-
resenting the Dutch-speaking majority and the French-speaking 
minority. This became a formal rule in 1970, and the new federal 
constitution again stipulates that “with the possible exception of 
the Prime Minister, the Council of Ministers [cabinet] includes 
as many French-speaking members as Dutch-speaking members” 
(Alen and Ergec 1994). Such a rule does not apply to the partisan 
composition of the cabinet, but there have been only about four 
years of one-party rule in the postwar era, and since 1980 all 
cabinets have been coalitions of between four and six parties.
 2. Executive-legislative balance of power. The Swiss political 
system is neither parliamentary nor presidential. The relation-
ship between the executive Federal Council and the legislatures 
is explained by Swiss political scientist Jürg Steiner (1974, 43) as 
follows: “The members of the council are elected individually 
for a fi xed term of four years, and, according to the Constitution, 
the legislature cannot stage a vote of no confi dence during that 
period. If a government proposal is defeated by Parliament, it is 
not necessary for either the member sponsoring this proposal or 
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the Federal Council as a body to resign.” This formal separation 
of powers has made both the executive and the legislature more 
independent, and their relationship is much more balanced than 
cabinet-parliament relationships in the British, New Zealand, 
and Barbadian cases in which the cabinet is clearly dominant. 
The Swiss Federal Council is powerful but not supreme.
 Belgium has a parliamentary form of government with a cabi-
net dependent on the confi dence of the legislature, as in the three 
prototypes of the Westminster model. However, Belgian cabinets, 
largely because they are often broad and uncohesive coalitions, 
are not at all as dominant as their Westminster counterparts, 
and they tend to have a genuine give-and-take relationship with 
parliament. The fact that Belgian cabinets are often short-lived 
attests to their relatively weak position: from 1980 to 2010, for 
instance, there were nine cabinets consisting of different multi-
party coalitions—with an average cabinet life of only about three 
years.
 3. Multiparty system. Both Switzerland and Belgium have multi-
party systems without any party that comes close to majority sta-
tus. In the 2007 elections to the Swiss National Council, twelve 
parties won seats, but the bulk of these seats—167 out of 200—
were captured by the four major parties on the Federal Council. 
Switzerland may therefore be said to have a four-party system.
 Until the late 1960s, Belgium was characterized by a three-
party system consisting of two large parties—Christian Democrats 
and Socialists—and the medium-sized Liberals. Since then, how-
ever, these major parties have split along linguistic lines, and 
several new linguistic parties have attained prominence. In addi-
tion, two Green parties, Dutch-speaking and French-speaking, 
have emerged in recent years. About a dozen parties have usually 
been able to win seats in the Chamber of Representatives, and 
eleven of these have been important enough to be included in 
one or more cabinets. Belgium clearly has “one of the most frag-
mented party systems of any modern democracy” (Swenden, Brans, 
and De Winter 2009, 8).
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 The emergence of multiparty systems in Switzerland and Bel-
gium can be explained in terms of two factors. The fi rst is that the 
two countries are plural societies, divided along several lines of 
cleavage: religion, class, and language. A contrast between Swit-
zerland and Belgium is that linguistic differences have had only 
a minor impact on the Swiss party system, while they have be-
come the major differentiator for the Belgian parties. The Swiss 
People’s party used to be mainly strong among Protestant farmers, 
but it has extended its appeal, and gained a great deal of electoral 
support, as a right-wing populist and anti-immigrant party. This 
description fi ts one of the small Flemish-nationalist parties in 
Belgium, too (Pauwels 2011). Both countries also have small but 
signifi cant Green parties.
 4. Proportional representation. The second explanation for the 
emergence of multiparty systems in Switzerland and Belgium is 
that their proportional electoral systems have not inhibited the 
translation of societal cleavages into party-system cleavages. In 
contrast with the plurality method, which tends to overrepresent 
large parties and to underrepresent small parties, the basic aim of 
proportional representation is to divide the parliamentary seats 
among the parties in proportion to the votes they receive. The 
lower houses of both legislatures are elected by PR.
 5. Interest group corporatism. There is some disagreement 
among experts on corporatism about the degree of corporatism in 
Switzerland and Belgium, mainly because the labor unions in 
these two countries tend to be less well organized and less infl u-
ential than business. The disagreement can be resolved, however, 
by distinguishing between two variants of corporatism: social 
corporatism in which the labor unions predominate and liberal 
corporatism in which business association are the stronger force. 
Peter J. Katzenstein (1985, 105, 130) uses Switzerland and Bel-
gium as two examplars of the latter, and he concludes that Swit-
zerland “most clearly typifi es the traits characteristic of liberal 
corporatism.” Both countries clearly show the three general ele-
ments of corporatism: tripartite concertation, relatively few and 
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relatively large interest groups, and the prominence of peak asso-
ciations. Gerhard Lehmbruch (1993, 52) writes that “the strength 
of Swiss peak associations is remarkable, and it is generally ac-
knowledged that the cohesion of Swiss interest associations is 
superior to that of Swiss political parties.” Moreover, Klaus Armin-
geon (1997) argues that, although the extent and effectiveness of 
corporatism in many European countries has been declining in 
the 1990s, it continues to be strong in Switzerland. Belgian tri-
partite cooperation began with the Social Pact concluded in 1944, 
and its corporatist system “has not fundamentally changed” since 
then (Deschouwer 2009, 193).
 6. Federal and decentralized government. Switzerland is a fed-
eral state in which power is divided between the central govern-
ment and the government of twenty cantons and six so-called half-
cantons, produced by splits in three formerly united cantons. The
half-cantons have only one instead of two representatives in the 
Swiss federal chamber, the Council of States, and they carry only 
half the weight of the regular cantons in the voting on constitu-
tional amendments; in most other respects, however, their status 
is equal to that of the full cantons. Switzerland is also one of the 
world’s most decentralized states.
 Belgium was a unitary and centralized state for a long time, 
but from 1970 on it gradually moved in the direction of both de-
centralization and federalism; in 1993, it formally became a fed-
eral state. The form of federalism adopted by Belgium is a “unique 
federalism” (Fitzmaurice 1996) and one of “Byzantine complex-
ity” (McRae 1997, 289), because it consists of three geographi-
cally defi ned regions—Flanders, Wallonia, and the bilingual capi-
tal of Brussels—and three nongeographically defi ned cultural 
communities—the large Flemish and French communities and 
the much smaller German-speaking community. The main rea-
son for the construction of this two-layer system was that the bi-
lingual area of Brussels has a large majority of French-speakers 
but is surrounded by Dutch-speaking Flanders. There is a consid-
erable overlap between regions and communities, but they do 
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not match exactly. Each has its own legislature and executive, 
except that in Flanders the government of the Flemish commu-
nity also serves as the government of the Flemish region.
 7. Strong bicameralism. The principal justifi cation for institut-
ing a bicameral instead of a unicameral legislature is to give spe-
cial representation to minorities, including the smaller states in 
federal systems, in a second chamber or upper house. Two condi-
tions have to be fulfi lled if this minority representation is to be 
meaningful: the upper house has to be elected on a different basis 
than the lower house, and it must have real power—ideally as 
much power as the lower house. Both of these conditions are met 
in the Swiss system: the National Council is the lower house and 
represents the Swiss people, and the Council of States is the 
upper or federal chamber representing the cantons, with each 
canton having two representatives and each half-canton one rep-
resentative. Hence the small cantons are much more strongly 
represented in the Council of States than in the National Council. 
Swiss bicameralism is also symmetrical: the “absolute equality 
of the two chambers in all matters of legislation” is a sacrosanct 
rule (Linder 2010, 51).
 The two Belgian chambers of parliament—the Chamber of 
Representatives and the Senate—had virtually equal powers in 
prefederal Belgium, but they were both proportionally consti-
tuted and hence very similar in composition. The new Senate, 
elected for the fi rst time in 1995, especially represents the two 
cultural-linguistic groups, but it is still largely proportionally 
constituted and not designed to provide overrepresentation for 
the French-speaking and German-speaking minorities. Moreover, 
only forty of its seventy-one members are popularly elected, and 
its powers were reduced in comparison with the old Senate; for 
instance, it no longer has budgetary authority (De Winter and 
Dumont 2009, 102; Deschouwer 2009, 171–72). Hence the new 
federal legislature of Belgium exemplifi es a relatively weak rather 
than strong bicameralism.
 8. Constitutional rigidity. Both Belgium and Switzerland have 
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a written constitution—a single document containing the basic 
rules of governance—that can be changed only by special majori-
ties. Amendments to the Swiss constitution require the approval 
in a referendum of not only a nationwide majority of the voters but 
also majorities in a majority of the cantons. The half-cantons are 
given half weight in the canton-by-canton calculation; this means 
that, for instance, a constitutional amendment can be adopted by 
13.5 cantons in favor and 12.5 against. The requirement of major-
ity cantonal approval means that the populations of the smaller 
cantons and half-cantons, with less than 20 percent of the total 
Swiss population, can veto constitutional changes.
 In Belgium, there are two types of supermajorities. All consti-
tutional amendments require the approval of two-thirds majorities 
in both houses of the legislature. Moreover, laws pertaining to the 
organization and powers of the communities and regions have a 
semiconstitutional status and are even harder to adopt and to 
amend: in addition to the two-thirds majorities in both houses, 
they require the approval of majorities within the Dutch-speak-
ing group as well as within the French-speaking group in each of 
the houses. This rule gives the French-speakers an effective mi-
nority veto.
 9. Judicial review. Switzerland deviates in one respect from 
the pure consensus model: its supreme court, the Federal Tribu-
nal, does not have the right of judicial review. A popular initia-
tive that tried to introduce it was decisively rejected in a 1939 
referendum (Codding 1961, 112). Parliament seriously consid-
ered the creation of a constitutional court as part of the compre-
hensive judicial reform adopted in 2000 but ultimately decided 
not to incorporate this proposal in the reform package (Vatter 
2008, 22–23).
 There was no judicial review in Belgium either until 1984, 
when the new Court of Arbitration was inaugurated. The court’s 
original main responsibility was the interpretation of the consti-
tutional provisions concerning the separation of powers among 
the central, community, and regional governments. Its authority 
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was greatly expanded by the constitutional revision of 1988, and 
the Court of Arbitration can now be regarded as a “genuine con-
stitutional court” (De Winter and Dumont 2009, 109).
 10. Central bank independence. Switzerland’s central bank 
has long been regarded as one of the strongest and most indepen-
dent central banks, together with the German Bundesbank and 
the Federal Reserve System in the United States. Its indepen-
dence, as measured by the Cukierman index, has been a high 
0.63 since 1980 (Vatter 2008, 26). In contrast, the National Bank 
of Belgium was long one of the weakest central banks. However, 
its autonomy was substantially reinforced in the early 1990s, 
roughly at the same time as the transition to a federal system, but 
mainly as a result of the 1992 Maastricht Treaty, which obligated 
the EU member states to enhance the independence of their 
central banks. In 1993, its Cukierman score rose from a very low 
0.17 to a more respectable 0.41 (Polillo and Guillén 2005).

THE CONSENSUS MODEL IN THE EUROPEAN UNION

 The principal institutions of the European Union do not fi t the 
classifi cation into executive, legislative, judicial, and monetary 
organs as easily as those of the fi ve sovereign states discussed so 
far. This is especially true for the European Council (not to be 
confused with the Council of the European Union, described 
below), which consists of the heads of government of the twenty-
seven member states—“the most prominent political leaders in 
Europe” (Crepaz and Steiner 2011, 287)—meeting at least twice a 
year. It is the most powerful EU institution, and most of the major 
steps in the development of the European Community and, since 
1993, the EU have been initiated by the Council. Its presidency 
used to rotate every six months among its members, but the 2007 
Lisbon Treaty created a permanent president of the European 
Council—also called president of the European Union—elected 
for two and a half years. The fi rst president, elected in 2009, was 
former Belgian prime minister Herman Van Rompuy. Of the other 
institutions, the European Commission serves as the executive of 
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the EU and can be compared to a cabinet; the European Parlia-
ment is the lower house of the legislature; and the Council of the 
European Union can be regarded as the upper house. The respon-
sibilities of the European Court of Justice and the European Cen-
tral Bank are clear from their names.
 1. Executive power-sharing in broad coalition cabinets. The Eu-
ropean Commission consists of twenty-seven members, each with 
a specifi c ministerial responsibility, appointed by the govern-
ments of the member states. Because all twenty-seven nations 
that belong to the EU are represented on it, the Commission is a 
broad and permanent international coalition. In practice, the 
Commission is also a coalition that unites the left, center, and 
right of the political spectrum in Europe.
 2. Executive-legislative balance of power. After each fi ve-yearly 
parliamentary election, the new European Commission must be 
approved by a vote in the European Parliament. Parliament also 
has the power to dismiss the Commission, but only by a two-
thirds majority. Parliament has strong budgetary powers, and its 
other legislative powers were enhanced by the 2007 Lisbon 
Treaty; for 95 percent of European legislation, the Parliament has 
become an equal colegislator with the more powerful Council of 
the European Union—composed of ministers from the govern-
ments of the twenty-seven member states. George Tsebelis and 
Jeannette Money (1997, 180) call the Council “the European 
equivalent of [an] upper house.” The Council is also clearly the 
strongest of the three institutions. Overall, therefore, the Com-
mission is much more like the equal partner in the consensus 
model than the dominant cabinet in the Westminster model.
 3. Multiparty system. The 736-member European Parliament 
had seven offi cially recognized parties (comprising the minimum 
of 25 members from seven countries required for recognition) 
after the 2009 elections. The largest of these was the European 
People’s party (mainly Christian Democrats), with 36 percent of 
the seats in Parliament—far short of a parliamentary majority. 
The next largest was the Socialist party with 25 percent, followed 
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by the Liberals with almost 12 percent of the seats. None of the 
other parties held more than 10 percent of the seats. The political 
fragmentation is even greater than appears from the multiparty 
pattern because the parties in the European Parliament are con-
siderably less cohesive and disciplined than the parties in the 
national parliaments. The partisan composition of the “upper 
house,” the Council of the European Union, changes as the cabi-
nets of the member countries change, and it also depends on the 
subject matter being discussed, which determines which particu-
lar minister will attend a particular session. For instance, if farm 
policies are on the Council’s agenda, the national ministers of 
agriculture are likely to attend. In practice, however, the Council 
is also a multiparty body.
 4. Proportional representation. The European Parliament has 
been directly elected since 1979. It is supposed to be elected in 
each country according to a uniform electoral system, but the 
member countries have not been able to agree on such a system. 
Nevertheless, the prevalent method is some variant of PR, and PR 
is used in all of the member countries, including, since 1999, 
Great Britain. Nevertheless, the overrepresentation of the small 
states and underrepresentation of the large states in the European 
Parliament result in a signifi cant degree of disproportionality. 
At the extremes, Germany has ninety-six and Malta six represen-
tatives, even though Germany’s population is about two hundred 
times larger than Malta’s. In this respect, the European Parlia-
ment combines in one legislative chamber the principles of pro-
portional representation and of equal national representation 
that, for instance, in Switzerland are embodied in two separate 
houses of the legislature.
 5. Interest group corporatism. The EU has not yet developed a 
full-fl edged corporatism, largely because the most important so-
cioeconomic decisions are still made at the national level or sub-
ject to national vetoes. As the EU becomes more integrated, the 
degree of corporatism is bound to increase. In the title of Michael 
J. Gorges’s book Euro-Corporatism? the question mark is deliber-
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ate, and Gorges answers the question mainly in the negative for 
the present situation, but he also sees signifi cant corporatist ele-
ments in certain sectors as well as a clear trend toward greater 
corporatism. One important factor is that the European Commis-
sion has long favored a corporatist mode of negotiating with in-
terest groups. For instance, it sponsored a series of tripartite con-
ferences during the 1970s, and although these did not lead to the 
institutionalization of tripartite bargaining, “the Commission 
never abandoned its goal of promoting a dialogue between the 
social partners and of improving their participation in the Com-
munity’s decision-making process” (Gorges 1996, 139). Vivien A. 
Schmidt (2006, 104) describes the current European interest 
group system as more pluralist than corporatist but also states 
that “the EU’s societal actors enjoy a pluralism that is more close 
and cooperative than that of the [highly pluralist] United States.” 
Similarly, but stated in more positive terms, Gerda Falkner (2006, 
223) fi nds evidence that “corporatist variants of policy networks 
are not alien to the EU.”
 6. Federal and decentralized government. Compared with other 
international organizations, the supranational EU is highly unifi ed 
and centralized, but compared with national states—even as de-
centralized a state as Switzerland—the EU is obviously still more 
“confederal” than federal as well as extremely decentralized.
 7. Strong bicameralism. The two criteria of strong bicameral-
ism are that the two houses of a legislature be equal in strength 
and different in composition. The EU’s legislature fi ts the second 
criterion without diffi culty: the Council has equal representation 
of the member countries and consists of representatives of the 
national governments, whereas the Parliament is directly elected 
by the voters and the national delegations are weighted by popu-
lation size. In national legislatures, deviations from equal power 
tend to be to the advantage of the lower house. In the EU it is the 
other way around: the upper house (Council) used to be consid-
erably more powerful than the lower house (Parliament) and still 
has somewhat greater legislative power, even after the adoption 
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of the Lisbon Treaty, noted earlier—not fully in accordance with 
the consensus model but even less with the majoritarian model.
 8. Constitutional rigidity. The EU’s “constitution” consists of 
the founding Treaty of the European Economic Community, 
signed in Rome in 1957, and a series of both earlier and subse-
quent treaties. Because these are international treaties, they can 
be changed only with the consent of all of the signatories. Hence 
they are extremely rigid. In addition, most important decisions 
in the Council require unanimity; on less important matters, it 
has become more common since the 1980s to make decision by 
“qualifi ed majority voting,” that is, by roughly two-thirds majori-
ties and by means of a weighted voting system (similar to the 
weighted allocation of seats in the European Parliament).
 9. Judicial review. A key EU institution is the European Court 
of Justice. The Court has the right of judicial review and can de-
clare both EU laws and national laws unconstitutional if they 
violate the various EU treaties. Moreover, the Court’s approach to 
its judicial tasks has been creative and activist. Alec Stone Sweet 
(2004, 1) writes that the Court “has no rival as the most effective 
supranational body in the history of the world, comparing favor-
ably with the most powerful constitutional courts anywhere.”
 10. Central bank independence. The European Central Bank, 
which started operating in 1998, was designed to be a highly in-
dependent central bank; indeed the Economist (November 8, 
1997) wrote that “its constitution makes it the most independent 
central bank in the world.” It is the guardian of the European com-
mon currency, the Euro, used by seventeen EU members. Chris-
topher Crowe and Ellen E. Meade (2007) give the bank an inde-
pendence score of 0.83 on the Cukierman scale—considerably 
higher than that of any of the national central banks mentioned 
earlier in this chapter and in Chapter 2.
 In the beginning of this chapter, I emphasized that the majori-
tarian model was incompatible with the needs of deeply divided, 
plural societies. The EU is clearly such a plural society: “Deep-
seated and long-standing national differences, of which language 
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is only one, have not and will not disappear in Europe” (Kirch-
ner 1994, 263). Hence it is not surprising that the EU’s institu-
tions conform largely to the consensus instead of the majoritar-
ian model (Colomer 2010, 67–72; Hendriks 2010, 76–77). Many 
observers predict that the EU will eventually become a federal 
state, especially as a result of the adoption of the Euro. For in-
stance, Martin Feldstein (1997, 60) asserts that the “fundamental 
long-term effect of adopting a single currency [will] be the cre-
ation of a political union, a European federal state with responsi-
bility for a Europe-wide foreign and security policy as well as for 
what are now domestic economic and social policies.” If and 
when the EU develops into a sovereign European state, its insti-
tutions are likely to change, but it is not likely to stray far from 
the consensus model, and it is almost certain to take the form of 
a federal United States of Europe.



Chapter 4

Thirty-Six Democracies

The remainder of this book is a systematic comparison of 
the thirty-six countries (with populations of at least a 
quarter of a million) that were democratic in the middle 

of 2010 and that had been continuously democratic since 1989 or 
earlier. Each democracy is analyzed from its fi rst democratic 
election in or after 1945 until June 30, 2010; the time span for the 
thirty-six democracies varies from sixty-fi ve years (1945–2010) 
for several European countries to twenty-two years (1988–2010) 
for Korea. In this chapter, I explain the criteria for selecting the 
thirty-six democracies and for choosing the minimum number of 
years of democratic experience. I also discuss the principal so-
cial and economic characteristics that can be expected to infl u-
ence the types of democracy and democratic performance of the 
thirty-six countries.

DEFINITIONS OF DEMOCRACY

 Although political scientists have disagreed on some of the 
details of defi ning and measuring democracy (Coppedge and Ger-
ring 2011), the eight criteria proposed by Robert A. Dahl (1971, 3) 
in his seminal book Polyarchy still command widespread sup-

46
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port: (1) the right to vote, (2) the right to be elected, (3) the right 
of political leaders to compete for support and votes, (4) elec-
tions that are free and fair, (5) freedom of association, (6) freedom 
of expression, (7) alternative sources of information, and (8) in-
stitutions for making public policies depend on votes and other 
expressions of preference. These requirements are already im-
plied by Lincoln’s simple defi nition of democracy as government 
by the people (or by representatives of the people) and for the 
people. For instance, “by the people” implies universal suffrage, 
eligibility for public offi ce, and free and fair elections; and elec-
tions cannot be free and fair unless there is freedom of expression 
and association both before and between elections. Similarly, 
“for the people” implies Dahl’s eighth criterion of responsive-
ness by the government to the voters’ preferences. Nevertheless, 
it is instructive to spell out the specifi c criteria especially for the 
purpose of deciding which countries qualify as democracies and 
which countries do not.
 Democracy, as defi ned by Dahl, is a twentieth-century phenom-
enon, and Göran Therborn (1977, 11–17) credits Australia and 
New Zealand with having established the fi rst genuinely demo-
cratic systems of government in the fi rst decade of the twentieth 
century. New Zealand has the strongest claim because, as early as 
1893, it was the fi rst country to institute truly universal suffrage, 
that is, the right to vote for both men and women and for the Maori 
minority; women, however, did not have the right to be candidates 
for public offi ce until 1919. Australia adopted suffrage for both men 
and women in 1902, but Aboriginal Australians—admittedly a 
small minority comprising about 2 percent of the population—
could not vote in federal elections until 1962.
 Table 4.1 lists the countries that can be regarded as democratic 
in 2010 and as having been democratic for more than twenty 
years: these are the thirty-six countries analyzed in this book, 
classifi ed by the decade and fi rst year from which the analysis of 
each country starts. In order to decide which countries qualify as 
democracies, I relied to a large extent—following the example of 
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many other researchers—on the ratings for all countries in the 
world that Freedom House has produced since 1972 (Gastil 1989, 
50–61). In the Freedom House surveys, countries are rated as free, 
partly free, or not free, and these ratings are based on two sets of 
criteria similar to those suggested by Dahl: political rights, such as 
the right to participate in free and competitive elections, and civil 
liberties, such as freedom of speech and association. Hence the 
“free” countries can also be regarded as democratic countries.
 I have included three borderline cases: India, Argentina, and 
Trinidad and Tobago. In Freedom House’s judgment, India slipped 
from “free” to only “partly free” during seven years in the 1990s 
mainly because of high levels of political violence. This judg-
ment is too severe, given India’s huge size and the fact that most 
violence was confi ned to the country’s periphery. Larry Dia-
mond’s (1989, 1) description of India as “the most surprising and 
important case of democratic endurance in the developing world” 
continues to be valid. Argentina and Trinidad fell just below 
the “freedom” cutoff point for a few years—two and four years, 
respectively—in the early twenty-fi rst century but quickly re-
gained their “free” status. It is also preferable to err on the side of 
inclusion because India is the world’s most populous democracy 
and because all three countries make the set of democracies ana-
lyzed in this book much more interesting and diverse: India is the 
least developed of the thirty-six countries, and both India and 
Trinidad are among the most ethnically divided societies. Argen-
tina is one of only six presidential democracies and one of only 
three Latin American democracies among the thirty-six countries.1

 1. Of the other two Latin American democracies, Uruguay, like Argen-
tina, is included from the 1980s on. Costa Rica has a much longer demo-
cratic record and is often lauded as “the Switzerland of Central America” 
(Seligson and Martínez Franzoni 2010, 307). This book is not designed to 
contribute to the scholarly debate about the viability of parliamentary 
versus presidential regimes (see Linz and Valenzuela 1994), but it seems 
signifi cant that there are merely six presidential systems among the thirty-
six long-term democracies and that three of these—Argentina, Uruguay, 
and Korea—joined this select group only in the 1980s.
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 I am also somewhat lenient with regard to several other coun-
tries that are on the list of long-term democracies in Table 4.1 in 
spite of the absence of fully universal suffrage—the most funda-
mental of democratic requisites. In pre-1971 Switzerland, women 
did not yet have the right to vote. In Australia, as noted earlier, 
Aborigines could not vote until 1962. And, in spite of President 
Bill Clinton’s claim in his 1993 inaugural address that the United 

Table 4.1

The thirty-six democracies included in this study, classifi ed by decade 

and fi rst year of the period (until the middle of 2010) analyzed

Decade First year analyzed Democracies

1940s 1945 Austria, Canada, Denmark, Finland, 

Luxembourg, Norway, United Kingdom

1946 Australia, Belgium, Iceland, Italy, 

Japan, Netherlands, New Zealand, 

United States

1947 Switzerland

1948 Ireland, Sweden

1949 Germany, Israel

1950s 1953 Costa Rica

1958 France

1960s 1961 Trinidad and Tobago

1962 Jamaica

1965 Botswana

1966 Barbados, Malta

1970s 1972 Bahamas

1974 Greece

1976 Mauritius, Portugal

1977 India, Spain

1980s 1984 Argentina

1985 Uruguay

1988 Korea
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States is “the world’s oldest democracy” (New York Times, Janu-
ary 21, 1993, A11), universal suffrage was not fi rmly established 
in the United States until the passage of the Voting Rights Act in 
1965. The principle of universal suffrage was also violated by the 
United Kingdom, France, the Netherlands, and Belgium while 
these countries were colonial powers, by the three Allied Powers 
while they were occupying Germany and Japan, and by post-1967 
Israel on account of its control over the occupied territories.2 Fo-
cusing on the post-1945 period minimizes these problems because 
the colonial empires were rapidly dissolved and because women 
fi nally received the right to vote in Belgium, France, and Italy.
 In comparative analyses of democracy, the smallest and least 
populous ministates are usually excluded; the cutoff point tends 
to vary between populations of one million and of a quarter of a 
million (Anckar 2008, 69–71). Here, too, I opted to be inclusive 
by selecting the lower cutoff point.
 There are two reasons for the requirement that countries be 
not just democratic but democratic for an extended period. The 
substantive reason is that it provides assurance that the democra-
cies studied are not ephemeral entities but reasonably stable and 
consolidated systems. The second reason is procedural: in order 
to study, for instance, the results that elections tend to have, the 
kinds of cabinets that tend to be formed, and the durability of 
these cabinets in a particular country, we need to be able to mea-
sure more than just one or a few of these elections and cabinets. 
Obviously somewhat arbitrarily, I selected a time span of more 
than twenty years as the minimum period; all thirty-six countries 
included in this study have been continuously democratic since 
the late 1980s or earlier.
 Table 4.1 shows the fi rst year of the period analyzed for each 
of the thirty-six democracies. Generally, this is the year of the fi rst 

 2. Postwar control of conquered countries or areas is the least serious 
violation of the universal-suffrage standard because such control is meant 
to be temporary; the longer it lasts, however, the more it creates a dilemma 
for democracy.
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democratic election since 1945 or since independence. In coun-
tries where democracy was interrupted in the postwar period—
in France in 1958, Greece from 1967 to 1974, India from 1975 to 
1977—it is the election that marks the resumption of democracy. 
In the countries that became independent in the 1960s and 1970s, 
it is the year of the election held closest to the achievement of 
independence—which in three cases means the election in the 
year before independence (the Bahamas, Botswana, and Trini-
dad).3 The only exception is Mauritius, which held a democratic 
election in 1967, one year before formal independence in 1968, 
but where democracy lapsed for several years in the early 1970s: a 
state of emergency was in force from 1971 to 1976; opposition 
leaders were imprisoned; labor unions were banned; and the 1972 
election was postponed to 1976 (Bowman 1991, 73–74; Bräutigam 
1997, 50). The 1976 election marks the restoration of democracy, 
and Mauritius is therefore included in the analysis from 1976 on.
 The requirement of a minimum time span of more than twenty 
years of democratic experience necessarily means that quite a 
few democracies had to be omitted from the analysis. Shortening 
the required time span to ten years would have resulted in the 
inclusion of twenty-fi ve more countries (see Table 4.2). Among 
these newer democracies are several large countries—especially 
Mexico, South Africa, and Poland—but of the combined total 
population of more than two and a half billion people in the 
sixty-one democracies, the thirty-six older democracies contain 
more than 85 percent.4

 3. Trinidad and Tobago—for brevity’s sake hereinafter simply referred 
to as “Trinidad”—and Jamaica became independent in 1962, Malta in 1964, 
Barbados and Botswana in 1966, Mauritius in 1968, and the Bahamas in 
1973. I also use the short name “Korea” for the country that is often infor-
mally called South Korea and is offi cially called the Republic of Korea.
 4. Freedom House also includes Cyprus (the Greek part of the island) 
and Belize among the long-term democracies. Cyprus is omitted from my 
analysis because of the continued division of the island and its unsettled 
fi nal status. Belize’s population did not reach the minimum of 250,000 
until early in the twenty-fi rst century.
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THIRTY-SIX DIVERSE DEMOCRACIES

 Our set of thirty-six democracies includes representatives of 
each of the three waves of democratization identifi ed by Samuel 
P. Huntington (1991, 13–26). Using a rather lenient defi nition of 
“universal” suffrage—the right to vote for at least 50 percent of 
adult males5—Huntington sees a long fi rst wave starting as early 
as 1828 and lasting until 1926, a short second wave from 1943 to 
1962, and a third wave starting in 1974; two reverse waves, in 
which democracy collapsed in many countries, occurred be-
tween the three waves of democratization. Several countries that 
experienced reverse waves participated in more than one for-

Table 4.2

The twenty-fi ve other democracies that have been continuously demo-

cratic since 1990–2000, classifi ed by year of (re-)democratization

Year of 

democratization Democracies

1990 Chile, Hungary, Namibia, Poland

1991 Benin, Bulgaria, Cape Verde, Lithuania, Mongolia, 

Slovenia

1993 Czech Republic, Estonia

1994 Latvia, Panama, South Africa

1995 Mali

1996 Romania, Taiwan

1997 El Salvador

1998 Dominican Republic, Slovakia

2000 Croatia, Ghana, Mexico, Suriname

Source: Based on information in Freedom House 2011 and earlier volumes of the Freedom

in the World annual survey

 5. Huntington (1991, 14) concedes that he includes both democratic 
and “semidemocratic” systems.



THIRTY-SIX DEMOCRACIES  53

ward wave; among our thirty-six democracies, Argentina, Greece, 
and Uruguay were involved in all three forward waves and in 
both reverse waves. All of the countries listed in Table 4.1 as hav-
ing been continuously democratic since the late 1940s, except 
Israel, were already part of the fi rst of Huntington’s waves. About 
half were also in the second wave: those in which democracy 
failed in the fi rst reverse wave, like Germany and Italy, and coun-
tries where democracy was interrupted by German occupation 
during the Second World War.
 The countries listed in Table 4.1 as having been democratic 
since the 1950s and 1960s belong to the second wave; for the 
1960s group, democratization came about as a result of decoloni-
zation. Huntington uses 1962 as the year in which the second 
wave ended, but Botswana, Barbados, Malta, and even the Baha-
mas (not independent until 1973) should be included in the 
second wave. The end of the Portuguese dictatorship in 1974 ini-
tiated the third wave, which also encompasses the other democ-
racies in the 1970s and 1980s groups (except the Bahamas) and 
which continued in the 1990s, especially in Eastern Europe, Latin 
America, and Africa (Whitehead 2009).
 The twenty democracies that have been continuously demo-
cratic since the 1940s (or earlier) are a rather homogeneous group 
in several key respects, except their degree of pluralism: they are 
all economically developed, industrialized, and urbanized; with 
the exception of Japan, they belong to the Western Judeo-Christian 
world; and most are geographically concentrated in the North 
Atlantic area. However, the addition of the second-wave and third-
wave democracies adds a great deal of diversity. Three major dif-
ferences are highlighted in Table 4.3: the degree to which the 
thirty-six democracies are plural societies, their levels of socio-
economic development, and their population sizes.
 The fi rst difference is the degree of societal division. This vari-
able is commonly operationalized as the number and relative sizes 
of the ethnic groups in different countries (Colomer 2011, 95). 
This ethnic-groups measure captures an important element of so-
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Table 4.3

Population sizes (in thousands) and levels of development of thirty-six 

democracies, classifi ed by extent of pluralism, ca. 2010

Population (000s), 

2009

Human development 

index, 2010

Plural societies

India 1,155,348 0.519

Spain 45,958 0.863

Canada 33,740 0.888

Belgium 10,789 0.867

Switzerland 7,731 0.874

Israel 7,442 0.872

Trinidad 1,339 0.736

Mauritius 1,275 0.701

Semiplural societies

United States 307,007 0.902

Germany 81,880 0.885

France 62,616 0.872

Italy 60,221 0.854

Korea 48,747 0.877

Netherlands 16,531 0.890

Austria 8,364 0.851

Finland 5,338 0.871

Luxembourg 498 0.852

Nonplural societies

Japan 127,560 0.884

United Kingdom 61,838 0.849

Argentina 40,276 0.775
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cietal division; for instance, all other things being equal, a coun-
try consisting of three ethnic groups of equal size is less divided 
than one with four such equal groups, and a country with two 
ethnic groups comprising 90 and 10 percent of the population is 
less divided than one with two groups of 50 percent each. An-
other advantage is that it can be precisely quantifi ed.6

Population (000s), 

2009

Human development 

index, 2010

Australia 21,875 0.937

Greece 11,283 0.855

Portugal 10,632 0.795

Sweden 9,302 0.885

Denmark 5,529 0.866

Norway 4,827 0.938

Costa Rica 4,579 0.725

Ireland 4,450 0.895

New Zealand 4,316 0.907

Uruguay 3,345 0.765

Jamaica 2,670 0.688

Botswana 1,950 0.633

Malta 415 0.815

Bahamas 342 0.784

Iceland 319 0.869

Barbados 256 0.788

Source: Based on data in World Bank 2011 and United Nations Development Programme 

2010, 142–45

Table 4.3 continued

 6. The measure described by Colomer (2011, 95) is the “effective num-
ber of ethnic groups,” which is conceptually similar to the effective num-
ber of political parties that I introduce and explain in Chapter 5.
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 Its disadvantage is that it leaves out a number of important 
aspects of division. First, ethnic divisions are not the only rele-
vant differences; in particular, religious cleavages, such as those 
among Hindus, Muslims, and Sikhs in India, may be as impor-
tant or even more important. Second, the measure could, in prin-
ciple, be adjusted so as to include religious as well as ethnic dif-
ferences, but it would then still miss important cleavages within 
religious groups, such as the difference between faithfully prac-
ticing Catholics on one hand and infrequently and nonpracticing 
Catholics on the other and the related split between prochurch 
and anticlerical forces that has historically shaped much of the 
politics of France and Italy.
 Third, it fails to take the depth of division into account. It is 
misleading, for instance, to treat the Protestant-Catholic division 
in Northern Ireland on a par with that in Switzerland, Germany, 
and the Netherlands, or to equate ethnic divisions in which lin-
guistic differentiation is relatively unimportant, such as between 
Welsh and English or Frisians and Dutch, with ethnic divisions 
that coincide with sharp linguistic divisions, as in Belgium, 
Switzerland, India, Spain, and Finland. Fourth, it fails to indi-
cate the extent to which the ethnic, religious, and possibly other 
groups differentiate themselves organizationally. A high degree 
of this can historically be seen in Austria, Belgium, the Nether-
lands, and Israel, where religious and ideological groups have 
organized themselves into more or less separate subsocieties with 
their own political, socioeconomic, cultural, educational, and rec-
reational associations.
 The threefold classifi cation into plural, semiplural, and non-
plural societies in Table 4.3 takes these considerations into ac-
count. It is obviously a more subjective and much rougher mea-
sure than one based exclusively on the number and sizes of 
ethnic groups, but it is also a more valid and meaningful mea-
sure. Three further comments on the trichotomous classifi cation 
are in order. First, all but one of the plural societies are linguisti-
cally divided countries; India, with its more than a dozen offi -



THIRTY-SIX DEMOCRACIES  57

cially recognized languages, is an extreme case. The population 
of Mauritius is about two-thirds of Indian and one-third of Afri-
can descent; the Indian community is a microcosm of the linguis-
tic and religious divisions of India (Kasenally 2011). Israel is a 
plural society not just because of the division between Jewish 
and Arab citizens but even more as a result of the sharp split be-
tween religious and secular Jews. The only exceptional case is 
Trinidad, where there is a common language but where a deep 
cleavage separates the Afro-Creole and Indian communities 
(Premdas 2007, 17–44). Most of the semiplural societies have sig-
nifi cant, but only moderately divisive, ethnic or religious differ-
ences. Korea is also in this category on account of its pronounced 
regional rivalries.
 Second, the threefold classifi cation refl ects the situation in the 
early twenty-fi rst century, but it would not have looked very dif-
ferent if it had been based on a much longer time span. The only 
exceptions would be Austria, the Netherlands, and Luxembourg, 
which are classifi ed as semiplural here but which should have 
been rated as plural in the fi rst two postwar decades, when their 
religious and ideological segments were organizationally much 
more distinct. Third, it is important not to equate “nonplural” 
with “homogeneous”: most of the nonplural societies are reli-
giously divided to at least some extent, and most contain at least 
one or more small minorities. Examples that have already been 
mentioned are the ethnic minorities in the United Kingdom, Aus-
tralia, and New Zealand. Another example is Botswana, which is 
often regarded as the most homogeneous state in Africa but where 
there is a signifi cant ethnic minority, the Kalanga, and where the
dominant Tswana ethnic group is divided internally into eight 
tribes.
 Table 4.3 also indicates the level of socioeconomic develop-
ment in the thirty-six democracies. This variable has tradition-
ally been operationalized as gross national product (GNP) per 
capita, although it has long been recognized that GNP per capita 
is a fl awed measure because of its excessive sensitivity to ex-
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change rate fl uctuations and its exaggeration of the poverty of 
less developed nations. A considerable improvement is to adjust 
per capita GNP for the different price levels in different coun-
tries, yielding so-called purchasing power parities (Dogan 1994, 
44–46). A further big improvement is the human development 
index, designed by the United Nations Development Programme 
in 1990. Nobel Prize–winning economist Amartya Sen (2010, vi), 
who participated in the development of the index, explains that 
it was “devised explicitly as a rival to GNP,” concentrating on the 
three fundamental dimensions of “longevity, basic education and 
minimal income.” It is a more accurate indicator of development 
because it is more broadly based than the two older measures, 
and it quickly found wide acceptance among social scientists 
(Diamond 1992, 100–102; Lane and Ersson 1994, 214–28; Van-
hanen 1997, 75–79).
 The human development index can, in principle, range from a 
high of 1 to a low of 0. As Table 4.3 shows, most of the countries 
that are commonly regarded as highly developed and industrial-
ized have indices higher than 0.8. Those of most of the develop-
ing countries are between 0.7 and 0.8, but three nations have 
lower indices: the lowest is India (0.519), followed in ascending 
order by Botswana and Jamaica.
 By far the greatest difference among the thirty-six countries is 
in their population sizes. Table 4.3 highlights these differences 
by listing the countries in each of the three degree-of-pluralism 
categories in descending order of size. India is by far the largest 
country, with a population exceeding one billion—larger than 
the combined populations of the thirty-fi ve other countries. An-
other way to emphasize these enormous differences is to calcu-
late India’s weekly population growth from its annual growth of 
about fi fteen million people; its population growth per week is 
about 290,000—more than the entire population of Barbados.
 The above variables are important in this comparative analy-
sis because they can be expected to infl uence the form of democ-
racy adopted in different countries as well as their democratic 
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performance. For instance, I have hinted in previous chapters 
that consensus democracy is especially appropriate for plural so-
cieties and that federalism makes more sense for large than for 
small countries. Moreover, the level of development is likely to 
have an effect on the macroeconomic performance of govern-
ments. These relationships are explored in Chapters 14 and 15.
 The only signifi cant relationship among the three variables is 
between population size (logged) and degree of pluralism. It is 
logical to expect larger countries to be more heterogeneous than 
smaller countries (Dahl and Tufte, 1973, 13–14); in our set of 
thirty-six democracies, the correlation coeffi cient is 0.29, not very 
strong but still signifi cant at the 5 percent level. There is virtually 
no relationship between population size and pluralism on one 
hand and level of development on the other. Finally, the length 
of continuous democratic experience between 1945 and 2010 
(measured by decade, as indicated in Table 4.1) is very strongly cor-
related with development—the older democracies are the wealth-
ier countries (r=0.58, signifi cant at the 1 percent level)—but there 
is no signifi cant relationship with either population size or de-
gree of pluralism.



Chapter 5

Party Systems: Two-Party and 
Multiparty Patterns

The fi rst of the ten variables that characterize the majoritar-
ian-consensus contrast, presented in Chapter 1, was the 
difference between single-party majority governments and 

broad multiparty coalitions. This fi rst difference can also be seen 
as the most important and typical difference between the two 
models of democracy because it epitomizes the contrast between 
concentration of power on one hand and power-sharing on the 
other. Moreover, the factor analysis reported in Chapter 14 shows 
that it correlates more strongly with the “factor” representing the 
fi rst (executives-parties) dimension than any of the other four vari-
ables that belong to this dimension. It would therefore make sense 
to devote this chapter—the fi rst of nine chapters that will discuss 
the ten basic variables1—to this fi rst and most typical variable.
 For practical reasons, however, it is necessary to discuss the sub-
ject of party systems fi rst. The classifi cation of cabinets—single-
party cabinets versus multiparty coalition cabinets, and bare-
majority cabinets versus minority cabinets and cabinets that have 
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 1. Two of the variables—constitutional rigidity and judicial review—
will be discussed in one chapter (Chapter 12).



PARTY SYSTEMS  61

“unnecessary” parties in them—depends a great deal on how po-
litical parties and the numbers of parties in party systems are 
defi ned. Hence these defi nitional problems have to be solved be-
fore the question of cabinet types can be properly addressed. It is 
worth noting, however, that the type of party system is also a strong 
component of the executives-parties dimension. To preview the fac-
tor analysis in Chapter 14 once more, the party-system variable 
correlates with the fi rst “factor” almost as strongly as the type of 
cabinet and more strongly than the remaining three variables.
 Two-party systems typify the majoritarian model of democ-
racy and multiparty systems the consensus model. The tradi-
tional literature on party systems is staunchly majoritarian and 
emphatically favors the two-party system. Two-party systems are 
claimed to have both direct and indirect advantages over multi-
party systems. The fi rst direct benefi t is that they offer the voters 
a clear choice between two alternative sets of public policies. 
Second, they have a moderating infl uence because the two main 
parties have to compete for the swing voters in the center of the 
political spectrum and hence have to advocate moderate, centrist 
policies. This mechanism is especially strong when large num-
bers of voters are located in the political center, but its logic con-
tinues to operate even when opinions are more polarized: at the 
two ends of the spectrum, the parties will lose some of their sup-
porters, who will decide to abstain instead of voting for what is, 
to them, a too moderate program, but a vote gained in the center, 
taken away from the other party, is still twice as valuable as a 
vote lost by abstention. Both claims are quite plausible—but also 
contradictory: if the programs of the two parties are both close to 
the political center, they will be very similar to each other and, 
instead of offering a meaningful “choice” to the voters, are more 
likely to “echo” each other.2

 2. Most two-party theorists do not make both of the competing claims 
simultaneously. The advantage of party moderation is typically asserted 
by the American school of thought, whereas the claim of a clear-cut 
choice refl ects the British two-party school.
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 In addition, two-party systems are claimed to have an important 
indirect advantage: they are necessary for the formation of single-
party cabinets that will be stable and effective policy-makers. For 
instance, A. Lawrence Lowell (1896, 70, 73–74), one of the fi rst 
modern political scientists, wrote that the legislature must con-
tain “two parties, and two parties only, . . . in order that the par-
liamentary form of government should permanently produce 
good results.” He called it an “axiom in politics” that coalition 
cabinets are short-lived and weak compared with one-party cabi-
nets: “the larger the number of discordant groups that form the 
majority the harder the task of pleasing them all, and the more 
feeble and unstable the position of the cabinet.”
 In the next two chapters I confi rm Lowell’s hypothesis linking 
party systems to types of cabinets and his “axiom” that single-
party majority cabinets are more durable and dominant than co-
alition cabinets. The majoritarians’ preference for two-party sys-
tems is therefore clearly and logically linked to their preference 
for powerful and dominant one-party cabinets. Furthermore, in 
Chapter 8 I show a strong connection between party systems and 
electoral systems, which further explains the majoritarians’ strong 
preference for plurality, instead of proportional representation, 
because of its bias in favor of larger parties and its contribution to 
the establishment and maintenance of two-party systems. How-
ever, whether this syndrome of features actually translates into 
more capable and effective policy-making than its consensual 
counterpart is another matter entirely. Lowell simply assumes 
that concentrated strength means effective decision-making; in 
Chapter 15 I show that this assumption is largely incorrect.
 In this chapter I fi rst address the question of how the number 
of parties in party systems should be counted and argue that the 
“effective number of parliamentary parties” is the optimal mea-
sure. I also try to solve the problem of how to treat factionalized 
parties as well as closely allied parties: Should such parties be 
treated as one party or as more than one party? Next, the average 
effective numbers of parliamentary parties in our thirty-six de-
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mocracies are presented and discussed; these numbers exhibit a 
wide range—from well below two to more than fi ve parties. I close 
with a brief discussion of the relationship between the numbers 
of parties and the numbers and types of issue dimensions that 
divide the parties.

THE EFFECTIVE NUMBER OF PARTIES

 Pure two-party systems with, in Lowell’s words quoted above, 
“two parties, and two parties only,” are extremely rare. In Chap-
ter 2, the party systems of Britain, pre-1996 New Zealand, and 
Barbados were also described as two-party systems in spite of the 
usual presence of one or more additional small parties in the 
legislature. Is this a correct description, or should it be modifi ed 
in some way? This question points to the most important prob-
lem in determining the number of parties in a party system: 
whether to count small parties and, if not, how large a party has 
to be in order to be included in the count.
 One well-known solution was proposed by Giovanni Sartori 
(1976, 122–23). He suggests, fi rst of all, that parties that fail to 
win seats in parliament be disregarded, that the relative strengths 
of the other parties be measured in terms of parliamentary seats, 
and that not all parties regardless of size can be counted, but that 
one cannot establish an arbitrary cut-off point of, say, 5 or 10 
percent above which parties are counted and below which they 
should be ignored. These preliminary assumptions are unexcep-
tionable. More controversial are his “rules for counting.” He ar-
gues that only those parties should be counted as components of 
the party system that are “relevant” in terms of having either “co-
alition potential” or “blackmail potential.” A party has coalition 
potential if it has participated in governing coalitions (or, of 
course, in one-party governments) or if the major parties regard it 
as a possible coalition partner. Parties that are ideologically un-
acceptable to all or most of the other coalition partners, and that 
therefore lack coalition potential, must still be counted if they 
are large enough. Examples are the strong French and Italian 
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Communist parties until the 1970s. This is Sartori’s “subsidiary 
counting rule based on the power of intimidation, or more ex-
actly, the blackmail potential of the opposition-oriented parties.”3

 Sartori’s criteria are very useful for distinguishing between the 
parties that are signifi cant in the political system and those that 
play only a minor role, but they do not work well for counting 
the number of parties in a party system. First, although Sartori’s 
criteria are based on two variables, size and ideological compat-
ibility, size is the crucial factor. Only suffi ciently large parties 
can have blackmail potential, but suffi ciently large size is also 
the chief determinant of coalition potential: very small parties 
with only a few seats in the legislature may be quite moderate 
and hence ideologically acceptable to most other parties, but 
they rarely possess coalition potential because they simply do 
not have suffi cient “weight” to contribute to a cabinet. Hence the 
parties to be counted, whether or not they are ideologically com-
patible, are mainly the larger ones. Second, although size fi gures 
so prominently in Sartori’s thinking, he does not use this factor 
to make further distinctions among the relevant parties: for in-
stance, both the Christian Democratic party that dominated Ital-
ian politics until the 1990s and its frequent but very small coali-
tion partner, the Republican party, which never won more than 5 
percent of the lower house seats, are counted equally.
 To remedy this defect, Jean Blondel (1968, 184–87) proposed a 
classifi cation of party systems that takes into account both their 
number and their relative sizes. His four categories are shown 
in Table 5.1. Two-party systems are dominated by two large par-
ties, although there may be some other small parties in parlia-

3. Sartori (1976, 123) is too critical of his own criterion of coalition 
potential when he states that it is merely “postdictive,” since “the parties 
having a coalition potential, coincide, in practice, with the parties that 
have in fact entered, at some point in time, coalition governments.” For 
instance, immediately after the fi rst electoral success of the Dutch party 
Democrats ’66 in 1967, it was widely regarded as an acceptable coalition 
partner, although it did not enter a cabinet until 1973.
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ment. Blondel’s examples include our British and New Zealand 
prototypes. If, in addition to the two large parties, there is a con-
siderably smaller party but one that may have coalition potential 
and that plays a signifi cant political role—such as the German 
and Luxembourg Liberals, the Irish Labour party, and the Cana-
dian New Democrats—Blondel calls this a “two-and-a-half” party 
system. Systems with more than two-and-a-half signifi cant par-
ties are multiparty systems, and these can be subdivided further 
into multiparty systems with and without a dominant party. Ex-
amples of the former are pre-1990 Italy with its dominant Chris-
tian Democratic party and the three Scandinavian countries with 
their strong Socialist parties. Representative instances of party 
systems without a dominant party are Switzerland, the Nether-
lands, and Finland.
 The concepts of a “dominant” party and a “half” party—still 
widely used by political scientists (Colomer 2011, 184; Siaroff, 
2003a, 2009, 201–2)—are extremely useful in highlighting, re-
spectively, the relatively strong and relatively weak position of 

Table 5.1

Classifi cation of party systems based on the numbers and relative sizes 

of political parties

Party systems

Hypothetical

examples of seat 

shares

Effective number 

of parties

Two-party system 55–45 2.0

Two-and-a-half party system 45–40–15 2.6

Multiparty system with a 

dominant party

45–20–15–10–10 3.5

Multiparty system without a 

dominant party

25–25–25–15–10 4.5

Source: Adapted from Blondel 1968, 184–87
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one of the parties compared with the other important parties in 
the system, but they are obviously imprecise. What we need is an 
index that tells us exactly how many parties there are in a party 
system, taking their relative sizes into account. Such an index 
was developed by Markku Laakso and Rein Taagepera (1979), 
and it is now the index most commonly used by comparativists 
in political science: the effective number of parties. This number 
(N) is calculated as follows:

N !
  1

 !si
2

in which si is the proportion of seats of the i-th party.4

 It can easily be seen that in a two-party system with two 
equally strong parties, the effective number of parties is exactly 
2.0. If one party is considerably stronger than the other, with, for 
instance, respective seat shares of 70 and 30 percent, the effec-
tive number of parties is 1.7—in accordance with our intuitive 
judgment that we are moving away from a pure two-party system 
in the direction of a one-party system. Similarly, with three ex-
actly equal parties, the effective-number formula yields a value 
of 3.0. If one of these parties is weaker than the other two, the 

 4. It is also possible to calculate the effective number of parties based 
on their vote shares instead of their seat shares, but I consistently use seat 
shares because this study’s focus is on the strengths and patterns of par-
ties in parliaments and on their effects on the formation of cabinets. The 
effective number of parties (N) carries the same information as Douglas 
W. Rae and Michael Taylor’s (1970, 22–44) index of fragmentation (F) and 
can easily be calculated from F as follows:

N !
  1

 1 " F

The advantage of N is that it can be visualized more easily as the number 
of parties than the abstract Rae-Taylor index of fragmentation. It has not 
been without critics (for instance, Dunleavy and Boucek 2003), but I agree 
with Taagepera (2007, 47) that, although not ideal in every respect, all of 
the alternatives “are worse.”
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effective number of parties will be somewhere between 2.0 and 
3.0, depending on the relative strength of the third party. In the 
hypothetical example of the two-and-a-half party system in Table 
5.1—with three parties holding 45, 40, and 15 percent of the par-
liamentary seats—the effective number of parties is in fact very 
close to two and half, namely 2.6.
 In all cases where all the parties are equal, the effective num-
ber will be the same as the raw numerical count. When the parties 
are not equal in strength, the effective number will be lower than 
the actual number. This can also be seen in Table 5.1. The two 
hypothetical examples of multiparty systems contain fi ve parties 
each. When there is a dominant party, the effective number of 
parties is only 3.5. Without a dominant party, the seat shares are 
more equal and the effective number increases to 4.5, close to the 
raw number of parties in which all parties are counted regardless 
of size.

CLOSELY ALLIED PARTIES

 The problem of how to count parties of different sizes is solved 
by using the effective-number measure. This measure, however, 
does not solve the question of what a political party is. The usual 
assumption in political science is that organizations that call 
themselves “political parties” are, in fact, political parties. This 
assumption works well for most parties and most countries but is 
problematic in two situations: parties that are so tightly twinned 
that they look more like one party than two and, conversely, par-
ties that are so factionalized that they look more like two or more 
parties than one. The former problem is less diffi cult to solve 
than the latter. Let me turn to the relatively easier issue fi rst.
 The cases in point are the following fi ve closely allied parties: 
the Christian Democratic Union (CDU) and Christian Social Union 
(CSU) in Germany, the Liberal and National parties in Australia, 
and, in Belgium, the two Christian Democratic parties that re-
sulted from a split along linguistic lines in 1968, the two simi-
larly divided Liberal parties since 1971, and the two Socialist 
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parties since 1978. In particular, the two German and two Austra-
lian parties are often treated as single parties. For instance, Blondel 
(1968, 185) regards the Liberals and Nationals as one party when 
he calls the Australian party system a two-party instead of a two-
and-a-half party system, and he treats the CDU and CSU as one 
party when he calls the German system a two-and-a-half instead 
of a two-and-two-halves party system. Another example is Man-
fred G. Schmidt’s (1996, 95) statement that the three “major es-
tablished parties” in Germany until the mid-1990s were “the CDU-
CSU, the SPD [Socialists] and the Liberals.”
 Four criteria can be applied to decide whether closely allied 
parties—which do have different names and separate party orga-
nizations—are actually two parties or more like one party. First, 
political parties normally compete for votes in elections; do the 
problematic fi ve pairs of parties do so? The CDU and CSU do not 
compete for votes because they operate in different parts of the 
country: the CSU in Bavaria and the CDU in the rest of Germany. 
Neither do the three pairs of Belgian parties because they com-
pete for votes in either Flanders or Wallonia and among either 
French-speakers or Dutch-speakers in Brussels. In the Australian 
single-member district elections, the pattern is mixed: Liberals 
and Nationals usually do not challenge an incumbent representa-
tive of the other party, but they may each nominate a candidate 
in Labor-held districts and in districts without an incumbent.
 The second criterion revolves around the degree of coopera-
tion between the parties in parliament and, in particular, whether 
the two parties form a single parliamentary party group and also 
caucus together. Only the CDU and CSU do so. Third, do the par-
ties behave like separate parties in cabinet formations: Are they 
either in the cabinet together or in opposition together, or can 
one be in the cabinet and the other in the opposition? In this re-
spect, each of the fi ve pairs operates strictly like a single party—
with one small exception: the French-speaking Socialists entered 
the Belgian cabinet without their Flemish counterparts in 2007 
(De Winter, Swyngedouw, and Dumont 2009, 89–90). Australia is a 
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particularly striking example of the more usual pattern because, al-
though the Liberals won clear seat majorities in the 1975, 1977, and 
1996 elections, and could therefore have governed by themselves, 
they nevertheless included the Nationals in all three cabinets 
that they formed.
 The fourth criterion is time: it only makes sense to consider 
counting tightly allied parties as one party if the close collabora-
tion is of long standing. Both duration and degree of closeness 
distinguish the above fi ve pairs of parties from other examples of 
electoral alliances that are mere “marriages of convenience.” Plu-
rality and other majoritarian electoral systems give small and 
medium-sized parties a strong incentive to form such alliances, 
but these alliances tend to be ad hoc, temporary, and shifting; 
examples are France, India, and Mauritius.5 Electoral alliances 
also occur in PR systems, such as, in Portugal, the three-party 
Democratic Alliance that presented a single list of candidates 
and was highly successful in the 1979 and 1980 elections but that 
reverted to mutually competitive parties from 1983 on. In Italy, 
too, after the switch to a less proportional system in 1994, group-
ings like the Freedom Alliance and Olive Tree Alliance have been, 
as their names indicate, mere party alliances and not parties.
 Unfortunately, the four criteria do not provide an unequivocal 
answer to the question of how the fi ve problematic pairs of par-
ties in Australia, Belgium, and Germany should be treated. They 
are all genuinely somewhere in between two parties and one party. 
Therefore, instead of arbitrarily opting for either the one-party or 
two-party solution—or by simply fl ipping a coin!—I propose to 

 5. Like the Australian alternative vote system, the French two-ballot 
electoral system actually encourages parties not to merge but to make 
electoral alliances with like-minded parties (see Chapter 8). However, un-
like the Australian Liberal-National alliance, the French Socialist-Com-
munist and Gaullist-Republican alliances fail to meet the criteria for 
closely allied parties, especially because Socialist cabinets have usually 
not included the Communists and because Gaullists and Republicans 
usually challenge each other in presidential elections.
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split the difference: calculate two effective numbers of parties, 
based fi rst on the two-party assumption and next on the one-
party assumption, and average these two numbers. This means 
that each twinned pair of parties is counted like one-and-a-half 
parties. Like any compromise, it may not be the most elegant so-
lution, but it refl ects the reality of these partisan actors better 
than either of the more extreme options.

FACTIONALIZED PARTIES

 I propose a similar solution for highly factionalized parties: 
the Indian Congress party, the Italian Christian Democrats, the 
Liberal Democratic party in Japan, the Democratic party in the 
United States, and the Frente Amplio (Broad Front), Colorado, 
and Blanco parties in Uruguay. These are not the only parties in 
modern democracies that lack perfect cohesion—in fact, it is gen-
erally wrong to view parties as “unitary actors” (Laver and Scho-
fi eld 1990, 14–28)—but they are the most extreme cases in which 
analysts have tended to conclude that the party factions are very 
similar to separate parties. For instance, Japan experts generally 
view the factions of the Liberal Democratic party as “parties 
within the party” (Reed and Bolland 1999); Junichiro Wada 
(1996, 28) writes that the Liberal Democrats are “not a single 
party but a coalition of factions”; and Raymond D. Gastil (1991, 
25) pointedly states the “the ‘real’ party system in Japan is the 
factional system within the Liberal Democratic party.” In spite of 
the 1994 electoral reform, which reduced the incentives for fac-
tionalism, the Liberal Democrats continue to be a clearly faction-
alized party (Krauss and Pekkanen 2004). Until their demise in 
the early 1990s, the Italian Christian Democrats, too, were “more 
a collection of factions than a unifi ed party” (Goodman 1991, 341).
 The Congress party in India was another highly factionalized 
party and also a dominant party for a major part of its history. 
Paul R. Brass (1990, 97) argues that for this reason it was more 
accurate to speak of the Indian “factional system” than the Indian 
party system. However, the Congress party has become gradually 
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less divided as several factions have split off, making the party 
smaller and more unifi ed. The last important split occurred in 
1999. The American Democrats, according to Klaus von Beyme 
(1985, 229), “generally act as two parties in Congress,” the south-
ern Dixiecrats and the northern liberals. This split has continued 
in the form of the conservative Blue Dog Democrats versus the 
liberal northern wing of the party. Finally, the Uruguayan parties 
have traditionally all been extremely faction-ridden. The listing 
of party factions on the ballot for the presidential race was elimi-
nated by the 1997 constitutional reform, but it was left unchanged 
for legislative elections, and factions have continued to be very 
strong and important (Cason 2002).
 These kinds of strong intraparty factions also tend to operate 
much like political parties during cabinet formations and in co-
alition cabinets. As mentioned earlier, coalition cabinets tend to 
be less durable than one-party cabinets. If factions behave like 
parties, we would also expect cabinets composed of factional-
ized parties to be less durable than cabinets with more cohesive 
parties. In an eight-nation comparative study, James N. Druck-
man (1996) found that this was indeed the case.
 The big challenge in fi nding a compromise solution for count-
ing factionalized parties is that the two numbers to be compromised 
are not immediately obvious: At one end, there is the one-party 
alternative, but what is the number of parties at the other end? In 
Italy and Japan, where the intraparty factions have been highly 
distinct and identifi able, the number of factions has been quite 
large: if these factions are counted as parties, measured in terms 
of the effective number of parties discussed earlier, both the 
Christian Democrats and the Liberal Democrats would have to be 
counted as fi ve to six parties. This is clearly excessive, since it 
would make the overall party systems of these two countries the 
most extreme multiparty systems in the world. My proposal for 
the alternative at the multiparty end is much more modest: treat 
each factionalized party as two parties of equal size. The compro-
mise is then to average the effective number of parties based on 
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the one-party assumption and the effective number based on the 
two-equal-parties assumption.
 The upshot is that factionalized parties are counted as one-and-
a-half parties—exactly the same solution that I proposed for closely 
allied parties. Of course, my solution for factionalized parties is 
both a rougher approximation and more unconventional—and 
therefore likely to be more controversial. However, especially be-
cause this book focuses on the degree of multipartism as one of 
the elements of concentration versus fragmentation of power, it 
is absolutely necessary that severe intraparty fragmentation be 
taken into account. My own only doubt is not whether an adjust-
ment is necessary and justifi ed, but whether the proposed adjust-
ment is substantial enough.6

THE PARTY SYSTEMS OF THIRTY-SIX DEMOCRACIES

 Table 5.2 shows the effective numbers of parties in thirty-six 
democracies—based on the partisan composition of the lower, 
and generally most important, house of bicameral legislatures or 
the only chamber of unicameral legislatures7—averaged over all 

 6. Whether closely allied parties and factionalized parties are counted 
as one-and-a-half parties, or more conventionally as, respectively, two 
parties and one party also affects how cabinets are classifi ed (one-party 
versus coalition cabinets and minimal winning versus other types of cabi-
nets), and it affects the calculation of electoral disproportionality.
 7. The effective number of parties is based on the parties in the legisla-
ture when it fi rst meets after an election. In most cases, there is no differ-
ence between the seats won by parties in an election and the seats they 
occupy in the legislature. However, several minor changes have occurred 
in two countries. In Japan since the 1950s, several successful indepen-
dent candidates have joined the Liberal Democrats after their election. In 
the Botswana lower house, four “specially” elected legislators are coopted 
by the popularly elected ones; this has increased the legislative majorities 
of the ruling Botswana Democratic party by four seats (Holm 1989, 197)—
and it has necessarily also slightly decreased the effective number of par-
liamentary parties. Two other minor measurement questions: (1) The two 
instances of elections boycotted by a major party—in Trinidad in 1971 and
in Jamaica in 1983—resulted in the election of one-party legislatures; I dis-
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elections between 1945 and the middle of 2010. They are listed 
in decreasing order of effective party numbers. The range is wide: 
from a high of 5.20 in Switzerland to a low of 1.38 in Botswana. 
The mean for the thirty-six democracies is 3.19 and the median 
2.99 parties.
 Toward the bottom of the list, as expected, we also fi nd our 
prototypical majoritarian cases of the United Kingdom, New Zea-
land, and Barbados. The average of 2.16 parties in the British 
House of Commons refl ects the numerous small parties in this still 
basically two-party system. New Zealand’s average is a relatively 
high 2.28 as a result of the increase in the number of parties after 
the introduction of proportional representation in 1996. In the fi ve 
PR elections from 1996 on, the average was 3.35—much higher 
than the average of 1.96 in the seventeen prior elections under 
plurality rules when there were fewer third parties and where 
the winning party’s seat share tended to be large. Similarly, the 
average effective number for Barbados is below 2.00. At the other 
end of the range, Switzerland is at the top, but Belgium has only 
the seventh highest multipartism over the entire period. How-
ever, in the ten elections since 1978, after all of the major parties 
had split along linguistic lines, the average effective number was 
6.05, and it grew to 6.36 parties in the fi ve elections after the 
adoption of federalism in 1993. Both of these numbers exceed 
Switzerland’s average of 5.20.
 Table 5.2 also indicates the range of variation within each of 
the thirty-six democracies by showing the lowest and the highest 
effective numbers of parties in all of their elections (the number 
of which is given in the last column). The Maltese pure two-party 
system with two, and only two, highly equal parliamentary par-

regarded these election results because they are quite atypical. (2) Any in-
dependent members of the legislatures were counted as tiny one-member 
parties—which means, of course, that they are virtually ignored in the 
calculation of the effective number of parties, which weights parties by 
their seat shares.
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Table 5.2

Average, lowest, and highest effective numbers of parliamentary par-

ties resulting from elections in thirty-six democracies and the number 

of elections on which these averages are based, 1945–2010

Mean Lowest Highest

Number of 

elections

Switzerland 5.20 4.71 6.70 16

Israel 5.18 3.12 8.68 18

Finland 5.04 4.54 5.58 18

Netherlands 4.87 3.49 6.74 20

Italy 4.84 3.08 6.97 17

India 4.80 2.51 6.53 10

Belgium 4.72 2.45 7.03 21

Denmark 4.57 3.50 6.86 25

Uruguay 4.40 3.61 4.92 6

Iceland 3.72 3.20 5.34 20

Norway 3.64 2.67 5.35 17

Japan 3.62 2.17 5.76 19

Luxembourg 3.48 2.68 4.34 14

Sweden 3.47 2.87 4.29 19

France 3.26 2.15 4.52 13

Argentina 3.15 2.54 5.32 13

Portugal 3.13 2.23 4.26 12

Germany 3.09 2.48 4.40 17

Ireland 2.89 2.38 3.63 18

Korea 2.85 2.39 3.54 6

Mauritius 2.85 2.07 3.48 9

Austria 2.68 2.09 4.27 20

Costa Rica 2.67 1.96 3.90 15

Spain 2.66 2.34 3.02 10

Canada 2.52 1.54 3.22 21

United States 2.39 2.20 2.44 32

New Zealand 2.28 1.74 3.76 22
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ties shows the least variation: between 1.97 and 2.00 in ten elec-
tions. The largest differences between the lowest and highest 
numbers can be seen among the countries with the greatest multi-
partism at the top of the table. The biggest gap is Israel’s 5.56, 
followed in descending order by Belgium, India, Italy, Japan, and 
Denmark. Four countries have experienced major increases in 
multipartism: Belgium and New Zealand, as already noted, and 
also India and Israel. Portugal is the only example of a clear 
trend toward fewer parties. In most of the other countries, there 
is either little variation over time or fl uctuation without any clear 
long-term trend. Nevertheless, the overall tendency is toward 
greater multipartism: in twenty-eight of the thirty-six countries, 
the highest numbers of parties were recorded in elections held 
later than those in which the lowest numbers occurred.

Mean Lowest Highest

Number of 

elections

Greece 2.27 1.72 2.62 13

Australia 2.22 2.08 2.30 25

United Kingdom 2.16 1.99 2.57 18

Malta 1.99 1.97 2.00 10

Trinidad 1.87 1.18 2.23 12

Bahamas 1.69 1.34 1.97 8

Barbados 1.68 1.15 2.18 10

Jamaica 1.67 1.30 1.99 10

Botswana 1.38 1.17 1.71 10

Source: Based on data in Mackie and Rose 1991; Bale and Caramani 2010 and earlier vol-

umes of the “Political Data Yearbook”; Nohlen 2005; Nohlen, Grotz, and Hartmann 2001; 

Nohlen, Krennerich, and Thibaut 1999; Nohlen and Stöver 2010; offi cial election websites; 

and data provided by Royce Carroll, Mark P. Jones, Dieter Nohlen, Ralph Premdas, and 

Nadarajen Sivaramen

Table 5.2 continued
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ADDENDUM: ISSUE DIMENSIONS OF PARTISAN CONFLICT

  The descriptions of the prototypical majoritarian and consen-
sus party systems in Chapters 2 and 3 showed that they differ not 
only in terms of numbers of parties but also in the numbers of 
programmatic differences among them. The major parties in the 
British, New Zealand, and Barbadian two-party systems are mainly 
divided by a single issue dimension—socioeconomic or left-right 
issues—whereas additional issues, like religious and linguistic 
matters, divide the Swiss and Belgian parties. These two vari-
ables mutually infl uence each other. On one hand, when there 
are several lines of political confl ict in a society, one would ex-
pect that a relatively large number of parties is needed to express 
all of these, unless they happen to coincide. On the other hand, 
an established two-party system cannot easily accommodate as 
many issue dimensions as a multiparty system.
 There are seven issue dimensions that can be observed in our 
thirty-six democracies between 1945 and 2010: socioeconomic, 
religious, cultural-ethnic, urban-rural, regime support, foreign pol-
icy, and postmaterialist issues. The socioeconomic issue dimen-
sion has been important in all thirty-six countries and is often 
the most salient dimension. Differences between religious and 
secular parties and sometimes between different religions—as in 
the Netherlands before 1977 between Catholics and Protestants 
and in India between Hindus and Muslims—constitute the second 
most important issue dimension. The cultural-ethnic-linguistic 
dimension has been especially salient in the countries described 
as plural societies in Chapter 4. Differences between rural and 
urban areas and interests occur in all democracies, but they con-
stitute the source of partisan confl ict in only a few and only with 
medium salience; for instance, the old agrarian parties in the 
Nordic countries became less exclusively rural and changed their 
names to “Center party” around 1960, and the Australian Na-
tional party, the traditional defender of rural and farming con-
cerns, used to be called the “Country party.” The dimension of 
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support versus opposition to the democratic regime has become 
rare in recent decades but used to be salient in countries with 
strong Communist parties in southern Europe, India, and Japan. 
The Flemish separatist parties are more recent examples. A great 
variety of foreign policy issues have divided the parties of many 
of our countries, such as membership in NATO (North Atlantic 
Treaty Organization) and the EU in several European countries 
and the relationship with the United States in Japan. Finally, the 
postmaterialist dimension is most clearly seen in the emergence 
of many Green parties in recent decades (Inglehart 1977; Ingle-
hart and Welzel 2005).
 Earlier research has found a strong empirical relationship be-
tween the effective number of parties and the number of issue 
dimensions (Lijphart 1999, 78–89), roughly in line with the equa-
tion suggested by Rein Taagepera and Bernard Grofman (1985):

N ! I # 1

in which N stands for the effective number of parties and I for the 
number of issue dimensions. In abstract terms, the typical single-
issue two-party Westminster system fi ts this formula perfectly. 
Concretely, the fi t is also very close: the single-issue party sys-
tems of Britain, New Zealand (before 1996), and Barbados have 
2.11, 1.96, and 1.68 effective parties, respectively—close to the pre-
dicted 2.00. At the other end of the spectrum, Switzerland with 
its four issue dimensions—clear left-right, religious, and envi-
ronmentalist dimensions, as well as weaker urban-rural and lin-
guistic differences that must be given only half-weight—should be 
expected to have about fi ve parties; the actual number is 5.20. For 
the post-1977 Belgian party system with fi ve issue dimensions 
(all seven potential dimensions except urban-rural and foreign 
policy), about six parties can be predicted; the actual number is 
6.05. The empirical fi t is quite close for the in-between moder-
ately multiparty systems, too.
 Unlike the effective number of parties, and unlike the four 
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variables discussed in the next four chapters, the number of issue 
dimensions is not an institutional variable and should therefore 
not be used as one of the components of the overall executives-
parties dimension. However, because it is so closely related to 
the number of parties, it would fi t this dimension very closely and, 
if it were included, would barely affect the shape of this dimension.



Chapter 6

Cabinets: Concentration Versus 
Sharing of Executive Power

The second of the ten basic variables that characterize the 
difference between majoritarian and consensus forms of 
democracy, to be discussed in this chapter, concerns the 

breadth of participation by the people’s representatives in the 
executive branch of the government. As I stated at the beginning 
of Chapter 5, this variable can be regarded as the most typical 
variable in the majoritarian-consensus contrast: the difference 
between one-party majority governments and broad multiparty co-
alitions epitomizes the contrast between the majoritarian princi-
ple of concentrating power in the hands of the majority and the 
consensus principle of broad power-sharing.
 Single-party majority cabinets and broad multiparty coalitions 
differ from each other in two respects: whether the cabinet is a 
one-party cabinet or a coalition cabinet and the kind of parlia-
mentary support base that the cabinet has. As far as the support 
base is concerned, the standard threefold classifi cation in coali-
tion theory distinguishes among (1) minimal winning cabinets, 
which are “winning” in the sense that the party or parties in the 
cabinet control a majority of parliamentary seats but “minimal” 
in the sense that the cabinet does not include any party that is not 

79
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necessary to reach a majority in parliament, (2) oversized cabinets,
which do contain more parties than are necessary for majority 
support in the legislature, and (3) minority or “undersized” cabi-
nets, which are not supported by a parliamentary majority. The 
most majoritarian type of cabinet is one that is single-party and 
minimal winning—that is, a one-party majority cabinet. The most 
consensual type of cabinet is multiparty and oversized. As I argue 
below, minority cabinets resemble oversized cabinets, and multi-
party minority cabinets therefore also belong to the consensus 
end of the spectrum. This leaves two kinds of cabinets in an in-
termediate position: multiparty minimal winning cabinets and 
one-party minority cabinets.
 In this chapter I review the major coalition theories and ex-
plain why they are such poor predictors of the kinds of cabinets 
that are actually formed in democracies. One important reason is 
that they are based almost entirely on majoritarian assumptions; 
another is that they tend to ignore institutional features that en-
courage the formation of minority and oversized cabinets. Next, 
after discussing the precise criteria for assigning cabinets to the 
different categories, I present the empirical fi ndings concerning 
the types of cabinets found in thirty-six democracies in the period 
1945–2010; our democracies differ a great deal on this variable—
from 100 percent cabinets that are one-party and minimal win-
ning in fi ve countries to 4 percent in Switzerland. Last, I analyze 
the relationship between types of cabinets and the effective num-
bers of parties in our set of thirty-six countries.

COALITION THEORIES

 In parliamentary systems of government, cabinets have to be 
formed so that they will enjoy the confi dence of—or will at least 
be tolerated by—a parliamentary majority. Can we predict which 
particular cabinet will form if we know the strengths of the dif-
ferent parties in parliament? If one party has a majority of the 
parliamentary seats, a prediction appears to be easy: the majority 
party is likely to form a one-party cabinet. This prediction is cor-
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rect in most cases, but it is also possible that the majority will form 
a coalition with one or more minority parties; for instance, the 
British Conservatives had a clear majority in the House of Com-
mons during the Second World War, but Winston Churchill’s war 
cabinet was a broad coalition of the Conservative, Labour, and 
Liberal parties. If no party has a parliamentary majority, it is 
likely—barring the formation of a one-party minority cabinet—
that a coalition cabinet will be formed, but which coalition is the 
most likely one? Several theories have been proposed to predict 
which coalitions will form in parliamentary systems. The six 
most important of these coalition theories predict the following 
kinds of coalitions:1

 1. Minimal winning coalitions. William H. Riker’s (1962, 32–
46) “size principle” predicts that minimal winning coalitions 
will be formed: winning (majority) coalitions in which only those 
parties participate that are minimally necessary to give the cabi-
nets majority status. Table 6.1 presents an example. Coalition 
ABC (a cabinet coalition of parties A, B, and C) is a winning co-
alition because A, B, and C control a majority of fi fty-fi ve out of 
one hundred parliamentary seats. It is minimal because all three 
parties are necessary to form a majority. The elimination of the 
smallest coalition partner, party A, would reduce the coalition’s 
parliamentary support from a majority of the seats, fi fty-fi ve, to a 
minority of only forty-seven. The addition of party D to the coali-
tion would make it larger than minimal, because in coalition 
ABCD either A or D could be eliminated without losing majority 
support.
 The basic assumption of minimal winning coalition theory is 
both simple and quite plausible: political parties are interested in 
maximizing their power. In parliamentary systems, power means 
participation in the cabinet, and maximum power means holding 
as many of the cabinet positions as possible. To enter the cabinet, 

 1. The political science literature on the formation and durability of 
government coalitions is extensive. Useful summaries and critical re-
views can be found in Strøm, Müller, and Bergman 2008.
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a minority party will have to team up with one or more other par-
ties, but it will resist the inclusion of unnecessary parties in the 
coalition because this would reduce its share of ministers in the 
cabinet. For instance, in cabinet coalition CE in Table 6.1, party 
C contributes almost half of the parliamentary support, and hence 
it is likely to receive almost half of the ministerial appointments. 
If party B were added to the coalition, C’s share of cabinet posi-
tions would probably be only a third.
 Only when there is a majority party in parliament can mini-
mal winning coalition theory make a single specifi c prediction: a 
one-party, noncoalition cabinet formed by the majority party. 
When there is no majority party, the theory always predicts more 
than one outcome. In the example of Table 6.1, fi ve coalitions are 
predicted. The next three coalition theories to be discussed at-
tempt to improve minimal winning coalition theory by introduc-
ing additional criteria to arrive at more specifi c predictions.
 2. Minimum size coalitions. Minimum size coalition theory is 
based on the same assumption of power maximization as mini-
mal winning coalition theory, but it follows this rationale to its 
logical conclusion. If political parties want to exclude unneces-

Table 6.1

Cabinet coalitions predicted by six coalition theories for a hypotheti-

cal distribution of parliamentary seats

Parties: A B C D E

 (Left)    (Right)

Seats: 8 21 26 12 33

Theories:

Minimal winning coalition ABC ADE BCD BE CE

Minimum size  ADE

Bargaining proposition    BE CE

Minimal range ABC  BCD  CE

Minimal connected winning ABC  BCD  CDE

Policy-viable coalition ABC  BCD  CE
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sary partners from a coalition cabinet to maximize their share of 
cabinet power, they should also be expected to prefer the cabinet 
to be based on the narrowest possible parliamentary majority. For 
instance, it is more advantageous for party E to form coalition 
ADE with fi fty-three seats than CE with fi fty-nine seats. In the 
former, E’s thirty-three seats in parliament contribute 62 percent 
of the cabinet’s parliamentary support, and in the latter only 56 
percent. In a cabinet with twenty ministers, this difference is eas-
ily worth an additional ministerial appointment for party E. Ac-
cording to this reasoning, cabinets of minimum size are pre-
dicted. In the example of Table 6.1, coalition ADE with fi fty-three 
parliamentary seats is predicted rather than the other four mini-
mal winning coalitions whose sizes range from fi fty-four to fi fty-
nine seats.
 3. Coalitions with the smallest number of parties. A different 
criterion that may be used to choose among the many coalitions 
predicted by minimal winning coalition theory is Michael Lei-
serson’s (1970, 90) “bargaining proposition.” He argues that those 
minimal winning coalitions will tend to form that involve the 
smallest possible number of parties, because “negotiations and 
bargaining [about the formation of a coalition] are easier to com-
plete, and a coalition is easier to hold together, other things being 
equal, with fewer parties.” Of the fi ve minimal winning coali-
tions in Table 6.1, the bargaining proposition predicts that coali-
tions BE or CE will form because they involve only two parties 
rather than one of the three-party coalitions.
 4. Minimal range coalitions. The preceding theories base their 
predictions on the sizes and numbers of political parties but ig-
nore their programs and policy preferences. Minimal range coali-
tion theory makes the plausible assumption that it is easier to 
form and maintain coalitions among parties with similar policy 
preferences than among parties that are far apart in this respect. 
Of the several slightly different versions of this theory, Table 6.1 
presents the most basic one: the parties are placed on a left-right 
scale, with party A at the extreme left and E at the extreme right, 
and the distance between them is measured in terms of the num-
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ber of “spaces” separating them. The fi ve minimal winning coali-
tions have ranges of two, three, and four “spaces.” If parties seek 
to form a coalition with like-minded partners, coalition ABC, 
with a range of two “spaces,” is much more likely than coalition 
ADE, with a range of four “spaces” covering the entire left-right 
spectrum. Minimal range theory also predicts coalitions BCD and 
CE, which have the same minimal range of two “spaces” as ABC.
 5. Minimal connected winning coalitions. A closely related 
theory has been proposed by Robert Axelrod (1970, 165–87). He 
predicts that coalitions will form that are both “connected”—that 
is, composed of parties that are adjacent on the policy scale—and 
devoid of unnecessary partners. The underlying assumption of 
this theory is that parties will try to coalesce with their immedi-
ate neighbors and that other adjacent parties will be added until 
a majority coalition is formed. The example of Table 6.1 shows that 
minimal connected winning coalitions are not necessarily minimal 
winning coalitions. According to the latter theory, coalition CDE 
contains a superfl uous partner—party D—but in Axelrod’s theory, 
party D is necessary to make the coalition a connected one.
 6. Policy-viable coalitions. The focus on the policy preferences 
of parties is taken to its ultimate conclusion by policy-viable co-
alition theory. If we assume that parties truly care only about 
policy instead of holding offi ce, real power resides in the legisla-
ture, where major new policies have to be enacted, rather than 
in the cabinet. In the legislature, it is the “core” party that is of 
pivotal importance; the core party is the party that, on a one-
dimensional policy scale like the left-right scale, contains the 
median member of parliament: party C in the example of Table 
6.1. This pivotal party can virtually dictate policy because nei-
ther the party or parties on its left nor those on its right have the 
majorities necessary to enact any policy contrary to its wishes. 
This means that, in strict policy terms, it is completely irrelevant 
how many and which parties participate in the cabinet. In fact, 
as Michael Laver and Norman Schofi eld (1990, 88) state, for the 
formation of policy-viable cabinets “it does not [even] matter 
whether or not the pivotal party” participates.
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 And yet, Laver and Schofi eld (1990, 55) concede that a dis-
tinction should be made between big policy questions and more 
detailed matters of policy. To infl uence detailed matters of pol-
icy, it can be quite important after all to be in the cabinet and at 
the head of a ministerial department, and this consideration “may 
provide a strong incentive for parties concerned not at all with 
the intrinsic rewards of offi ce nonetheless to slug it out for a seat 
at the cabinet table.” The importance of which party holds which 
cabinet portfolio is also emphasized in the work of Michael Laver 
and Kenneth A. Shepsle (1996). The implication is that parties 
are presumably also interested in “slugging it out” for as many 
cabinet seats and ministerial portfolios as possible—which takes 
us back to the logic of minimal winning coalitions, with the pro-
vision that the pivotal party be included in such coalitions: coali-
tions ABC, BCD, and CE in Table 6.1. In the fi nal analysis, policy-
viable coalition theory either makes no prediction about the 
composition of cabinets or predicts minimal winning coalitions 
similar to those predicted by minimal range theory.2

INCENTIVES FOR THE FORMATION OF MINORITY 

AND OVERSIZED CABINETS

 Of the above six coalition theories, the policy-based ones have 
been able to predict actual cabinet coalitions more successfully 
than the policy-blind theories (de Swaan 1973). Some of this suc-
cess has to be discounted because the assignment of parties to 
positions on the left-right scale may involve circular reasoning. 

 2. Two alternative interpretations of policy-viable coalition theory are 
that the core party should be able to govern by itself or that the coalition 
should include the core party (Strøm, Budge, and Laver 1994, 328). The 
fi rst interpretation yields the prediction that a one-party minority cabinet 
will be formed—not a prediction that is likely to be successful because 
fewer than 20 percent of cabinets formed in minority situations are one-
party minority cabinets (see Table 6.2 below). The problem with the sec-
ond interpretation is that it produces a large number of predictions: in 
the situation of Table 6.1, fi fteen coalitions can be formed that include 
party C. One of these may well be the cabinet that is formed; if so, the 
one correct prediction is still outweighed by fourteen incorrect ones.
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Where a party stands on left-right issues may be inferred from its 
formal program, its votes in parliament, and so on, but is also 
likely to be infl uenced by whether the party is or has been a 
member of the government and with which other parties it has 
formed a coalition. In Germany, for instance, the Free Democratic 
party has often been assigned a center position on the policy 
scale—in contrast with the right-of-center position of other Euro-
pean Liberal parties—because it was in several cabinet coalitions 
with the leftist Social Democrats from 1969 to 1982. Explaining 
the coalition in terms of the two parties’ adjacent policy posi-
tions, which are in turn derived from their coalition behavior, 
obviously does not explain very much.
 The basic problem of all of the theories is that they predict 
minimal winning coalitions of one kind or another; Axelrod’s 
theory is only a partial exception because few of his minimal 
connected winning coalitions are larger than minimal winning. 
The minimal winning prediction is based on a majoritarian as-
sumption, and it confl icts with the large numbers of actual mi-
nority and oversized coalitions that are formed in parliamentary 
democracies. Laver and Schofi eld (1990, 70–71) classify 196 cab-
inets formed in “minority situations” (that is, where there is no 
majority party in parliament) in twelve European democracies 
from 1945 to 1987. Only 77 of these—39.3 percent—were mini-
mal winning coalitions; 46 were oversized and 73 were minority 
cabinets. Paul Mitchell and Benjamin Nyblade (2008, 205–8) pres-
ent a similar classifi cation of 406 cabinets in seventeen European 
parliamentary democracies from 1945 to 1999, but they do in-
clude “majority situations” in which one-party majority cabinets 
are usually formed. Only 178 of these—43.8 percent—were min-
imal winning cabinets. Excluding the single-party majority gov-
ernments, 125 of the remaining 353 cabinets—35.4 percent—
were minimal winning coalitions; 87 were oversized and 141 were 
minority cabinets.
 Table 6.2 presents similar data on the cabinets in the thirty-
one parliamentary systems investigated in this book (including 
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semiparliamentary Switzerland and the three phases of parlia-
mentary government in the French Fifth Republic). The table 
covers twelve non-European in addition to nineteen European 
countries during the longer period from 1945 to 2010. Several of 
these are countries that usually have majority parties in their par-
liament; this accounts for the large proportion of one-party ma-
jority cabinets: 36.3 percent. As indicated earlier, when one party 
has a majority of the seats in parliament, it is easy, and almost 
always correct, to predict the formation of a one-party cabinet. 
When these cabinets are excluded, in the second column of Table 
6.2, the proportion of minimal winning coalitions is 38.9 per-
cent—which happens to be very close to the 39.3 percent found 
by Laver and Schofi eld and the 35.4 percent found by Mitchell 
and Nyblade, in spite of the different countries, time periods, 

Table 6.2

Proportions of time during which fi ve types of cabinets were in power 

in thirty-one parliamentary democracies, 1945–2010

All cabinets 

(%)

All cabinets except 

minimal winning, 

one-party cabinets (%)

Type of cabinet

Minimal winning, one-party  36.3 —

Minimal winning coalition  24.8  38.9

Minority, one-party  10.9  17.1

Minority coalition   7.3  11.4

Oversized coalition  20.7  32.6

Total 100.0 100.0

Source: Based on data in Woldendorp, Keman, and Budge 2010; Bale and Caramani 2010 

and earlier volumes of the “Political Data Yearbook”; Muller, Overstreet, Isacoff, and Lans-

ford 2011 and earlier volumes of the Political Handbook of the World; and data provided 

by Krista Hoekstra, Jelle Koedam, and Linganaden Murday
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and defi nitions of cabinets used in their and my analyses.3 Over-
sized coalitions comprise 32.6 percent of the total and minority 
cabinets 28.5 percent; together they outnumber minimal winning 
cabinets by a margin of more than three to two.4

 How can all of these oversized and minority cabinets be ex-
plained? The kind of rational incentives on which the above co-
alition theories are based can also account for the formation of 
other than minimal winning cabinets. One important consider-
ation is the parties’ time perspective. Even if it is correct to as-
sume that parties seek power and that power means participation 
in the cabinet, it is not necessarily true that parties want to enter 
cabinets at all times; they may well believe that not carrying gov-
ernment responsibility for a while may be electorally advanta-
geous and, hence, that a period in the opposition will offer the 
opportunity of both electoral gains and the possibility of en-
hanced cabinet participation in the future (Strøm 1990, 44–47). If 
this consideration is important for several parties, it creates a 
high probability that a minority cabinet will be formed.
 Riker himself explicitly acknowledges a reason for the forma-

 3. Laver and Schofi eld (1990) and Mitchell and Nyblade (2008) count 
each cabinet at the time of its formation and regardless of how long it lasts, 
whereas I weight the cabinets by their duration.
 4. The classifi cation into minimal winning, oversized, and coalition 
cabinets is not exhaustive because it misses two borderline cases: so-
called blocking cabinets—composed of parties with exactly 50 percent of 
the seats in parliament—and cabinets that become blocking if the small-
est cabinet partner leaves. An example of the former is the 1989–93 Span-
ish cabinet under Prime Minister Felipe González, whose Socialist party 
controlled 175 of the 350 seats in the lower house of parliament. An ex-
ample of the latter is the 1992–93 four-party coalition of Prime Minister 
Giuliano Amati in Italy: together the four parties controlled 331 of the 
630 seats in the Chamber of Deputies, but without the smallest party only 
315. For the classifi cation of such cabinets, the best solution is to split the 
difference. Half of the time that blocking cabinets are in power can be 
credited to minimal winning and half to minority cabinets. Similarly, 
cabinets like the Amati cabinet can be counted half as oversized and half 
as minimal winning.
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tion of larger than minimal winning cabinets. He calls it the “in-
formation effect”: in the negotiations about the formation of a 
cabinet, there may be considerable uncertainty about how loyal 
one or more of the prospective coalition parties, or individual 
legislators belonging to these parties, will be to the proposed cabi-
net. Therefore, additional parties may be brought into the coalition 
as insurance against defections and as guarantee for the cabinet’s 
winning status. In Riker’s (1962, 88) words, “If coalition-makers 
do not know how much weight a specifi c uncommitted partici-
pant adds, then they may be expected to aim at more than a min-
imum winning coalition.”
 Second, the policy-based theories also take the size principle 
into account. They represent additions, instead of alternatives, to 
minimal winning theory: minimal range coalitions are also mini-
mal winning coalitions, and minimal connected winning coali-
tions either equal or are only slightly larger than minimal win-
ning size. In reality, however, the parties’ policy preferences may 
exert strong pressures to enlarge instead of to minimize the size 
and range of coalitions. Each party naturally prefers to form a 
cabinet that will follow policies close to its own policy prefer-
ences; a cabinet in which it participates with parties of about 
equal weight on both its left and its right is ideal in this respect. 
In the example of Table 6.1 above, if B and C are inclined to par-
ticipate in a coalition together, coalition ABC is more attractive 
to B because B occupies the center position in it, whereas for the 
same reason C prefers coalition BCD. In such a situation, it is not 
at all unlikely that the oversized coalition ABCD will be formed.
 Third, policy considerations also lead to oversized coalitions 
if it is the overriding objective of all or most of the parties to work 
together to defend the country or the democratic regime against 
external or internal threats. Wars are the main external threats, 
and wartime grand coalitions, such as Churchill’s war cabinet in 
Britain, have occurred frequently. Internal threats may be posed 
by antidemocratic parties and movements and by deep differ-
ences among prodemocratic parties in plural societies. Ian Budge 
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and Valentine Herman (1978, 463) tested the following hypothe-
sis in twenty-one countries during the period 1945–78: “Where 
the democratic system is immediately threatened (externally or 
internally), all signifi cant pro-system parties will join the govern-
ment, excluding anti-system parties.” They found that of the cabi-
nets formed under such crisis conditions, 72 percent were indeed 
such broad coalitions.
 In addition, several institutional features may favor the forma-
tion of minority and oversized instead of minimal winning cabi-
nets (Mitchell and Nyblade 2008). For instance, it is easier to 
form a minority cabinet in the absence of an investiture require-
ment—that is, if a new cabinet can take offi ce without the need 
for a parliamentary vote formally electing or approving it; a mi-
nority cabinet is more likely to be formed when a parliamentary 
majority is allowed to tolerate it instead of having to give it explicit 
approval. There are many parliamentary democracies without 
investiture rules: examples are the United Kingdom and most 
former British colonies (but not Ireland), the Scandinavian coun-
tries, and the Netherlands.
 The requirement of a “constructive” vote of no confi dence—
that is, the provision that a no-confi dence motion must simulta-
neously propose an alternative cabinet—may have two different 
effects. A successful no-confi dence vote, supported by a par-
liamentary majority, is akin to investiture and hence encourages 
the formation of majority cabinets. And yet, the constructive no-
confi dence requirement may also maintain a minority cabinet in 
power if the parliamentary majority opposing the cabinet is too 
divided to agree on an alternative. Germany was the fi rst country 
to adopt the constructive vote of no confi dence in its postwar con-
stitution. It is now also used by Spain and, since 1993, by federal 
Belgium.
 Minority cabinets are also encouraged by an innovative rule in 
the constitution of the French Fifth Republic. It gives the cabinet 
the right to make its legislative proposals matters of confi dence 
and stipulates that such proposals be automatically adopted un-
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less an absolute majority of the National Assembly votes to dis-
miss the cabinet: the Government bill “shall be considered as 
adopted, unless a motion of censure . . . is voted under the condi-
tions laid down in the previous paragraph.” This previous para-
graph prescribes that “the only votes counted shall be those fa-
vorable to the motion of censure, which may be adopted only by 
a majority of the members comprising the Assembly” (Article 
49). Aided by this rule, the minority Socialist cabinets serving 
under President François Mitterrand managed not only to stay in 
power from 1988 to 1993 but also to pass much of their legisla-
tive program.
 Probably the most important institutional feature favoring mi-
nority cabinets is the strength of parliamentary committees; pow-
erful committees with a great deal of infl uence on the general 
thrust as well as the details of proposed legislation give parties the 
ability to infl uence policy from their positions in the legislature—
and decrease their incentives to try to enter the cabinet (Strøm 
1990, 70–72). The strength of legislative committees is one as-
pect of the general question of the balance of power between ex-
ecutives and legislatures (the subject of the next chapter): all 
other factors being equal, the incentives to participate in cabinets 
decrease, and the probability of minority cabinets increases, when 
legislatures are relatively strong vis-à-vis executives.
 Oversized cabinets may also be encouraged by particular insti-
tutional provisions like the prescription of linguistic balance in 
Belgium. It has indirectly tended to enlarge the cabinet. If, for 
instance, the Flemish Socialists are invited into the cabinet, the 
requirement of linguistic balance increases the probability that 
the Francophone Socialists will be included, too, even if they are 
not needed to give the cabinet a parliamentary majority.
 Finally, special majorities necessary for the adoption of con-
stitutional amendments or regular legislation may be strong rea-
sons for forming oversized cabinets. If the policy agenda of a new 
cabinet includes one or more important amendments to the con-
stitution, any special majorities required for this purpose are 
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likely to broaden the composition of the cabinet. The two-thirds 
majority rule for constitutional amendments in Belgium was one 
of the reasons for its many oversized cabinets during the long 
process of constitutional reform that led to the establishment of a 
federal state in 1993. Until the early 1990s, Finland’s tendency to 
have oversized cabinets was similarly reinforced by the require-
ment of two-thirds and even fi ve-sixths majorities for certain types 
of economic legislation. Moreover, “even ordinary laws passed 
by simple majority could be deferred until after the next election 
by a vote of one-third of the members, a striking provision for a 
temporary minority veto. These procedures rewarded consensual 
behavior and made a minimum-majority coalition less valuable 
than a broader one” (McRae 1997, 290).

MINORITY CABINETS

 The threefold classifi cation into minimal winning, oversized, 
and minority cabinets and the twofold classifi cation into one-party 
and coalition cabinets appear simple and straightforward, but 
they raise a number of problems that need to be resolved before 
they can be used to measure the degree of concentration of ex-
ecutive power. The most important of these problems are the 
treatment of minority cabinets and presidential cabinets.
 It is clear that minimal winning and one-party cabinets repre-
sent majoritarian characteristics and that oversized and coalition 
cabinets express consensus traits. But where do minority cabi-
nets fi t? In principle, there can be two kinds of minority cabinets. 
One is a genuine minority cabinet that has to negotiate continu-
ally with one or more noncabinet parties both to stay in offi ce 
and to solicit support for its legislative proposals; this bargaining 
relationship, typically with different noncabinet parties for dif-
ferent purposes, makes such minority cabinets resemble over-
sized coalitions. The other kind is described by Strøm (1997, 56) 
as “majority governments in disguise”—minority cabinets that are 
more like majority cabinets because they have received a fi rm 
commitment of support from one or more specifi c parties in the 
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legislatures, although these have opted not to take portfolios in 
the cabinet.
 In his earlier study, Strøm (1990, 95) found that only 11 per-
cent of the many minority cabinets he analyzed could be regarded 
as such disguised majorities—allowing him to conclude that, by 
a large margin, most minority cabinets are not “simply majority 
governments in disguise. . . . Instead, the typical minority cabinet 
is a single-party government . . . which may have to look for legis-
lative support from issue to issue on an ad hoc basis.” On the basis 
of Strøm’s fi ndings as well as two additional considerations—
that the commitment of a support party is never as solid as that 
of a party actually in the cabinet and that it is often diffi cult to 
determine whether a party qualifi es as a support party—it makes 
the most sense, both theoretically and practically, to treat minor-
ity cabinets like oversized cabinets. Accordingly, the contrast will 
be between minimal winning cabinets on one hand and over-
sized and minority cabinets on the other.

PRESIDENTIAL CABINETS

 The classifi cations into one-party versus coalition cabinets 
and minimal winning versus oversized versus minority cabinets 
have been applied mainly to cabinets in parliamentary systems of 
government, which has been the almost exclusive focus of coali-
tion theorists. Can they also be applied to presidential cabinets? 
Two crucial adjustments are needed for this purpose. The differ-
ences between parliamentary and presidential systems are more 
fully and systematically discussed in the next chapter, but one 
major difference is that the executive (cabinet) in parliamentary 
systems depends on majority support in the legislature both to stay 
in offi ce and to get its legislative proposals approved, whereas 
the executive in presidential systems needs legislative majority 
support only for the president’s legislative proposals; presidents 
are elected for a fi xed term of offi ce, and neither they nor the 
cabinet they appoint are dependent on the confi dence of the leg-
islature for their survival in offi ce. Therefore, in one respect—
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staying in offi ce—presidents and presidential cabinets are minimal 
winning by defi nition; in the other respect—legislative support 
for proposed laws—presidential cabinets may be minimal win-
ning, oversized, or minority cabinets depending on the party af-
fi liations of the presidents and of their cabinet members and the 
sizes of the respective parties in the legislature. This means that 
whereas cabinets in parliamentary systems can vary between 0 
and 100 percent minimal winning, the variation for presidential 
cabinets is only between 50 and 100 percent.
 The other difference between parliamentary and presidential 
systems that is of critical relevance here is that parliamentary 
executives are collegial cabinets, whereas presidential executives 
are one-person executives; in presidential systems, executive power 
is concentrated in the president, and his or her cabinet consists 
of advisers to the president instead of more or less coequal par-
ticipants. For the distinction between one-party and coalition 
executives, this means that in one respect presidential cabinets 
are one-party cabinet by defi nition—the one party being the pres-
ident’s party because of the president’s dominant status in the 
cabinet. On the other hand, it does make a difference whether a 
president appoints only members of his or her own party to 
the cabinet or whether members of one or more other parties are 
also included. On the assumption that these two aspects can be 
weighted equally, presidential cabinets can vary between 50 and 
100 percent one-party cabinets in contrast with parliamentary 
cabinets, where the range of variation is the full 0 to 100 percent. 
As is explained more fully in the next chapter, the six presiden-
tial systems are the United States, France (except in three short 
parliamentary phases), Costa Rica, Argentina, Uruguay, and Korea.5

So-called semipresidential systems other than France can be 
treated like parliamentary systems. Switzerland is an intermedi-
ate case, but for the purpose of classifying the composition of its 
executive, it can be treated as a parliamentary system.

 5. In addition, Israel’s brief experience under the “directly elected prime 
minister” should also be treated like a presidential phase (see Chapter 7).
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GRAND COALITIONS, “TOKEN” MINISTERS, 

AND “PARTIAL” COALITIONS

 The great variety of forms that cabinets can assume can be il-
lustrated further by fi ve of our democracies: Austria, the United 
States, Argentina, Uruguay, and Japan. Even these unusual cabi-
nets, however, can still be classifi ed in terms of the basic criteria 
distinguishing one-party cabinets from coalitions and minimal 
winning from oversized and minority cabinets.
 The so-called grand coalition cabinets in Austria from 1949 to 
1966 exemplify the rather frequent occurrence of very broad co-
alitions, composed of a country’s two largest parties—which are, 
however, minimal winning cabinets in purely technical terms. 
These Austrian coalitions were composed of the Socialists and 
the conservative People’s party, which together controlled on av-
erage more than 92 percent of the parliamentary seats during this 
period. Since each of the parties had fewer than half of the seats, 
however, their cabinets were technically minimal winning be-
cause the defection of either would have turned the cabinet into 
a minority cabinet. In substantive terms, such broad coalitions 
should obviously be regarded as oversized. Accordingly, I clas-
sifi ed as oversized any coalition cabinet based on a large super-
majority of four-fi fths—80 percent—or more of the seats in the 
legislature.6

 Coalition cabinets are not formed frequently in presidential 
systems, but they are not completely exceptional either. One im-
portant reason for their formation is that presidents may not have 

 6. The other cases of substantively oversized cabinets are a later Aus-
trian cabinet (1987–90), the 1961–65 Belgian cabinet, the well-known 
“grand coalition” of Christian Democrats and Social Democrats in Ger-
many from 1966 to 1969, and the 1954–59 cabinet in Luxembourg. How-
ever, I deviate from my own 80 percent rule in the case of the French 
Gaullist-Republican cabinet that took offi ce in 1993, because its huge par-
liamentary majority (81.8 percent) was manufactured from a mere 39.9 
percent of fi rst-ballot votes. Technically—according to the 80 percent 
rule—this was an oversized cabinet, but substantively it can be regarded 
only as minimal winning.
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majority support in the legislature and that legislative majorities 
are needed to get laws passed (Amorim Neto 2006). Examples of 
such presidential coalition cabinets are the coalition of the Na-
tional Congress for New Politics and the United Liberal Demo-
crats under President Kim Dae Jung in Korea (1998–2000), the 
Peronist-Radical coalition under President Eduardo Duhalde in 
Argentina (2002–3), and the two successive Colorado-Blanco co-
alitions under Presidents Julio María Sanguinetti and Jorge Batlle 
in Uruguay (1995–2002).
 More frequent, however, are partisan cabinets with one or two 
“token” members drawn from a different party or parties; token 
participation in cabinets means a share of cabinet seats that is 
much lower than what a party could expect on the basis of pro-
portionality. The fi rst Sanguinetti administration had such token 
Blanco and Civic Union members in its cabinet (1985–90), and 
President Cristina Fernández de Kirchner was elected in Argen-
tina in 2007 on a joint Peronist-Radical ticket with a Radical 
vice-presidential candidate who, however, played no signifi cant 
role in her administration. American cabinets also provide clear 
examples. Republicans C. Douglas Dillon and Robert S. McNamara 
served in President John F. Kennedy’s cabinet, and Democrat 
John B. Connally served in President Richard M. Nixon’s cabinet; 
the example of Connally is especially striking because he had 
been an active Democratic politician and had served as Demo-
cratic governor of Texas (Jones 1994, 107–8). More recent exam-
ples are the appointment of former Republican senator William 
S. Cohen as secretary of defense in the second Clinton adminis-
tration and the appointment of Republican Robert M. Gates, also 
as secretary of defense, in the Obama administration. Richard F. 
Fenno’s (1959, 68) conclusion is still valid: “Typically, the entire 
Cabinet is of the same political party as the President. . . . The 
few exceptions serve only to prove the rule. Many deviations 
from this norm are more apparent than real, involving men whose 
ideas and sympathies obviously do not coincide with their parti-
san labels.” It is worth noting that Connally later switched par-
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ties and became a candidate for the Republican presidential 
nomination in 1980. One important general fi nding concerning 
coalition cabinets is that approximate proportionality in the divi-
sion of cabinet positions tends to be closely adhered to (Ver-
zichelli 2008). It is therefore not at all diffi cult to distinguish to-
kenism from genuine coalitions, and token ministers—just like 
nonpartisan ministers in otherwise partisan cabinets7—can be ig-
nored in the classifi cation of cabinets.
 The Liberal Democratic (LDP) cabinets in Japan from 1976 to 
1993 present the unusual case of a numerically minimal winning 
cabinet behaving like a minority cabinet. T. J. Pempel (1992, 11) 
writes that the LDP, instead of using “its parliamentary majority 
to ram through controversial legislation,” tended to follow “the 
norm of cross-party consensus building. Usually the LDP [tried] 
to ensure support for its proposals by at least one, and often 
more, opposition parties.” In Japan, this was called the strategy 
of “partial coalition” with the parliamentary opposition (Krauss 
1984, 263). Especially because experts on Japanese politics link 
this behavior to strong consensual norms “that operate against 
what the Japanese usually refer to as ‘tyranny of the majority’” 
(Pempel 1992, 11), these LDP cabinets should be counted as mi-
nority rather than minimal winning.8

 7. Because all of the classifi cations of cabinets are based on their parti-
san composition, cabinets that are entirely “nonparty” or “business” cabi-
nets have to be disregarded, but fortunately these do not occur frequently.
 8. Two fi nal issues of classifi cation need to be mentioned briefl y. First, 
the logical consequence of the treatment of factionalized and closely 
linked parties as one-and-a-half parties, explained in Chapter 5, is that 
cabinets composed of such parties have to be classifi ed as half one-party 
cabinets and half two-party coalition cabinets. For instance most of the 
Liberal-National cabinets in Australia have to be counted as in between 
one-party and coalition cabinets; moreover, when the Liberals have had a 
majority of seats in parliament, such cabinets are halfway between mini-
mal winning and oversized. Second, any major interelection changes in 
the legislative seats controlled by cabinet parties must be taken into con-
sideration. For instance, the British Labour cabinet that began as a mini-
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CABINETS IN THIRTY-SIX DEMOCRACIES

 The fi rst and second columns of Table 6.3 present the types of 
cabinets in thirty-six democracies in terms of the time that mini-
mal winning and one-party cabinets were in power. The values 
in the third column are the averages of those in the fi rst two; they 
measure the overall degree of majoritarianism in the formation of 
cabinets. The countries are listed in ascending order of the ma-
joritarian nature of their cabinets.
 The scores in the fi rst two columns are strongly correlated 
(r!0.58, signifi cant at the 1 percent level), mainly because at the 
top of the table both scores tend to be low and at the bottom they 
tend to be high. Most one-party cabinets are also minimal win-
ning, and oversized cabinets are coalitions by defi nition. In the 
middle of the table, however, are several countries in which the 
two elements are unequally combined: some that have mainly 
minimal winning cabinets but few one-party cabinets—especially 
Germany, Iceland, and Luxembourg—and some with relatively few 
minimal winning but many one-party cabinets—especially Spain 
and Sweden. The range of variation on both variables is wide: 
from 8 percent to 100 percent on minimal winning cabinets and 
from 0 to 100 percent on one-party cabinets. Five countries always 
had minimal winning cabinets without exception, and eight coun-
tries always had one-party cabinets; by contrast, four countries 
never had one-party cabinets. The tendency to have minimal 
winning cabinets is slightly stronger than the tendency toward 
one-party cabinets: the mean and median of the values in the fi rst 
column are 64.2 and 71.4 percent, compared with 56.4 and 67.6 
percent in the second column. The third column ranges from 4 to 
100 percent with a mean of 60.3 and a median of 55 percent.

mal winning cabinet in October 1974 became a minority cabinet in the 
middle of 1976 (see Chapter 2). A reverse example is the Indian Congress 
cabinet that started off as a minority cabinet in 1991 but became a mini-
mal winning cabinet in December 1993 when several defectors from other 
parties were welcomed into the Congress party.
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Table 6.3

Proportions of time during which minimal winning and one-party 

cabinets were in power in thirty-six democracies, 1945–2010

Minimal winning 

cabinets (%)

One-party

cabinets (%) Mean (%)

Switzerland  8.0   0.0  4.0

Finland 11.4   8.5 10.0

Italy 15.5   8.0 11.7

Israel 22.1   6.0 14.0

Mauritius 30.6   0.0 15.3

Denmark 13.7  33.6 23.6

Netherlands 53.6   0.0 26.8

India 37.0  24.0 30.5

Belgium 68.1   6.5 37.3

Germany 74.3   1.3 37.8

Japan 42.4  37.8 40.1

Austria 60.1  26.5 43.3

Luxembourg 90.8   0.0 45.4

Iceland 90.3   2.3 46.3

Sweden 25.1  71.1 48.1

Ireland 57.2  41.8 49.5

Portugal 48.3  58.5 53.4

France 62.0  47.5 54.8

Norway 44.0  66.6 55.3

Spain 38.6 100.0 69.3

Uruguay 79.5  81.0 80.3

United States 71.5  89.2 80.4

Australia 92.7  68.7 80.7

New Zealand 80.9  82.0 81.4

Argentina 71.2  93.5 82.4

Costa Rica 71.6 100.0 85.8

Korea 83.3  88.7 86.0

continued
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 As expected, Switzerland turns up at the top of the table; its 
only minimal winning coalitions occurred from 1955 to 1959, 
when there was a three-party executive without the Social Demo-
crats instead of the usual four-party executive, and during 2008 
when the Swiss People’s party was in the opposition. Belgium is 
farther down in the table but would have had a higher position 
had only more recent decades been analyzed. Toward the majori-
tarian end at the bottom of the table, we fi nd, as expected, the 
United Kingdom and Barbados, but New Zealand has a higher 
position in the table as a result of its political evolution since 
1996. More generally, there are two groups of countries on the 
majoritarian side: presidential systems, which, as discussed ear-
lier, owe much of their majoritarian character to the constitu-
tional position and power of their presidents, and democracies 
with a British political heritage: all but one of the sixteen coun-

Minimal winning 

cabinets (%)

One-party

cabinets (%) Mean (%)

Canada  76.8 100.0  88.4

Trinidad  99.2  89.5  94.3

United Kingdom  94.8  99.8  97.3

Greece  98.4  97.8  98.1

Bahamas 100.0 100.0 100.0

Barbados 100.0 100.0 100.0

Botswana 100.0 100.0 100.0

Jamaica 100.0 100.0 100.0

Malta 100.0 100.0 100.0

Source: Based on data in Woldendorp, Keman, and Budge 2010; Bale and Caramani 2010 

and earlier volumes of the “Political Data Yearbook”; Muller, Overstreet, Isacoff, and Lans-

ford 2011 and earlier volumes of the Political Handbook of the World; and data provided 

by Octavio Amorim Neto, Marcelo Camerlo, Krista Hoekstra, Jelle Koedam, Jorge Lanzaro, 

Andrés Malamud, and Linganaden Murday

Table 6.3 continued
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tries at the bottom of the table fi t one of these categories. Ireland, 
India, and Mauritius, also former British colonies, are exceptions:
Ireland is near the middle of the table, and India and Mauritius, both 
deeply plural societies, are in eighth and fi fth place, respectively, 
near the consensual top of the table. Greece, in contrast, is a rather 
surprising presence among the British-heritage countries at the 
majoritarian end.

CABINETS AND PARTY SYSTEMS

 There is an extremely strong relationship between party sys-
tems and types of cabinets, as Figure 6.1 shows.9 As the effective 
number of parliamentary parties increases, the incidence of one-
party minimal winning cabinets decreases. The correlation coef-
fi cient is −0.85 (signifi cant at the 1 percent level). Most countries 
are located very close to the regression line, and there are no ex-
treme outliers. The most deviant cases are Uruguay and Mauri-
tius. Uruguay’s mainly majoritarian cabinets are similar to those 
of the Argentine, Costa Rican, Korean, and American cabinets, 
but unlike the other four presidential democracies, it has a high 
effective number of parties due to the strong factionalism of its 
three main parties. In Mauritius, the plurality system of elections 
has reduced the effective number of parties, but not to the extent 
of creating a two-party system, and moderate multipartism and 
coalition cabinets have gone hand in hand; moreover, the usual 
inclusion in the cabinet of one of the parties representing the 
distant island of Rodrigues has tended to make the coalitions 
oversized.
 The strong relationship between party systems and cabinet 
types is part of the cluster of fi ve closely related variables that 
comprise the executives-parties dimension of the contrast between 
majoritarian and consensus democracy, described in the fi rst three 

 9. In Figure 6.1 and in similar fi gures in later chapters, the thirty-six 
democracies are identifi ed by the fi rst three characters of their English 
names, except that AUL means Australia, AUT Austria, CR Costa Rica, 
JPN Japan, NZ New Zealand, UK United Kingdom, and US United States.
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chapters of this book. The next three chapters will analyze the 
other three variables in this cluster: executive-legislative rela-
tions, electoral systems, and interest groups. This analysis will 
again show strong empirical relationships, although not quite as 
strong and signifi cant as the strikingly close link between party 
systems and cabinets.

ADDENDUM: PRIME MINISTERIAL POWER

 What is the strength of the head of a cabinet within his or her 
cabinet? In presidential systems, the cabinet is the president’s 
cabinet and the president’s constitutional position makes him or 
her preeminent. This position can be called, in Giovanni Sartori’s 
(1994, 109) words, “a primus solus, as in the case of the Ameri-

Fig. 6.1 The relationship between the effective number of parliamentary 
parties and type of cabinet in thirty-six democracies, 1945–2010
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can president (whose government is only his private cabinet).” In 
parliamentary systems, the power of the prime minister who 
heads the cabinet can vary greatly from—again using Sartori’s ter-
minology—a strong “fi rst above unequals” to a medium “fi rst 
among unequals” to a relatively weak “fi rst among equals.”
 In this chapter, I have measured the concentration of power 
and the degree of majoritarianism in the cabinet in terms of the 
breadth of representation and the numbers of parties included in 
the cabinet. A logical corollary would be to expect the degree of 
prime ministerial power to be related to the concentration of 
power in the cabinet. The threefold classifi cation of the within-
cabinet power of prime ministers in parliamentary democracies—
similar to Sartori’s trichotomous scheme—presented by Jaap Wol-
dendorp, Hans Keman, and Ian Budge (2000, 68) allows a test of 
this hypothesis. Among the prime ministers whom they judge to 
have a high degree of infl uence within their cabinets are the Brit-
ish, Australian, German, Greek, Indian, Jamaican, and New Zealand 
prime ministers. Those in Austria, Belgium, Denmark, Japan, and 
Sweden are in a medium position. And examples of prime min-
isters with a low degree of infl uence are the Dutch, Icelandic, 
Italian, and Norwegian. A comparison of these examples with the 
scores in the third column of Table 6.1 shows that prime ministers 
indeed appear to have greater power in countries with majoritar-
ian than in those with consensual cabinets. The Woldendorp-
Keman-Budge data are available for twenty-four of our democra-
cies. The coeffi cient of the correlation between type of cabinet 
and prime ministerial power is 0.44 (signifi cant at the 5 percent 
level).
 More of our democracies can be included in the test by ex-
tending the threefold classifi cation of prime ministers into a fi ve-
fold classifi cation of all heads of government. At the top we can 
add a new category for Sartori’s primus solus presidential chief 
executives. At the other end, we can give Switzerland a category 
of its own; its head of government, the annually rotating chair of 
the seven-member Federal Council, is not even a “fi rst among 
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equals”—merely an “equal among equals.” Botswana’s strong 
president, who is also the head of government in an essentially 
parliamentary system, can be placed in the same category as the 
British and New Zealand prime ministers. For thirty-two of our 
democracies—all except the Bahamas, Barbados, Mauritius, and 
Trinidad—the correlation coeffi cient is now a strong 0.60 (sig-
nifi cant at the 1 percent level). The sharing of executive power 
generally also means greater equality in the executive branch of 
government.



Chapter 7

Executive-Legislative Relations: 
Patterns of Dominance and Balance 
of Power

The third difference between the majoritarian and consen-
sus models of democracy concerns the relationship between 
the executive and legislative branches of government. The 

majoritarian model is one of executive dominance, whereas the 
consensus model is characterized by a more balanced executive-
legislative relationship. In real political life, a variety of patterns 
between complete balance and severe imbalance can occur.
 In this chapter I fi rst contrast the two most prevalent formal 
arrangements of executive-legislative relations in democratic re-
gimes: parliamentary government and presidential government. I 
propose a classifi catory scheme based on the three major differ-
ences between these types of government and show that almost 
all of the thirty-six democracies included in this study fi t either 
the pure parliamentary or the pure presidential type. The next 
topic is the question of how to measure degrees of executive 
dominance. I propose an index that is mainly, but not entirely, 
based on the durability of cabinets; several important adjustments 
are required, especially for presidential systems. After present-
ing the empirical fi ndings concerning the different levels of ex-
ecutive dominance in thirty-six democracies between 1945 and 
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2010, I explore two relationships: the link between the fi ve basic 
types of cabinet and the durability of these cabinets in parlia-
mentary systems and the relationship between the incidence of 
one-party majority government and the degree of executive dom-
inance in the thirty-six democracies. I close with a brief discus-
sion of the power exercised by heads of state—monarchs and 
presidents—and some of the problems associated with monar-
chical and presidential power.

PARLIAMENTARY AND PRESIDENTIAL FORMS OF GOVERNMENT

 Parliamentary and presidential systems of government have 
three crucial differences. First, in a parliamentary system, the head 
of government—who may have such different offi cial titles as 
prime minister, premier, chancellor, minister-president, taoiseach
(in Ireland), or, rather confusingly, even “president” (in Botswana) 
but whom I generically term the prime minister—and his or her 
cabinet are responsible to the legislature in the sense that they 
are dependent on the legislature’s confi dence and can be dis-
missed from offi ce by a legislative vote of no confi dence or cen-
sure. In a presidential system, the head of government—always 
called president—is elected for a constitutionally prescribed pe-
riod and in normal circumstances cannot be forced to resign by a 
legislative vote of no confi dence (although it may be possible to 
remove a president for criminal wrongdoing by the process of 
impeachment).1

 The second difference between presidential and parliamen-
tary governments is that presidents are popularly elected, either 
directly or via a popularly elected presidential electoral college, 
and that prime ministers are selected by legislatures. The process 
of selection may take a variety of forms. For instance, the German 

 1. In addition, as I argue below, we can still speak of presidential gov-
ernment if the legislature can dismiss the president, but only if two con-
ditions apply: (1) that the president also has the right to dissolve the leg-
islature, and (2) that in either event new elections of both the president 
and the legislature take place.
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chancellor is formally elected by the Bundestag, the Irish taoi-
seach by the Dáil, the Japanese prime minister by the House of 
Representatives, and the Botswanan “president” by the National 
Assembly. In Italy and Belgium, cabinets emerge from negotia-
tions among the parties in parliament and especially among party 
leaders, but they also require a formal parliamentary vote of in-
vestiture. In the United Kingdom, the king or queen normally 
appoints the leader of the majority party to the prime minister-
ship, and in many multiparty systems, too, the cabinets that 
emerge from interparty bargaining are appointed by the heads of 
state without formal election or investiture; these cabinets are 
assumed to have the legislature’s confi dence unless and until it 
expresses its lack of confi dence.
 The third fundamental difference is that parliamentary sys-
tems have collective or collegial executives whereas presidential 
systems have one-person, noncollegial executives. As I indicated 
at the end of the previous chapter, the prime minister’s position 
in the cabinet can vary from preeminence to virtual equality with 
the other ministers, but there is always a relatively high degree of 
collegiality in decision-making; in contrast, the members of pres-
idential cabinets are mere advisers and subordinates of the presi-
dent. The most important decisions in parliamentary systems 
have to be made by the cabinet as a whole, not just by the prime 
minister; the most important decisions in presidential systems 
can be made by the president with or without, and even against, 
the advice of the cabinet.
 Because parliamentary and presidential governments are de-
fi ned in terms of three dichotomous criteria, their joint applica-
tion yields the eight possible combinations shown in the typol-
ogy of Figure 7.1. In addition to the pure parliamentary and 
presidential types, there are six hybrid forms of government, la-
beled I through VI in the typology. Thirty-fi ve of our thirty-six 
democracies fi t the criteria of the two pure types, although France 
and Israel have to be classifi ed differently in different periods. Six 
countries have been mainly or wholly presidential—the United 
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States, France, Costa Rica, Argentina, Uruguay, and Korea—and 
twenty-nine have been mainly or wholly parliamentary. Switzer-
land fi ts hybrid form I, and it is the only example among our 
thirty-six democracies that can be classifi ed in any of the hybrid 
categories. This hybrid is parliamentary in two respects and presi-
dential in one: the Swiss “cabinet,” the collegial Federal Council, 
is elected by parliament, but the seven councilors stay in offi ce 
for a fi xed four-year term and cannot be dismissed by a legislative 
vote of no confi dence.
 Hybrid types III and V are presidential in two respects and 
parliamentary in one. The United States would have provided an 
example of type III if the Constitutional Convention of 1787 had 
not changed its mind at the last moment. The Virginia plan in-
cluded the election of the president by the national legislature, 

Fig. 7.1 Parliamentary, presidential, and hybrid forms of government in 
thirty-six democracies, 1945–2010: a typology
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and the Constitutional Convention voted three times in favor of 
this plan before fi nally settling on the electoral college solution. 
It should also be noted that if no presidential candidate wins a 
majority in the electoral college, the US Constitution prescribes 
hybrid III as the next step: election by the House of Representatives. 
An interesting example of type V is the 1952–67 Uruguayan po-
litical system, which had a collegial presidency: a Swiss-inspired 
nine-member body, collegial and serving for a fi xed term, like the 
Swiss Federal Council, but popularly elected.
 There are no empirical examples of hybrid types II, IV, and 
VI—which is not surprising because the logic of legislative confi -
dence militates against them. Type II would be a parliamentary 
system except that the prime minister’s relationship to the cabi-
net would resemble that of a president to his or her cabinet. On 
paper, the German constitution appears to call for such a system, 
but because the chancellor needs the Bundestag’s confi dence, the 
negotiation of a collegial coalition cabinet takes place before the 
formal election of the chancellor by the Bundestag. Types IV and 
VI are problematic because a legislative vote of no confi dence in 
a popularly elected executive would be seen as defi ance of the 
popular will and of democratic legitimacy. The only democrati-
cally acceptable form of these two types would be one in which 
a legislative vote of no confi dence in the executive would be 
matched by the executive’s right to dissolve the legislature, and 
where either action would trigger new elections of both legisla-
ture and executive. Such an amended type VI system appears to 
be what the Committee on the Constitutional System proposed 
for the United States in 1987, but, as I argue below, this proposal 
entailed a special form of presidential government rather than a 
hybrid type.
 The only serious problem of classifying democracies accord-
ing to the eightfold typology is raised by systems that have both 
a popularly elected president and a parliamentary prime minis-
ter, usually referred to as “semipresidential” (Duverger 1980) or 
“premier-presidential” systems (Shugart and Carey 1992). Among 
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our thirty-six democracies, there are six of these semipresidential 
systems: Austria, Finland, France, Iceland, Ireland, and Portugal. 
These cases can be resolved by asking the question: Who is the 
real head of government—the president or the prime minister? 
The Austrian, Icelandic, and Irish presidents are weak though 
popularly elected, and these three democracies operate much 
like ordinary parliamentary systems. In semipresidential Portu-
gal, the president continues to exercise signifi cant power, even 
after his formal prerogatives were severely reduced in the consti-
tutional revision of 1982 (Amorim Neto and Costa Lobo 2009), 
but it can still be treated like a mainly parliamentary system.
 The French case is more problematic. Until 1986, the French 
president, popularly elected for a fi xed seven-year term, was clearly 
the head of the government and not the prime minister. Presiden-
tial power, however, was based more on the support by strong 
parliamentary majorities than on constitutional prerogatives, 
and in the early 1980s, two well-known French political scien-
tists predicted that, if the president were to lose this majority 
support, the presidential system would change to a parliamen-
tary one. Raymond Aron (1982, 8) wrote: “The President of the 
Republic is the supreme authority as long as he has a majority in 
the National Assembly; but he must abandon the reality of power 
to the prime minister if ever a party other than his own has a 
majority in the Assembly.” Based on the same logic, Maurice Du-
verger (1980, 186) predicted that the French Fifth Republic would
develop a pattern of alternation between presidential and parlia-
mentary phases. This is exactly what happened when the Gaullists 
and Republicans won a legislative victory in 1986 and Jacques 
Chirac became prime minister: “Except for some issues concern-
ing foreign relations and defense . . . [Socialist president] Mitter-
rand stood on the legislative sidelines while Chirac functioned 
as France’s political executive” (Huber 1996, 28). The situation 
repeated itself from 1993 to 1995 when Gaullist premier Édouard 
Balladur replaced President Mitterrand as the real head of gov-
ernment, and Socialist premier Lionel Jospin inaugurated the 
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third parliamentary phase under President Chirac, which lasted 
for fi ve years (1997–2002).
 The Finnish semipresidential system is the most diffi cult case. 
Finland has an elected president—indirectly elected via an electoral 
college until the early 1990s—with less power than the French 
president usually has but more than that of the presidents in the 
other semipresidential systems. Yet there is a close resemblance 
to the French system in its parliamentary phases during which 
the prime minister is head of government and the president’s 
power is limited to a special role in foreign affairs. If these phases 
in the French system can be regarded as parliamentary, the simi-
lar situation in Finland should be considered parliamentary, too. 
The classifi cation may be somewhat debatable for the long period 
from 1956 to 1981 during which the formidable Urho Kekkonen 
served as president, but it clearly fi ts the period since his depar-
ture from the political scene.2 A constitutional amendment in 
1991 reduced presidential power by removing the president’s 
right to dissolve parliament—a right that the French president does 
have—but at the same time increased presidential prestige by 
abolishing the presidential electoral college and instituting direct 
popular election. On balance, Finnish democracy can be classifi ed 
as a parliamentary system in the typology of Figure 7.1; it is cer-
tainly much closer to a parliamentary than a presidential system.
 Finally, Israel shifted from a system that was unambiguously 
parliamentary in every respect to the direct popular election of 
the prime minster in 1996—presenting another intriguing puzzle 
of classifi cation. The basic rules were that the prime minister was 
elected directly by the voters, that parliament was elected simul-
taneously, that parliament retained the right to dismiss the prime 
minister, that the prime minister also had the right to dissolve 
parliament, and that either action resulted in new elections of 
both prime minister and parliament (Hazan 1997). The Israelis 

 2. G. Bingham Powell (1982, 56) classifi ed Finland as a parliamentary 
system even during the Kekkonen era.
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entered uncharted territory with this innovation, but it resembles 
one of the solutions proposed by the Committee on the Constitu-
tional System (1987, 16) for the problem of executive-legislative 
deadlock in the United States: “If it were possible for a President 
to call new elections, or for Congress to do so, we would have a 
mechanism for resolving deadlocks over fundamental policy is-
sues.” Such a mutual right to call new elections, both presiden-
tial and congressional, would be a change in rather than a change 
of the presidential system—that is, the United States would still 
be a presidential system according to all three basic criteria.
 The Israeli system, which lasted until 2003, was very similar 
to this special form of presidentialism except that the president 
was called “prime minister.” The prime minister was (1) popu-
larly elected instead of being selected by parliament, (2) elected 
for a fi xed period of four years, except if the special rule of mu-
tual dismissal and new elections were to become operative, and 
(3) predominated over the cabinet by virtue of the democratic 
legitimacy conferred by popular elections. As far as the third 
point is concerned, the Israeli rule that the other members of the 
cabinet needed a parliamentary vote of investiture before taking 
offi ce sounds like the retention of one aspect of the old parlia-
mentarism, but remember that in the United States, too, the pres-
ident can appoint the members of his or her cabinet only with the 
“advice and consent” of the Senate. The directly elected prime 
minister was therefore much more like a president in a presiden-
tial system than like a prime minister in a parliamentary system.3

 3. According to Matthew Soberg Shugart and Scott Mainwaring (1997, 
15), presidentialism can be defi ned in terms of two basic characteristics: 
“separate origin” (separate popular elections) and “separate survival” 
(fi xed terms of offi ce for both president and legislature). According to the 
second criterion, the proposal of the Committee on the Constitutional 
System and the 1996–2003 Israeli system would clearly not qualify as 
presidential, but neither would the French Fifth Republic because the 
National Assembly can be dissolved prematurely. Moreover, a fi xed term 
of offi ce for the legislature can also be a characteristic of parliamentary 
systems, as in the case of Norway.
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Israel’s experiment with the directly elected prime minister did 
not last long; pure parliamentarism was restored in 2003.

ADDITIONAL PARLIAMENTARY-PRESIDENTIAL CONTRASTS

 A few eminent political scientists have argued that in addition 
to the three crucial differences between parliamentary and presi-
dential systems discussed above, there are three other important 
differences (esp. Verney 1959, 17–56). On closer examination, 
these contrasts turn out to have serious empirical exceptions and 
not to be essential for the distinction between the two major 
forms of government.
 First, separation of powers in presidential systems is usually 
taken to mean not only the mutual independence of the execu-
tive and legislative branches but also the rule that the same per-
son cannot simultaneously serve in both. In contrast, the non-
separation of powers in parliamentary systems means not only 
that the executive is dependent on the legislature’s confi dence 
but also that the same persons can be members of both parlia-
ment and the cabinet. With regard to the latter, however, there is 
a great deal of variation within the parliamentary type of govern-
ment. On one end of the spectrum, many parliamentary systems—
especially those in the United Kingdom and the former British 
colonies—make it an almost absolute requirement that cabinet 
members be members of the legislature, too. On the other end, there 
are three countries—the Netherlands, Norway, and Luxembourg—
in which membership in the cabinet cannot be combined with 
membership in parliament; in all three, however, cabinet mem-
bers can and do participate in parliamentary debates. Because 
the incompatibility rule emphasizes the separate status of the 
cabinet, it tends to strengthen the cabinet’s authority vis-à-vis par-
liament, but it cannot be considered more than a minor variation 
within the parliamentary type. It would certainly be incorrect to 
argue that these three countries fi t or even approximate the pres-
idential form of government in this respect.
 Second, it is often claimed that a key difference between pres-
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idential and parliamentarism is that presidents do not have the 
right to dissolve the legislature whereas prime ministers and 
their cabinets do have this right. One exception on the presidential 
side is that the French president does have the power to dissolve 
the National Assembly; another exception is the Israeli 1996–
2003 example of mutual dismissal and new elections for both, 
discussed earlier. In parliamentary systems, there is again a wide 
range of variation. In the British and many British-inspired sys-
tems, the power to dissolve is virtually unlimited and it is a spe-
cifi cally prime ministerial prerogative. In Germany and several 
other countries, parliament can be dissolved only under special 
circumstances and not at the sole discretion of the executive. In 
Norway, parliament is elected for a four-year term and cannot be 
dissolved at all. Executive authority is obviously affected by 
whether the executive does or does not have such power over 
the legislature, but this factor cannot be considered an essential 
distinction between the parliamentary and presidential forms of 
government.
 Third, parliamentary systems usually have dual executives: a 
symbolic and ceremonial head of state (a monarch or president) 
who has little power and a prime minister who is the head of the 
government and who, together with the cabinet, exercises most 
executive power. The normal rule in presidential systems is that 
the president is simultaneously the head of state and the head of 
the government. However, there are major exceptions on both 
sides. Botswana has a prime minister, elected by and subject to 
the confi dence of the legislature, who is the head of the government 
but who also serves as head of state—and who therefore has the 
formal title of “president.” Another example is democratic South 
Africa, whose fi rst head of the government was President Nelson 
Mandela—not a president in a presidential system but a combined 
head of government and head of state in a parliamentary system.
 If the directly elected Israeli prime minister in the period 
1996–2003 can indeed be seen as a president in a presidential 
system, Israel provides an example of a presidential system with 
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a dual instead of a single executive: in addition to the presiden-
tial prime minister, there was a president who was the head of 
state. Another example showing that a dual executive is, in prin-
ciple, compatible with a presidential form of government is the 
proposal for a directly elected prime minister in the Netherlands 
(Andeweg 1997, 235). This plan, widely debated in the late 1960s 
and early 1970s, entailed the popular election of the prime min-
ister for a fi xed four-year term and not subject to parliamentary 
confi dence—but not to change the monarchy. In effect, such a 
“prime minister” would be head of the government in a presi-
dential system—but not the head of state, because the monarch 
would continue in that position. The prestige of being head of 
state obviously enhances the infl uence of most presidents and is 
an advantage that most prime ministers lack, but it is not an es-
sential distinction between the two forms of government.

SEPARATION OF POWER AND BALANCE OF POWER

 The distinction between parliamentary and presidential sys-
tems is of great importance in several respects. For instance, as 
discussed in the previous chapter, presidential cabinets are fun-
damentally different, and have to be classifi ed differently, from 
cabinets in parliamentary systems; moreover, both later on in this
chapter and in the next chapter, presidential systems are again 
treated differently from parliamentary systems in the measure-
ment of key variables. However, the parliamentary-presidential 
distinction does not bear directly on the distribution of power in 
executive-legislative relationships. In parliamentary systems, one 
can fi nd a rough balance of power between cabinet and parlia-
ment, as in Belgium, but one can also fi nd clear executive domi-
nance as in the United Kingdom, New Zealand, and Barbados 
(see Chapters 2 and 3). The same range of variation occurs in 
presidential systems. The United States and France are good ex-
amples at opposite ends of the scale. In the United States, separa-
tion of powers has usually also meant a rough balance of power 
between president and Congress. The same applies to Switzer-
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land, the one separation-of-powers system that is not a presiden-
tial system. The French presidential system is at the opposite 
end; in Anthony King’s (1976, 21) words, “the French legisla-
ture has . . . become even more subordinate to the executive than 
the British.”
 Presidential powers derive from three sources. One is the 
power of presidents defi ned in constitutions, consisting of “reac-
tive powers,” especially presidential veto power, and “pro-active 
powers,” especially the ability to legislate by decree in certain 
areas (Shugart and Mainwaring 1997, 41). The second source of 
power is the strength and cohesion of presidents’ parties in the 
legislature. Third, presidents derive considerable strength from 
their direct popular election and the fact that they can claim that 
they (and their vice presidents, if any) are the only public offi -
cials elected by the people as a whole.
 The frequent dependence of presidents on their partisan pow-
ers means that the relative power of presidents and legislatures 
can and often does change abruptly and that it is generally less 
stable than in parliamentary systems. Substantial changes have 
occurred in the historical experience of the United States. Woodrow 
Wilson (1885) decried the predominance of Congress and stated 
that the American “presidential” system should more realistically 
be called, as the title of his famous book indicates, Congressional 
Government. More recent critics have charged that, especially 
under Presidents Lyndon B. Johnson, Richard M. Nixon, and 
George W. Bush, an “imperial presidency” tended to overshadow 
Congress. In the much shorter history of the French presidential 
system, John T. S. Keeler and Martin A. Schain (1997, 95–100) see 
four alternations between “hyperpresidential” and “tempered 
presidential” phases in the period from 1962 to 1993.

MEASURING DEGREES OF DOMINANCE 

AND BALANCE OF POWER

 How can the relative power of the executive and legislative 
branches of government be measured? For parliamentary systems,
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the best indicator is cabinet durability. A cabinet that stays in 
power for a long time is likely to be dominant vis-à-vis the legis-
lature, and a short-lived cabinet is likely to be relatively weak.4

Coalition theorists have paid great attention to the duration of 
cabinets, but they usually assume—either explicitly or, more often, 
implicitly—that cabinet durability is an indicator not just of the 
cabinet’s strength compared with that of the legislature but also 
of regime stability. The argument is that short-lived cabinets do 
not have suffi cient time to develop sound and coherent policies 
and that ineffective policy-making will endanger the viability of 
democracy: cabinet instability is assumed to lead to, and is there-
fore taken as an indicator of, regime instability. An explicit state-
ment to this effect is Paul V. Warwick’s (1994, 139): “A parlia-
mentary system that does not produce durable government is 
unlikely to provide effective policy making, to attract widespread
popular allegiance, or perhaps even to survive over the longer 
run.”
 This view is as wrong as it is prevalent. Even the proverbially 
short-lived cabinets of the Fourth French Republic were far from 
completely ineffective policy-makers. Many members of each de-
funct cabinet served again in the new one, and their average life 
as ministers was considerably longer than that of the cabinets as 
a whole. The contemporary French observer André Siegfried 
(1956, 399) explained this “paradox of stable policy with unsta-
ble cabinets” as follows: “Actually the disadvantages are not as 
serious as they appear. . . . When there is a cabinet crisis, certain 
ministers change or the same ministers are merely shifted around; 
but no civil servant is displaced, and the day-to-day administra-
tion continues without interruption. Furthermore, as the same 

 4. This interpretation is supported by the contrast between democra-
cies in general and nondemocratic systems. In the latter we fi nd the 
strongest executives and the most subservient legislatures or no legisla-
tures at all—and we also fi nd, “not surprisingly,” as Henry Bienen and 
Nicolas van de Walle (1991, 103) state, the greatest incidence of “long-
lasting leaders.”
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ministers hold over from one cabinet to another, they form as it 
were teams of government.”5 Mattei Dogan (1989) attacks the equa-
tion of cabinet stability with regime stability head-on and argues 
emphatically that cabinet stability is not a valid indicator of the 
health and viability of the democratic system; the major reason is 
that in most systems with seemingly unstable cabinets, there is a 
highly stable “core” of ministerial personnel—similar to the situ-
ation in the Fourth Republic described by Siegfried.
 What should be added to Dogan’s argument is that, in rela-
tively short-lived cabinets, there tends to be continuity not only 
of personnel but also of participating parties. One-party cabinets 
tend to be more durable than coalition cabinets, but a change 
from a one-party cabinet to another is a wholesale partisan turn-
over, whereas a change from one coalition cabinet to another 
usually entails only a piecemeal change in the party composition 
of the cabinet. I return to the general issue of the effectiveness 
of policy-making in Chapter 15; there the question is whether 
majoritarian democracies with their typically more dominant 
and durable executives are better policy-makers than consensus 
democracies with their usually shorter-lived and less dominant 
executives—and the answer is that consensus democracies actu-
ally have a somewhat better record in this respect.
 The next step—after having decided that cabinet duration can 
be used as an indicator of executive dominance—is to decide 
how to measure it. This question concerns the events that are con-

 5. In their comparative nineteen-nation analysis of cabinet durability, 
Michael Taylor and Valentine M. Herman (1971, 29) state: “A consider-
able empirical study would be necessary before it could be said that [cab-
inet durability] was an indicator of anything.” They argue that their arti-
cle does not make any assumption about the broader signifi cance of cabi-
net durability, but they also state that their “results would be of greater 
interest if Siegfried’s observation that the instability of the Fourth Repub-
lic made no difference to public policy-making were found to be untrue 
of instability generally.” Their unspoken assumption, of course, is that 
the signifi cance of studying cabinet durability has much to do with its 
putative link with regime viability.
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sidered to end the life of one cabinet and to herald the beginning 
of a new one. There are two major alternatives. One is to focus 
exclusively on the partisan composition of cabinets and to count 
a cabinet as one cabinet if its party composition does not change; 
one pioneering study of cabinet duration took this approach 
(Dodd 1976). It is much more common, however, to regard two 
additional events as marking the end of one and the beginning of 
the next cabinet: a parliamentary election and a change in the 
prime ministership (Müller, Bergman, and Strøm 2008, 6; Dam-
gaard 2008, 303). A big advantage of Dodd’s broad defi nition is 
that it measures cabinet durations that can be interpreted very 
well as indicators of executive dominance. In particular, cabinets 
that win several successive elections—and which Dodd therefore 
counts as the same cabinet—are less and less likely to meet seri-
ous challenges from their parliaments.
 Average cabinet life serves as the index of executive domi-
nance for twenty-eight of the thirty-six democracies in Table 7.1, 
but adjustments are needed for Switzerland, Botswana, and the 
six presidential systems. Switzerland and Botswana present no 
major challenges. Botswana has had only one cabinet since inde-
pendence in 1965 and hence the very long “average” cabinet life 
of more than forty-fi ve years, but its executive dominance must 
be judged to be only slightly greater than that of other former 
British colonies like the Bahamas and Jamaica. The Swiss aver-
age of 12.51 years—based on only fi ve different party composi-
tions from 1947 to 2010—is obviously completely wrong as a 
measure of executive dominance because Switzerland is a prime 
example of executive-legislative balance. Hence we can give 
these two countries values at the top and bottom of Table 7.1.
 Finding the proper values for the presidential democracies is 
considerably more diffi cult. For one thing, experts on presiden-
tial government tend to disagree on the relative powers of presi-
dents in different countries. For instance, should the Argentine 
or Uruguayan president be regarded as the more powerful (Gar-
cía Montero 2009, 102–3; Shugart and Haggard 2001, 80)? And is 
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Table 7.1

Index of executive dominance and average cabinet duration (in years) 

in thirty-six democracies, 1945–2010

Index of 

executive dominance

Average 

cabinet duration

Switzerland 1.00 12.51

Israel 1.46  1.46

Italy 1.49  1.49

Finland 1.55  1.55

Mauritius 2.39  2.39

Belgium 2.57  2.57

Netherlands 2.91  2.91

Costa Rica 3.00  5.15

Iceland 3.20  3.20

Denmark 3.23  3.23

Portugal 3.26  3.26

India 3.33  3.33

Japan 3.37  3.37

Germany 3.80  3.80

United States 4.00  7.05

Uruguay 4.00  4.22

Norway 4.04  4.04

Ireland 4.16  4.16

Greece 4.45  4.45

New Zealand 4.54  4.54

Sweden 5.61  5.61

Luxembourg 5.87  5.87

Trinidad 6.95  6.95

Argentina 8.00  5.30

France 8.00  3.22

Korea 8.00  2.77

Austria 8.07  8.07
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the American or the Korean president the stronger chief execu-
tive (Shugart and Haggard 2001, 80; Siaroff 2003b, 297)? For an-
other, experts also differ profoundly on the relative powers of the 
chief executives in presidential and parliamentary systems. Se-
bastián M. Saiegh (2011, 84–89) fi nds prime ministers to be gen-
erally more powerful than presidents, but Torsten Persson and 
Guido Tabellini (2003, 275) argue that “presidential states typi-
cally have stronger executives than parliamentary states.” On the 
fi rst issue, I follow the lead of Matthew S. Shugart and Stephan 
Haggard (2001) and assign the United States, Costa Rica, and 
Uruguay a considerably lower position on the scale of executive 
dominance than the other three countries. Within the fi rst group 
of three countries, the United States and Uruguay should be 
slightly higher than Costa Rica. An important consideration in 

Index of 

executive dominance

Average 

cabinet duration

Canada 8.10  8.10

United Kingdom 8.12  8.12

Spain 8.26  8.26

Malta 8.85  8.85

Barbados 8.87  8.87

Australia 9.10  9.10

Bahamas 9.44  9.44

Jamaica 9.64  9.64

Botswana 9.90 45.33

Source: Based on data in Woldendorp, Keman, and Budge 2010; Bale and Caramani 2010 

and earlier volumes of the “Political Data Yearbook”; Muller, Overstreet, Isacoff, and Lans-

ford 2011 and earlier volumes of the Political Handbook of the World; and data provided 

by Octavio Amorim Neto, Marcelo Camerlo, Krista Hoekstra, Jelle Koedam, Jorge Lanzaro, 

Andrés Malamud, and Linganaden Murday

Table 7.1 continued



122  EXECUTIVE-LEGISLATIVE RELATIONS

the American case is the president’s preeminent power over for-
eign policy and the fact that the superpower status of the United 
States means that many crucial decisions in this area have to be 
made. Korea has been called a “prime example of majoritarian 
presidentialism” (Croissant and Schächter 2010, 191), and this 
label fi ts Argentine and French presidentialism, too. On the sec-
ond issue, I see no valid reason to regard the average president as 
either much more or much less powerful than the average execu-
tive in parliamentary systems. In Table 7.1, the average values for 
the six presidential and twenty-nine parliamentary systems are 
very close to each other: 5.83 and 5.40, respectively.6

 Table 7.1 lists the thirty-six democracies in ascending order of 
executive dominance. The index ranges from 1.00 to 9.90, the val-
ues assigned to Switzerland and Botswana, as explained above. 
The mean value is 5.35, roughly in the middle of the range, and 
the median is a lower 4.30. The six countries at the majoritarian 
end include Barbados, and they are all former British colonies. 
The United Kingdom itself is in a slightly higher position and is 
preceded by Canada, another former British colony. New Zea-
land is near the middle of the table, partly due to its short three-

 6. There are two partly comparable measures of executive-legislative 
relationships. The Woldendorp-Keman-Budge (2000, 56–57) index of ex-
ecutive-legislative balance, available for twenty-six of our democracies, 
measures such variables as whether a formal vote of investiture is required, 
whether the cabinet can ignore a vote of no confi dence, and whether the 
cabinet or prime minister can dissolve parliament. M. Steven Fish and 
Matthew Kroenig (2009, 756–57) construct a “parliamentary powers 
index,” based on thirty-two formal powers that legislatures may or may 
not possess, for most of the countries in the world, including thirty-one 
of our democracies. Because both of these indexes are based entirely on 
formal rules, we cannot expect them to correlate strongly with our index 
of executive dominance. However, confi dence in our index would be in-
creased if there were a substantial degree of correspondence with these 
formal indexes. The correlation coeffi cients show that this is indeed the 
case: −0.43 (statistically signifi cant at the 5 percent level) and −0.45 (sig-
nifi cant at the 1 percent level), respectively.
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year parliamentary terms, which increase the likelihood of gov-
ernment turnovers, but, more important, refl ecting the impact of 
the shift to PR elections from 1996 on: cabinets lasted an average 
of 6.15 years until early 1996 but only 2.39 years thereafter. Sev-
eral British-heritage countries are on the left, more consensual, side 
of the table, especially Mauritius and, although less strikingly, 
India. Of the two prototypes of consensus democracy, Switzer-
land and Belgium, Switzerland was assigned to the top of the 
table. Belgium is farther down but still in sixth place, just behind 
Mauritius.

CABINET TYPES AND CABINET DURABILITY

 How are the different cabinet types, analyzed in the previous 
chapter, related to the degree of executive dominance? There are 
three reasons to expect a positive relationship between minimal 
winning and one-party cabinets on one hand and executive dom-
inance on the other. First, as discussed in Chapter 1, both vari-
ables belong to the same cluster of variables that make up the 
executives-parties dimension of the majoritarian-consensus con-
trast. Second, minority cabinets are by their nature at the mercy 
of the legislature in parliamentary systems and can therefore not 
be expected to dominate their legislatures. Third, studies of the 
independence shown by individual legislators in voting against 
their own cabinet in Britain have found that this kind of inde-
pendent parliamentary behavior has tended to vary directly with 
the size of the cabinet’s majority in the House of Commons: bare-
majority cabinets have generally received solid support from 
their partisans in parliament, whereas cabinets with ample ma-
jorities have frequently found their parliamentary party to be more 
rebellious (Crowe 1980). Analogizing from this tendency in the 
British House of Commons to the other parliamentary systems, 
we can expect greater legislative independence when cabinets 
are oversized rather than minimal winning.
 Table 7.2 and Figure 7.2 show the strength of these relation-
ships. Table 7.2 classifi es the cabinets that have been in power in 
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thirty parliamentary systems—including the three parliamentary 
phases in France but excluding the other presidential democra-
cies and Switzerland—according to the fi ve basic types of cabi-
net, and it presents the average duration of these cabinets.7 Minimal 
winning one-party cabinets have the longest average life span. 
And both types of minimal winning cabinets last longer than mi-
nority and oversized cabinets. Oversized coalitions and one-
party minority cabinets—which in terms of their parliamentary 
support appear to be at a maximum distance from each other—
actually have very similar durations; the oversized cabinets last 
only slightly less long. Minority coalitions have the shortest life. 
An important explanation is that in multiparty systems such co-
alitions are often temporary caretakers after a cabinet has fallen 
and while awaiting a new election. In countries where they are 
more like regular cabinets, as in the Scandinavian countries, mi-
nority coalition cabinets last longer. For instance, Denmark had 
nine minority coalition cabinets that lasted an average of 3.79 
years.
 Figure 7.2 shows the relationship between types of cabinet 
and executive dominance in terms of the combination of the two 
characteristics in each of our thirty-six democracies (based on 
the data in the third column of Table 6.3 and the fi rst column of 
Table 7.1). The pattern is clear: the countries with more minimal 
winning single-party cabinets also tend to be the countries with 
greater executive dominance. The correlation coeffi cient is 0.78 
(statistically signifi cant at the 1 percent level).
 Most of the countries are near the regression line. The main outli-
ers are four of the presidential systems. The United States, Costa 

 7. Table 7.2 includes all cabinets that fall clearly into one of the fi ve 
categories—which means that cabinets that have to be counted as, for in-
stance, halfway between minimal winning and oversized or halfway be-
tween one-party and coalition cabinets had to be disregarded; moreover, 
cabinets that changed their coalitional status during the life of the cabinet 
also had to be put aside.
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Rica, and Uruguay have a much lower level of executive dominance
than expected on the basis of their frequent majoritarian-type 
cabinets. Semipresidential France exhibits the opposite combi-
nation of characteristics. The explanation of the fi rst three ap-
pears to be a feature of presidentialism: their cabinets are partly 
majoritarian—minimal winning and one-party—by defi nition, as 
argued in the previous chapter, but their separation of powers 
contributes to a modicum of executive-legislative balance. Before 
accepting this as a general explanation, however, we should note 
that it does not apply to the Argentine and Korean cases.
 Of the parliamentary democracies, only fi ve are in clearly de-
viant positions: Australia, Austria, Greece, New Zealand, and 
Spain. The reasons for the unexpectedly low fi gure for executive 
dominance in New Zealand were discussed above. In Greece, the 

Table 7.2

Frequency and average cabinet duration (in years) of fi ve types of cab-

inets in thirty parliamentary democracies, 1945–2010

Type of cabinet

Number of 

cabinets

Average cabinet 

duration (years)

Minimal winning, 

one-party

 56 8.20

Minimal winning coalition  85 3.64

Minority, one-party  42 2.57

Minority coalition  62 1.52

Oversized coalition 106 2.27

All cabinets 351 3.45

Source: Based on data in Woldendorp, Keman, and Budge 2010; Bale and Caramani 2010 

and earlier volumes of the “Political Data Yearbook”; Muller, Overstreet, Isacoff, and Lans-

ford 2011 and earlier volumes of the Political Handbook of the World; and data provided 

by Krista Hoekstra, Jelle Koedam, and Linganaden Murday
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turmoil caused by two indecisive parliamentary elections and 
three elections in less than ten months in 1990–91 is especially 
responsible for shortening the average cabinet duration. On the 
other side of the regression line, Austria has had many oversized 
coalitions that were unusually long-lived: one stretch of these 
lasted from 1947 to 1966. Spain has only had one-party cabinets, 
which have proved quite durable in spite of their frequent minor-
ity status. Australia has a high degree of executive dominance 
similar to that of most other former British dependencies but 
fewer one-party cabinets; the main reason is that the frequent 
Liberal-National cabinets have to be counted as half one-party 
and half coalition cabinets because of the “one-and-a-half par-
ties” nature of Liberals and Nationals (see Chapter 5).

Fig. 7.2 The relationship between type of cabinet and executive domi-
nance in thirty-six democracies, 1945–2010
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ADDENDUM: MONARCHS AND PRESIDENTS

 The position of head of state has been mentioned repeatedly 
in this chapter, but the different kinds of heads of state and their 
relative powers have not been treated systematically. The most 
striking difference in this respect in our set of thirty-six democracies 
is that almost half are monarchies: Australia, the Bahamas, Bar-
bados, Belgium, Canada, Denmark, Jamaica, Japan, Luxembourg, 
the Netherlands, New Zealand, Norway, Spain, Sweden, and the 
United Kingdom. The monarchs are mainly kings or queens—
represented by a governor-general in Australia, the Bahamas, 
Barbados, Canada, Jamaica, and New Zealand—but Japan has an 
emperor and Luxembourg a grand duke as head of state. The 
exact number of monarchies as of the middle of 2010 was fi fteen; 
in the early 1970s, exactly half were monarchies, but three Com-
monwealth countries later became republics: Malta in 1974, 
Trinidad in 1976, and Mauritius in 1992. It is rather surprising 
that so many of our democracies are or were monarchies, a con-
stitutional form that appears to be less democratic than republi-
can government. The explanation is that they are constitutional 
monarchies in which the monarch’s power is severely limited. 
As Richard Rose and Dennis Kavanagh (1976, 568) write, “Mon-
archs have remained in power where the reigning family has 
been willing to withdraw from a politically active rule. Recipro-
cally, monarchies have fallen when the monarch has sought to 
continue to assert political power.”
 The advantage that the monarchy is frequently claimed to have 
for a democratic regime is that it provides a head of state who is 
an apolitical and impartial symbol of unity. This is generally true, 
although it is also possible for monarchs to become a divisive force. 
For instance, the behavior of King Leopold III during the Second 
World War became a major political issue in postwar Belgium. In 
the 1950 referendum on whether the king should be retained, a 
majority of Flemings and Catholics supported the king, and most 
Walloons, Socialists, and Liberals wanted him removed. Leopold 
III won the referendum with an overall majority of 58 percent—
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not a landslide victory for a king!—but he soon abdicated in favor 
of his son Baudouin.
 In terms of basic democratic principles, a disadvantage is that 
monarchs are not entirely powerless. In parliamentary systems, 
they generally retain the right to appoint the prime minister. This 
is not a signifi cant function when there is a unanimous prefer-
ence for a prime ministerial candidate, but when there is a sud-
den death or resignation, or when the parties in a multiparty par-
liament are unable to reach an agreement, the monarch’s infl uence 
on the eventual choice of a prime minister may be far from negli-
gible. In order to reduce the monarch’s rule to a purely ceremo-
nial one, Sweden’s 1974 constitution transferred the function of 
appointing a prime minister from the monarch to the speaker of 
parliament.
 Even though monarchs may have residual powers, the general 
assumption, accepted by the monarch himself or herself, is that 
the monarch is purely a head of state and not a head of govern-
ment. The temptation to intrude on the powers of the head of 
government and of the cabinet is greater when parliamentary de-
mocracies have a president as head of state—generally someone 
who has had a former political career. One method that parlia-
mentary systems use to minimize this risk is to not allow the 
president the democratic prestige and implicit power of being 
popularly elected. Instead, the usual procedure is to have parlia-
ment (or a special electoral college of members of national and 
state parliaments, as in Germany and India) elect the president. 
Another solution is not to have a separate president at all but to 
give the title and function of the president to the prime minister, 
as in Botswana. Switzerland uses a similar method by having the 
head of government—the rotating chair of the Federal Council—
serve simultaneously as president. However, the special charac-
teristic of semipresidential democracies that function mainly as 
parliamentary systems—Austria, Finland, Iceland, Ireland, and 
Portugal—is that they do have a popularly elected president. The 
danger here is that popular election may provide the head of 
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state with a democratically legitimate justifi cation to encroach 
upon or take over leadership of the government, thereby chang-
ing the nature of the parliamentary system.
 Finally, for those who consider parliamentary systems to be 
preferable to presidential systems, an important advantage of a 
constitutional monarchy is that it is generally regarded as incom-
patible with presidentialism. As I argued earlier in this chapter, 
this view is not correct: in theory, it is quite possible to institute 
a presidential system with a president who serves as head of gov-
ernment and a monarch who is head of state. But there are no 
empirical examples of such a system, and the view that presiden-
tialism and monarchy cannot be combined, however mistaken, 
may save democratizing countries with a monarch as head of 
state, like Spain in the late 1970s, from seriously considering the 
adoption of a presidential form of government.



Chapter 8

Electoral Systems: Majority 
and Plurality Methods Versus 
Proportional Representation

The fourth difference between the majoritarian and con-
sensus models of democracy is clear-cut. The typical 
electoral system of majoritarian democracy is the single-

member district plurality or majority system; consensus democ-
racy typically uses proportional representation (PR). The plurality 
and majority single-member district methods are winner-take-all 
methods—the candidate supported by the largest number of vot-
ers wins, and all other voters remain unrepresented—and hence 
a perfect refl ection of majoritarian philosophy. Moreover, the party 
gaining a nationwide majority or plurality of the votes will tend 
to be overrepresented in terms of parliamentary seats. In sharp 
contrast, the basic aim of proportional representation is to repre-
sent both majorities and minorities and, instead of overrepresent-
ing or underrepresenting any parties, to translate votes into seats 
proportionally.
 The gap between the two types of electoral systems is also 
wide in the sense that changes within each type are common but 
that very few democracies change from PR to plurality or major-
ity methods or vice versa (Nohlen 1984). Each group of countries 
appears to be strongly attached to its own electoral system. In a 
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comment on his withdrawal of the nomination of Lani Guinier to 
the position of assistant attorney general for civil rights in 1993, 
President Bill Clinton—the head of a country that uses mainly 
plurality elections—stated that he objected to her advocacy of 
PR, which he called “very diffi cult to defend” and even “anti-
democratic” (New York Times, June 4, 1993, A18).
 In this chapter I present a more detailed classifi cation of the 
electoral systems used in our thirty-six democracies in terms of 
seven basic aspects of these systems, emphasizing the electoral 
formula, district magnitude, and electoral thresholds. The schol-
arly literature on electoral systems focuses on the degree of pro-
portionality or disproportionality in their translation of votes 
into seats and on their effects on the numbers of parties in party 
systems. This is also the focus of the remainder of this chapter. 
After discussing the question of how degrees of disproportional-
ity can be measured most accurately, I show that, although there 
is a great deal of variation within the PR family and although no 
PR system is perfectly proportional, PR systems do tend to be 
considerably less disproportional than plurality and majority sys-
tems, except in presidential democracies. Electoral systems are 
also a crucial determinant, though by no means the sole determi-
nant, of party systems. Last, I explore the relationship between 
electoral disproportionality and the effective number of parlia-
mentary parties in the thirty-six democracies.

ELECTORAL FORMULAS

 Although the dichotomy of PR versus single-member district 
plurality and majority systems is the most fundamental dividing 
line in the classifi cation of electoral systems, it is necessary to 
make some additional important distinctions and to develop a more 
refi ned typology.1 Electoral systems may be described in terms of 

 1. For thorough treatments of the various aspects of electoral systems, 
see Colomer (2004), Diamond and Plattner (2006), Farrell (2011), Galla-
gher and Mitchell (2005), Klingemann (2009), Lundell (2010), Norris (2004), 
and Reynolds, Reilly, and Ellis (2005).
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seven attributes: electoral formula, district magnitude, electoral 
threshold, the total membership of the body to be elected, the 
infl uence of presidential elections on legislative elections, malap-
portionment, and interparty links.
 Figure 8.1 presents a classifi cation according to the fi rst of 
these dimensions, the electoral formula, and it shows to which 
categories the thirty-six democracies or, in a few cases, particular 
periods in these countries belong. The fi rst category of plurality 
and majority formulas can be subdivided into three more specifi c 
classes. The plurality rule—usually termed “fi rst past the post” 
in Britain—is by far the simplest one: the candidate who receives 
the most votes, whether a majority or a plurality, is elected. It is 
obviously a popular formula: eleven of the thirty-six democra-
cies used it in the period 1945–2010. It is also used for presiden-
tial elections in Korea and Iceland, and it was used in Uruguay in 
its three presidential elections between 1984 and 1994.2

 Majority formulas require an absolute majority for election. 
One way to fulfi ll this requirement is to conduct a runoff second 
ballot between the top two candidates if none of the candidates 
in the fi rst round of voting has received a majority of the votes. 
This method is frequently used for presidential elections—in 
France, Austria, Portugal, Finland (since 1994), and Uruguay (since 
1999), as well as in the direct election of the Israeli prime minister 
(1996–2003). Argentina (since 1995) and Costa Rica use a combi-
nation of plurality and majority runoff: a plurality is suffi cient if 
it is above, respectively, 45 and 40 percent; if this minimum is 
not reached, a majority runoff is necessary.3 The majority-runoff 

 2. Uruguay used the plurality rule together with the “double simulta-
neous vote,” which was a unique system of combining intraparty prima-
ries and the interparty contest in one election. The double simultaneous vote 
continues to be used in conjunction with PR for lower-house elections.
 3. An additional rule in Argentina is that the minimum of 45 percent 
can be lowered to 40 percent if there is at least a 10 percent difference be-
tween the plurality winner and the runner-up. This system was fi rst used 
in 1995; until then, a presidential electoral college was used. Before its 
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Fig. 8.1 A classifi cation of the electoral formulas for the election of the 
fi rst or only chambers of legislatures in thirty-six democracies, 1945–2010
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method is not used for legislative elections in any of our coun-
tries, but a closely related method is used in France for elections to 
the National Assembly. It is elected by a mixed majority-plurality 
formula in single-member districts: on the fi rst ballot an absolute 
majority is required for elections, but if no candidate wins a ma-
jority, a plurality suffi ces on the second ballot; candidates failing 
to win a minimum percentage of the vote on the fi rst ballot—12.5 
percent of the registered voters since 1976—are barred from the 
second ballot. The second-ballot contest is usually between two 
principal candidates so that, in practice, there is no big differ-
ence between the majority-plurality formula and the majority 
runoff.
 The alternative vote, used in Australia, is a true majority for-
mula. The voters are asked to indicate their fi rst preference, sec-
ond preference, and so on among the candidates. If a candidate 
receives an absolute majority of the fi rst preferences, he or she is 
elected. If there is no such majority, the candidate with the low-
est number of fi rst preferences is dropped, and the ballots with 
this candidate as the fi rst preference are transferred to the second 
preferences. This procedure is repeated by excluding the weakest 
candidate and redistributing the ballots in question to the next 
highest preferences in each stage of the counting, until a majority 
winner emerges. The alternative vote is also used for presidential 
elections in Ireland.
 Three main types of PR must be distinguished. The most com-
mon form is the list PR system, used in half—eighteen out of 
thirty-six—of our democracies during most of the period 1945–
2010. There are minor variations in list formulas, but they all 
basically entail that the parties nominate lists of candidates in 
multimember districts, that the voters cast their ballots for one 

fi rst majority-runoff election in 1994, Finland also used a presidential 
electoral college. Both countries abolished their electoral colleges in the 
1990s, and the United States is now the only country still using an elec-
toral college for electing its presidents.
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party or another (although they are sometimes allowed to split 
their votes among several lists), and that the seats are allocated to 
the party lists in proportion to the number of votes they have col-
lected. List PR systems may be subdivided further according to 
the mathematical formula used to translate votes into seats. The 
most frequently applied method is the d’Hondt formula, which 
has a slight bias in favor of large parties and against small parties 
compared with several other methods.4

 The second form of PR is the “mixed member proportional” 
(MMP) formula—a term coined in New Zealand for its version of 
the system but now generally applied to the entire category. About 
half of the legislators in Germany and New Zealand are elected 
by plurality in single-member districts and the others are elected 
by list PR. Each voter has two votes, one for a district candidate 
and one for a party list. The reason why this combination of meth-
ods qualifi es as a PR system is that the list PR seats compensate 
for any disproportionality produced by the district seat results. 
The exact degree of the overall results depends on how many list 
PR seats are available for the purpose of compensation; the Ital-
ian results have been considerably less proportional than those 
in the other two countries. Alan Siaroff (2009, 180) rightly calls 
the German and New Zealand MMP systems “fully compensatory” 
but Italian MMP only “semi-compensatory.”

 4. For a more detailed description, see Lijphart 1994, 153–59. Another 
difference among list PR formulas is whether their lists are open, partly 
open, or closed. In closed-list systems, voters can vote only for the list as 
a whole and cannot express a preference for any specifi c candidates on 
the list; candidates are elected strictly according to the order in which the 
party has nominated them. Examples are Argentina, Costa, Rica, Israel, 
Spain, and Uruguay. In a completely open-list system, of which Finland 
is the best example, the voters vote for individual candidates on the list, 
and the order in which the candidates are elected is determined by the 
votes they individually receive. In Belgium, the Netherlands, and several 
other countries, the lists are partly open: although voters can express 
preferences for individual candidates, the list order as presented by the 
parties tends to prevail.



136  ELECTORAL SYSTEMS

 The third main type of PR is the single transferable vote (STV). 
It differs from list PR in that the voters vote for individual candi-
dates instead of for party lists. The ballot is similar to that of the 
alternative vote system: it contains the names of the candidates, 
and the voters are asked to rank-order these. The procedure for 
determining the winning candidates is slightly more complicated 
than with the alternative vote. Two kinds of transfers take place: 
fi rst, any surplus votes not needed by candidates who already 
have the minimum quota of votes required for election are trans-
ferred to the next most preferred candidates on the ballots in 
question; second, the weakest candidate is eliminated and his or 
her ballots are transferred in the same way. If necessary, these 
steps are repeated until all of the available seats are fi lled. STV is 
often praised because it combines the advantages of permitting 
votes for individual candidates and of yielding proportional re-
sults, but it is not used very frequently. The only instances in 
Figure 8.1 are Ireland and Malta. The other major example of its 
use is for Senate elections in Australia.
 Most electoral formulas fi t the two large categories of PR and 
plurality-majority, but a few fall in between. These semipropor-
tional formulas are rarely used, and the only examples in our set 
of countries are Korea and the three systems that have been used 
in Japan. The limited vote, used in Japan’s 1946 election, and the 
single nontransferable vote (SNTV), used in all subsequent elec-
tions through 1993, are closely related. Voters cast their votes for 
individual candidates, and as in plurality systems, the candi-
dates with the most votes win. However, unlike in plurality sys-
tems, the voters do not have as many votes as there are seats in 
the district, and districts have to have at least two seats. The more 
limited the number of votes each voter has, and the larger the 
number of seats at stake, the more the limited vote tends to devi-
ate from plurality and the more it resembles PR. In the 1946 elec-
tion, each voter had two or three votes in districts ranging from 
four to fourteen seats. SNTV is the special case of the limited 
vote where the number of votes cast by each voter is reduced to 
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one. In the Japanese version of it, it was applied in districts with 
an average of about four seats.
 In the parallel plurality-PR systems, introduced by the Japa-
nese in 1996, 300 legislators were elected by plurality in single-
member districts and 200 (reduced to 180 in 2000) by list PR; 
each voter has both a district vote and a PR vote. These features 
make it resemble MMP, but the crucial difference is that the PR 
seats are not compensatory. The plurality and PR components are 
“parallel” to each other—that is, they are kept entirely separate. 
Hence, unlike MMP, this system is only partly proportional in-
stead of a form of PR. Korea has also used this parallel system 
for all of its six legislative elections since 1988, but with a much 
smaller PR component.
 Most countries did not change their electoral formulas during 
the period 1945–2010. The one-time use of the limited vote in 
Japan in 1946 and of list PR in France in 1986 are minor excep-
tions. The more important changes that did occur all took place 
in the 1990s—in New Zealand, Italy, and Japan—and two of these 
countries switched to MMP.

DISTRICT MAGNITUDE

 The magnitude of an electoral district denotes the number of 
candidates to be elected in the district. It should not be confused 
with the geographical size of the district or with the number of 
voters in it. Plurality and majority formulas may be applied in 
both single-member and multimember districts. PR and SNTV 
require multimember districts, ranging from two-member districts
to a single nationwide district from which all members of parlia-
ment are elected. That district magnitude has a strong effect on the 
degree of disproportionality and on the number of parties has long 
been known. George Horwill (1925, 53) already called it “the all-
important factor,” and in Rein Taagepera and Matthew S. Shugart’s 
(1989, 112) analysis, it was again found to be “the decisive factor.”
 District magnitude is of great importance in two respects. 
First, it has a strong infl uence in both plurality-majority systems 
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and PR (and SNTV) systems, but in opposite directions: increas-
ing the district magnitude in plurality and majority systems en-
tails greater disproportionality and greater advantages for large 
parties, whereas under PR it results in greater proportionality 
and more favorable conditions for small parties. With regard to 
plurality, assume, for instance, that the election contest is be-
tween parties A and B and that party A is slightly stronger in a 
particular area. If this area is a three-member district, party A is 
likely to win all three seats; however, if the area is divided into 
three single-member districts, party B may well be able to win in 
one of the districts and hence one of the three seats. When the 
district magnitude is increased further, disproportionality also 
increases; in the hypothetical case of a nationwide plurality dis-
trict, and assuming that all voters cast strictly partisan votes, the 
party winning a nationwide plurality of the votes would win all 
of the seats.
 In the Australian alternative vote system and in the French 
majority-plurality system, only single-member districts have been 
used. In plurality systems, there are quite a few instances of the use 
of two-member and even larger districts, but larger than single-
member districts are increasingly rare. The United Kingdom used 
several two-member districts in 1945, and both the United States 
and Canada had a few in the period 1945–68. In the 1952 and 
1957 Indian elections, about a third of the legislators were elected 
from two-member districts, and Barbados elected its entire legis-
lature from two-member districts in 1966. By 1970, however, all 
these two-member districts had been abolished.
 The only plurality country in which larger than single-member 
districts survive is Mauritius, where sixty-two legislators are elected 
from twenty three-member districts and one two-member dis-
trict.5 An important reason why multimember districts have be-

 5. Large multimember districts also survive in the American system 
for electing the presidential electoral college in which the fi fty states and 
the District of Columbia serve as the election districts: the average magni-
tude is 10.5 seats per district.
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come rare is that, as explained above, they lead to even greater 
disproportionality than the already high disproportional single-
member districts. In the case of Mauritius, it should be noted, 
however, that the three-member districts have facilitated a differ-
ent kind of proportionality: they encourage the parties and party 
alliances to nominate ethnically and religiously balanced slates, 
which has resulted in better ethnic and religious minority repre-
sentation than would have been achieved through single-member 
district elections. Moreover, in addition to the sixty-two elected 
legislators, eight seats are allocated to the so-called best losers to 
further ensure fair minority representation (Mathur 1991, 54–71; 
1997). Three other plurality countries have made special provi-
sions for ethnic and communal minority representation by ear-
marking specifi c districts for this purpose: the Maori districts in 
New Zealand, discussed in Chapter 2; about a fi fth of the districts 
in India that are set aside for the “scheduled castes” (untouch-
ables) and “scheduled tribes”; and “affi rmatively” gerrymandered 
districts in the United States.
 The second reason why district magnitude is so important is 
that—unlike in plurality and majority systems—it varies greatly 
in PR systems and, hence, that it has a strong impact on the de-
gree of proportionality that the different PR systems attain. For 
instance, a party representing a 10 percent minority is unlikely to 
win a seat in a fi ve-member district but will be successful in a 
ten-member district. Two-member districts can therefore hardly 
be regarded as compatible with the principle of proportionality; 
conversely, a nationwide district is, all other factors being equal, 
optimal for a proportional translation of votes into seats. Israel 
and the Netherlands are examples of PR systems with such na-
tionwide districts.
 Many list PR countries use two levels of districts in order to 
combine the advantage of closer voter-representative contact in 
small districts and the higher proportionality of large, especially 
nationwide districts. As in MMP systems, the larger district com-
pensates for any disproportionalities in the smaller districts, al-
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though these are likely to be much less pronounced in the small 
multimember list PR districts than in the MMP single-member 
districts. Examples of two-tiered list PR systems with a nation-
wide district at the higher level are Denmark, Sweden since 1970, 
and Norway since 1989.

ELECTORAL THRESHOLDS

 High-magnitude PR districts tend to maximize proportionality 
and to facilitate the representation of even very small parties. This 
is especially true for the Dutch and Israeli nationwide districts as 
well as for all systems that use upper-level nationwide districts. 
In order not to make it too easy for small parties to win election, 
all countries that use large or nationwide districts have instituted 
minimum thresholds for representation, defi ned in terms of a min-
imum number of seats won in the lower-tier districts and/or a 
minimum percentage of the total national vote. These percentages 
may be relatively low and hence innocuous, as the 0.67 percent 
threshold in the Netherlands since 1956 and the 1 percent thresh-
old in Israel (increased to 1.5 percent for the 1992 and 2 percent 
for the 2006 election). But when they reach 4 percent, as in Swe-
den and Norway, or 5 percent, as in the German and post-1996 
New Zealand MMP systems, they constitute signifi cant barriers 
to small parties.
 District magnitudes and electoral thresholds can be seen as two 
sides of the same coin: the explicit barrier against small parties 
imposed by a threshold has essentially the same function as the 
barrier implied by district magnitude. A reasonable approxima-
tion of their relationship is

T !
  75%

 M # 1

in which T is the threshold and M the average district magnitude 
(Taagepera 2007, 246–47). According to this equation, the me-
dian four-member district in Ireland (which uses districts with 
three, four, and fi ve seats) has an implied threshold of 15 percent. 
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And the average district with a magnitude of 6.7 seats in the 
Spanish single-tier list PR system has an implied threshold of 9.7 
percent. Conversely, the German 5 percent and Swedish 4 per-
cent thresholds have roughly the same effect as district magni-
tudes of 14.0 and 17.8 seats.

OTHER ELECTORAL SYSTEM ATTRIBUTES

 Another factor that can affect the proportionality of election 
outcomes and the number of parties is the size of the body to be 
elected. At fi rst glance, this may appear to be a property that is 
not really part of the electoral system; however, because electoral 
systems are methods for translating votes into seats, the number 
of seats available for this translation is clearly an integral part of 
the system of translation. This number is important for two rea-
sons. First, assume that three parties win 43, 31, and 26 percent 
of the national vote in a PR election. If the election is to a mini-
legislature with only fi ve seats, there is obviously no way in 
which the allocation of seats can be handled with a high degree 
of proportionality; the chances of a proportional allocation im-
prove considerably for a ten-member legislature; and perfect pro-
portionality could be achieved, at least in principle, for a hun-
dred-member legislative body. For legislatures with a hundred or 
more members, size becomes relatively unimportant, but it is far 
from negligible for the lower or only legislative chambers of 
Mauritius (normally 70 members, although only 69 after the 2010 
election because one “best loser” seat was not allocated), Malta 
(69), Iceland (63), Jamaica and Luxembourg (60 each), Botswana 
and Costa Rica (57 each), the Bahamas and Trinidad (41 each), 
and Barbados (30).
 Second, the general pattern is that populous countries have 
large legislatures, that countries with small populations have 
smaller legislatures, and that the size of the legislature tends to 
be roughly the cube root of the population. Plurality elections 
always tend to be disproportional, but this tendency is reinforced 
when the membership of the legislature is signifi cantly below the 
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cube root of the population (Taagepera and Shugart 1989, 156–
67).6 Barbados is a case in point: on the basis of its population of 
256,000 (see Table 4.3), its House of Assembly “should” have 63 
instead of 30 members. Similarly, Trinidad should have a lower 
house with 110 instead of 41 members, and the Bahamas, Bo -
tswana, Jamaica, and Mauritius are also well below the number 
predicted by the cube root law—and can therefore be expected, 
all other factors being equal, to have abnormally high dispropor-
tionality in their election results. Small legislative size is not a 
characteristic of all plurality systems: for instance, the British 
House of Commons is quite a bit larger than predicted by the cube 
root law.
 Presidential systems can have an indirect but strong effect on 
the effective number of parliamentary parties. Because the presi-
dency is the biggest political prize to be won and because only 
the largest parties have a chance to win it, these large parties 
have a considerable advantage over smaller parties that tends to 
carry over into legislative elections, even when these are PR elec-
tions, as in Costa Rica, Uruguay, and Argentina. This tendency is 
especially strong when the presidential election is decided by 
plurality instead of majority runoff (where small parties may 
want to try their luck in the fi rst round) and when the legislative 
elections are held at the same time or shortly after the presiden-
tial elections (Shugart and Carey 1992, 206–58; Jones 1995, 88–
118). Even in France, where presidential and legislative elections 
have usually not coincided and where presidential elections are 
by majority runoff, presidentialism has reduced multipartism. 

 6. The cube law holds that if, in two-party systems and plurality single-
member district elections, the votes received by the two parties are di-
vided in a ratio of a:b, the seats that they win will be in the ratio of a3:b3.
However, the exponent of 3 applies only when the size of the legislative 
body is in accordance with the cube root law, and the exponent goes up—
and hence disproportionality also increases—as the size of the legislature 
decreases and/or the population increases (Taagepera and Shugart 1989, 
158–67).
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Maurice Duverger (1986, 81–82) compares the presidential Fifth 
Republic with the parliamentary Third Republic, both of which 
used the two-ballot system for legislative elections, and asks “why
the same electoral system coincided with a dozen parties in the 
Third Republic but ended up with only four [parties in a two-
bloc format] in the Fifth Republic.” His main explanation is “the 
direct popular election of the president, which has transformed 
the political regime.”
 Malapportionment may also contribute to electoral dispropor-
tionality. In single-member districts, malapportionment means that 
the districts have substantially unequal voting populations; mal-
apportioned multimember districts have magnitudes that are not 
commensurate with their voting populations. It is especially hard 
to avoid in plurality and majority systems with single-member 
districts, because equal apportionment requires that relatively 
many small districts be drawn with exactly equal electorates or 
populations. It is much less of a problem in PR systems that use 
relatively large districts of varying magnitudes, because seats can 
be proportionally allocated to preexisting geographical units like 
provinces or cantons. And malapportionment is entirely eliminated 
as a problem when elections are conducted in one large nation-
wide district as in Israel and the Netherlands or with a nation-
wide upper tier as in Germany and Sweden.
 The main cases of malapportionment have had to do with 
rural overrepresentation: for instance, the United States (until the 
reapportionment revolution of the 1960s), Australia and France 
(until about 1980), Japan under the SNTV system, Norway until 
1985, Iceland from 1946 to 1959, and Spain. However, malappor-
tionment in favor of rural areas leads to increased disproportion-
ality in partisan representation only if the larger parties benefi t 
from it; this has clearly been the case for the Liberal Democrats in 
Japan, the Progressive party in Iceland, and the National party 
(formerly the Country party) in Australia to the extent that this 
relatively small party can be treated as part of the larger party 
formation with the Liberals.
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 Finally, some list PR systems allow parties to have separate 
lists on the ballot but to formally “link” these lists, which means 
that their combined vote total will be used in the initial alloca-
tion of seats; because PR systems are never perfectly proportional, 
the combined total may well be good for an extra seat compared 
with the sum of the seats that the parties would win separately. 
The next step is the proportional distribution of seats won by the 
linked parties to each of the parties. A set of such interparty con-
nected lists is usually referred to by the French term apparente-
ment. Examples of list PR systems with this special feature are 
Switzerland, Israel, and, since 1977, the Netherlands. Because 
apparentement is of some help to the smaller parties, which tend 
to be underrepresented, it tends to reduce disproportionality and to 
increase somewhat the effective number of parties. Moreover, the 
formation of mutually benefi cial interparty electoral links is al-
lowed not only by apparentement in some list PR systems but 
also as a logical consequence of three other electoral systems. Both 
the alternative vote and STV permit parties to link up for maxi-
mum electoral gain by simply agreeing to ask their respective 
voters to cast fi rst preferences for their own candidates but the 
next preferences for the candidates of the linked party—an ad-
vantage of which Australian and Irish parties, but not the Mal-
tese, often avail themselves. Similarly, the French two-ballot sys-
tem implies the possibility for parties to link for the purpose of 
reciprocal withdrawal from the second ballot in different dis-
tricts; both the parties of the left and those of the right regularly 
use this opportunity.

DEGREES OF DISPROPORTIONALITY

 As we have seen, many attributes of electoral systems infl u-
ence the degree of disproportionality and indirectly the number 
of parties in the party system. How can the overall disproportion-
ality of elections be measured? It is easy to determine the dispro-
portionality for each party in a particular election: this is simply 
the difference between its vote share and its seat share. The more 
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diffi cult question is how to aggregate the vote-seat share devia-
tions of all of the parties. Summing the (absolute) differences is 
not satisfactory because it does not distinguish between a few 
large and serious deviations and a lot of small and relatively in-
signifi cant deviations.7 The index of disproportionality proposed 
by Michael Gallagher (1991), which is used in this study, solves 
this problem by weighting the deviations by their own values—
thus making large deviations account for a great deal more in the 
summary index than small ones. The computation of the Galla-
gher index (G) is as follows: the differences between the vote per-
centages (vi) and seat percentages (si) for each party are squared 
and then added; this total is divided by 2; and fi nally the square 
root of this value is taken:8

G !  
1
2 ! (vi " si)

2

 In a few electoral systems, two sets of votes can be used for 
the purpose of calculating vote-seat share differences; which of the 
two should be used? In MMP systems, the choice is between the 
party list votes and the district votes, and the scholarly consen-
sus is that the party list votes express the party preferences of 
the electorate most accurately. In alternative vote and STV sys-
tems, the choice is between fi rst preference votes and fi nal-count 
votes—that is, the votes after the transfer of preferences has been 
completed; only fi rst preference votes are usually reported, and 
scholars agree that the differences between the two are of minor 
importance. The one case where the difference is substantial is 

√

 7. One of the consequences of this problem is that the Loosemore-Hanby 
(1971) index, which uses the additive approach, tends to understate the 
proportionality of PR systems. An obvious alternative, offered by the Rae 
(1967) index, is to average the absolute vote-seat share differences. It errs 
in the other direction by overstating the proportionality of PR systems (see 
Lijphart 1994, 58–60).
 8. In the calculation of the Gallagher index, any small parties that are 
lumped together as “other” parties in election statistics have to be disre-
garded.
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between the fi rst and second ballot results in France. On the fi rst 
ballot, the votes tend to be divided among many candidates, and 
the real choice is made on the second ballot. The best solution is 
to count the decisive votes: mainly second-ballot votes, but fi rst-
ballot votes in districts where candidates were elected on the 
fi rst ballot (Goldey and Williams 1983, 79).9

ELECTORAL DISPROPORTIONALITY IN 

PRESIDENTIAL DEMOCRACIES

 The discussion of electoral systems has focused so far almost 
entirely on legislative elections. In presidential democracies, how-
ever, the election of the president is at least as important as the 
legislative election: of roughly the same importance in systems 
with executive-legislative balance and of greater importance in sys-
tems with executive dominance. In fact, even in balanced executive-
legislative systems, the voters consider the presidential election 
to be the more important one, as indicated by their lower turnout 
levels in legislative elections when these are not held simultane-
ously with presidential elections; for instance, voter turnout in off-
year congressional elections in the United States tends to be only 
about two-thirds of turnout in presidential election years.
 Presidential elections are inherently disproportional as a re-
sult of two of the electoral system properties discussed above: 

 9. Several smaller methodological issues concerning the calculation of 
the index of disproportionality also need to be clarifi ed. First, as in the 
calculation of the effective number of parliamentary parties, the seats are 
those in the lower or only houses of parliaments. Second, unlike in the 
calculation of the effective number of parties, the seats won by parties in 
the election are used and not those gained from legislators who join par-
ties after the election, as in Japan. Third, any uncontested seats, mainly 
occurring but increasingly rare in plurality systems, are excluded (if it is 
possible to do so). Fourth, the two boycotted elections in Trinidad in 1971 
and Jamaica in 1983 are disregarded. Fifth, factionalized and closely al-
lied parties are again counted as one-and-a-half parties—a procedure that, 
however, has only a minimal impact on the index of disproportionality.
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the electoral formula, which for the election of a single offi cial is 
necessarily one of the plurality or majority formulas (or the ma-
joritarian election by an electoral college), and the “size of the 
body to be elected,” which is the absolute minimum of one. The 
party that wins the presidency wins “all” of the seats—that is, 
the one seat that is available—and the losing parties win no seats 
at all. This is also another respect in which presidential systems 
tend to be inherently majoritarian, in addition to their inherent 
tendency to have majoritarian cabinets and their reductive ef-
fects on the number of parties.
 Table 8.1 presents the indexes of disproportionality for legisla-
tive and presidential elections in seven presidential systems. As 
expected, the disproportionality in presidential elections is higher 
than in legislative elections: on average, between 43 and 49 per-
cent in the seven countries. If there are only two candidates, the 
index equals the vote percentage of the losing candidate. For in-
stance, in the 2009 presidential election runoff in Uruguay, José 
Mujica won with 54.63 percent of the valid vote, and Luis Alberto 
Lacalle lost with 45.37 percent of the vote—yielding a dispropor-
tionality index of 45.37 percent. Moreover, the disproportional-
ity in presidential elections is not just higher than in legislative 
elections, but a great deal higher: four of the seven presidential 
systems have average indexes of legislative disproportionality that 
are even below 5 percent. If both disproportionalities are rele-
vant and should be counted, how can we best combine them? If 
the arithmetic average were used, the disproportionality in pres-
idential elections would overwhelm that in legislative elections. 
It is therefore better to use the geometric mean—which is also 
generally more appropriate when values of greatly different mag-
nitudes are averaged.10 These geometric means are shown in the 
last column of Table 8.1.

 10. The geometric mean of two numbers, like the two percentages in 
Table 8.1, is simply the square root of the product of these two numbers.
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Table 8.1

Average disproportionalities in legislative and in presidential elections, the numbers of elections 

on which these averages are based, and the geometric means of the two disproportionalities in 

seven presidential systems, 1946–2010

Legislative

disproportionality

(%)

Legislative

elections

(N)

Presidential

disproportionality

(%)

Presidential

elections

(N)

Geometric

mean (%)

Argentina  7.35 13 43.94  4 17.98

Costa Rica  4.55 15 45.49 15 14.38

Francea 12.08 10 43.53  8 22.93

Israelb  1.88  2 43.68  3  9.06

Korea 10.03  6 48.14  4 21.97

United States  4.43 32 46.03 16 14.28

Uruguay  0.75  6 48.81  6  6.05

Notes: a. Not including the 1986, 1993, and 1997 elections, which led to parliamentary phases

 b. Only the 1996 and 1999 parliamentary elections and the 1996, 1999, and 2001 direct prime ministerial elections

 Source: Based on data in Mackie and Rose 1991; Bale and Caramani 2010 and earlier volumes of the “Political Data Year-

book”; Nohlen 2005; Nohlen, Grotz, and Hartmann 2001; Nohlen and Stöver 2010; offi cial election websites; and data pro-

vided by Royce Carroll, Mark P. Jones, and Dieter Nohlen



DEGREES OF DISPROPORTIONALITY IN 

THIRTY-SIX DEMOCRACIES

 The average electoral disproportionalities in all thirty-six coun-
tries are presented in ascending order in Table 8.2 together with 
the types of electoral systems used in their legislative elections 
(see the typology of Figure 8.1) and an asterisk indicating whether 
the country is presidential or usually presidential (that is, includ-
ing France but not Israel). The indexes span a wide range from 
1.21 percent in the Netherlands to 21.97 in Korea; the mean is 
8.55 and the median 7.14 percent.
 There is a strikingly clear line dividing the top twenty coun-
tries from the sixteen countries at the lower end of the table: the 
contrast is between mainly proportional and mainly majoritarian 
systems. Of the top twenty, eighteen are parliamentary PR sys-
tems; the other two are Uruguay, which uses PR combined with 
presidentialism, and Japan, which has used three different semi-
proportional systems. Greece and Spain are just below Uruguay 
and Japan, and they are often regarded as only barely belonging 
to the PR family. Spain’s PR system is not very proportional 
mainly because of its low-magnitude districts but also as a result 
of the overrepresentation of the smaller provinces. The Greek PR 
system has changed frequently, but the usual system is “reinforced 
PR”—a deceptive label because what is being reinforced is the 
large parties rather than proportionality. Nevertheless, even these 
two impure PR systems have lower disproportionalities than any 
of the plurality and majority systems. Most of the PR countries 
have average disproportionalities between 1 and 5 percent; the 
exemplar cases of Belgium and Switzerland are approximately in 
the middle of this range.
 On the plurality and majority side of the dividing line, the 
only countries with disproportionalities below 10 percent are 
New Zealand, Australia, and India. New Zealand’s relatively low 
overall percentage is partly based on its PR election results since 
1966. Most of the plurality countries have disproportionalities 
between 10 and 20 percent. The fi ve parliamentary systems with 
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Table 8.2

Average electoral disproportionality and type of electoral system (used 

in legislative elections) in thirty-six democracies, 1945–2010

Disproportionality (%) Electoral system

Netherlands  1.21 List PR

Denmark  1.71 List PR

Sweden  2.04 List PR

Malta  2.07 PR-STV

Austria  2.51 List PR

Switzerland  2.55 List PR

Israel  2.60 List PR

Germany  2.67 PR-MMP

Finland  2.96 List PR

Belgium  3.35 List PR

Luxembourg  3.43 List PR

Italy  3.61 List PR (1946–92), PR-MMP 

(1994– )

Iceland  3.85 List PR

Ireland  3.93 PR-STV

Portugal  4.43 List PR

Norway  4.53 List PR

Uruguay  6.05 List PR*

Japan  7.00 Limited vote (1946), SNTV 

(1947–93), Parallel 

plurality-PR (1996– )

Spain  7.28 List PR

Greece  7.88 List PR

New Zealand  9.25 Plurality (1946–93), PR-MMP 

(1996– )

Australia  9.44 Majority: alternative vote

India  9.60 Plurality

Trinidad 11.33 Plurality
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the highest disproportionalities—Botswana, Mauritius, Jamaica, 
the Bahamas, and Barbados—are all small countries with plural-
ity systems and unusually small legislatures; moreover, Mauri-
tius uses mainly three-member districts. The United Kingdom is 
actually among the least disproportional of the plurality systems. 
The only exceptional cases of PR systems that are highly dispro-
portional are two presidential democracies: Costa Rica and Argen-
tina. A glance back at Table 8.1 reveals, however, that their legis-
lative disproportionalities are only 4.55 and 7.35 percent, on the 

Disproportionality (%) Electoral system

Canada 11.56 Plurality

United Kingdom 11.70 Plurality

United States 14.28 Plurality*

Costa Rica 14.38 List PR*

Botswana 14.61 Plurality

Mauritius 15.61 Plurality

Jamaica 15.66 Plurality

Bahamas 16.48 Plurality

Barbados 17.27 Plurality

Argentina 17.98 List PR*

France 20.88 Majority-plurality (1958–81, 

1988– ), List PR (1986)*

Korea 21.97 Parallel plurality-PR*

*Presidential systems

Note: The number of elections on which these averages are based may be found in Table 5.2

 Source: Based on data in Mackie and Rose 1991; Bale and Caramani 2010 and earlier 

volumes of the “Political Data Yearbook”; Nohlen 2005; Nohlen, Grotz, and Hartmann 

2001; Nohlen, Krennerich, and Thibaut 1999; Nohlen and Stöver 2010; offi cial election 

websites; and data provided by Royce Carroll, Mark P. Jones, Dieter Nohlen, Ralph Prem-

das, and Nadarajen Sivaramen

Table 8.2 continued
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high side but not completely abnormal for PR systems—similar 
to those of, respectively, Norway and Spain. The presidentialism 
of these countries is responsible for giving them their high over-
all disproportionality. Uruguay is exceptional in having a rela-
tively low overall disproportionality—6.05 percent—in spite of 
its presidential system of government and its high presidential 
disproportionality. The explanation is that its legislative elec-
tions have been extremely proportional, even more so than those 
in the Netherlands, which is at the top of Table 8.2: the respective 
percentages are 0.75 and 1.21.
 Legislative disproportionality is also relatively low in the United 
States in spite of the plurality method for congressional elec-
tions. The main explanation of this unusual phenomenon is the 
existence of primary elections in the United States. In most plu-
rality systems, a major portion of the disproportionality of elec-
tions is caused by small parties that remain unrepresented or are 
severely underrepresented; there are very few of these in the United
States because primary elections give strong incentives for dis-
sidents to try their luck in one of the major party primaries in-
stead of establishing separate small parties; in addition, state laws 
tend to discriminate against small parties. Yet the presidential 
elections give the United States a high overall level of dispropor-
tionality after all. Korea has the highest disproportionality of our 
thirty-six countries, produced not only by its presidentialism but 
also—at fi rst glance a bit surprisingly, because it has a semipro-
portional system for electing its legislature—by its high legisla-
tive disproportionality of 10.03 percent (see Table 8.1). The main 
explanation is that fewer than 20 percent of the seats in its paral-
lel plurality-PR system are PR seats.
 Examining the effects of changes in the electoral systems and 
shifts from presidential to parliamentary government in individ-
ual countries provides additional insight into the causes of elec-
toral disproportionality. France’s percentage is lower in Table 8.2 
than in Table 8.1, because the three elections that triggered par-
liamentary phases were somewhat more proportional than under 
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presidentialism, especially in 1986, when PR was used and the 
degree of disproportionality dropped to 7.23 percent. Israel’s al-
ready low overall disproportionality of 2.60 percent was even 
lower in the purely parliamentary elections before and after the 
years with the directly elected prime minister: 1.78 percent. The 
most dramatic change took place in New Zealand when PR re-
placed plurality elections: average disproportionality decreased 
from 11.11 to 2.92 percent. In contrast, the electoral system changes 
in Italy and Japan produced substantial increases in dispropor-
tionality even though these changes were within rather than be-
tween the three broad categories of electoral formulas shown in 
Figure 8.1. Italy’s shift from list PR to PR-MMP more than dou-
bled its disproportionality, from 2.47 to 6.34 percent. Both are PR 
formulas, but, as mentioned earlier, the PR component of Italy’s 
PR-MMP—in contrast with Germany’s and New Zealand’s—is only 
partly compensatory. Japan’s old limited vote and SNTV systems 
yielded relatively proportional results—their average dispropor-
tionality was only 5.03 percent. Although the new parallel plu-
rality-PR system has about twice as many PR seats available as 
Korea’s similar system, Japan’s percentage of disproportionality 
increased dramatically to 14.48—a percentage typical of plural-
ity and majority systems and one that does not appear to justify 
Japan’s “semiproportional” label.

ELECTORAL SYSTEMS AND PARTY SYSTEMS

 A well-known proposition in comparative politics is that the 
plurality method favors two-party systems; Duverger (1964, 217, 
226) calls this proposition one that approximates “a true socio-
logical law.” Conversely, PR and two-ballot systems (like the 
French majority-plurality method) encourage multipartism. Du-
verger explains the differential effects of the electoral systems in 
terms of “mechanical” and “psychological” factors. The mechan-
ical effect of the plurality rule is that all but the two strongest 
parties are severely underrepresented because they tend to lose 
in each district; the British Liberals and Liberal Democrats, con-
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tinually the disadvantaged third party in the postwar era, are a 
good example. The psychological factor reinforces the mechani-
cal one: “The electors soon realize that their votes are wasted if 
they continue to give them to the third party: whence their natu-
ral tendency to transfer their vote to the less evil of its two adver-
saries.” In addition, the psychological factor operates at the level 
of the politicians, whose natural tendency is not to waste their 
energy by running as third-party candidates but instead to join 
one of the large parties.
 Douglas W. Rae (1967, 67–129) has contributed a number of sig-
nifi cant refi nements to the study of the links between electoral 
and party systems. Different electoral systems have varying im-
pacts on party systems, but, Rae emphasizes, they also have im-
portant effects in common. In particular, all electoral systems, 
not just the plurality and majority ones, tend to overrepresent the 
larger parties and underrepresent the smaller ones. Three impor-
tant aspects of this tendency must be distinguished: (1) all elec-
toral systems tend to yield disproportional results; (2) all elec-
toral systems tend to reduce the effective number of parliamentary 
parties compared with the effective number of electoral parties; 
and (3) all electoral systems can manufacture a parliamentary 
majority for parties that have not received majority support from 
the voters. On the other hand, all three tendencies are much 
stronger in plurality and majority than in PR systems.
 Rae’s fi rst proposition is clearly shown in Table 8.2: even the 
most proportional system, that of the Netherlands, still has a dis-
proportionality of 1.21 percent instead of zero percent. But, as 
highlighted earlier, the disproportionality of PR systems gener-
ally is much lower than that of plurality and majority systems. 
Rae’s second and third propositions are based on the fact that the 
disproportionalities of electoral systems are not random but 
systematic: they systematically advantage the larger parties and 
disadvantage the smaller parties—and again especially so in plu-
rality and majority systems. That is why elections generally, but 
plurality and majority elections in particular, reduce the effec-
tive number of parties.
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 The systematic advantage that electoral systems give to large 
parties becomes especially important when parties that fail to get 
a majority of the votes are awarded a majority of the seats. This 
makes it possible to form single-party majority cabinets—one of 
the hallmarks of majoritarian democracy. Rae (1967, 74–77) calls 
such majorities “manufactured”—that is, artifi cially created by 
the electoral system. Manufactured majorities may be contrasted 
with earned majorities, when a party wins majorities of both votes 
and seats, and natural minorities, when no party wins a majority 
or either votes or seats. The clearest examples of manufactured 
majorities can be found in our prototypical cases of Great Britain 
and New Zealand, but many such majorities have also occurred 
in Australia and Canada; a recent Canadian example is the clear 
seat majority won by the Conservatives with merely 39.6 percent 
of the popular vote in the May 2011 election. Earned majorities 
are common in plurality systems with strict two-party competi-
tion: the Bahamas, Botswana, Jamaica, Trinidad, and the United 
States. In contrast, PR can also produce manufactured or earned 
majorities, but it rarely does so. Moreover, any manufactured ma-
jorities in PR systems tend to be produced from popular votes 
that are closer to 50 percent instead of the popular votes closer to 
40 percent that are typical in plurality countries. These infre-
quent results have occurred mainly in countries that, in spite of 
PR, have relatively few parties (Austria and Malta), in countries 
with relatively impure PR (Spain and Greece), and in presiden-
tial systems that use PR for legislative elections (Argentina, Costa 
Rica, and Uruguay).
 We can also expect a strong negative relationship between the 
disproportionality of the electoral system and the effective num-
ber of parliamentary parties. Figure 8.2 shows this relationship 
in our thirty-six democracies. The correlation coeffi cient is −0.57, 
which is statistically signifi cant at the 1 percent level. As dispro-
portionality increases, the effective number of parties decreases.
 The fi gure shows considerable scattering and quite a few outli-
ers, however. Other factors clearly also strongly affect the num-
ber of parties. One is the degree of pluralism and the number of 
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groups into which a society is divided, which can explain India’s 
multipartism in spite of the reductive effects of its dispropor-
tional electoral system. Similarly, the seven countries grouped 
together in the top left corner of the fi gure—Switzerland, Israel, the 
Netherlands, Finland, Italy, Belgium, and Denmark—have even 
more multipartism than could be expected from their propor-
tional election systems, and with the exception of Denmark, they 
are all plural or semiplural societies. The opposite effect can be 
seen in Austria, whose plural and later semiplural society has 
consisted mainly of two large “camps,” and in Malta, where the 
electorate has long tended to line up in two groups of almost 
equal size: in these two countries, two-party and two-and-a-half 

Fig. 8.2 The relationship between electoral disproportionality and the ef-
fective number of parliamentary parties in thirty-six democracies, 1945–
2010
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party systems have coexisted with highly proportional PR sys-
tems. Three of the presidential democracies—Argentina, France, 
and Korea—are also relatively deviant, with considerably more 
parties than expected on the basis of their electoral dispropor-
tionalities. Botswana, on the other side of the regression line, has 
even fewer parties than could be expected from its highly dispro-
portional plurality system.
 The overall relationship between the two variables depends to 
a great extent on the sizable difference between two groups of 
countries, largely but not entirely coinciding with the difference 
between PR and plurality systems: most of the PR countries with 
relatively many parties on one hand, and most of the plurality 
and majority countries, the impure PR systems of Greece and 
Spain, and, although not as clearly, most of the presidential sys-
tems with relatively few parties on the other.



Chapter 9

Interest Groups: Pluralism 
Versus Corporatism

The fi fth difference between majoritarian and consensus 
democracy—and the last of the fi ve that together consti-
tute the executives-parties dimension—concerns the in-

terest group system. The typical interest group system of majori-
tarian democracy is a competitive and uncoordinated pluralism 
of independent groups in contrast with the coordinated and 
compromise-oriented system of corporatism that is typical of the 
consensus model. Corporatism is often also termed “democratic 
corporatism,” “societal corporatism,” or “neocorporatism” to dis-
tinguish it from authoritarian forms of corporatism in which in-
terest groups are entirely controlled by the state. I shall use the 
short term “corporatism” but always as a synonym of democratic 
corporatism.
 Corporatism has two conceptually distinct meanings. The fi rst 
refers to an interest group system in which groups are organized 
into national, specialized, hierarchical, and monopolistic peak 
organizations. The second refers to the incorporation of interest 
groups into the process of policy formation. Philippe C. Schmitter 
(1982, 263–64) argues that the second type of corporatism ought 
to be labeled “concertation.” Empirically, however, the two tend 
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to occur together because corporatism in the narrow sense is al-
most a necessary condition for concertation. As Schmitter states, 
there appears to be a “structural compatibility . . . between cor-
poratism and concertation,” and he suggests that “elements of 
centralization, monopoly representation, etc., have historically 
emerged fi rst and have, so to speak, prepared the way for initial 
policy concertation, which in turn encouraged further corporati-
zation of interest associations.”
 Each of the two elements can be subdivided to arrive at the 
four key components by which corporatism can be readily recog-
nized. Corporatism in Schmitter’s narrow sense means that (1) 
interest groups are relatively large in size and relatively small in 
number, and (2) they are further coordinated into national peak 
organizations. Concertation means (3) regular consultation by the 
leaders of these peak organizations, especially those representing 
labor and management, both with each other and with govern-
ment representatives to (4) arrive at comprehensive agreements that 
are binding on all three partners in the negotiations—so-called 
tripartite pacts. Interest group pluralism can be recognized by the 
opposite characteristics: a multiplicity of small interest groups, 
the absence or weakness of peak organizations, little or no tripar-
tite consultation, and the absence of tripartite pacts. Katzenstein 
(1985, 32, 157) adds another distinctive trait of corporatism: “an 
ideology of social partnership” and the absence of “a winner-
take-all mentality”—a characteristic that links corporatism to the 
other characteristics of consensus democracy. Of course, pure 
pluralism and pure corporatism are rare, and most democracies 
can be found somewhere on the continuum between the pure 
types.
 In this chapter, I discuss the continuing relevance of the plu-
ralism-corporatist distinction for the description and analysis of 
interest groups and then turn to the question of how degrees of 
pluralism and corporatism can be measured, both in the industri-
alized and in the developing countries. After presenting the 
index of interest group pluralism for all thirty-six democracies, I 
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analyze the relationship of this variable with the types of cabinet 
in the thirty-six countries and with their effective number of po-
litical parties.

THE DECLINE OF CORPORATISM?

 Since the 1970s the subject of corporatism and its contrast 
with pluralism have been the major focus in the scholarly study 
of interest groups (Almond 1983, Wilson 1990). The general ver-
dict of this literature has tended to be highly favorable to corpo-
ratism. In particular, its macroeconomic performance measured 
in terms of high growth, low unemployment, and low infl ation 
rates was found to be superior to that of pluralist interest group 
systems: it appeared to produce “a superior economic system” 
(Pekkarinen, Pohjola, and Rowthorn 1992). In the 1990s, how-
ever, scholars began to dissent from this sanguine interpretation, 
and corporatism was often claimed to be “in decline” (Gobeyn 
1993), even in the once most strongly corporatist countries such 
as Austria (Gerlich 1992) and Sweden (Lewin 1994).
 These judgments, however, must not be taken to mean that the 
distinction between corporatist and pluralist interest groups sys-
tems should be abandoned. First of all, what the “decline of cor-
poratism” usually means is that the effi cacy of corporatist struc-
tures and the frequency of their use have decreased, not that 
these structures themselves have disappeared or are being dis-
mantled. Second, to the extent that there has been a decline in 
some countries, it has been merely a matter of degree. For in-
stance, when Peter Gerlich (1992, 145) says “farewell to corporat-
ism” in Austria—to cite the title of his article—his main point is 
that Austria is no longer the exceptionally pure example of cor-
poratism it was for several decades, not that it is turning into its 
pluralist opposite; instead, he predicts that Austria will simply 
become more like “other European nations,” which tend to be 
more moderately corporatist.
 Third, in his painstaking quantitative study of changes in cor-
poratism from the 1960s through the 1990s, Alan Siaroff (1999, 
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198) found no major shifts in the level of corporatism in twenty-
one countries. Moreover, the minor changes were more often in-
creases rather than decreases in corporatism. Only four countries 
experienced a change of more than 10 percent on the spectrum 
from pure pluralism to pure corporatism in their interest group 
systems: Australia, Finland, and Italy became more and Israel less 
corporatist. Eleven other countries underwent smaller changes: 
seven became slightly more and four slightly less corporatist.
 Fourth, Howard J. Wiarda (1997, 175) argues that corporatism, 
instead of declining, is simply developing into new areas: “It is 
not so much corporatism that is under attack or disappearing 
[but] just one particular arena (labor-management relationships) 
that is now being restructured and taking new directions.” He 
speculates that although the “industrial phase of corporatist tri-
partite relationships is fading, new postindustrial issues (educa-
tion, health care, welfare, the environment, others) are coming to 
the fore,” and these new issues are frequently negotiated in the 
familiar corporatist manner among the relevant interest groups—
representing teachers, doctors, nurses, retired persons, and envi-
ronmentalists—and the government. He concludes that “the pol-
icy process is still corporatist.”
 Fifth, a major and often used explanation for the supposed de-
cline of traditional corporatism is economic globalization, which 
limits the capacity of national actors in steering the economy; it 
is “everyone’s favorite suspect these days” (Schmitter 2008, 202). 
What should be noted here is that Katzenstein (1985, 9) uses pre-
cisely the same factor to explain not the decline but the growth of 
corporatism and why it developed, especially in the smaller Eu-
ropean countries: “because of their open economies,” these small 
countries “have been vulnerable to shifts in the world economy 
during the twentieth century,” and they adopted corporatism as a 
protective device. Katzenstein’s analysis suggests that the negative 
infl uence of globalization on corporatism is not inescapable and 
that, in the longer run, it may well reverse course. Markus M. L. 
Crepaz and Jürg Steiner (2011, 165) argue that such a reverse 
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was triggered by the fi nancial and economic crisis of 2008: it “has 
given corporatism a new lease on life as the ‘laissez-faire’ Ameri-
can model disintegrated, shattering the very assumptions of the 
free-market philosophy.”
 Sixth, another reason given for the decline of corporatism is 
the “eroding . . . level of integration of individuals with interest 
organizations and political parties” (Armingeon 1997, 165). In par-
ticular, this development weakens the ability of labor unions to 
act on behalf of large numbers of workers and hence also weak-
ens their infl uence in tripartite negotiations. Katzenstein’s (1985, 
104–23) distinction between liberal corporatism, in which busi-
ness is the stronger force, and social corporatism, in which labor 
dominates, is relevant here. It suggests that the decline in the 
strength of labor unions does not necessarily mean an overall 
decline in corporatism but merely a shift from social to liberal 
corporatism.
 Schmitter’s (1989, 72) long-term view—stated in his provoca-
tively titled article “Corporatism Is Dead! Long Live Corporatism!”—
is eminently sensible: interest group corporatism has a kind of 
“dynastic continuity punctuated by periodic demise and subse-
quent resurrection.” The clamor about the decline of corporatism 
in the late 1980s and 1990s is reminiscent of the concern about 
what Alfred Grosser (1964, 242) called “the indisputable decline 
of . . . legislatures,” which were “defi nitely in a state of crisis” in 
the 1960s. Contrary to Grosser’s dire prediction, legislatures are 
still a suffi ciently important institution in the early twenty-fi rst 
century for me to devote a chapter to them (Chapter 11) as well 
as one on executive-legislative relations in which one of the 
forms of this relationship is a balance of power between the two 
branches of government (Chapter 7)!

DEGREES OF PLURALISM AND CORPORATISM 

IN THIRTY-SIX DEMOCRACIES

 Although many comparative analyses of interest groups have 
attempted to measure the degree of pluralism or corporatism in 
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relatively large number of countries, these measurements are of 
limited utility for the purposes of this study. For one thing, they 
tend to focus on different aspects of corporatism: some are based 
more on the presence and strength of peak organizations, whereas 
others emphasize the process of concertation; some studies fo-
cus on how centralized wage bargaining tends to be; others em-
phasize the strength and historical orientation—reformist versus 
revolutionary—of labor unions; yet others try to measure the suc-
cess, or rather the failure, of concertation in terms of the levels of 
strikes and lockouts in different countries. These different em-
phases account for the fact that, although the measures used in 
different studies are in reasonable agreement with one another, 
there is far from perfect agreement (Kenworthy 2003). Other weak-
nesses of these measures are that most of them are rough trichot-
omous classifi cations—high versus medium versus low pluralism 
or corporatism—that they usually cover short periods and only 
from fi fteen to eighteen countries, and that their focus is entirely 
on the industrialized democracies.
 Most of these problems are solved by Siaroff’s (1999) compara-
tive study of as many a twenty-four industrialized democracies. He 
takes eight basic aspects of the pluralism-corporatism contrast—
aggregating the foci of previous studies, mentioned in the previ-
ous paragraph—and rates his twenty-four democracies on each 
of these, using a fi ve-point scale. He then averages these ratings 
to arrive at a comprehensive score for each country. Moreover, he 
does so for four periods: the 1960s and 1970s for twenty-one 
countries and the 1980s and 1990s for the same twenty-one plus 
Spain, Portugal, and Greece. Siaroff’s measures have been well 
received and are used widely by other researchers (Armingeon 
2002, 154). His scores for the 1960s can be regarded as roughly 
representative for the prior years since the late 1940s as well. For 
the fi rst decade of the twenty-fi rst century, Siaroff’s scores for the 
1990s can be used with minor adjustments suggested by Jaap 
Woldendorp’s (2011) careful assessment of the evolution of cor-
poratism in several European countries: small decreases in Bel-
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gium and Sweden and a small increase in Ireland (Bulsara and 
Kissane 2009, 179–80). Two-thirds of Table 9.1 is therefore almost 
entirely based on Siaroff’s fi gures for the industrialized democra-
cies.1 The scores are pluralism scores: high scores refl ect a high 
degree of pluralism, and low scores indicate strong corporatism.
 The one industrialized country not covered by Siaroff is Korea, 
but it is not diffi cult to rate it on the index of pluralism. In response 
to the fi nancial crisis that began at the end of 1997, President 
Kim Dae Jung’s government established a tripartite commission 
that quickly reached an agreement on labor market fl exibility in 
February 1998, but this effort to establish corporatism in Korea 
was short-lived. There was a great deal of tension among the labor 
union representatives and only weak participation by the employ-
ers’ organizations. Taekyoon Kim (2008) contrasts this Korean 
“corporatism without capital” with what is often called “corpo-
ratism without labor”—that is, corporatism with a relatively 
weak input by organized labor—in Japan. The tripartite commis-
sion soon ceased to play a signifi cant policy-making role. Korea’s 
interest group system can therefore be placed among those at the 
pluralist end of the scale in Table 9.1.
 Siaroff’s study does not cover any developing countries, and 
these are generally neglected in comparative studies of interest 
group systems. One reason for this neglect is that the necessary 
data are often not available for the less developed countries. An-
other is that scholars of interest group systems have been particu-
larly interested in corporatist instead of pluralist systems and 
that, broadly speaking, the developing countries tend to be more 
pluralist than corporatist. Stephan Haggard and Robert R. Kauf-

 1. Another indication that there was little change from the 1990s to 
the years after 2000 can be found in the data on degrees of corporatism, 
based on a different set of indicators, collected by Adrian Vatter and Ju-
lian Bernauer (2010). Their corporatism data cover more than thirty coun-
tries (including twenty-three of our democracies) for each year from 1997 
to 2006. Their impression was one of great stability in all of their coun-
tries, and accordingly, they present no year-to-year changes at all.
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Table 9.1

Interest group pluralism in thirty-six democracies, 1945–

2010

Index of interest group pluralism

Sweden 0.35

Austria 0.38

Norway 0.38

Denmark 0.78

Finland 0.85

Germany 0.88

Luxembourg 0.88

Switzerland 0.88

Netherlands 0.98

Belgium 1.15

Israel 1.15

Mauritius 1.30

Japan 1.48

Uruguay 1.70

Australia 2.12

India 2.15

Barbados 2.20

Costa Rica 2.20

Iceland 2.20

Italy 2.42

Ireland 2.55

Botswana 2.60

Portugal 2.62

New Zealand 2.68

Argentina 2.70

France 2.90

Korea 2.90

Bahamas 3.00

continued
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man (1995, 341) point out that the most important reason for this 
is “the organizational weakness of the relevant players, includ-
ing both interest groups and parties,” which makes tripartite con-
certation very diffi cult. Nevertheless, the interest group systems 
of the developing countries are not uniformly and purely plural-
ist, and the degree to which they are pluralist or, to some extent, 
corporatist is measurable on the basis of judgments expressed by 
country and area experts.
 Of the eleven developing democracies included in this study, 
the country with the most corporatist interest group system is 
Mauritius. Deborah Bräutigam (1997, 54–55) writes that Mauri-
tius cannot be called highly corporatist but that it does have 
“institutional mechanisms [that] ensure that labor, business, and 
government meet periodically to negotiate wage rates and other 
economic parameters.” Mauritian political scientist Hansraj Mathur 
(personal communication, March 31, 1997) adds the following 
more detailed description: “Most of the trade unions are mem-
bers of federations which are in turn members of large confedera-

Table 9.1 continued

Index of interest group pluralism

Jamaica 3.00

Malta 3.00

Trinidad 3.00

United Kingdom 3.02

United States 3.02

Spain 3.04

Greece 3.12

Canada 3.25

Source: Based on data in Siaroff 1999 for the twenty-four industrial de-

mocracies and the author’s estimates for the other democracies
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tions. These large confederations, along with the Mauritius Em-
ployers Federation (a strong group uniting all the employers) and 
the government hold tripartite meetings to discuss the annual 
quantum of compensation to be paid to meet any rise in the cost 
of living. The quantum once decided is applied to all the workers 
of the various industries.”
 Toward the other end of the scale we fi nd four of the small 
Commonwealth democracies that are mainly pluralist. The rul-
ing party in Trinidad organized a tripartite conference in 1964, 
shortly after independence, which led to the appointment of sev-
eral tripartite committees to study and make recommendations 
on labor utilization and economic development. This incipient 
corporatism failed mainly because of the hostility of the labor 
unions, which saw it as a ploy by the government and the em-
ployers to weaken labor (MacDonald 1986, 150). Botswana is less 
pluralist and even, in the opinion of Botswana expert John D. Holm 
and the two Botswanan social scientists Patrick P. Molutsi and 
Gloria Somolekae (1996, 58), in the process of “developing toward 
the democratic corporatism so evident in Western Europe. . . . 
Groups organize on a bottom up basis and work with government 
offi cials to formulate a comprehensive policy regarding a partic-
ular sector of society or the economy.” However, Zibani Maun-
deni (2004, 70–71) points out that the partners in Botswana’s 
tripartism have been far from equal: the government has been dom-
inant, the employers have been compliant, and labor has been 
extremely weak.
 Barbados is a surprising exception to the steady pluralism of 
the small Commonwealth countries. From independence in 1966 
until 1993, it was about as pluralist as its Caribbean neighbors. 
Following the economic crisis of 1991–93, however, a compre-
hensive tripartite pact was negotiated by the government and the 
peak organizations of labor and business, formally called the Pro-
tocol for the Implementation of a Prices and Incomes Policy. Sir 
Lloyd Erskine Sandiford (2004, 87), who was prime minister at 
the time of its signing, writes that “under that Protocol, the So-
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cial Partners acknowledged that Barbados’ national success was 
largely due to its peaceful and harmonious labour-management 
relations [and] that the tripartite approach was the most effective 
strategy for achieving national development and cooperation.” 
The protocol was extended several times—the fourth and fi fth 
were called Protocol of the Social Partnership—and lasted for 
more than a decade and a half (Downes and Nurse 2004).
 India is also in the top half of Table 9.1. Its interest group sys-
tem has traditionally been largely pluralist. The fi eld of agricul-
ture is the one exception—but a signifi cant one because India has 
long been a mainly rural and agricultural country. The “institu-
tional centerpiece of agricultural policy” is the Commission on 
Agricultural Costs and Prices, composed of technocrats repre-
senting the government and farmers’ representatives (Varshney 
1995, 147).
 Our three Latin American democracies are at a considerable 
distance apart from one another. Although it is generally true 
that “Latin America’s deepest tendencies are corporatist” rather 
than pluralist (Murillo and Schrank 2010, 268), there are signifi -
cant differences in the degree of corporatism in Argentina, Costa 
Rica, and Uruguay as well as major changes within two of the three 
countries. Costa Rica’s position has changed little over the years 
and is roughly in the middle between pluralism and “a surpris-
ing amount of corporatism” (Wiarda 2004, 294). Uruguay has a 
long history of democratic tripartism, although mainly at the sec-
toral rather than the national level—and with many ups and 
downs. Tripartite “wage councils” were established in 1943 for 
different occupational categories. They were disbanded by the 
military regime that came to power in 1973; all unions and union-
related activities were also banned. The wage councils were re-
stored on the return to democracy in 1985, but weakened consid-
erably when the government withdrew its participation in most 
of them in the 1990s and early years of the twenty-fi rst century. 
But from 2005 on, under the government of two successive leftist 
Broad Front presidents, they have fl ourished again. Uruguay also 
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has an overarching Superior Tripartite Council with an impor-
tant coordinating and advisory function (Buchanan 2008, Meyer 
2010).
 Argentina has a long history of authoritarian or state corporat-
ism but very little corporatism of any kind in the two decades 
since redemocratization in 1984. During the presidency of Nestor 
Kirchner, however, there was a resurgence of both union power 
and democratic neocorporatism. Sebastián Etchemendy and Ruth 
Berins Collier (2007, 264) write that “the fi rst two months of 2006 
and 2007 witnessed a general round of peak-level centralized 
wage bargaining in most industrial and service sectors. In neo-
corporatist fashion, national union leaders, business associations, 
and the government concluded agreements on sectorwide wage 
increases and on the minimum wage.” They emphasize that this 
tripartism was limited to the unionized and formal sector, about 
60 percent of wage earners, and therefore less inclusive than in 
European-style neocorporatism. This pattern has continued since 
then. In Etchemendy’s words (personal communication, Novem-
ber 19, 2010), “The main wage pacts are in the large sectors of 
the economy between business and labor national associations, 
but the government informally negotiates a ‘reference’ percent-
age of wage increases—which basically serves as a minimum—
for all sectors, and enforces it through the strongest unions allied 
with the government.”2

 The scores in Table 9.1 are pluralism scores ranging from a 
theoretical high of 4.00 to a theoretical low of zero but having a 
somewhat narrower empirical range from 3.25 for the most plu-
ralist country—Canada—to 0.35 for the most corporatist country—
Sweden. The countries are listed in ascending order of plural-

 2. The pluralism scores for the twelve countries not included in Siar-
off’s study are based on my reading of the descriptions of their interest 
group systems by the various country experts cited in the text, on addi-
tional advice from almost all of them, and on my reading of the criteria 
used by Siaroff. They remain largely impressionistic, however, and clearly 
lack the precision of the scores for the other twenty-four countries.
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ism. The mean score is 2.02 and the median 2.20, only slightly 
higher than the theoretical midpoint of 2.00 between pluralism 
and corporatism—indicating that the thirty-six democracies as a 
group are only slightly more pluralist than corporatist. The United 
Kingdom and Switzerland are respectively near the pluralist and 
corporatist ends of the spectrum; New Zealand and Belgium are 
in the expected halves of the pluralism-corporatism range; but, 
as already highlighted, prototypically majoritarian Barbados ap-
pears rather surprisingly in the middle of the range on the strength 
of its tripartite protocols since 1993.

INTEREST GROUP SYSTEMS, PARTY SYSTEMS, 

AND CABINET TYPES

 The interest group system differs from the other basic vari-
ables of the executives-parties dimension in that there is no clear 
causal connection that links it to the other variables, whereas these 
other four do have such causal links: electoral systems shape party 
systems, which in turn have a strong causal effect on the forma-
tion of cabinets, and types of cabinet are further causally related 
to cabinet duration. Therefore, the hypothesis that interest group 
systems are related to these other variables rests entirely on the 
conceptual correspondence between the corporatism-pluralism 
distinction and the broad consensus-majoritarian difference.
 Figures 9.1 and 9.2 show the relationships between the inter-
est group systems in the thirty-six democracies and their types of 
cabinets and party systems. As hypothesized, democracies that 
have more minimal winning one-party cabinets are also the 
countries that have more pluralist interest groups systems; and 
countries with greater multipartism tend to be less pluralist. The 
correlation coeffi cient is stronger for the link between cabinets 
and interest groups than for the link between parties and interest 
groups (0. 71 and −0.61, respectively), but both are statistically 
signifi cant at the 1 percent level. The main deviant cases in Fig-
ure 9.1 are the three most corporatist systems—Austria, Norway, 
and Sweden—which are much more consensus-oriented in this 
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respect than with regard to their usual cabinets. By contrast, Italy 
is considerably less corporatist than expected on the basis of its 
infrequent minimal winning one-party cabinets.
 Figure 9.2 shows a roughly similar pattern: corporatist Aus-
tria, Norway, and Sweden are outliers again, and so is Italy. Jo-
seph LaPalombara (1987, 213–220) offers an intriguing explana-
tion for Italy’s unusual position. He describes Italy, before the 
reforms of 1994, as a partitocrazia with broad participation of all 
parties in policy-making and a strong inclination to seek consen-
sus: the party leaders had “a deep psychological aversion to divi-
sive confrontations.” The consensus produced by partitocrazia 
was so strong, in LaPalombara’s opinion, that there was simply 

Fig. 9.1 The relationship between type of cabinet and interest group plu-
ralism in thirty-six democracies, 1945–2010
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no need for any further consensus to be produced by corporat-
ism. This view is certainly plausible: broad political coalitions 
and interest group corporatism are both methods of achieving 
consensus and, in principle, can be seen as alternative methods. 
Strong interparty cooperation can therefore compensate for weak-
nesses in interest group coordination. This appears to have been 
the case in Italy, but it is clearly not a general pattern in most 
democracies; if it were, we would fi nd a negative relationship 
between multipartism and broad coalition cabinets on one hand 
and corporatism on the other—instead of the strong positive rela-
tionships that are shown in Figure 9.1 and 9.2.
 Several other authors have questioned the link between multi-

Fig. 9.2 The relationships between the effective number of parliamentary 
parties and interest group pluralism in thirty-six democracies, 1945–2010
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partism and interest group corporatism. Rein Taagepera (2003, 7) 
writes that “it feels odd that two-party systems would go with a 
profusion of interest groups, while multi-party systems require a 
two-group interest pattern.” John Gerring and Strom C. Thacker 
(2008, 190) ask: “It would seem that the multiplication of groups 
in civil society should be classifi ed in much the same way as the 
multiplication of groups in government: if multiparty systems are 
a feature of consensus, why not multi-interest group systems?” 
And Liam Anderson (2001, 444–45) also suggests that one can 
make at least as good a case for expecting a connection between 
consensus democracy and pluralism as for expecting a consensus-
corporatism link. There is an undeniable logic to these arguments, 
but I still believe that the latter connection, most clearly and ex-
plicitly articulated by Katzenstein, cited in the beginning of this 
chapter, is far more plausible theoretically. Moreover, when there 
are two completely opposite hypotheses, and one of these fi ts the 
facts and the other does not, we can and should discard the dis-
proved hypothesis.
 The type of interest group system is also correlated with the 
electoral system and, though less strongly, with executive domi-
nance. The correlations among all fi ve variables involved in the 
executives-parties dimension are presented in Chapter 14. First, 
however, I turn in the next four chapters to a discussion of the 
variables belonging to the federal-unitary dimension.



Chapter 10

Division of Power: The 
Federal-Unitary and 
Centralized-Decentralized
Contrasts

The prime characteristic of the majoritarian model of de-
mocracy, as I have emphasized in previous chapters, is 
concentration of power in the hands of the majority. The 

consensus model is characterized by non-concentration of power, 
which can take the two basic forms of sharing of power and division 
of power. These two forms provide the theoretical underpinnings 
of the two dimensions of the majoritarian-consensus contrast. The 
crucial distinction is whether in consensus democracy power is 
dispersed to political actors operating together within the same 
political institutions or dispersed to separate political institu-
tions (see Chapter 1). In the previous fi ve chapters I discussed the 
fi ve variables of the executives-parties (joint-power) dimension; 
in this chapter I deal with the fi rst variable of the federal-unitary 
(divided-power) dimension: federalism and decentralization ver-
sus unitary and centralized government. It is appropriate to give 
this fi rst-place honor to the subject of federalism because it can 
be considered the most typical and drastic method of dividing 
power: it divides power between entire levels of government. In 
fact, as a term in political science, “division of power” is normally 
used as a synonym for federalism.

174
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 In all democracies, power is necessarily divided to some ex-
tent between central and noncentral governments, but it is a highly 
one-sided division in majoritarian democracy. To maintain ma-
jority rule in the pure majoritarian model, the central govern-
ment must control not only the central government apparatus but 
also all noncentral, potentially competing, governments. Majori-
tarian government is therefore both unitary (nonfederal) and cen-
tralized. The consensus model is inspired by the opposite aim. Its 
methods are federalism and decentralization—that is, not only a 
guaranteed division of power between the central and noncentral 
levels of government but also, in practice, strong noncentral gov-
ernments that exercise a substantial portion of the total power 
available at both levels.
 In this chapter I discuss the concept of federalism and its pri-
mary and secondary characteristics. On the basis of the primary 
traits, I develop a fi ve-point scale of federalism and decentraliza-
tion and assign each of the thirty-six democracies a place on this 
scale. This scale will be compared with four alternative methods 
of measuring division of power. Last, I discuss the potential ad-
vantages of federalism for two purposes: providing autonomy for 
minority groups in plural societies and permitting institutional 
experimentation.

FEDERALISM AND DECENTRALIZATION

 A variety of defi nitions of federalism may be found in the lit-
erature on this subject, but there is broad agreement on its most 
basic characteristic: a guaranteed division of power between cen-
tral and regional governments. William H. Riker’s (1975, 101) au-
thoritative defi nition reads as follows: “Federalism is a political 
organization in which the activities of government are divided 
between regional governments and a central government in such 
a way that each kind of government has some activities on which 
it makes fi nal decisions.” One aspect of this defi nition that de-
serves emphasis and to which I return later in this chapter is that 
the component units are called “regional” governments. This is 
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in accordance with the conventional view: federalism is usually 
described as a spatial or territorial division of power in which 
the component units are geographically defi ned. These units are 
variously called states (in the United States, India, and Austra-
lia), provinces (Argentina and Canada), Länder (Germany and 
Austria), cantons (Switzerland), and regions (Belgium).
 Instead of Riker’s defi nition in terms of a guaranteed division 
of power, the description preferred by Daniel J. Elazar (1997, 239) 
focuses on “noncentralization” of power: he sees federalism as “the 
fundamental distribution of power among multiple centers . . . , 
not the devolution of powers from a single center or down a pyr-
amid.” None of these multiple centers in the federal system “is 
‘higher’ or ‘lower’ in importance than any other, unlike in an or-
ganizational pyramid where levels are distinguished as higher or 
lower as a matter of constitutional design.”
 Both Elazar’s and Riker’s defi nitions allow for a wide range of 
actual power exercised by the different levels of government. 
Riker (1975, 101) states that each level “has some activities on 
which it makes fi nal decisions” but does not specify any particu-
lar ratio of such activities between the central and regional gov-
ernments. Likewise, Elazar (1997, 239) states that “the powers 
assigned to each [of the] multiple centers” in federalism may be 
large or small. Both of these federalism experts assume, however, 
that the fundamental purpose of guaranteeing a division of power 
is to ensure that a substantial portion of power will be exercised 
at the regional level or, to put it more succinctly, that the purpose of 
noncentralization of power is decentralization of power. These 
two elements are conceptually distinct, but they should both be 
regarded as primary characteristics of federalism.
 In addition to these primary characteristics, federalist theorists 
often identify several secondary characteristics of federalism: in 
particular, a bicameral legislature with a strong federal chamber 
to represent the constituent regions, a written constitution that is 
diffi cult to amend, and a supreme court or special constitutional 
court that can protect the constitution by means of its power of 
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judicial review. These are among the most important of what 
Ivo D. Duchacek (1970, 188–275) calls the “yardsticks of federal-
ism.” Their connection with federalism is that they can all serve 
to ensure that the basic federal division of power will be pre-
served. Unlike the primary characteristics, they are guarantors of 
federalism rather than components of federalism itself. I discuss 
these variables in more detail in the next two chapters.
 The primary federal characteristics of noncentralization and 
decentralization are the building blocks for the construction of 
the fi vefold classifi cation in Table 10.1. The fi rst criterion is 
whether states have formally federal constitutions. As Elazar (1987, 
42) argues, “The fi rst test of the existence of federalism is the desire 
or will to be federal on the part of the polity involved. Adopting and 
maintaining a federal constitution is . . . the fi rst and foremost 
means of expressing that will.” This criterion yields an initial 
distinction between federal and unitary systems. Each of these 
categories can then be divided into centralized and decentralized 
subclasses; centralization and decentralization are obviously 
matters of degree, but it is not diffi cult in practice to classify most 
countries according to the simple centralized-decentralized di-
chotomy. Finally, an intermediate category of semifederal systems 
is needed for a few democracies that cannot be unambiguously 
classifi ed as either federal or unitary.
 Table 10.1 also assigns a score to each category so that the clas-
sifi cation can serve as a quantitative index of federalism, and 
it shows in which category—or, in some cases, between which 
categories—each of the thirty-six democracies belongs. The table 
is organized so that the easy cases that clearly fi t a particular cat-
egory are listed in the left and middle columns and the column 
to the right contains the more complex cases that fall between 
categories or changed their status during the period under con-
sideration. The same convention is used for similar tables in the 
next two chapters.
 Two striking features of the classifi cation in Table 10.1 are, 
fi rst, that federalism is relatively rare: there are more than twice 
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Table 10.1

Degrees of federalism and decentralization in thirty-six democracies, 

1945–2010

Federal and decentralized [5.0]

Australia Switzerland (Belgium after 1993)

Canada United States 

Germany

Federal and centralized [4.0]

  Argentina [4.5]

  Austria [4.5]

  India [4.5]

Semifederal [3.0]

Israel Spain Belgium [3.5]

Netherlands  (Belgium before 1993)

Unitary and decentralized [2.0]

Denmark Norway (United Kingdom after 1998)

Finland Sweden

Japan

Unitary and centralized [1.0]

Bahamas Jamaica France [1.3]

Barbados Luxembourg Italy [1.3]

Botswana Malta Korea [1.5]

Costa Rica Mauritius Trinidad [1.3]

Greece New Zealand United Kingdom [1.2]

Iceland Portugal (United Kingdom before 1998)

Ireland Uruguay

Note: The indexes of federalism are in square brackets
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as many unitary as federal states. Second, the federal-unitary and 
centralized-decentralized differences are closely related: most fed-
eral systems are decentralized—in fact, there are no cases in the 
pure “federal and centralized” category at all—and most unitary 
systems are centralized. As a result, more than half of the democ-
racies can be classifi ed in one of the two extreme categories. The 
mean score is 2.3 and the median is 1.4—both much closer to the
1.0 score of the most unitary and centralized countries than to 
the 5.0 score at the other end of the scale.
 Six of the nine federal systems—Australia, Canada, Germany, 
Switzerland, the United States, and, from 1993 on, Belgium—are 
also clearly decentralized systems of government. Austria and 
India are roughly in between these two types of federalism: not 
as decentralized as the other six federations but not centralized 
either. K. C. Wheare’s (1964, 28) conclusion that both India’s con-
stitution and its governmental practices are only “quasi-federal” 
instead of fully federal is often cited. In particular, until the mid-
1990s, the frequent use of so-called President’s Rule for partisan 
purposes detracted from strong federalism: the constitution gives 
the central government the right to dismiss state governments 
and to replace them with direct rule from the center for the pur-
pose of dealing with grave emergencies, but in practice Presi-
dent’s Rule was used mainly by the central government to remove 
state governments controlled by other parties and to call new state 
elections in the hope of winning these (Tummala 1996, 378–82). 
President’s Rule has been used rarely since the mid-1990s, partly 
as a result of the Supreme Court’s 1994 ruling that arbitrary dis-
missal of state governments was unconstitutional, and partly be-
cause since 1996 all federal cabinets have been coalitions—which 
have had to rely on state-level parties to stay in power. Federal 
Argentina cannot be placed in the highest category either, but it 
fi ts the same intermediate category together with Austria and 
India on the strength of the important role played by the provin-
cial “party bosses.” The provincial governors are usually the un-
disputed bosses of the provincial-level parties, and, often acting 
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collectively, they “have constituted a more relevant counterweight 
to the presidential authority” than the national legislature and 
judiciary (Spiller and Tommasi 2008). Instead of shoehorning these 
three countries into one or the other category, it is more realistic 
to give them an intermediate position and the intermediate score 
of 4.5.
 Of the many unitary democracies, only the four Nordic coun-
tries and Japan can be classifi ed as decentralized. Many of the 
others are very small countries, which hardly need a great deal of 
decentralization, but the unitary and centralized category also 
includes several larger countries like the United Kingdom, France, 
and Italy. These three countries, as well as Trinidad, are given a 
slightly higher score than the minimum of 1.0 because they be-
came slightly less centralized—to a point roughly halfway be-
tween the centralized and decentralized categories—during the 
period under consideration. This process started in Italy around 
1970, in France after the election of President Mitterrand in 1981 
(Loughlin and Mazey 1995), and in the United Kingdom after the 
Labour party’s election victory in 1997 (see Chapter 2). The other 
large country that is unitary and centralized, Korea, can also be 
given a slightly higher score. In Trinidad and Tobago, the smaller 
island of Tobago was granted a measure of self-government and 
its own House of Assembly in 1980 (Payne 1993, 61). The scores 
of the four countries that became less centralized represent aver-
ages for the entire period.
 The semifederal category includes three democracies that 
Robert A. Dahl has called “sociologically federal” (cited in Verba 
1967, 126): Belgium, the Netherlands, and Israel. The central gov-
ernments of these countries have long recognized, heavily subsi-
dized, and delegated power to private associations with important 
semipublic functions, especially in the fi elds of education, cul-
ture, and health care, established by the major religious and ideo-
logical groups in these societies. Because these groups are not 
geographically concentrated, sociological federalism deviates from
Riker’s criterion that the component units of a federation should 
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be regional in nature. Belgium moved from this sociological fed-
eralism to a more formal semifederalism from 1970 on and fi nally 
to full federalism in 1993—which, however, still includes the 
nongeographically defi ned cultural communities among the con-
stituent units of the federation. Belgium’s score of 3.5 is the aver-
age over the whole 1946–2010 period.
 The country that is the most diffi cult to classify is Spain. The 
extensive autonomy that Spain has granted to several regions—
fi rst to Catalonia, the Basque Country, and Galicia, and later to other 
regions—has convinced a number of scholarly experts that it should 
be considered a federal system, although there is far from full 
agreement on this point. Alfred Stepan (2001, 346) calls Spain 
“clearly federal,” and Jan Erk and Edward Koning (2010) concur. 
Other authors are more cautious. Siaroff (2009, 167) includes 
Spain among his federal systems but adds that it is a “borderline 
case.” Spain has also been called a case of “incomplete federal-
ism” (Grau i Creus 2000) and “imperfect federalism” (Moreno 1994). 
The crucial missing factor is that Spain is not formally federal 
and does not call itself a federation. Section 2 of the Spanish 
constitution proclaims “the indissoluble unity of the Spanish 
Nation [and] recognizes and guarantees the right to self-govern-
ment of the nationalities and regions of which it is composed,” 
but studiously avoids any mention of federalism—thereby failing 
Elazar’s “fi rst test of the existence of federalism,” cited earlier in 
this chapter. Ronald L. Watts (2008, 42) writes that “Spain is a 
federation in all but name”—but it is that formal name that is a 
critical issue. Similarly, Thomas O. Hueglin and Alan Fenna 
(2006, 19) call Spain “a de facto federal system”—not the de jure 
federation required by Elazar’s criterion. Because Spain is nei-
ther undeniably federal nor clearly unitary, the best solution is to 
place it in the semifederal category in the middle of Table 10.1.

OTHER INDICATORS OF FEDERALISM AND DECENTRALIZATION

 Does the index of federalism express the properties of federal-
ism and decentralization accurately and reliably? Confi dence in the 
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index can be strengthened by comparing it with a few other indica-
tors that scholars have proposed. They cannot be used as alterna-
tive measures in this study, however, because most of them focus 
on either the federal-unitary or the centralization-decentralization 
contrast—unlike our index of federalism and decentralization that 
includes both of these characteristics—and/or because they are not 
available for all of our thirty-six democracies.
  A widely used measure of centralization is the central govern-
ment’s share of a country’s total tax receipts. It is based on the 
reasonable assumptions that the relative powers of the central 
and noncentral governments can be measured in terms of their 
resources, especially tax revenues. Noncentral taxes are the taxes 
collected by the noncentral governments for themselves plus those 
shares of taxes collected by the central government that accrue 
automatically to noncentral governments. Government central-
ization can then be measured as the central governments’ share 
of total central and noncentral tax receipts. However, there are 
major problems concerning the degree of discretion that noncen-
tral governments truly possess. For instance, do “automatic” 
transfers exclude any infl uence by the central government on the 
purposes for which these funds can be spent? Jonathan Rodden 
(2004, 484–85) suggests that all transfers and grants be excluded 
and that only “own-source revenues” be used as an indicator of 
noncentral government autonomy. Even so, he cautions, own-
source revenues can still severely overestimate the extent of non-
central revenue autonomy: “While subnational governments 
may collect the revenues labeled as own-source, the central gov-
ernment may nevertheless maintain the power to set the rate and 
the base, leaving the subnational governments as mere collectors 
of centrally determined taxes.”
 In spite of these problems, it is useful to compare fi scal cen-
tralization data, available for twenty-eight of our countries, with 
the index of federalism and decentralization (Woldendorp, Keman, 
and Budge 2000, 34–35). The correlation coeffi cient is a strong 
−0.56. An alternative indicator is Siaroff’s (2009, 218–21) mea-
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sure of “relevant regional governments” for a large number of 
countries, including our thirty-six democracies. It is a simple 
three-point index based on the author’s impressionistic but plau-
sible judgments. Here the correlation coeffi cient is an extremely 
strong 0.89. A measure that is based exclusively on the federalism-
unitary contrast is Gerring and Thacker’s (2008) “nonfederalism” 
index, also on a three-point scale and available for all of our 
countries. The correlation coeffi cient is −0.73. Finally, Wolden-
dorp, Keman, and Budge’s (2000, 34–36) “autonomy” index does 
take both decentralization and federalism into account. It is a 
nine-point scale with data for twenty-eight of our countries; the 
correlation is again strong, with a coeffi cient of 0.83. All of the 
strong correlations mentioned in this paragraph are statistically 
signifi cant at the 1 percent level.

FEDERALISM AND ETHNIC AUTONOMY

 Federalism tends to be used in two kinds of countries: rela-
tively large countries and plural societies. The largest countries 
in terms of population included in this study, India and the 
United States, are both federations; the least populous federation 
is Switzerland, which is approximately in the middle of our thirty-
six democracies ranked by population. Four of the nine federal 
systems are plural societies: Belgium, Canada, India, and Swit-
zerland. These are also among the largest of the eight plural soci-
eties listed in Table 4.3. In these plural societies, federalism per-
forms the special function of giving autonomy to ethnic minorities.
 To analyze this function of federalism it is useful to distinguish 
between congruent and incongruent federalism, as suggested by 
Charles D. Tarlton (1965, 979). Congruent federations are com-
posed of territorial units with a social and cultural character that 
is similar in each of the units and in the federation as a whole. In 
a perfectly congruent federal system, the component units are 
“miniature refl ections of the important aspects of the whole fed-
eral system.” Conversely, incongruent federations have units with
social and cultural compositions that differ from one another and 
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from the country as a whole.1 Another way of expressing this dif-
ference is to compare the political boundaries between the com-
ponent units of the federation and the social boundaries among 
groups like ethnic minorities. In incongruent federations these 
boundaries tend to coincide, but they tend to cut across each other 
in congruent federal systems.
 If the political boundaries are drawn so as to approximate the 
social boundaries, the heterogeneity in the federation as a whole 
is transformed into a high degree of homogeneity at the level of 
the component units. In other words, incongruent federalism can 
make a plural society less plural by creating relatively homoge-
neous smaller areas. This is the pattern in all four of the federal 
systems that are also plural societies, although their political and 
ethnic boundaries generally do not coincide perfectly. In Swit-
zerland, there is considerably less linguistic diversity in the can-
tons than at the national level. The Swiss federation has four of-
fi cial languages, but twenty-two of the twenty-six cantons and 
half-cantons are offi cially unilingual; only three—Bern, Fribourg, 
and Valais—are bilingual, and just one—Graubünden—has three 
offi cial languages (McRae 1983, 172–79). In Canada, the Franco-
phone minority is concentrated mainly in Quebec, and the Quebec 
government has served as the principal mouthpiece for the inter-
ests of the French-speaking community in Canada, but Ontario 
and New Brunswick also contain substantial numbers of French-
speakers.
 The British colonial rulers of India drew the administrative 
divisions of the country with little regard for linguistic differ-

 1. Tarlton uses the terms “symmetry” and “asymmetry” instead of “con-
gruence” and “incongruence.” Because the former pair of terms is most 
often used to describe different distributions of power—for instance, be-
tween the two chambers of bicameral legislatures—it is less confusing to 
use the latter pair of terms to characterize different compositions of two 
or more entities. Congruence and incongruence in federalism have a 
meaning that is analogous to congruence and incongruence in bicameral-
ism (see Chapter 11).
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ences; the imposition of federalism on these divisions led to a 
mainly congruent type of federalism in the early years of inde-
pendent India. However, a complete transformation to an incon-
gruent federal system based on linguistic divisions took place in 
the 1950s. After the state of Madras was divided into the separate 
Tamil-speaking and Telugu-speaking states of Tamil Nadu and 
Andhra Pradesh in 1953, the States Reorganization Commission 
embraced the linguistic principle and recommended drastic revi-
sions in state boundaries along linguistic lines in 1955. These 
were quickly implemented in 1956, and several additional lin-
guistic states were created in later years (Brass 1990, 146–56). 
Because of India’s extreme linguistic diversity, the incongruent 
linguistic federalism has not managed to accommodate all of the 
smaller minorities, but on the whole it has, in Indian political 
scientist Rajni Kothari’s (1970, 115) words, succeeded in making 
language “a cementing and integrating infl uence” instead of a “force 
for division.”
 Finally, the new Belgian federalism is the result of a deter-
mined effort to set up a federation that is as incongruent as pos-
sible. The three geographically defi ned regions are already highly 
incongruent: the two largest, Flanders and Wallonia, are unilin-
gual, and only Brussels is bilingual. In order to perfect this lin-
guistic incongruence, three nongeographically defi ned cultural 
communities are superimposed on the regions; here the political 
and linguistic boundaries coincide completely—making the fed-
eral system a purely incongruent one (see Chapter 3).

FEDERALISM AND INSTITUTIONAL EXPERIMENTATION

 One aspect of the autonomy of the constituent units of federa-
tions is that they have their own constitutions, which they can 
amend freely within certain limits set by the federal constitution. 
In theory, this gives them the opportunity to experiment with dif-
ferent forms of government. Such experimentation, if successful, 
can be benefi cial both for the other members of the federation 
and for the central government. In practice, however, we fi nd al-
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most complete isomorphism both between the central and compo-
nent units’ governmental forms and among those of the compo-
nent units in each country.
 With regard to the choice of presidential or parliamentary sys-
tems, for instance, the United States is solidly presidential, with 
governors serving as “presidents” at the state level. However, there 
has been more experimentation with the electoral system in the 
United States than in other federations. The principal example at 
the state level is Illinois, which used a semiproportional system—
cumulative voting—for electing its lower house from 1870 to 
1980. Another example is Louisiana’s use of the majority-runoff 
method (where the fi rst stage of the election is termed the “non-
partisan primary”) instead of the plurality rule for electing its 
members of the US House of Representatives.
 The Australian House of Representatives and the lower houses 
of the Australian states are all elected by the alternative vote, 
except one: Tasmania uses the STV form of PR. PR is the norm 
both at the national and cantonal levels in Switzerland, but a few, 
mainly small, cantons use majority methods. The other federations 
are even more isomorphic with regard to their electoral systems: 
Canada and India are solidly wedded to the plurality rule, and 
Argentina, Austria, Belgium, and Germany to PR. The same iso-
morphism is apparent with regard to the choice of presidential 
and parliamentary systems, as already noted for the American 
case. The only slight exceptions can be found in Germany and 
Switzerland. All of the German Länder have parliamentary sys-
tems, but in Bavaria the prime minister cannot be dismissed by a 
vote of no confi dence. In Switzerland, the cantons deviate in one 
respect from the hybrid parliamentary-presidential system at the 
federal level—their collegial executives are popularly elected—
but they are similar to each other in this respect. It is symptom-
atic that the drafters of the constitution of the new canton of Jura, 
which formally came into being in 1979, discussed the British 
and German examples of parliamentary systems but that in the 
end they stuck to “accepted Swiss norms” (Tschaeni 1982, 116).



Chapter 11

Parliaments and Congresses: 
Concentration Versus Division of 
Legislative Power

The second component of the federal-unitary dimension is 
the distribution—concentration versus division—of power 
in the legislature. The pure majoritarian model calls for 

the concentration of legislative power in a single chamber; the 
pure consensus model is characterized by a bicameral legislature 
in which power is divided equally between two differently con-
stituted chambers. In practice, we fi nd a variety of intermediate 
arrangements. In Chapters 2 and 3 we saw that the New Zealand 
parliament (after 1950) and the Swiss parliament are, in this re-
spect, perfect prototypes of majoritarian and consensus democ-
racy, respectively, but that the other three main examples deviate 
from the pure models to some extent. The British parliament is 
bicameral, but because the House of Lords has little power, it can 
be described as asymmetrically bicameral. The same description 
fi ts the Barbadian legislature because its appointed Senate has 
delaying but no veto power. The prefederal bicameral Belgian 
parliament was characterized by a balance of power between the 
two chambers, but these chambers hardly differed in composi-
tion; in the new federal legislature, elected for the fi rst time in 
1995, the Senate is still not very differently composed from the 
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Chamber of Representatives, and it has also lost some of its for-
mer powers.
 The fi rst topic of this chapter is the simple dichotomous clas-
sifi cation of parliaments as bicameral or unicameral. Next, I dis-
cuss the differences between the two chambers of bicameral leg-
islatures, especially with regard to their respective powers and 
composition. On the basis of these two key differences, I develop 
a quantitative index of bicameralism. Last, I explore the relation-
ship between the strength of bicameralism, as measured by this 
index, and the degree of federalism and decentralization dis-
cussed in the previous chapter.
 Two additional introductory comments are in order. First, leg-
islative chambers have a variety of proper names (among them 
House of Commons, House of Representatives, Chamber of Depu-
ties, Bundestag, and Senate), and in order to avoid confusion the 
following generic terms will be used in the discussion of bicam-
eral parliaments: fi rst chamber (or lower house) and second cham-
ber (or upper house). The fi rst chamber is always the more impor-
tant one or, in federal systems, the house that is elected on the 
basis of population.1 Second, the bicameral legislature as a whole 
is usually called Congress in presidential systems—but not, of 
course, in France, where the term “parliament” originated—and 
Parliament in parliamentary systems of government. However, the 
term “parliament” is also often used generally as a synonym for 
“legislature,” and I shall follow this conventional usage here.

UNICAMERALISM AND BICAMERALISM

 A dichotomous classifi cation of parliaments as unicameral or 
bicameral appears to be simple and straightforward, but two leg-
islatures do not fi t either category: those of Norway until 2009 

 1. The only potential diffi culty of this terminology is that the fi rst cham-
ber of the Dutch parliament is formally called the Second Chamber, and 
the second chamber is called the First Chamber. Similarly, the fi rst and 
second chambers of the pre-1970 bicameral legislature of Sweden were 
called the Second and First Chamber, respectively.
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and Iceland until 1991. Until 2009, Norwegian legislators were 
elected as one body, but after the election they divided them-
selves into two chambers by choosing one-fourth of their mem-
bers to form a second chamber. The two chambers, however, had 
joint legislative committees, and any disagreements between the 
chambers were resolved by a plenary session of all members of 
the legislature. Roughly the same description fi ts the Icelandic 
case as well, except that the second chamber in Iceland was formed 
from one-third of the elected legislators. These legislatures there-
fore had some features of unicameralism and some of bicameral-
ism; the resolution of disagreements by means of a joint session 
does not necessarily point to unicameralism because it is not an 
uncommon method for unambiguously bicameral legislatures ei-
ther. If one were forced to make a purely dichotomous choice, 
these legislatures should probably be regarded as somewhat closer 
to unicameralism than to bicameralism. But there is no need for 
such a diffi cult choice, and the classifi cation of all legislatures 
presented later in this chapter simply places these two cases in a 
special one-and-a-half chambers category.
 In their broad comparative study of bicameralism, George Tse-
belis and Jeannette Money (1997, 1) report that about one-third of 
the countries in the world have bicameral and about two-thirds 
have unicameral legislatures. The ratio for our thirty-six democ-
racies is quite different: bicameralism is much more common 
than unicameralism. In 2010, only fourteen of the thirty-six de-
mocracies, slightly more than one-third, had unicameral parlia-
ments. Five countries shifted to unicameralism during the period 
under consideration: New Zealand in 1950, Denmark in 1953, 
Sweden in 1970, Iceland in 1991, and Norway in 2009. At the 
beginning of the period in which each of the thirty-six democra-
cies is covered, only nine—exactly one-fourth—had unicameral 
legislatures: Costa Rica, Finland, Greece, Israel, Korea, Luxem-
bourg, Malta, Mauritius, and Portugal. There were no shifts in 
the opposite direction, from a unicameral to a bicameral parlia-
ment (Longley and Olson 1991).



190  PARLIAMENTS AND CONGRESSES

 Most of the fourteen democracies with unicameral parliaments 
listed in the previous paragraph are the smaller countries, with 
the exception of Korea with its population of almost fi fty million. 
The next largest, Greece, has a population of only about eleven 
million. An even more striking characteristic is that none of them 
is a federal system. To put it slightly differently, the nine formally 
federal systems among the thirty-six democracies all have bicam-
eral legislatures, whereas, as of 2010, the twenty-seven formally
unitary systems (including those labeled semifederal in the previ-
ous chapter) are almost evenly divided between unicameralism and 
bicameralism: fourteen have unicameral and thirteen bicameral 
legislatures. This is already a strong indicator of the relationship 
between cameral structure and the federal-unitary distinction. 
This relationship is analyzed in more detail at the end of this 
chapter, after the discussion of the different forms that bicamer-
alism can assume.

VARIETIES OF BICAMERALISM

 The two chambers of bicameral legislatures tend to differ in 
several ways. Originally, the most important function of second 
chambers, or “upper” houses, elected on the basis of a limited 
franchise, was to serve as a conservative brake on the more dem-
ocratically elected “lower” houses. With the advent of universal 
franchise for all elections in our set of fully democratic regimes, 
this function has become obsolete. However, the British House of 
Lords and the House of Chiefs in Botswana are borderline cases: 
membership in the House of Lords is still partly based on heredi-
tary principles, and in Botswana, although the chiefs are now 
subject to formal election, heredity still prevails in practice. Of 
the remaining six differences between fi rst and second chambers, 
three are especially important in the sense that they determine 
whether bicameralism is a signifi cant institution. Let us fi rst take 
a brief look at the three less important differences.
 First, second chambers tend to be smaller than fi rst chambers. 
In fact, this would be an absolute rule for the bicameral legisla-
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tures in our set of democracies if it were not for the British House 
of Lords, which used to have almost twice as many members as 
the House of Commons; the numbers after the 2010 election were 
650 members of the Commons and about 800 Lords—still a larger 
number in the latter, but not as lopsided as earlier. Among all of 
the other second chambers that are smaller than the fi rst cham-
bers, there is still a great variety in how much smaller they are. A 
few second chambers are relatively close to the sizes of the re-
spective fi rst chambers: for instance, in Trinidad the respective 
numbers are 31 and 43, and in Spain 264 and 350. At the other 
extreme, Germany has a very large fi rst chamber with 622 mem-
bers after the 2009 election—almost as many as the House of 
Commons—and one of the smaller second chambers consisting 
of just 69 members.
 Second, legislative terms of offi ce tend to be longer in second 
than in fi rst chambers. The fi rst chamber terms range from two to 
fi ve years compared with a second chamber range of four to nine 
years (and, in Britain and Canada, respectively, life membership 
and membership until retirement). Switzerland is the only, rela-
tively minor exception: a few of its second-chamber members are 
elected for terms that are shorter than the four-year term of the 
fi rst chamber. In all the other bicameral legislatures, the members 
of second chambers have terms of offi ce that are either longer 
than or equal to those of the fi rst-chamber members.2

 Third, a common feature of second chambers is their staggered 
election. One-half of the membership of the Australian and Japa-
nese second chambers is renewed every three years. One-third of 

 2. The US House of Representatives is exceptional in that it has a short 
term of offi ce of only two years. The Australian lower house and the New 
Zealand unicameral legislature are elected for three years. In Sweden, the 
term was four years until 1970, when both unicameralism and three-year 
terms were adopted, but four-year terms were restored from 1994 on. In 
all other countries, the members of fi rst or only chambers may serve as 
long as four or fi ve years, but in most parliamentary systems premature 
dissolutions may shorten these maximum terms.
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the American, Argentine, and Indian second chambers is elected 
every second year, and one-third of the French second chamber 
is renewed every three years. Similarly, the members of the Aus-
trian, German, and Swiss federal chambers are selected in a stag-
gered manner but at irregular intervals. The fi rst chamber in Ar-
gentina is unique in also have staggered terms: one-half is elected 
every other year.
 These three differences do affect how the two chambers of the 
several legislatures operate. In particular, the smaller second cham-
bers can conduct their business in a more informal and relaxed 
manner than the usually much larger fi rst chambers. But they do 
not affect the question of whether a country’s bicameralism is a 
truly strong and meaningful institution.

STRONG VERSUS WEAK BICAMERALISM

 Three features of bicameral parliaments determine the strength 
or weakness of bicameralism. The fi rst important aspect is the 
formal constitutional powers that the two chambers have. The 
general pattern is that second chambers tend to be subordinate to 
fi rst chambers. For instance, their negative votes on proposed 
legislation can frequently be overridden by the fi rst chambers, 
and in most parliamentary systems the cabinet is responsible ex-
clusively to the fi rst chamber. The only examples of bicameral 
legislatures with formally equal power in our set of democracies 
are the legislatures of Argentina, Italy, Switzerland, the United 
States, and Uruguay; three countries used to have formally equal 
chambers—Belgium, Denmark, and Sweden—but the Belgian Sen-
ate’s power was severely reduced when it was elected in its new 
federal form in 1995, and Denmark and Sweden abolished their 
second chambers in 1953 and 1970, respectively.
 Second, the actual political importance of second chambers 
depends not only on their formal powers but also on their method 
of selection. All fi rst chambers are directly elected by the voters, 
but the members of most second chambers are elected indirectly 
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(usually by legislatures at levels below that of the national gov-
ernment, as in India, the Netherlands, and, until 1970, in Swe-
den) or, more frequently, appointed (like the senators in Canada 
and in the four Commonwealth Caribbean countries, some of the 
Irish senators, and life peers in the British House of Lords). Sec-
ond chambers that are not directly elected lack the democratic 
legitimacy, and hence the real political infl uence, that popular 
election confers. Conversely, the direct election of a second cham-
ber may compensate to some extent for its limited formal power.
 On the basis of the above two criteria—the relative formal 
powers of the two chambers and the democratic legitimacy of the 
second chambers—bicameral legislatures can be classifi ed as either 
symmetrical or asymmetrical. Symmetrical chambers are those 
with equal or only moderately unequal constitutional powers 
and democratic legitimacy. Asymmetrical chambers are highly 
unequal in these respects. The symmetrical category includes the 
fi ve legislatures, noted above, that still have chambers with for-
mally equal powers. Four of these legislatures also have directly 
elected second chambers—Argentina, Italy, the United States, and 
Uruguay—and most of the members of the Swiss second chamber 
are popularly elected. In addition, the chambers of four bicam-
eral legislatures are not completely equal but can still be classi-
fi ed as symmetrical according to the above defi nition: those in 
Australia, Germany, Japan, and the Netherlands. The entire Aus-
tralian and Japanese parliaments are elected directly. The Dutch 
parliament belongs in this category in spite of the second cham-
ber’s indirect election by the provincial legislatures, because this 
chamber has an absolute veto power over all proposed legislation 
that cannot be overridden by the fi rst chamber. The German Bundes-
rat owes its strength neither to popular election nor an absolute 
legislative veto but to the fact that it is a unique federal chamber 
composed of representatives of the executives of the member 
states of the federation—usually ministers in the member state 
cabinets. It can thus be described as “one of the strongest second 
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chambers in the world” (Edinger 1986, 16). The power relation-
ship between the two houses in the remaining bicameral parlia-
ments is asymmetrical.
 The third crucial difference between the two chambers of bi-
cameral legislatures is that second chambers may be elected by 
different methods or designed so as to overrepresent certain mi-
norities. If this is the case, the two chambers differ in their com-
position and may be called incongruent. The most striking ex-
amples are most of the second chambers that serve as federal 
chambers and that overrepresent the smaller component units of 
the federation. The greatest degree of overrepresentation occurs 
when there is equality of state, provincial, or cantonal represen-
tation regardless of the populations of these federal units. Such 
parity can be found in the federal chambers of Switzerland and 
the United States (two representatives per canton or state), Ar-
gentina (three members per province), and Australia (twelve from
each state).3 The German Bundesrat and the Canadian Senate are 
examples of federal chambers in which the component units are 
not equally represented but in which the smaller units are over-
represented and the larger ones underrepresented. The Austrian 
Bundesrat is an exception, as its membership is roughly propor-
tional to the population of the Länder rather than giving special 
representation to the smaller Länder. Similarly, the new Belgian 
Senate gives only slight overrepresentation to the French-speaking 
and German-speaking linguistic minorities. India is an interme-
diate case.
 Table 11.1 presents the degree of overrepresentation of the 
smaller units in the nine federations and in the Spanish and Dutch 
semifederal systems in a more precise way—in terms of the de-
gree of inequality of representation caused by the favorable treat-
ment of the small units. The fi rst column shows the percentage of 

 3. Partial exceptions to parity are the half cantons in Switzerland, which 
have only one representative each in the federal chamber, and the Australian 
Capital Territory and Northern Territory, which have two senators each.
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the membership of the federal chamber that represents the most 
favorably represented 10 percent of the population. The best rep-
resented citizens are those in the smallest component units of the 
federation. The following example illustrates how these percent-
ages are calculated. Assume that the smallest and best repre-
sented state in a federation has 6 percent of the population and 
ten of the one hundred seats in the federal chamber, and that the 
second smallest and second best represented state has 8 percent 
of the population and also ten of the one hundred federal cham-
ber seats. Then the best represented 10 percent of the population 

Table 11.1

Inequality of representation in eleven federal and semifederal cham-

bers, ca. 2000

Percentages of seats 

held by the 10 

percent best 

represented voters

Gini

Index of 

Inequality

Samuels-Snyder

Index of 

Malapportionment

Argentina 44.8 0.61 0.49

United States 39.7 0.49 0.36

Switzerland 38.4 0.46 0.34

Canada 33.4 0.34 —

Australia 28.7 0.36 0.30

Germany 24.0 0.32 0.24

Spain 23.7 0.31 0.29

India 15.4 0.10 0.07

Austria 11.9 0.05 0.03

Belgium 10.8 0.01 —

Netherlands 10.0 0.00 0.00

Source: Based on data in the Stepan-Swenden Federal Databank, All Souls College, Oxford 

University, and in Samuels and Snyder (2001, 662)
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are the 6 percent in the smallest state plus half of the people in 
the second smallest state. Together, these 10 percent of the peo-
ple have 15 percent of the seats in the federal chamber.
 The inequality in the above illustration is minor compared 
with the actual inequalities that we fi nd in most of the federal 
chambers. Argentina is the most extreme case: the most favorably 
represented 10 percent of the people, living in the smallest prov-
inces, have almost 45 percent of the representation in the Senate. 
The percentages for the United States and Switzerland—almost 
40 percent—are close to Argentina’s, and the US Senate and the 
Swiss Council of State can therefore be said to be almost as mal-
apportioned as the Argentine Senate. In Canada, Australia, Ger-
many, and Spain, the inequalities are less extreme but still sub-
stantial: the most favorably represented 10 percent of the people 
can elect between 23 and 34 percent of the legislators in the fed-
eral chambers. The Austrian Bundesrat and the Belgian Senate 
are the only federal chambers in which the degree of overrepre-
sentation is so slight that they can almost be regarded as propor-
tionally apportioned chambers—in fact, almost like the perfectly 
proportional upper house of the Netherlands (which is classifi ed 
as semifederal because of its sociological federalism rather than 
a territorial federal system). The composition of the Indian fed-
eral chamber appears to be closer to the Austrian and Belgian 
pattern than to that of the other seven federal systems; however, 
because the Indian second chamber is also elected by a different 
method—the STV form of PR instead of the plurality rule used 
for lower house elections—it should be classifi ed as incongruent.
 Table 11.1 also shows two summary measures of the degree of 
inequality. The Gini index is often used for the measurement of 
inequalities of income and wealth, but it can be used to measure 
any kind of inequality. The Index of Malapportionment, devised 
by David Samuels and Richard Snyder (2001) and available for 
nine of the democracies in the table, is similar to one of the in-
dexes of electoral disproportionality: just as differences between 
percentages of votes and seats won by political parties can be 
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added up to arrive at an overall measure of disproportionality, so 
can differences between percentages of state or province popula-
tions and percentages of the seats allocated to them be used for a 
summary measure of legislative malapportionment.4 Both indexes 
can range from zero when there is complete proportionality—the 
Belgian Gini index of 0.01 is close to this point and both Dutch 
indexes are exactly zero—to a theoretical maximum approximat-
ing 1.00 when the tiniest state or province has all of the seats in 
the federal chamber and the others get none. The values of the 
Samuels-Snyder index are lower than those of the Gini index, 
but their rank ordering of the federal chambers is the same and 
also virtually the same as the rank ordering of the percentages in 
the fi rst column. All three show the federal chamber of Argentina 
to be the most malapportioned, closely followed by those of the 
United States and Switzerland. Although the malapportionment 
of the next fi ve countries is less extreme, their legislatures should 
also be classifi ed as incongruent.
 One nonfederal second chamber must be similarly classifi ed: 
the French Senate. It is elected by an electoral college in which 
the small communes, with less than a third of the population, 
have more than half of the votes; on account of this rural and 
small-town overrepresentation, Duverger once characterized the 
Senate as the Chamber of Agriculture (cited in Ambler 1971, 
165). Many of the other bicameral legislatures are congruent be-
cause their chambers are elected by similar methods: list PR in 
Italy (until 1992), the Netherlands, and prefederal Belgium; MMP 
in Italy since 1994; and SNTV in Japan until 1996 (although partly

 4. The measure of disproportionality on which the Samuels-Snyder 
Index of Malapportionment is based is the Loosemore-Hanby (1971) 
index, mentioned in Chapter 8 (note 7). Samuels and Snyder (2001, 660–
61) also analyze the malapportionment in fi rst chambers and fi nd that it 
is generally much lower than in upper houses. However, Argentina and 
Spain have signifi cantly malapportioned lower houses, too: values on the 
index of 0.14 and 0.10, respectively. Even more malapportioned are the 
unicameral parliaments of Korea (0.21) and Iceland (0.17).



198  PARLIAMENTS AND CONGRESSES

list PR for upper house elections since 1983). In the Bahamas, 
Barbados, and Jamaica, the upper houses are appointed by the 
governor-general, and in Trinidad by the president, according to 
various criteria, but always in such a way that the prime minister 
nominates the majority; thus the majority party in the fi rst cham-
ber also becomes the majority party in the second chamber. Ire-
land’s Senate appears to be incongruent, because a large number 
of senators have to be elected from candidates nominated by vo-
cational and cultural interest groups, but in the electoral college, 
composed of national and local legislators, party politics pre-
dominates. Hence the Irish Senate “is composed largely of party 
politicians not very different from their colleagues in the [fi rst 
chamber] and, in the case of many of them, with only tenuous 
connections with the interests they affect to represent” (Chubb 
1982, 212).

THE CAMERAL STRUCTURES OF THIRTY-SIX 

DEMOCRATIC LEGISLATURES

 Table 11.2 uses the distinctions between bicameralism and uni -
cameralism, between symmetrical and asymmetrical bicameral-
ism, and between congruent and incongruent bicameralism to 
construct a classifi cation of the cameral structures of thirty-six 
democracies as well as an index of bicameralism ranging from 
4.0 to 1.0 points. There are four principal categories: strong, 
medium-strength, and weak bicameralism, and unicameralism. 
Strong bicameralism is characterized by both symmetry and in-
congruence. In medium-strength bicameralism, one of these two 
elements is missing; this category is split into two subclasses ac-
cording to whether symmetry or incongruence is the missing fea-
ture, but both are ranked equally and have the same index of bi-
cameralism (3.0 points). The third category is weak bicameralism 
in which the chambers are both asymmetrical and congruent. 
And the fourth category is that of unicameral legislatures. A plau-
sible case can be made for the merger of the last two categories: 
Does a bicameral legislature with two or more identical houses 
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Table 11.2

Cameral structure of legislatures in thirty-six democracies, 1945–2010

Strong bicameralism: symmetrical and incongruent chambers [4.0]

Argentina Switzerland

Australia United States

Germany

Medium-strength bicameralism: symmetrical and congruent chambers [3.0]

Italy Netherlands Belgium [2.8]

Japan Uruguay (Belgium before 1995)

  (Denmark before 1953)

  (Sweden before 1970)

Medium-strength bicameralism: asymmetrical and incongruent chambers 

[3.0]

Canada India

France Spain

Between medium-strength and weak bicameralism [2.5]

Botswana United Kingdom

Weak bicameralism: asymmetrical and congruent chambers [2.0]

Austria Ireland Sweden [1.7]

Bahamas Jamaica (Belgium after 1995)

Barbados Trinidad (New Zealand before 1950)

One-and-a-half chambers [1.5]

  Iceland [1.4]

  Norway [1.5]

  (Iceland before 1991)

  (Norway before 2009)

continued
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and one house that is much more powerful than the other differ 
in any signifi cant way from a unicameral legislature? Tsebelis and 
Money (1997, 211) give an emphatically affi rmative answer to this 
question: “All second chambers exercise infl uence even if they 
are considered weak or insignifi cant.” Therefore, for the purpose 
of measuring the division of legislative power, weak bicameral-
ism still represents a degree of division, whereas unicameralism 
means complete concentration of power.
 As in Table 10.1, which showed the degrees of federalism and 
decentralization in the previous chapter, Table 11.2 places sev-
eral countries in intermediate positions between the four princi-
pal categories. This is necessary, fi rst, because several countries 
changed their cameral structure during the period under consid-
eration; for these countries, both their type of cameral structure 
in each period and their average scores for the entire period are 
shown.5 Second, British and Botswanan bicameralism, although 
technically incongruent, is “demoted” by half a point because 

Unicameralism [1.0]

Costa Rica Luxembourg Denmark [1.2]

Finland Malta New Zealand [1.1]

Greece Mauritius (Denmark after 1953)

Israel Portugal (Iceland after 1991)

Korea  (New Zealand after 1950)

  (Norway after 2009)

  (Sweden after 1970)

Note: The indexes of bicameralism are in square brackets

Table 11.2 continued

 5. Somewhat confusingly, Sweden’s average score of 1.7 points places 
it in the weak bicameralism category, although it actually never had this 
kind of parliament; the explanation is that 1.7 represents the average of 
its relatively long period of unicameralism (1.0 point) and the shorter pe-
riod of symmetrical and congruent chambers (3.0 points).
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the upper houses are relics of a predemocratic era. Third, as dis-
cussed earlier, the in-between legislatures of Iceland (until 1991) 
and Norway (until 2009) should be classifi ed as one-and-a-half 
cameralism and assigned the commensurate index of 1.5 points. 
The mean index of bicameralism for all thirty-six countries is 2.2 
and the median 2.0 points—both well below the theoretical mid-
point of 2.5 points between strong bicameralism on one hand 
and unicameralism on the other.6

CAMERAL STRUCTURE AND DEGREES OF 

FEDERALISM AND DECENTRALIZATION

 As pointed out earlier, there is a strong empirical relationship 
between the bicameral-unicameral and federal-unitary dichoto-
mies: all formally federal systems have bicameral legislatures, 
whereas some nonfederal systems have bicameral and others uni-
cameral parliaments. The same strong link appears when the two 
indexes of federalism and bicameralism are correlated, as Figure 
11.1 shows. As the degree of federalism and decentralization in-
creases, fi rst a shift from unicameralism to bicameralism takes 
place and then the strength of bicameralism increases. The cor-
relation coeffi cient is 0.70 (signifi cant at the 1 percent level).
 Federal Austria is, not unexpectedly, one of the deviant cases 
as a result of its weakly bicameral legislature. Finland—one of 
the four Nordic countries that were classifi ed as unitary and de-
centralized—has a low bicameralism score that is more typical of 
unitary and centralized systems. Similarly, Israel has a unicam-
eral parliament that is at odds with its classifi cation as a semifed-
eral system. On the other side of the regression line, a cluster of 

 6. In the previous chapter, I compared the index of federalism and de-
centralization with indexes developed by other scholars. Similarly, the 
index of bicameralism can be compared with the Siaroff (2009, 218) and 
Woldendorp-Keman-Budge (2000, 40) indexes of bicameralism and the 
Gerring-Thacker (2008) index of non-bicameralism, all of which use a 
three-point scale. The correlation coeffi cients are, respectively, 0.91, 0.81, 
and −0.68—all three statistically signifi cant at the 1 percent level.
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four unitary and largely centralized systems—France, Italy, Uru-
guay, and Japan—have a much stronger bicameralism than ex-
pected. One explanation for these deviant cases appears to be popu-
lation size. The smaller countries—Austria (which is the second 
smallest of the nine federal systems), Israel, and Finland—tend 
to have unicameral or weakly bicameral legislatures in spite of 
their federal, semifederal, or decentralized status. By contrast, 
large countries like France, Italy, and Japan have a relatively 
strong bicameralism in spite of their unitary systems. I noted in 
the previous chapter that population size was also related to fed-
eralism: the federal systems tend to be the larger countries. The 
three variables are clearly far from perfectly correlated; Uruguay 

Fig. 11.1 The relationship between federalism-decentralization and cam-
eral structure in thirty-six democracies, 1945–2010
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with its small population and unitary government but medium-
strength bicameralism is a notable exception. However, in Chap-
ter 14 I show that population size is closely linked to the entire 
federal-unitary dimension of which the indexes of federalism 
and bicameralism are two of the fi ve components.



Chapter 12

Constitutions: Amendment 
Procedures and Judicial Review

In this chapter I discuss two variables, both belonging to the fed-
eral-unitary dimension, that have to do with the presence or 
absence of explicit restraints on the legislative power of parlia-

mentary majorities. Is there a constitution serving as a “higher law” 
that is binding on parliament and that cannot be changed by a regu-
lar parliamentary majority, or is parliament—that is, the majority in 
parliament—the supreme and sovereign lawmaker? The fi rst vari-
able is the ease or diffi culty of amending the constitution: the con-
ventional distinction is between fl exible constitutions that can be 
changed by regular majorities and rigid constitutions that require
supermajorities in order to be amended. The second variable con-
cerns the presence or absence of judicial review; when the con-
stitution and an ordinary law confl ict, who interprets the constitu-
tion: parliament itself—again meaning the majority in parliament—
or a body such as a court or a special constitutional council outside 
and independent of parliament? In the pure consensus model, 
the constitution is rigid and protected by judicial review; the 
pure majoritarian model is characterized by a fl exible constitu-
tion and the absence of judicial review.
 In practice, the two differences are not dichotomies: there are 

204
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degrees of fl exibility or rigidity of constitutions and, when judi-
cial review is present, degrees to which it is actively used. I pro-
pose four-point scales to measure both constitutional rigidity and 
judicial review. I also analyze the relations between the two vari-
ables: rigid constitutions tend to have more judicial review pro-
tection than more fl exible constitutions. In a brief addendum I 
discuss the role of referendums, which are frequently required in 
the process of constitutional amendment: Should they be seen 
mainly as majoritarian instruments or rather as incentives for 
seeking consensus? A second addendum takes a look inside pow-
erful and activist high courts, characteristic of consensus democ-
racy, in order to discover to what extent their internal organization 
and operation are also in accordance with the consensus model.

WRITTEN AND UNWRITTEN CONSTITUTIONS

 The distinction between written and unwritten constitutions 
appears to be relatively unimportant for two reasons. One is that 
almost all of the constitutions in the world are written; unwritten 
ones are extremely rare. In our set of thirty-six democracies, only 
three have unwritten constitutions: the United Kingdom and 
New Zealand, the two prime examples of majoritarian democ-
racy discussed in Chapter 2, as well as Israel. The absence of a 
written constitution in Britain and New Zealand is usually ex-
plained in terms of their strong consensus on fundamental po-
litical norms, which renders a formal constitution superfl uous. 
The opposite explanation applies to the Israeli case. Israel has 
tried but failed to adopt a written constitution because on a num-
ber of key questions, especially the role of religion in the state 
and in the legal system, agreement could simply not be reached 
(Gutmann 1988). This dissensus has been solved by an agreement 
to disagree, while on other fundamental matters the consensus 
has been strong enough to allow the country to be run without a 
formal constitution, as in Britain and New Zealand. Second, from 
the perspective of the fundamental contrast between the majori-
tarian and consensus models of democracy, it is more relevant to 
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determine whether the constitution, written or unwritten, im-
poses signifi cant restraints on the majority than to ask whether it 
is written or not. Written constitutions may be as easily amend-
able and as free from judicial review as unwritten constitutions.
 There are two strong counterarguments, however. First, if the 
written constitution is a single document, explicitly designated 
as the country’s highest law, the parliamentary majority is likely 
to feel morally bound to respect it to a greater degree than if it is 
merely a more or less amorphous collection of basic laws and 
customs without even a clear agreement on what exactly is and 
what is not part of the unwritten constitution. Second, even more 
signifi cant is the fact that unwritten constitutions by their very 
nature—because they do not have a formal status superior to that 
of other laws—logically entail both complete fl exibility and the 
absence of judicial review. The use of “entrenched clauses” and 
“basic laws” in New Zealand and Israel are only apparent excep-
tions because the entrenchment can be removed or superseded 
relatively easily.1 In contrast, written constitutions may be both 
completely fl exible and completely unprotected by judicial re-
view, but in practice this combination is rare; in our set of thirty-
three democracies with written constitutions, France between 
1958 and approximately 1974 is the only example.

FLEXIBLE AND RIGID CONSTITUTIONS

 Democracies use a bewildering array of devices to give their 
constitutions different degrees of rigidity: special legislative ma-

 1. In the important Bergman case in 1969, the Israeli Supreme Court 
for the fi rst time declared an act of the Knesset (parliament) void for vio-
lating a basic law; however, this basic law provided for its own amend-
ment by an absolute majority of all members of the Knesset, enabling the 
Knesset to pass a modifi ed version of the invalidated law with the required 
absolute majority, but not a supermajority. Presumably the Knesset could 
also fi rst have amended the absolute-majority requirement of the basic 
law (by an absolute majority) and then re-passed the invalidated act in 
its original form (and even without an absolute majority).
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jorities, approval by both houses of bicameral legislatures (even 
when these are asymmetrical as far as ordinary legislation is con-
cerned), approval by ordinary or special majorities of state or 
provincial legislatures, approval by referendum, and approval by 
special majorities in a referendum. Further complications are that 
some constitutions stipulate different methods of amendment for 
different provisions in the constitution or alternative methods 
that may be used for amending any part of the constitution (Mad-
dex 2008). Nevertheless, this great variety of constitutional pro-
visions can be reduced to four basic types, as shown in Table 12.1. 
These four types are based, fi rst, on the distinction between ap-
proval by ordinary majorities—indicating complete fl exibility—and 
by larger than ordinary majorities. Next, three categories of rigidity 
can be distinguished: (1) approval by two-thirds majorities—a 
very common rule, based on the idea that supporters of a consti-
tutional change have to outnumber their opponents by a ratio of 
at least two to one; (2) approval by less than a two-thirds majority 
(but more than an ordinary majority)—for instance, a three-fi fths 
parliamentary majority or an ordinary majority plus a referen-
dum; and (3) approval by more than a two-thirds majority, such 
as a three-fourths majority or a two-thirds majority plus approval 
by state legislatures.
 The only major adjustment that needs to be made concerns the 
classifi cation of special majorities—also called extraordinary ma-
jorities or supermajorities—when these are special parliamen-
tary majorities in parliaments elected by plurality. In such legis-
latures, large majorities often represent much smaller popular 
majorities and sometimes merely a popular plurality; moreover, 
these large majorities are often single-party majorities. For in-
stance, shortly after the assassination of Indira Gandhi, India’s 
prime minister and leader of the Congress party, her party won a 
huge majority of 76.5 percent of the seats in the 1984 election—
many more than the two-thirds majority needed for amending 
the constitution—with a mere 48.1 percent of the popular vote. 
Two-thirds majorities are also required for amending the consti-
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Table 12.1

Majorities or supermajorities required for constitutional amendment 

in thirty-six democracies, 1945–2010

Supermajorities greater than two-thirds [4.0]

Argentina Korea Germany [3.5]

Australia Switzerland

Canada United States

Japan

Two-thirds majorities or equivalent [3.0]

Austria Malta

Bahamas Mauritius

Belgium Netherlands

Costa Rica Norway

Finland Portugal

India Spain

Jamaica Trinidad

Luxembourg

Between two-thirds and ordinary majorities [2.0]

Barbados Greece France [1.7]

Botswana Ireland Sweden [1.5]

Denmark Italy (France after 1974)

  (Sweden after 1980)

Ordinary majorities [1.0]

Iceland United Kingdom (France before 1974)

Israel Uruguay (Sweden before 1980)

New Zealand

Note: The indexes of constitutional rigidity are in square brackets
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tution of Barbados, but in fi ve of the ten elections since 1966 
such large one-party majorities were manufactured from between 
50 and 60 percent of the popular votes, and in one from a 48.8 
percent plurality.
 Supermajorities in plurality systems are clearly much less con-
straining than the same supermajorities in PR systems; to take 
this difference into account, plurality systems are classifi ed in 
Table 12.1 in the category below the one to which they techni-
cally belong. The need for this adjustment appears to be recog-
nized by plurality countries themselves: the only countries that 
require three-fourths parliamentary majorities for constitutional 
amendment are the Bahamas, Jamaica, Mauritius, and Trinidad—
all plurality countries. These four democracies are classifi ed in 
the second category of Table 12.1 as the substantive equivalents 
of countries with two-thirds majority rules. For the same reason, 
Barbados and Botswana are placed in the third category even 
though their formal requirements for constitutional amendment 
are two-thirds majorities.
 The problem of different rules for constitutional amendment 
in the same constitution can be solved relatively easily. First, 
when alternative methods can be used, the least restraining method 
should be counted. For instance, the Italian constitution can be 
amended either by two-thirds majorities in the two chambers or 
by absolute majorities—that is, majorities of all members of the 
two chambers, but no supermajorities—followed by a referen-
dum. The latter method is more fl exible in terms of the criteria of 
Table 12.1, and Italy is therefore classifi ed in the third instead of 
the second category. Second, when different rules apply to differ-
ent parts of constitutions, the rule pertaining to amendments of 
the most basic articles of the constitution should be counted. For 
instance, some provisions of India’s lengthy constitution can be 
changed by regular majorities in both houses, others by absolute 
majorities of all members of the two houses, and yet others only 
by two-thirds majorities plus approval by the legislatures of half 
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of the states. The last group contains key provisions like the divi-
sion of the power between the central and state governments, and 
it is the rule for amending these that is decisive for the classifi ca-
tion of India in the second category of Table 12.1: the two-thirds 
majorities in a plurality system would only be good for a place in 
the third category, but the additional requirement of approval by 
half of the states puts India back in the second.
 Rules for constitutional amendments tend to be quite stable, 
and any changes that do occur tend not to be far-reaching. Only 
two such changes are indicated in Table 12.1. The change in 
Sweden merely entailed the addition of a referendum require-
ment. The last article of the French constitution stipulates that 
amendments require either majority approval by the two legisla-
tive chambers followed by a referendum or a three-fi fths majority 
in a joint session of the legislature; both methods qualify for the 
third category of Table 12.1. In addition, President Charles de 
Gaulle’s decision in 1962 to circumvent parliament and to sub-
mit a proposed amendment directly to a referendum, overwhelm-
ingly approved by the voters, established a purely majoritarian 
third procedure for constitutional amendment. However, by about 
1974, when the fi rst non-Gaullist president was elected, this ex-
traconstitutional method was no longer regarded as a viable option.
 Most countries fi t the two middle categories of Table 12.1: they 
require more than ordinary majorities for constitutional amend-
ment but not more than two-thirds majorities or their equivalent. 
The mean index of constitutional rigidity is 2.7 and the median 
is 3.0 points. Seven countries have or had more fl exible constitu-
tions: the three democracies with unwritten constitutions, but 
also four with written constitutions: France and Sweden (before 
1974 and 1980, respectively), Iceland, and Uruguay. The most 
fl exible is Uruguay’s constitution: one of the alternative proce-
dures is for two-fi fths of all members of the legislature—that is, 
fewer than a majority—to propose an amendment to be submit-
ted to the voters, who can approve it as long as (1) the “yes” votes 
exceed the “no” votes and any abstentions and (2) the “yes” vot-
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ers represent at least 35 percent of all registered voters—again, 
less than a requirement of a full majority (Maddex 2008, 485).
 Seven countries receive the highest value on the index of con-
stitutional rigidity. The United States is the least fl exible because 
amendments require two-thirds majorities in both the Senate and 
the House of Representatives as well as approval by three-fourths 
of the states. The Argentine constitution requires the same two-
thirds majorities plus approval by a special constitutional con-
vention. In Canada, several key provisions can only be amended 
with the approval of every province. In Australia and Switzer-
land, amendments require the approval in a popular referendum 
of not just majorities of the voters but also majorities in a major-
ity of the states or cantons; this enables the smallest of the states 
and cantons with less than 20 percent of the population to block 
constitutional changes. The Japanese constitution requires two-
thirds majorities in both houses of parliament as well as a refer-
endum. Korea has the same rule except that it has a unicameral 
legislature. A good case can be made for including the German 
constitution in the same category because two-thirds majorities 
are required in both chambers and because the Bundesrat’s com-
position differs from that of the Bundestag in several important 
respects; however, Table 12.1 places it more conservatively between 
the top two categories. All of these rigid constitutions are also diffi -
cult to amend in practice: the Japanese constitution has never been 
amended in the more than sixty years of its existence, and Korea’s 
more recent 1987 constitution has never been amended either.2

 2. The index of constitutional rigidity in Table 12.1 compares well 
with Siaroff’s (2009, 218) similar three-point index—the correlation coef-
fi cient is 0.80—but less well with Donald S. Lutz’s (2006, 170) “index of 
diffi culty,” that is, the diffi culty of adopting constitutional amendments, 
and with Astrid Lorenz’s (2005, 358–59) rigidity index—the correlation 
coeffi cients are only 0.46 and 0.59, respectively. The index of judicial re-
view in Table 12.2 is also closely correlated with Siaroff’s similar index, 
which is again on a three-point scale: the coeffi cient is 0.78. The three 
strongest correlations are statistically signifi cant at the 1 percent level, 
and the correlation with Lutz’s is signifi cant at the 5 percent level.
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JUDICIAL REVIEW

 One can argue that a written and rigid constitution is still not 
a suffi cient restraint on parliamentary majorities, unless there is 
an independent body that decides whether laws are in confor-
mity with the constitution. If parliament itself is the judge of the 
constitutionality of its own laws, it can easily be tempted to re-
solve any doubts in its favor. The remedy that is usually advo-
cated is to give the courts or a special judicial tribunal the power 
of judicial review—that is, the power to test the constitutionality 
of laws passed by the national legislature.
 In the famous Marbury v. Madison decision (1803), which es-
tablished judicial review in the United States, Chief Justice John 
Marshall argued that the presence of a written constitution and 
an independent judiciary logically implied the Supreme Court’s 
power of judicial review: the court, faced with an incompatibil-
ity between the Constitution and an ordinary law, had no choice 
but to apply the higher law and therefore to invalidate the law 
with a lower status. The logic of this reasoning is incontrovert-
ible: even if the constitution does not explicitly prescribe judi-
cial review, it is implied by the higher status of the constitution. 
Many constitutions, however, do specifi cally grant this power to 
the courts. For instance, the Greek constitution states that “the 
courts shall be bound not to apply laws, the contents of which 
are contrary to the Constitution” (Brewer-Carías 1989, 169). Ar-
ticle 2 of the Trinidad constitution asserts: “This Constitution is 
the supreme law of Trinidad and Tobago, and any other law that 
is inconsistent with this Constitution is void to the extent of the 
inconsistency.” Very similar language is used in the constitutions 
of the three other Caribbean countries.3

 3. These constitutions, as well as the constitution of Mauritius, also stipu-
late that the highest court for the purpose of judicial review is the Judicial 
Committee of the Privy Council in London. Partly because of dissatisfaction 
among Caribbean countries with the liberal rulings of the Judicial Committee 
in death-penalty cases, they established the Caribbean Court of Justice, based 
in Port of Spain (Trinidad) as an alternative in 2001. Barbados joined the 
new court in 2005 together with Guyana; Belize joined in 2010.
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 Several constitutions explicitly deny the power of judicial re-
view to their courts. Article 120 of the Dutch constitution, for 
instance, states: “The constitutionality of acts of parliament and 
treaties shall not be reviewed by the courts.” A noteworthy at-
tempt to exclude part of a written constitution from judicial re-
view can be found in the proposed balanced budget amendment 
to the US Constitution, twice defeated by the Senate in 1995 and 
1997, which contained the following clause: “The judicial power 
of the United States shall not extend to any case or controversy 
arising under this [amendment] except as may be specifi cally au-
thorized by legislation” (New York Times, March 1, 1995, A16). 
Not only in countries without written constitutions but also in 
those that do have written constitutions but do not have judicial 
review, parliaments are the ultimate guarantors of the constitu-
tion. The logic on which this alternative is based is that of demo-
cratic principle: such vital decisions as the conformity of law to 
the constitution should be made by the elected representatives of 
the people rather than by an appointed and frequently quite un-
representative judicial body.
 Mainly as a compromise between these two contradictory log-
ics, several countries entrust judicial review to special constitu-
tional courts instead of to the regular court systems. The ordinary 
courts may submit questions of constitutionality to the special 
constitutional court, but they may not decide such questions them-
selves. This type is called the centralized system of judicial re-
view. It was proposed by the famous Austrian jurist Hans Kelsen 
and fi rst adopted by Austria in 1920. It is now also used in Bel-
gium, Costa Rica, Germany, Italy, Korea, Portugal, and Spain. The 
alternative, decentralized judicial review, in which all courts 
may consider the constitutionality of laws, is still the more com-
mon system.
 France was long considered the prime example of a country in 
which the principle of popular sovereignty was said to prevent 
any application of judicial review. The constitution of the Fifth 
Republic did set up a constitutional council, but at fi rst this body 
served mainly to protect executive power against legislative en-
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croachment; only the president, the prime minister, and the pres-
idents of the two chambers were permitted to submit questions 
of constitutionality to the council. However, a constitutional 
amendment passed in 1974 also gave relatively small minorities 
in the legislature—sixty members of either chamber—the right to 
appeal to the constitutional council, and the council itself has 
strongly asserted its power of judicial review (Stone 1992). Al-
though the courts still cannot turn to the constitutional council, 
parliament is no longer the ultimate interpreter of the constitu-
tionality of its own laws; hence France must now also be counted 
among the countries with judicial review of the centralized kind.

JUDICIAL REVIEW AND JUDICIAL ACTIVISM

 The impact of judicial review depends only partly on its for-
mal existence and much more vitally on the vigor and frequency 
of its use by the courts, especially supreme and constitutional 
courts. Table 12.2 presents a fourfold classifi cation of the strength 
of judicial review based, fi rst, on the distinction between the 
presence and absence of judicial review, and, second, on three 
degrees of activism in the assertion of this power by the courts. 
There are only six countries where judicial review is very strong: 
the United States, Germany, India, and, in recent years, Canada, 
Costa Rica, and Argentina. The activist American courts and the 
Supreme Court in particular have been accused of forming an 
“imperial judiciary” (Franck 1996), but the German Constitutional 
Court has been at least as activist: “Next to the U.S. Supreme 
Court, the German [Constitutional Court] is widely considered to 
be one of the most powerful and infl uential constitutional courts 
in the world. It almost certainly ranks as the most important high 
court in Europe” (Vanberg 2005, 17). India’s courts were not very 
assertive before the return to democracy in 1977, but Carl Baar 
(1992) argues that from 1977 on they have become “the world’s 
most active judiciary.” The Indian Supreme Court has gone so far 
as to declare that its power of judicial review is “an inseparable 
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Table 12.2

The strength of judicial review in thirty-six democracies, 1945–2010

Strong judicial review [4.0]

Germany* United States Canada [3.4]

India  (Argentina after 2003)

  (Canada after 1982)

  (Costa Rica after 1989*)

Medium-strength judicial review [3.0]

Australia Mauritius Argentina [2.7]

Austria* Spain* Costa Rica [2.7]

Korea*  (Argentina before 1989)

  (Belgium after 1984*)

  (Canada before 1982)

  (France after 1974* )

  (Italy after 1996*)

Weak judicial review [2.0]

Bahamas Jamaica Belgium [1.8]

Barbados Japan France [2.4]

Botswana Malta Italy [2.1]

Denmark Norway Uruguay [2.5]

Greece Portugal* (Argentina 1989–2003)

Iceland Trinidad (Costa Rica before 1989)

Ireland  (Italy 1956–96*)

No judicial review [1.0]

Finland New Zealand (Belgium before 1984)

Israel Sweden (France before 1974)

Luxembourg Switzerland (Italy before 1956)

Netherlands United Kingdom

*Centralized judicial review by special constitutional courts

Note: The indexes of judicial review are in square brackets
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part of the Constitution” that can never be taken away—not 
“even by a constitutional amendment” (Jain 2000, 15).
 In Canada, the adoption of the Charter of Rights and Freedoms 
in 1982 began “an era of judicial activism” (Baar 1991, 53); it 
moved Canada from medium-strength to strong judicial review. 
A bigger change occurred in Costa Rica; Bruce M. Wilson (2009, 
70, 73) calls it “a signifi cant shift from judicial passivity to judicial 
activism,” especially with regard to civil rights. Before 1989, the 
Supreme Court did have the right of judicial review but could 
only invalidate laws with a two-thirds majority—and in practice 
rarely exercised this power. The new constitutional chamber of 
the Supreme Court, created in 1989, was given an explicit man-
date to be the guardian of the constitution, and “within months 
of its creation, [the constitutional chamber] made it clear that it 
would no longer be blindly deferential to the popular branches of 
government.” The former two-thirds rule was also abandoned, 
and the chamber can now declare laws unconstitutional by a sim-
ple majority. In Argentina, during the much shorter period since 
redemocratization in 1984, even bigger changes have occurred. 
Under President Raúl Alfonsín, the Supreme Court became grad-
ually more independent and activist, but this trend was reversed 
with the election of Carlos Menem, who forced the court into 
subservience during his two terms of offi ce. After Menem’s de-
parture, the court came to life again as a highly independent con-
stitutional arbiter (Carnota 2010, Tuozzo 2009). Gretchen Helmke 
(2005, 162) concludes that after its years of abject deference to 
the government, the court’s stance was “profoundly reversed.”
 Medium-strength judicial review characterizes fi ve countries 
during their entire periods under consideration: Australia, Aus-
tria, Korea, Mauritius, and Spain. The activism of the Korean 
Constitutional Court is especially noteworthy because, although 
it was modeled closely on its German counterpart, it was not 
expected to play an important role. However, the court “served 
notice with its very fi rst decision that it would be willing to strike 
legislation and government action that it found to interfere with 
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the Constitution” (Lim 2004, 19). The formal requirement of a 
two-thirds majority to declare laws unconstitutional has not 
proved a signifi cant limitation. Dae-Kyu Yoon (2010, 145) gives 
the court great credit for its “contribution to the stabilization and 
consolidation of [Korea’s] newly established democracy.” Five 
other countries fi t the medium-strength category during parts of 
their democratic history covered in this book. The Argentine, Ca-
nadian, and Costa Rican cases were discussed above, and the 
shift to activist judicial review in Belgium was treated in Chapter 
3. The fi fth country is Italy, which developed toward medium-
strength judicial review in two steps. There was essentially no 
judicial review until 1956, when the constitutional court pro-
vided for in the postwar constitution was fi nally established. The 
new court proved to be activist with regard to fascist-era laws but 
avoided intervening in other political matters, following a “pol-
icy of rigorous self-restraint and almost subservient deference to 
parliament” (Volcansek 1994, 507). In tandem with other major 
changes in Italian politics in the 1990s—such as the far-reaching 
electoral reform, discussed in Chapter 8—the court has aban-
doned much of its former restraint and has “stepped more boldly 
into the spotlight” (Volcansek 2000, 157).
 Among the countries with weak judicial review, the Scandina-
vian countries are regarded as the weakest. Their courts can in-
validate laws but have been extremely reluctant to do so. The 
Swedish constitution formally limits judicial review to cases 
where the unconstitutionality of a law is “manifest,” and M. Ste-
ven Fish and Matthew Kroenig (2009, 633) argue that in practice 
“the legislature’s laws are supreme and not subject to judicial 
review.” I have therefore placed Sweden in the bottom category 
of Table 12.2 but kept Denmark and Norway in the higher cate-
gory. A few of the others—like Portugal and, after 1982, Malta (Agius 
and Grosselfi nger 1995)—can be rated as slightly stronger, but 
the differences are not great. An exception is Uruguay, which can 
be placed between the weak and medium-strength categories. Its 
courts are widely regarded as among the most independent and 
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impartial in Latin America (Brinks 2008, 196), but they have only 
a modest record with regard to exercising judicial review.
 The general pattern shown in Table 12.2 is one of relatively 
weak judicial review. The mean score is 2.2 and the median 2.0 
points, well below the midpoint of 2.5 on the four-point scale. 
However, there appears to be a trend toward more and stronger 
judicial review: the six countries that are classifi ed in different 
categories in the table during different periods all moved from 
lower to higher degrees of strength of judicial review. Moreover, 
the fi ve countries with written constitutions but still no judi-
cial review are older European democracies; the newer democ-
racies, without exception, do have judicial review. Finally, like 
the United Kingdom (see Chapter 2), these fi ve older European 
democracies have accepted the supranational judicial review of 
the European Court of Justice and/or the European Court of 
Human Rights. These trends confi rm, to cite the title of C. Neal 
Tate and Torbjörn Vallinder’s (1995) book, “the global expansion 
of judicial power.”
 Table 12.2 also shows that countries with centralized judicial 
review tend to have stronger judicial review than countries with 
decentralized systems: eight of the nine centralized systems are 
in the top two categories as of 1996 (when Italy’s constitutional 
court became more activist). This is a rather surprising conclu-
sion because centralized review was originally developed as a 
compromise between not having judicial review at all and the 
decentralized type of it. The explanation must be that, if a special 
body is created for the express and exclusive purpose of review-
ing the constitutionality of legislation, it is very likely to carry 
out this task with some vigor.

CONSTITUTIONAL RIGIDITY AND JUDICIAL REVIEW

 There are two reasons to expect that the variables of constitu-
tional rigidity versus fl exibility and the strength of judicial re-
view will be correlated. One is that both rigidity and judicial re-
view are antimajoritarian devices and that completely fl exible 
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constitutions and the absence of judicial review permit unre-
stricted majority rule. Second, they are also logically linked in 
that judicial review can work effectively only if it is backed up by 
constitutional rigidity and vice versa. If there is strong judicial 
review but the constitution is fl exible, the majority in the legisla-
ture can easily respond to a declaration of unconstitutionality by 
amending the constitution. Similarly, if the constitution is rigid 
but not protected by judicial review, the parliamentary majority 
can interpret any constitutionally questionable law it wants to 
pass as simply not being in violation of the constitution.
 Figure 12.1 shows the empirical relationship between the two 
variables for the thirty-six democracies. The correlation coeffi -
cient is 0.46—not exceptionally strong but still statistically sig-
nifi cant at the 1 percent level. One prominent outlier is Switzer-
land, where, as emphasized in Chapter 3, the absence of judicial 
review is the only majoritarian characteristic in an otherwise sol-
idly consensual democracy. The other main deviant cases are 
Finland, the Netherlands, and Luxembourg—countries with two-
thirds majority rules for constitutional amendment but no judi-
cial review—and India and Germany—where very strong judicial 
review is combined with rigid but not maximally rigid constitu-
tions. Both judicial review and rigid constitutions are linked 
with federalism as well as with the other two variables of the 
federal-unitary dimension: bicameralism and independent cen-
tral banks. Central banks are the subject of the next chapter, and 
the links among all fi ve federal-unitary variables are discussed in 
Chapter 14.

FIRST ADDENDUM: REFERENDUMS AND 

CONSENSUS DEMOCRACY

 A striking feature of the amendment procedures specifi ed by 
written constitutions is their frequent use of the referendum ei-
ther as an absolute requirement or as an optional alternative: in 
fourteen of the thirty-three written constitutions (as of 2010). If 
majority approval in a referendum is the only procedure required 
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for constitutional amendment, the referendum serves as a majori-
tarian device; however, the only example of this kind of referen-
dum in our set of democracies was President de Gaulle’s extra-
constitutional use of it in France. Arguably, one of the alternative 
methods for constitutional amendment in Uruguay—approval by 
referendum of a proposal initiated by a legislative minority in-
stead of a majority—should also be seen as majoritarian. In all of 
the other cases, the referendum is prescribed in addition to legis-
lative approval by ordinary or extraordinary majorities, making 
amendments harder to adopt and constitutions more rigid—and 
hence serving as an antimajoritarian device (Gallagher 1995).
 This function of the referendum confl icts with the conven-

Fig. 12.1 The relations hip between constitutional rigidity and judicial re-
view in thirty-six democracies, 1945–2010
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tional view that the referendum is the most extreme majoritarian 
method of decision-making, that is, even more majoritarian than 
representative majoritarian democracy, since elected legislatures 
offer at least some opportunities for minorities to present their 
case in unhurried discussion and to engage in bargaining and log -
rolling. In their classic study of referendums, David Butler and 
Austin Ranney (1978, 36) state: “Because they cannot measure 
intensities of beliefs or work things out through discussion and 
discovery, referendums are bound to be more dangerous than 
representative assemblies to minority rights.” Although Butler 
and Ranney’s argument has considerable force in most situations, 
it clearly requires modifi cation. Its use in the process of consti-
tutional amendment, as a requirement in addition to legislative 
approval, is more antimajoritarian than majoritarian: in particu-
lar, it offers dissatisfi ed minorities the opportunity to launch a 
campaign against the proposed amendment.
 There is an additional important way in which referendums 
differ from the blunt majoritarian character that the conventional 
wisdom attributes to them. In fact, this happens when they as-
sume their strongest form: in combination with the popular ini-
tiative. Switzerland and Uruguay are the prime examples. In these 
countries, the referendum and initiative give even very small mi-
norities a chance to challenge any laws passed by the majority of 
the elected representatives. Even if this effort does not succeed, 
it forces the majority to pay the cost of a referendum campaign. 
Hence the potential calling of a referendum by a minority is a 
strong stimulus for the majority to be heedful of minority views. 
Franz Lehner (1984, 30) convincingly argues that in Switzerland 
“any coalition with a predictable and safe chance of winning 
has to include all parties and organizations that may be capable 
of calling for a successful referendum.” The referendum-plus-
initiative has thus reinforced two Swiss traditions: the broad four-
party coalitions in the executive Federal Council and the search 
for legislative majorities on particular bills that are as close to una-
nimity as possible.
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 Uruguay’s similar system, inspired by the Swiss example, has 
had the same result.4 David Altman (2011, 330) conducted inter-
views with almost all of the members of the House of Representa-
tives and found that more than 70 percent of them answered in 
the affi rmative to the question: “Is the presence of a potential 
referendum a suffi cient reason to look for a broader consensus 
among political parties?” Italy is the third country where this op-
tion is available but where it has not had the same effect as in 
Switzerland and Uruguay. The main reason is that for a referen-
dum to be successful not only majority approval but also a mini-
mum turnout of 50 percent are required. The second requirement 
has made it much easier for referendums to be defeated by coun-
seling nonvoting instead of casting a “no” vote, and many refer-
endums have failed because of the turnout rule (Altman 2011, 
21–25; Uleri 2002).
 Both the logic of the referendum-plus-initiative and the ex-
amples of how it has worked in Switzerland and Uruguay sup-
port the conclusion that it can be seen as a strong consensus- 
inducing mechanism and the very opposite of a blunt majoritarian 
instrument. Other types of referendums clearly do have a majori-
tarian character, of course (Vatter 2000, 2009). Because of these 
differences, the relative frequency of the use of referendums in 
different countries does not correlate well with either the execu-
tives-parties or the federal-unitary dimension—and should prob-
ably be seen as a separate third dimension.5 It is also important to 

 4. Uruguay has been called the Switzerland of Latin America, partly 
because of its small size and democratic stability (although interrupted 
by a military dictatorship from 1973 to 1985) and also partly because it 
has been “tremendously infl uenced by Swiss political institutions” (Alt-
man 2008, 483). Uruguay’s mechanisms of direct democracy were borrowed 
from Switzerland, and its nine-member collegial presidency, which replaced
the usual one-person executive in its otherwise purely presidential system 
during the 1952–67 period, was patterned after the Swiss seven-member 
Federal Council (Lijphart 1977, 212–16).
 5. Adrian Vatter (2009) and Vatter in collaboration with Julian Ber-
nauer (2009) have constructed a scale that takes these differences into 
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note that, while the use of referendums is increasingly popular, 
they are still a relatively rare occurrence except among a handful 
of countries.

SECOND ADDENDUM: A LOOK INSIDE POWERFUL 

SUPREME AND CONSTITUTIONAL COURTS

 In this book I focus on the ten most important institutional dif-
ferences among democracies. Some of the institutions can be ex-
plored in greater detail by examining their internal organization 
and operation. I do so in the Addendum to Chapter 6, where I look 
inside cabinets in order to discover the degree of majoritarianism 
or consensus in the relations between prime ministers and presi-
dents on one hand and their cabinet members on the other. In 
Chapter 11, I analyze legislatures in terms of the bicameralism-
unicameralism contrast, but they can be similarly “unpacked”—
something that I do not do in this book—by looking at their com-
mittee organization, which can vary from majoritarian to consensual 
patterns: Are all of the committee chairs members of the majority 
party or majority coalition, or are the chair appointments propor-
tionally distributed among all of the parties in the legislature?
 Another opportunity for this kind of “unpacking” has to do 
with supreme and constitutional courts. In this chapter I have 
focused on whether they have the right of judicial review and 
their degree of activism in using this right. Additional character-
istics that affect the majoritarian or consensual nature of these 
courts are the sizes of the courts, the methods of electing justices, 

account—from citizen-initiated referendums on the consensus end to 
government-initiated referendums on the majoritarian end—but they, too, 
fi nd that referendums form a separate third dimension. Rather surpris-
ingly, their factor analysis reveals that the type of cabinet (which is part 
of the fi rst dimension in this book) also belongs to the third dimension. 
Switzerland is a good example of a democracy where citizen-initiated ref-
erendums and oversized coalition cabinets occur together. Uruguay (not 
included in the Vatter-Bernauer studies), with its mainly one-party, mini-
mal winning cabinets (see Table 6.3), clearly does not fi t this pattern.
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their terms of offi ce, and the courts’ internal decision rules.6 Let us 
look at the most powerful high courts—those of the United States, 
Germany, and India—in terms of these variables. The American 
Supreme Court is highly majoritarian in all respects, while the 
German Constitutional Court and the Indian Supreme Court are 
examples of more consensual high courts. First, the Supreme Court 
of the United States has an unusually small membership of only 
nine justices, compared with sixteen in Germany (divided into 
two “senates”) and twenty-nine in India. Obviously, larger court 
memberships offer better opportunities for broad representation 
of different parties and population groups. Second, election can 
be by majority vote, which is roughly the American pattern, or by 
supermajorities, like the two-thirds legislative majorities required 
in each of the German legislative chambers. Third, new justices 
can be chosen as vacancies occur, as in the United States—which 
means that majorities can keep electing their own favorites se-
quentially; or they can be elected simultaneously or in groups—
which makes it more likely that members of minorities will be 
chosen. Fourth, terms of offi ce can be longer or shorter, and long 
terms are an obstacle to broad representation. The American Su-
preme Court is at one extreme of this spectrum: no fi xed terms and 
no mandatory retirement. In Germany, justices have twelve-year 
nonrenewable terms, and they have to retire at age sixty-eight; 
the mandatory retirement age in India is sixty-fi ve. Finally, court 
decisions can be by regular or by extraordinary majorities. As 
emphasized earlier in this chapter, supermajority requirements 
make it harder to invalidate laws and thus reduce the courts’ 
powers, but within the courts supermajorities make for more 
consensual decision-making. In the United States, a majority of 
fi ve out of nine suffi ces, whereas in each of the German “sen-
ates,” an absolute majority of fi ve or, in some cases, a three-
fourths majority of six votes out of eight are required.
 What is especially worth noting here is that the US Supreme 

 6. I am indebted to Isaac Herzog for suggesting these differences 
among high courts.
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Court presents a paradox: it clearly fi ts the consensus model as 
far as its strong exercise of judicial review is concerned, but it is 
highly majoritarian with regard to all fi ve aspects of its selection, 
composition, and decision rules. The American presidency—and, 
in fact, all presidential systems—present a similar paradox: sepa-
ration of powers fi ts the divided-power character of the  second
dimension of consensus democracy, but the concentration of ex-
ecutive power in the hands of one person is the very opposite 
majoritarian characteristic.



Chapter 13

Central Banks: Independence 
Versus Dependence

The fi fth and last variable in the federal-unitary dimension 
concerns central banks and how much independence and 
power they enjoy. Central banks are key governmental in-

stitutions that, compared with the other main organs of govern-
ment, tend to be neglected in political science. In single-country 
and comparative descriptions of democratic political systems, 
political scientists invariably cover the executive, the legislature, 
political parties, and elections, and often also interest groups, the 
court system, the constitutional amendment process, and central-
noncentral government relations—but hardly ever the operation 
and power of the central bank.
 When central banks are strong and independent, they play a 
critical role in the policy process. For instance, Robert B. Reich 
(1997, 80), secretary of labor in the fi rst Clinton administration, 
described not President Clinton but Alan Greenspan, chairman 
of the Federal Reserve Board, as “the most powerful man in the 
world.” Conversely, when central banks are dependent branches 
of the executive and hence relatively weak, this weakness is also 
a highly relevant attribute of the democratic system—just as the 
weakness of a legislature or the reluctance of a supreme court to 

226
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use judicial review is a signifi cant indicator of the kind of de-
mocracy to which these institutions belong. Giving central banks 
independent power is yet another way of dividing power and fi ts 
the cluster of divided-power characteristics (the second dimen-
sion) of the consensus model of democracy; central banks that 
are subservient to the executive fi t the concentrated-power logic 
of majoritarian democracy.
 Fortunately, economists have paid a great deal of attention to 
central banks and have developed precise measures of central bank 
autonomy that can be used for the purpose of this study. The best-
known and most widely used measure is the Cukierman index: 
his “method yields the most nuanced and detailed index” of 
legal central bank independence (Sadeh 2006, 66). Alex Cukier-
man, Steven B. Webb, and Bilin Neyapti (1994) present the val-
ues on this index for seventy-two industrialized and developing 
countries, including thirty-three of our thirty-six democracies, for 
the long period from 1950 to 1989. Simone Polillo and Mauro F. 
Guillén (2005) have extended the Cukierman-Webb-Neyapti anal-
ysis to the 1990s, and Christopher Crowe and Ellen E. Meade (2007) 
extend it further to 2003. In addition, Cukierman, Webb, and Ney-
apti have proposed an alternative indicator, based on the turn-
over rate of the central bank governor, which is useful when the 
index of legal central bank independence is not available or to 
adjust the basic Cukierman index for countries that have unusu-
ally frequent turnovers. Finally, Vittorio Grilli, Donato Mascian-
daro, and Guido Tabellini (1991) have independently developed 
an index of the political and economic autonomy of central banks 
in eighteen countries for the pre-1990 period. These fi ve mea-
sures are combined into a comprehensive measure of central bank 
independence of our thirty-six democracies—a much more pre-
cise measure of this fi fth variable than the four-point and fi ve-
point scales used for the measurement of the other federal-unitary 
variables.
 A cautionary note is in order concerning the discussion in the 
remainder of this chapter. Major changes in the position of cen-
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tral banks have taken place since the mid-1990s, especially the 
creation of the European Central Bank, which has become the cen-
tral bank for seventeen countries in the so-called eurozone, in-
cluding thirteen of our democracies. These countries have “out-
sourced” most of the functions of their own national central banks 
to an institution in the international system. Moreover, several 
other countries have changed the functions and powers of their 
central banks as a result of international pressures. These devel-
opments have important consequences for our analysis of central 
banks and their degrees of independence: from the mid-1990s 
on, they can no longer be treated as domestic institutions, and it 
makes little sense to expect the continuation of similarities be-
tween their characteristics and the characteristics of other do-
mestic institutions like legislatures and supreme courts. There 
are two possible solutions: we can either remove central banks 
entirely from our analysis and focus exclusively on the other four 
variables in the federal-unitary dimension, or we can still in-
clude them but only up to the middle of the 1990s. I shall discuss 
this dilemma in more detail later in this chapter.

THE DUTIES AND POWERS OF CENTRAL BANKS

 The most important task of central banks is the making of 
monetary policy—that is, the regulation of interest rates and the 
supply of money. Monetary policy has a direct effect on price 
stability and the control of infl ation, and it indirectly, but also 
very strongly, affects levels of unemployment, economic growth, 
and fl uctuations in the business cycle. Other duties that central 
banks frequently perform are managing the government’s fi nan-
cial transactions; fi nancing the government’s budget defi cits by 
buying government securities, making loans from their reserves, 
or printing money; fi nancing development projects; regulating 
and supervising commercial banks; and, if necessary, bailing out 
insolvent banks and publicly owned enterprises. These other 
tasks may confl ict with the task of controlling infl ation, and the 
power of central banks over monetary policy can therefore be 
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enhanced by not giving them these additional duties: “Although 
most governments recognize the long-term benefi t of price stabil-
ity, other goals often loom larger in the short run . . . Assuring 
price stability, therefore, usually requires ensuring that the cen-
tral bank is not forced to perform these [other] functions, at least 
not when they would cause infl ation” (Cukierman, Webb, and 
Neyapti 1994, 2).
 Central banks and their role in monetary policy have become 
especially critical since 1971 when President Nixon devaluated 
the US dollar—breaking the fi xed link of the dollar to gold and of 
nondollar currencies to the dollar, fashioned in the Bretton Woods 
agreement of 1944. In the much more uncertain situation of fl oat-
ing exchange rates, central bank independence became an even 
more important tool to limit price instability.

MEASURING THE INDEPENDENCE OF CENTRAL BANKS

 The powers and functions of central banks are usually defi ned 
by bank charters that are statute laws and not by means of consti-
tutional provisions; nevertheless, these charters have tended to 
harden into “conventions with quasi-constitutional force” (Elster 
1994, 68). Cukierman, Webb, and Neyapti (1994, 5–12) analyze six-
teen variables concerning the legal independence of central banks, 
each coded from zero to one—the lowest to the highest level of 
independence. Their overall index of legal independence is a 
weighted average of these sixteen ratings. There are four clusters 
of variables: the appointment and tenure of the bank’s governor 
(chief executive offi cer), policy formulation, central bank objec-
tives, and limitations on lending.
 To give a few examples, the highest (most independent) rat-
ings are given to a governor whose term of offi ce is eight years or 
longer, who cannot be dismissed, and who may not simultane-
ously hold other offi ces in government. The lowest (least inde-
pendent) ratings are given to governors who are appointed for 
fewer than four years, who can be dismissed at the discretion of 
the executive, and who are not barred from holding another gov-
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ernment appointment. As far as policy formulation is concerned, 
the highest ratings go to banks that have exclusive responsibility 
to formulate monetary policy and play an active role in the gov-
ernment’s budgetary process; central banks that have no infl uence 
on monetary and budgetary policy are given the lowest ratings.
 With regard to objectives, the highest rating is accorded when 
“price stability is the major or only objective in the charter, and 
the central bank has the fi nal word in case of confl ict with other 
government objectives.” Medium ratings are given when “price 
stability is one goal [together] with other compatible objectives, 
such as a stable banking system,” and, slightly lower, “when 
price stability is one goal, with potentially confl icting objectives, 
such as full employment.” The lowest rating is given when the 
goals stated in the charter do not include price stability. Finally, 
central banks are rated as independent when they are allowed to 
lend only to the central government and when they fully control 
the terms of lending; conversely, they are the least independent 
when they can lend to all levels of government, to public enter-
prises, and to the private sector and when the terms of lending 
are decided by the executive branch of government.
 Cukierman, Webb, and Neyapti rate central banks in each of the 
four decades from the 1950s to the 1980s. In order to take advan-
tage of additional expert judgments, I also use the index of po-
litical and economic independence of central banks designed by 
Grilli, Masciandaro, and Tabellini (1991, 366–71) and applied by 
them to the central banks of eighteen industrialized countries in 
roughly the same period. Although these three economists use 
the term “political and economic independence,” they empha-
size formal rules, and hence their index is, in principle, quite 
similar to the Cukierman-Webb-Neyapti index. They differ, how-
ever, with regard to several of the specifi c variables on which 
they focus and the weighting of these variables. For the eighteen 
countries that they rate, the index values can be converted to 
the Cukierman index and then averaged with the values of the 
latter index. Both indexes can also be assumed to cover the late 



CENTRAL BANKS  231

1940s for the older democracies. In the decades before 1990, 
legal central bank independence was remarkably stable in most 
countries.
 For the 1990s, in which major changes occurred, we have pre-
cise fi gures provided in Polillo and Guillén’s (2005) study: indexes 
for each year in the decade. Similar yearly indexes are not avail-
able for the fi rst decade of the twenty-fi rst century, but the indexes 
for 2000 in the Polillo-Guillén study and for 2003 in the analysis 
by Crowe and Meade (2007) can be assumed to be roughly repre-
sentative for the whole decade. These two studies both use the 
Cukierman index, but it is worth noting that they treat the central 
bank independence of countries in the eurozone slightly differ-
ently. Crowe and Meade give each eurozone country the same 
high 0.83 score on the basis of the indeed very high degree of 
independence of the European Central Bank. Polillo and Guil-
lén’s numbers are also high for all of the eurozone countries but 
not identical. Most are in the even higher 0.88 to 0.92 range but, 
for instance, Finland and France have lower—although obviously 
still very high—scores of 0.75 and 0.78. There are two reasons for 
these differences. First, each country has retained its own central 
bank, which may perform other functions like the supervision of 
the local banks of deposit. Second, and more important, the head 
of each national bank is a member of the governing council—the 
most important decision-making body—of the European Central 
Bank. Therefore, questions such as who appoints the heads of 
each of the banks and whether they are free from political inter-
ference still matter to some extent.
 Cukierman, Webb, and Neyapti (1994, 13–19) propose a sec-
ond index based on a simple variable—the rate of turnover in the 
governorship of the central bank—which they found to be a bet-
ter indicator of central bank independence and a better predictor 
of infl ation rates for the less developed countries in the 1980s 
than their more complex legal measure: the greater the turnover 
rate of the central bank governor, the less the independence of 
the central bank and vice versa. This measure can be used for the 
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three countries for which the principal Cukierman index is not 
available: Jamaica had the highest, Mauritius the lowest, and 
Trinidad an intermediate turnover rate. It should also be used to 
adjust the legal Cukierman indexes for those developing coun-
tries that have experienced high rates of turnover. Frequent turn-
overs are not typical of all of the less developed countries; for 
instance, Barbados and the Bahamas had only two turnovers in 
the more than twenty years prior to 1994. But Argentina had ten 
turnovers in the eleven years from 1984 to 1994, and Uruguay a 
more modest, but still relatively high, three turnovers from 1985 
to 1994.1

CENTRAL BANKS: DOMESTIC OR 

INTERNATIONAL INSTITUTIONS?

 The establishment of the European Central Bank in 1998 and 
the adoption of the euro as a common currency by the original 
eurozone members in 1999 transformed the central bank for the 
countries involved from a domestic institution to an element of 
the international system. Hence, it also cut the links that had 
existed between their national central banks and other domestic 
institutions. This change had been under way for several years 
before 1998: the 1992 Maastricht Treaty had already required a 
high degree of central bank independence as a condition for par-
ticipating in the euro. The annual Cukierman indexes in Polillo 
and Guillén’s (2005) study provide some good examples: the in-

 1. The second Cukierman index, based on the turnover rates of central 
bank governors, can be converted to the same zero to one scale used for 
the legal Cukierman index. I converted a high turnover rate (more than 
0.2 turnovers per year) to a 0.30 score on the Cukierman index and a low 
rate (less than 0.1 per year) to a 0.40 score. From the legal Cukierman 
scores of developing countries with very high turnover rates, I subtracted 
0.10 points, and from those with medium turnover rates 0.05 points. For 
instance, Argentina’s 0.49 score in 1984–94 was lowered to 0.39, and Uru-
guay’s score in 1985–94 was reduced from an already low 0.24 to 0.19.



CENTRAL BANKS  233

dependence of the Spanish central bank jumped from 0.23 to 
0.86 in 1994; one year earlier, the French central bank increased 
its independence from 0.24 to 0.78; and in the same year, Italy’s 
Cukierman index was boosted from 0.25 to 0.75. It is worth not-
ing that all these high indexes exceed the indexes of the three 
countries—Germany, Switzerland, and the United States—that 
were long regarded as having the most independent central banks 
in the world (see Table 13.1). International pressures were also 
responsible for the dramatic increase in central bank indepen-
dence in several other countries, especially in Latin America, in 
the 1990s. One such pressure was the globalization of fi nance, 
which made it important for developing countries to “signal their 
creditworthiness” to international investors (Maxfi eld 1997, 7–11). 
Another “international coercive pressure” was exerted by the In-
ternational Monetary Fund, which “increasingly attached certain 
conditions, including an independent central bank, to its lending 
agreements” (Polillo and Guillén 2005, 1774). For instance, Ar-
gentina went from a Cukierman index of 0.40 to 0.74 in 1992, and 
Uruguay from 0.24 to 0.54 in 1995.
 Most of the shifts toward greater central bank independence 
happened in 1995 or later, and 1994 can be considered the last 
year in which central banks were still mainly domestic institu-
tions unaffected by the preparatory steps toward the adoption of 
the euro and other international developments. Accordingly, the 
average indexes from 1945 (or from the fi rst year that each coun-
try is included in this study) until 1994 are used as the basic 
measures of central bank independence. They are shown in the 
fi rst column of Table 13.1, in descending order of central bank 
independence. The decade and a half that is excluded is rela-
tively brief compared with the much longer pre-1995 period for 
most countries. However, if I were to prepare a further update of 
this book in say 2025, the period of the internationalization of the 
central banks will have lasted so long that central bank indepen-
dence should be dropped as a component of the federal-unitary 
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Table 13.1

Central bank independence in thirty-six democracies, 1945–

94, 1945–2010, and 1995–2010

1945–94 1945–2010 1995–2010

Germany 0.69 0.73 0.84

Switzerland 0.61 0.62 0.66

United States 0.56 0.56 0.56

Austria 0.55 0.61 0.77

Canada 0.52 0.51 0.50

Netherlands 0.48 0.55 0.79

Denmark 0.46 0.44 0.40

Malta 0.44 0.42 0.39

Australia 0.42 0.41 0.38

Bahamas 0.41 0.42 0.43

Ireland 0.41 0.50 0.75

Israel 0.41 0.46 0.62

Mauritius 0.40 0.35 0.35

Argentina 0.39 0.54 0.66

Barbados 0.38 0.38 0.39

Greece 0.38 0.54 0.77

Costa Rica 0.37 0.42 0.55

France 0.35 0.48 0.80

Trinidad 0.35 0.35 0.35

Iceland 0.34 0.37 0.47

India 0.34 0.33 0.32

Botswana 0.33 0.38 0.47

Luxembourg 0.33 0.44 0.76

Portugal 0.32 0.56 0.80

United Kingdom 0.31 0.33 0.38

Jamaica 0.30 0.30 0.35

Spain 0.29 0.57 0.85

Sweden 0.29 0.39 0.69
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dimension.2 Table 13.1 also shows the indexes for the entire pe-
riod from 1945 to 2010 in the second column and the indexes for 
1995–2010, the years in which central banks became internation-
alized, in the third column.
 The Cukierman index can theoretically range from one to zero, 
but the empirical range for the 1945–94 period in the fi rst column 
is only about half as large. Only fi ve countries have indexes that are 
greater than 0.50—the point that represents semi-independence. 
The midpoint of the empirical range is 0.43, but the mean and 
median are lower—0.37 and 0.35, respectively—indicating that 

 2. Conceivably, but probably at a later stage, the European Court of Jus-
tice could become the ultimate arbiter on all constitutional questions for 
all or most of the members of the European Union, which would mean 
that judicial review would also have to be removed from the federal-
unitary dimension. And an even further update, perhaps in 2035, might 
still cover approximately the same number of countries, but the European 
Union might be one country—one of the largest, together with India and 
the United States—and some of the democracies listed in Table 4.2 might 
be added to the comparative analysis.

1945–94 1945–2010 1995–2010

Finland 0.28 0.38 0.68

Italy 0.28 0.42 0.86

Belgium 0.27 0.40 0.77

Korea 0.27 0.36 0.41

Japan 0.25 0.29 0.41

New Zealand 0.21 0.24 0.33

Uruguay 0.19 0.35 0.45

Norway 0.17 0.18 0.22

Source: Based on data in Cukierman, Webb, and Neyapti 1994; Grilli, Mascian-

daro, and Tabellini 1991; Polillo and Guillén 2005; and Crowe and Meade 2007

Table 13.1 continued
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more countries are concentrated in the lower half of the empiri-
cal range. The German, Swiss, and American central banks head the 
list and were (until the middle of the 1990s) also generally regarded 
as the world’s strongest, but even these banks do not have the 
highest possible scores.
 The third column shows the major changes that have occurred 
from the mid-1990s on. Germany, an original member of the eu-
rozone, still has a high index—increased from 0.69 to 0.84—but 
is now in third place, slightly below Italy and Spain. Switzerland 
is in a shared thirteenth place together with Argentina, and the 
United States is number seventeen. The empirical range has wid-
ened, from a high of 0.86 to a low of 0.22—almost two-thirds of 
the theoretical range. The mean and median are also consider-
ably higher than in the pre-1995 years: the mean has gone up 
from 0.37 to 0.56, and the median from 0.35 to 0.52. Neverthe-
less, there are eight countries that have the same or lower scores 
in the post-1995 than in the pre-1994 periods, but all of these 
downward shifts are small; the largest change, in Denmark, is a 
mere 0.06 points. In sharp contrast, many upward shifts are very 
large—by 0.58 points in Italy, 0.56 in Spain, and 0.50 in Belgium—
three original eurozone participants that used to have low scores 
for central bank independence before 1995. Substantial increases 
can be seen in non-eurozone members as well; for instance, in 
Sweden by 0.40 points, 0.27 in Argentina, 0.26 in Uruguay, and 
0.21 in Israel. The numbers in the second column are generally 
closer to those in the fi rst than the third column because for most 
countries the pre-1994 period was considerably longer than the 
decade and a half from 1995 on.

FEDERALISM AND CENTRAL BANK INDEPENDENCE

 Central bank independence has been linked to several other 
institutional characteristics of democracies. Peter A. Hall (1994) 
argues that corporatist institutions facilitate central bank inde-
pendence: they allow central banks to control infl ation without 
having to pay the full price of higher unemployment, because 
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coordinated wage bargaining can counteract the tendency for un-
employment to increase. In our set of thirty-six democracies, how-
ever, there is little or no systematic relationship between the two. 
The correlation between the independence of the central bank 
and interest group pluralism is a weak and insignifi cant −0.10.
 John B. Goodman (1991, 346) argues that central bank inde-
pendence is mainly a function of the time horizons of the politi-
cians who are in power: “Politicians generally wish to maintain 
a high degree of freedom in their actions. However, they will be 
willing to change the status of the central bank to bind the hands 
of their successors, a decision they make when they expect a 
short tenure in offi ce.” Goodman’s argument suggests that central 

Fig. 13.1 The relationship between federalism-decentralization and cen-
tral bank independence in thirty-six democracies, 1945–94
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banks should have less autonomy in majoritarian democracies 
where executives are stronger and more durable than in consensus 
democracies. However, the correlation between executive domi-
nance and central bank independence is an insignifi cant −0.06.
 A third suggestion of an institutional connection—between 
central bank independence and federalism—is much more fruit-
ful (Banaian, Laney, and Willett 1986). The correlation between 
our indexes of federalism and decentralization on one hand and 
central bank independence on the other is a strong 0.60 (signifi -
cant at the 1 percent level). Further hypotheses are that, because 
of the internationalization of central banks, there should be little 
or no such relationship from 1995 on and that it should be weaker 
in the entire 1945–2010 period. Indeed, the correlation for the 1995–
2010 period is a completely insignifi cant 0.20; for the 1945–2010 
period it is still a relatively high 0.52 (and still signifi cant at the 
1 percent level)—mainly on the strength of the stronger correla-
tion of 0.60 in the pre-1994 years.
 The shape of the relationship between the index of central 
bank independence (1945–94) and the federalism-decentralization 
index is shown in Figure 13.1.The fi ve central banks with the 
greatest independence in the 1945–94 period all operated in fed-
eral systems: Germany, Switzerland, the United States, Austria, 
and Canada. In the rank order of Table 13.1, Australia is in ninth 
and Argentina is in fourteenth place—still in the top half of the 
table—and India is just below the midpoint. The ninth federal 
system, Belgium, had one of the lowest indexes of bank indepen-
dence, but Belgium did not become federal until 1993, and as 
discussed in Chapter 3, it made its central bank much more inde-
pendent at about the same time. As shown in the next chapter, 
central bank independence is also strongly correlated with the 
other three variables of the federal-unitary dimension.



Chapter 14

The Two-Dimensional Conceptual 
Map of Democracy

In this brief chapter I summarize the main fi ndings of Chap-
ters 5 through 13, which have dealt with each of the ten basic 
majoritarian versus consensus variables. I focus on two as-

pects of the “grand picture”: the two-dimensional pattern formed 
by the relationships among the ten variables and the positions of 
each of the thirty-six democracies in this two-dimensional pat-
tern. In addition, I explore the changes in these positions from the 
pre-1980 to the post-1981 period of twenty-seven of the thirty-six 
democracies for which a suffi ciently long time span is available 
in the fi rst period.

THE TWO DIMENSIONS

 In Chapter 1, I previewed one of the most important general 
fi ndings of this book: the clustering of the ten institutional variables 
along two clearly separate dimensions, which I have called the 
executives-parties and federal-unitary dimensions—although, as I 
explained in Chapter 1, it might be more accurate and theoreti-
cally more meaningful to call the two dimensions the joint-power 
and divided-power dimensions. In Chapters 5 through 13, too, I 
have repeatedly called attention to the close links among some of 
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the variables within each cluster. Table 14.1 now presents the 
overall pattern by means of the correlation matrix for all ten vari-
ables. It shows strong relationships within each cluster and only 
weak connections between variables belonging to different clus-
ters. All of the correlations within the two clusters are statisti-
cally signifi cant: fi fteen of the twenty at the 1 percent level and 
the remaining fi ve at the 5 percent level; the correlation coeffi -
cients are shown in the two highlighted triangles in Table 14.1. In 
sharp contrast, only one of the twenty-fi ve correlations between 
variables in the different clusters, shown in the bottom left of the 
table, is large enough to be statistically signifi cant, and only at 
the 5 percent level.
 The fi rst cluster of variables has somewhat stronger intercon-
nections than the second cluster: the averages of the absolute values 
of the correlation coeffi cients are 0.66 and 0.47, respectively. 
Within the fi rst cluster, the percentage of minimal winning one-
party cabinets is a particularly strong element: it has the highest 
correlations with the other variables. This fi nding is of great the-
oretical interest because, as argued earlier (in the beginning of 
Chapter 5), this variable can be seen as conceptually close to the 
essence of the distinction between concentration of power and 
the joint exercise of power. The effective number of parliamen-
tary parties is a second key component in this cluster. In the sec-
ond cluster, the federalism and decentralization variable emerges 
as the strongest element. This fi nding is theoretically signifi cant, 
too, because this variable can be seen as conceptually at the heart 
of the federal-unitary dimension.
 An even better and more succinct summary of the relationships 
among the ten variables can be achieved by means of factor anal-
ysis. The general purpose of factor analysis is to detect whether 
there are one or more common underlying dimensions among 
several variables. The factors that are found can then be seen as 
“averages” of the closely related variables. Table 14.2 presents the 
results of the factor analysis of our ten basic variables. The values 
that are shown for each variable are the factor loadings, which 



Table 14.1

Correlation matrix of the ten variables distinguishing majoritarian 

from consensus democracy in thirty-six democracies, 1945–2010

Variable 1: Effective number of parliamentary parties
Variable 2: Minimal winning one-party cabinets
Variable 3: Executive dominance
Variable 4: Electoral disproportionality
Variable 5: Interest group pluralism
Variable 6: Federalism-decentralization
Variable 7: Bicameralism
Variable 8: Constitutional rigidity
Variable 9: Judicial review
Variable 10: Central bank independence

 [1] [2] [3] [4] [5]
[1] 1.00
[2] –0.85** 1.00
[3] –0.79** 0.78** 1.00
[4] –0.57** 0.58** 0.55** 1.00
[5] –0.61** 0.71** 0.51** 0.61** 1.00
[6] 0.26 –0.26 –0.08 –0.15 –0.23
[7] 0.09 –0.03 0.10 0.09 0.07
[8] –0.08 0.00 0.11 0.17 0.01
[9] –0.24 0.17 0.18 0.36* 0.26
[10] –0.04 –0.15 –0.02 –0.12 –0.10

 [6] [7] [8] [9] [10]

[1]
[2]
[3]
[4]
[5]
[6] 1.00
[7] 0.70** 1.00
[8] 0.56** 0.39* 1.00
[9] 0.47** 0.41* 0.46** 1.00
[10] 0.60** 0.38* 0.38* 0.34* 1.00

*Statistically signifi cant at the 5 percent level (one-tailed test)

**Statistically signifi cant at the 1 percent level (one-tailed test)
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may be interpreted as the correlation coeffi cients between the 
variable and the fi rst and second factors detected by the factor 
analysis. The same two clusters emerge prominently from this 
analysis; they are also clearly separate clusters, because the fac-
tor analysis used an orthogonal rotation, which guarantees that 
the two factors are completely uncorrelated.
 The factor loadings are very high within each of the two clus-
ters and much lower—lower than 0.10 in seven of the ten cases—
outside the clusters. The percentage of minimal winning one-
party cabinets again turns out to be the strongest variable in the 
fi rst dimension: its factor loading of 0.92 means that it almost 
coincides with the factor. The effective number of parties is an 
almost equally strong element with a factor loading of −0.91. And 
the federalism variable emerges once more as the strongest element 

Table 14.2

Varimax orthogonal rotated matrix of the ten variables distinguishing 

majoritarian from consensus democracy in 36 democracies, 1945–2010

Variable Factor I Factor II

Effective number of 

parliamentary parties

–0.91 0.09

Minimal winning one-party 

cabinets

0.92 –0.09

Executive dominance 0.84 0.08

Electoral disproportionality 0.66 –0.03

Interest group pluralism 0.72 –0.10

Federalism-decentralization –0.19 0.98

Bicameralism 0.03 0.72

Constitutional rigidity 0.10 0.60

Judicial review 0.28 0.53

Central bank independence –0.03 0.61

Note: The factor analysis is a principal components analysis with eigenvalues over 1.0 

extracted
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in the second dimension with an extremely high factor loading of 
0.98. The remaining factor loadings within the two clusters are 
lower but still strong: the lowest is still an impressive 0.53.

THE CONCEPTUAL MAP OF DEMOCRACY

 The two-dimensional pattern formed by the ten basic vari-
ables allows us to summarize where the thirty-six individual 
countries are situated between majoritarian and consensus de-
mocracy. Their characteristics on each of the two sets of fi ve vari-
ables can be averaged so as to form just two summary character-
istics, and these can be used to place each of the democracies on 
the two-dimensional map of democracy shown in Figure 14.1.1

The horizontal axis represents the executives-parties and the ver-
tical axis the federal-unitary dimension. Each unit on these axes 
represents one standard deviation: high values indicate majori-
tarianism and low values consensus. On the executives-parties 
dimension, all countries are within two standard deviations from 
the middle; on the federal-unitary dimension, two countries—
Germany and the United States—are at the greater distance of 
almost two and a half standard deviations below the middle. The 
exact scores of each of the thirty-six countries on the two dimen-
sions can be found in the Appendix.2

 1. In order for the fi ve variables in each of the two clusters to be aver-
aged, they fi rst had to be standardized (so as to have a mean of 0 and a 
standard deviation of 1), because they were originally measured on quite 
different scales. Moreover, their signs had to be adjusted so that high val-
ues on each variable represented either majoritarianism or consensus and 
low values the opposite characteristic; for the purpose of constructing the 
conceptual map, I arbitrarily gave the high values to majoritarianism (which 
entailed reversing the signs of the effective number of parties and of all 
fi ve variables in the federal-unitary dimension). After averaging these 
standardized variables, the fi nal step was to standardize the averages so 
that each unit on the two axes represents one standard deviation.
 2. Note, however, that in the Appendix all values on the two dimen-
sions are expressed in terms of degrees of consensus democracy; these 
can be converted easily into degrees of majoritarian democracy by revers-
ing the signs.
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 Most of the prototypical cases of majoritarian and consensus 
democracy discussed in Chapters 2 and 3 are in the expected 
positions on the map. The United Kingdom and New Zealand 
are in the top right corner. The United Kingdom is considerably 
more majoritarian on the executives-parties dimension, mainly 
because New Zealand, after a long period of being roughly equal 
in this respect, became considerably less majoritarian after its 
fi rst PR election in 1996. But New Zealand is a great deal more 
majoritarian—that is, unitary—on the federal-unitary dimension. 
Until 1996, therefore, New Zealand’s position was more extreme 
than that of the United Kingdom—in line with the proposition 
that it was the purer example of the Westminster model. Chapter 2 
used Barbados as an exemplar of majoritarian democracy on the 

Fig. 14.1 The two-dimensional conceptual map of democracy
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executives-parties dimension only and not as typically majoritar-
ian on the federal-unitary dimension; its location below the 
United Kingdom and New Zealand but also somewhat farther to 
the right fi ts this description well. Switzerland is, as expected, 
in the bottom left corner but not quite as far down as several 
other federal democracies, mainly due to its one nonconsensual 
characteristic—the absence of judicial review. It is still the clear-
est consensual prototype, however, because it is more than one 
and a half standard deviations away from the center on both di-
mensions, whereas Germany—which the map suggests could 
also have served as the prototype—is located farther down but 
less than one standard deviation left of the center. Belgium is the 
one exemplar case not to be in an extreme position, but this is not 
unexpected either because it only became fully federal in 1993; it 
does, however, have a strong consensual position on the execu-
tives-parties dimension.
 The two-dimensional map also reveals prototypes of the two 
combinations of consensus and majoritarian characteristics. In 
the top left corner, Israel represents the combination of consen-
sus democracy on the executives-parties dimension (in particu-
lar, frequent oversized coalition cabinets, multipartism, highly 
proportional PR elections, and interest group corporatism) but, 
albeit somewhat less strongly, majoritarianism on the federal-
unitary dimension (an unwritten constitution and a unicameral 
parliament, moderated, however, by intermediate characteristics 
with regard to federalism and central bank independence). In the 
bottom right-hand corner, Canada is the strongest candidate for 
the opposite prototype of majoritarianism on the executives- 
parties and consensus on the federal-unitary dimension: on one 
hand, dominant one-party cabinets, a roughly two-and-a-half party 
system, plurality elections, and interest group pluralism, but on 
the other hand, strong federalism and judicial review, a rigid con-
stitution, an independent central bank, and bicameralism, albeit 
of only medium strength (Studlar and Christensen 2006). The 
United States is located in the same corner and is stronger on the 
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federal-unitary dimension—but not exceptionally majoritarian on 
the executives-parties dimension, especially due to its lower de-
gree of executive dominance in comparison with Canada.

EXPLANATIONS

 Are any general patterns revealed by the distribution of the 
thirty-six democracies on the map? Is there, for instance, any cor-
respondence between the conceptual and geographical maps? 
There does appear to be such a relationship as far as the consen-
sus side of the executives-parties dimension is concerned: most 
continental European countries are located on the left side of the 
map, including the fi ve Nordic countries, which have been called 
“the consensual democracies” with a “distinctively Scandina-
vian culture of consensus and . . . structures for conciliation and 
arbitration” (Elder, Thomas, and Arter 1988, 221). On the right-
hand side, the four Caribbean countries are close together, but 
most of the other countries are geographically distant from one 
another. The striking feature that many countries on the right-
hand side of the conceptual map do have in common is that they 
are former British colonies. In fact, it is the presence or absence 
of a British political heritage that appears to explain the distribu-
tion on the left and right side of the executives-parties dimension 
better than any geographical factor. Dag Anckar (2008) fi nds the 
same strong infl uence of the British model in his comparative study 
of democratic “microstates” with populations below one million—
including fi ve of our democracies with populations over a quar-
ter of a million as well as twenty-four smaller countries.
 There are several obvious exceptions to this twofold division 
based on the infl uence of a British heritage. Two of the Latin Amer-
ican democracies—Argentina and Costa Rica—form one excep-
tion. Other notable exceptions are Greece, Spain, and, farther to 
the right, Korea and France. France is an especially interesting 
exceptional case: in view of French president de Gaulle’s deeply 
felt and frequently expressed antagonism toward les anglo-saxons,
it is ironic that the republic he created is the most Anglo-Saxon 
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of any of the continental European democracies. There are ex-
ceptions on the left side of this dimension, too: Ireland, India, 
Israel, and Mauritius all emerged from British colonial rule. Ireland 
is only slightly to the left of the dividing line, and what unites the
other three countries is that they are plural societies—suggesting 
that the degree of pluralism is what explains why countries are 
consensual rather than majoritarian on the executives-parties di-
mension. Of the seventeen plural and semiplural societies listed 
in Table 4.3, eleven are located on the left side of the map.
 Regression analysis confi rms that both explanations are im-
portant but also that British political heritage is the stronger 
infl uence. The correlation between British heritage—a dummy 
variable with a value of one for Britain itself and for the fourteen 
countries it formerly ruled, and zero for the other twenty-one 
countries—and majoritarian democracy on the executives-parties 
dimension has a coeffi cient of 0.50 (signifi cant at the 1 percent 
level); the correlation with degree of plural society—plural ver-
sus semiplural versus nonplural—is −0.30 (signifi cant at the 5 
percent level). When both of the independent variables are en-
tered into the regression equation, the multiple correlation coef-
fi cient is 0.60 (signifi cant at the same levels). Finally, in a step-
wise regression analysis, British heritage explains 23 percent of 
the variance in majoritarian democracy, and the degree of plural-
ism adds another 9 percent for a total of 32 percent of the vari-
ance explained (measured in terms of the adjusted R-squared).3

 3. It can be argued that three additional countries—Austria, Germany, 
and Japan—should also be coded as having had a strong degree of British, 
or rather Anglo-American, infl uence on their political systems. The post-
war Japanese constitution was drafted by General Douglas MacArthur’s 
staff and was largely inspired by the British model. American and British 
occupation authorities also oversaw the reestablishment of democracy in 
Germany and Austria, and they had an especially strong and direct hand 
in the shaping of the postwar German democratic system (Muravchik 
1991, 91–114). However, assigning these three countries a code of 1 on 
the British heritage variable weakens all of the correlations; for instance, 
the total variance explained goes down from 32 to 21 percent.
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 The degree to which countries are plural societies also ap-
pears to explain the location of the thirty-six democracies on the 
federal-unitary dimension. Of the twelve countries situated below 
the middle, nine are plural or semiplural societies. An additional 
explanation suggested by the map is population size. The four 
largest countries—India, the United States, Japan, and Germany—
are all located in the bottom part of the map, and of the sixteen 
countries with populations greater than ten million, ten are in the 
bottom part. This potential explanation is bolstered by Robert A. 
Dahl and Edward R. Tufte’s (1973, 37) fi nding that size is related 
to federalism and decentralization, the key variable in the federal-
unitary dimension: “the larger the country, the more decentral-
ized its government, whether federal or not.”
 Regression analysis again confi rms both of these impressions. 
The correlation coeffi cients are −0.53 for population size (logged) 
and −0.38 for degree of pluralism (signifi cant at the 1 and 5 per-
cent level, respectively). In the multiple regression, both remain 
signifi cant explanatory variables (although pluralism only at the 
10 percent level), and the multiple correlation coeffi cient is 0.58. 
Population size by itself explains 26 percent of the variance, and 
pluralism adds another 4 percent for a total of 30 percent ex-
plained variance. The degree of pluralism is again the weaker 
variable, but it can be regarded as the strongest overall explanation 
because it can explain a signifi cant portion of the variation in the 
locations of the thirty-six democracies on both dimensions.4 Al-
though the joint-power and divided-power aspects of consensus 
democracy are conceptually and empirically distinct dimensions,
they represent complementary institutional mechanisms for the 
accommodation of deep societal divisions. This fi nding strength-
ens Sir Arthur Lewis’s recommendation, stated in Chapter 3, that 

 4. British political heritage is not related to the second dimension. 
Neither is population size related to the fi rst dimension—contradicting 
Dahl and Tufte’s (1973, 91) argument that “the small system, being more 
homogeneous, is . . . likely to be more consensual [and that] the larger 
system, being more heterogeneous, is . . . likely to be more confl ictual.”
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both dimensions of consensus democracy—in particular, Lewis 
advocates power-sharing cabinets and federalism—are needed in 
plural societies.

SHIFTS ON THE CONCEPTUAL MAP

 The locations of the thirty-six democracies on the conceptual 
map are average locations over a long period: more than sixty 
years for the twenty older democracies and a minimum of twenty-
two years for the three newest democracies (see Table 4.1). These 
averages conceal any large or small changes that may have taken 
place. Obviously, political systems can and do change; for instance, 
in previous chapters I called attention to changes in the party, 
electoral, and interest group systems of the thirty-six democra-
cies as well as in their degrees of decentralization, the cameral 
structure of their legislatures, and the activism of their judicial 
review. To what extent have these changes added up to shifts in 
the direction of greater majoritarianism or greater consensus on 
either of both of the dimensions?
 To explore this question, I divided the period 1945–2010 in 
two roughly equal parts: the period until the end of 1980 and the 
period from 1981 to the middle of 2010. For countries with a suf-
fi ciently long time span in the fi rst period, scores on both of the 
dimensions were calculated for each period. This could be done 
for the twenty countries covered since the middle or late 1940s 
and for seven additional countries: Barbados, Botswana, Costa 
Rica, France, Jamaica, Malta, and Trinidad.5 The other nine de-
mocracies were not included in this part of the analysis. Figure 
14.2 shows the shifts that took place in the twenty-seven longer-
term democracies from the pre-1980 to the post-1981 period. The 

 5. These countries are covered starting with the years indicated in 
Table 4.1. The six countries that became independent and democratic or 
redemocratized in the 1970s were not included in this analysis because 
the time span from the beginning of their coverage until 1980 was much 
too short; the remaining three countries redemocratized after 1981 (see 
Table 4.1).
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arrows point to the positions in the later period. It should be em-
phasized that these shifts are all relative changes—that is, each 
country’s change is relative to the changes in all of the other 
countries. The reason is that the scores on each of the dimen-
sions in each period are standardized and add up to zero; there-
fore, the shifts from left to right as well as up or down have to 
sum to zero, too. A good example is the slightly upward shift of 
the United States in Figure 14.2, which appears to indicate a 
somewhat less extreme position on the federal-unitary dimen-
sion. In fact, however, the absolute position of the United States 
did not change at all: its scores on all fi ve of the variables in this 
dimension are exactly the same before 1980 and after 1981. The 
apparent shift is therefore caused by the sum total of movements 
in the other twenty-six countries toward a lower position on the 
federal-unitary dimension. Hence Table 14.2 cannot provide an 
answer to the question of whether there was any overall tendency 
toward more majoritarianism or more consensus in the 1945–
2010 period. There is, however, a different way to answer this 
question, which I shall discuss below.
 The general picture in Figure 14.2 is one of great stability. It 
shows many relatively small shifts but no radical transforma-
tions: not a single country changed from a clearly majoritarian 
democracy to a clearly consensual democracy or vice versa. There 
are more shifts from left to right or vice versa than from higher to 
lower locations or vice versa—a pattern that refl ects the greater 
stability of the institutional characteristics of the federal-unitary 
dimension because these are more often anchored in constitu-
tional provisions. Nevertheless, four downward movements stand 
out. The largest of these refl ects Belgium’s introduction of judicial 
review in 1984 and full federalism in 1993. The main explana-
tion in the French and Italian cases is the combination of decen-
tralization and stronger judicial review in the second period. The 
somewhat smaller but still pronounced downward shift in Costa 
Rica’s position is entirely due to the major change from weak to 
very strong judicial review in 1989. The still smaller downward 
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movements of Switzerland and Israel are due to the strengthen-
ing of their central bank independence. The slight upward move-
ments of many countries do not indicate signifi cant changes be-
cause, as in the case of the United States mentioned above, they 
mainly “compensate” for the signifi cant downward shifts of Bel-
gium, France, Italy, and Costa Rica. However, the adoption of 
unicameralism in Sweden, Denmark, and Iceland does represent 
real change and accounts for part of their still relatively small 
shifts to higher positions in Figure 14.2.
 The two big shifts along horizontal lines that stand out in Fig-
ure 14.2 are those of our two majoritarian prototypes, New Zealand 
and the United Kingdom. New Zealand’s shift to a less majoritar-

Fig. 14.2 Shifts on the two-dimensional map by twenty-seven democra-
cies from the period before 1981 to the period 1981–2010
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ian position is the result of its adoption in 1996 of PR, which re-
sulted in less electoral disproportionality, more multipartism, a 
major increase in coalition and minority cabinets, and lower ex-
ecutive dominance, as discussed in Chapter 2. The leftward shift 
would obviously be even more pronounced had the comparison 
been between the periods before and after 1996 instead of before 
and after 1981. The big move to the right by the United Kingdom 
occurred in spite of a slight increase in the effective number of 
parties (from 2.10 to 2.27 parties), which was more than counter-
balanced, however, by a big increase in disproportionality (from 
8.97 to 16.0 percent) and a higher degree of executive dominance. 
These changes demonstrate that by 2010 the United Kingdom 
had defi nitely replaced New Zealand as the closest approxima-
tion of the Westminster model. The next two notable shifts are 
those of Norway and Ireland. Norway moved to more consensual 
characteristics on four of the fi ve variables in the executives- 
parties dimension and maintained its high degree of corporatism 
at the same level. Ireland crossed over from majoritarian into 
consensual territory in spite of slightly less proportional election 
results, but increases in multipartism, coalition government, and 
corporatism, as well as a decrease in executive dominance (Bul-
sara and Kissane 2009). The other movements from right to left and 
vice versa are all smaller and refl ect a variety of changes in the fi ve 
variables underlying the executives-parties dimension without 
any one of these variables standing out as the most infl uential.
 In order to discover whether there was any general trend to-
ward more majoritarianism or consensus on the two dimensions, 
we need to look at the average unstandardized scores on each of 
the ten basic variables. These averages are presented in Table 
14.3. The table also shows the differences between the second-
period and fi rst-period scores and whether these differences in-
dicate more majoritarianism or more consensus. On eight of the 
variables, the trend is toward greater consensus, but only three of 
these show sizable differences: more multipartism (by about an 
extra one-third of a party), more than 10 percent fewer minimal 
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winning one-party cabinets, and stronger judicial review. Of the 
two variables that show the opposite trend, only the increase in 
electoral disproportionality—by more than one percentage point—
is an impressive change. The overall trend is toward more con-
sensus democracy, but it is obviously not a very strong trend.
 The second-period (1981–2010) scores on the two dimensions 
are used again in the next two chapters. These scores will differ 
slightly from those of the twenty-seven democracies used to dis-

Table 14.3

Average values on the ten variables distinguishing majoritarian from 

consensus democracy in twenty-seven democracies, 1945–80 and 1981–

2010, the differences between the second and fi rst periods, and the 

majoritarian (M) or consensual (C) direction of these differences

1945–80 1981–2010 Difference

Executives-parties dimension

Effective number of 

parliamentary parties

3.06 3.44 +0.38 (C)

Minimal winning one-party 

cabinets

60.7 54.3 −6.40 (C)

Executive dominance 4.99 4.95 −0.04 (C)

Electoral disproportionality 6.88 7.96 +1.08 (M)

Interest group pluralism 1.92 1.83 −0.09 (C)

Federal-unitary dimension

Federalism-decentralization 2.28 2.39 +0.11 (C)

Bicameralism 2.29 2.19 −0.10 (M)

Constitutional rigidity 2.59 2.65 +0.06 (C)

Judicial review 1.90 2.13 +0.23 (C)

Central bank independence 0.38 0.39 +0.01 (C)
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cover shifts on the conceptual map in the last part of the current 
chapter, because they will be based on the ten standardized vari-
ables and two dimensions for both these twenty-seven countries 
and the nine countries that could not be included for this pur-
pose. The next two chapters analyze the consequences that type 
of democracy may have for the effectiveness, democratic charac-
ter, and general policy orientation of governments. Reliable data 
on these variables are generally available only for recent decades; 
moreover, focusing on the more recent period enables us to in-
clude as many of the thirty-six democracies as possible in the 
analysis. It therefore also makes sense to measure the degrees of 
consensus or majoritarianism of the twenty-seven longer-term 
democracies in terms of their characteristics in the second period.



Chapter 15

Effective Government and 
Policy-Making: Does Consensus 
Democracy Make a Difference?

In this chapter and the next I deal with the “so what?” ques-
tion: Does the difference between majoritarian and consen-
sus democracy make a difference for the operation of democ-

racy, especially for how well democracy works? The conventional 
wisdom—which is often stated in terms of the relative advan-
tages of PR versus plurality and majority elections but which can 
be extended to the broader contrast between consensus and ma-
joritarian democracy along the executives-parties dimension—is 
that there is a trade-off between the quality and the effectiveness 
of democratic government. On one hand, the conventional wis-
dom concedes that PR and consensus democracy may provide 
more accurate representation and, in particular, better minority 
representation and protection of minority interests, as well as 
broader participation in decision-making. On the other hand, the 
conventional wisdom maintains that the one-party majority gov-
ernments typically produced by plurality elections are more de-
cisive and hence more effective policy-makers. This view is re-
fl ected in the well-known adage that “representative government 
must not only represent, it must also govern” (Beer 1998, 25)—

255
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with its clear implication that representativeness comes at the 
expense of effective government.
 Conventional wisdom has long been widely accepted without 
adequate empirical examination, perhaps because its logic appears 
to be so strong that no test was thought to be needed. For instance, I 
have already called attention (in Chapter 5) to Lowell’s (1896) as-
sertion that it is a self-evident “axiom” that one-party majority
cabinets are needed for effective policy-making. The fi rst part of 
the conventional wisdom, which concerns democratic quality, is 
discussed in the next chapter. In this chapter I critically examine 
the second part, which posits a link between majoritarian de-
mocracy and effective decision-making. I use three sets of indica-
tors of government performance. The fi rst and most important of 
these consists of the Worldwide Governance Indicators, based on 
expert assessments of six dimensions of good governance in a 
large number of countries, including all thirty-six of our democ-
racies, from 1996 on. Second, I use the traditional measures of 
macroeconomic management—especially economic growth, con-
trol of infl ation, and control of unemployment—as indicators of 
effective policy-making. My third set consists of indicators of the 
control of violence. My main focus will be on the effect of the 
executives-parties dimension of consensus democracy on gov-
ernment performance, and unless indicated otherwise, any state-
ments about consensus democracy in most of the remainder of 
this chapter will refer to this fi rst dimension. At the end of the 
chapter, I shall also discuss the effects of the federalist dimen-
sion of consensus democracy; this will be a brief discussion be-
cause its effects are uniformly minimal and hence not worth re-
porting in any detail.

HYPOTHESES AND PRELIMINARY EVIDENCE

 The theoretical basis for Lowell’s axiom is certainly not im-
plausible: concentrating political power in the hands of a narrow 
majority can promote unifi ed, decisive leadership and hence co-
herent policies and fast decision-making. But there are several 



EFFECTIVE GOVERNMENT AND POLICY-MAKING  257

counterarguments. Majoritarian governments may be able to make 
decisions faster than consensus government, but fast decisions 
are not necessarily wise decisions. In fact, the opposite may be 
more valid, as many political theorists—notably the venerable 
authors of the Federalist Papers (Hamilton, Jay, and Madison 
1788)—have long argued. The introduction in Britain in the 1980s 
of the so-called poll tax, a local government tax, is a clear exam-
ple of a policy, now universally acknowledged to have been di-
sastrous, that was the product of fast decision-making; in all 
probability, the poll tax would never have been introduced had it 
been more carefully, and more slowly, debated (Butler, Adonis, 
and Travers 1994).
 Moreover, the supposedly coherent policies produced by ma-
joritarian governments may be negated by the alternation of these 
governments; this alternation from left to right and vice versa may 
entail sharp changes in economic policy that are too frequent and 
too abrupt. In particular, S. E. Finer (1975) has forcefully argued 
that successful macroeconomic management requires not so much 
a strong hand as a steady one and that proportional representa-
tion and coalition governments are better able to provide steady, 
centrist policy-making. Policies supported by a broad consensus 
are also more likely to be carried out successfully and to remain 
on course than policies imposed by a “decisive” government 
against the wishes of important sectors of society. Furthermore, 
in contrast to PR, single-member district elections can be ex-
pected to lead to a greater concern with obtaining government 
resources for individual districts “at the rest of the country’s ex-
pense, or protectionist measures for their cornerstone industries” 
than with policies that encourage nationwide economic growth 
(Knutsen 2011, 84). Finally, for maintaining civil peace in di-
vided societies, conciliation and compromise—policies that re-
quire the greatest possible inclusion of contending groups in the 
decision-making process—are probably much more important 
than making snap decisions. These counterarguments appear to 
be at least slightly stronger than the argument in favor of majori-
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tarian government that is based narrowly on the speed and co-
herence of decision-making.
 The empirical evidence is mixed. Peter Katzenstein (1985) 
and Ronald Rogowski (1987) have shown that small countries 
adopted PR and corporatist practices to compensate for the dis-
advantages of their small size in international trade; that is, these 
consensus elements served as sources of strength instead of weak-
ness. In their classic studies of the macroeconomic effects of elec-
toral systems, Richard Rose (1992) and Francis G. Castles (1994) 
fi nd no signifi cant differences in economic growth, infl ation, and 
unemployment between PR and non-PR systems among the in-
dustrialized democracies. Nouriel Roubini and Jeffrey D. Sachs 
(1989) do fi nd a clear connection between multiparty coalition 
government and governments with a short average tenure—both 
characteristic of consensus democracy—on one hand and large 
budget defi cits on the other; their methods and conclusions, how-
ever, have been challenged by Stephen A. Borrelli and Terry A. 
Royed (1995) and by Sung Deuk Hahm, Mark S. Kamlet, and 
David C. Mowery (1996). In a later study of the effects of electoral 
systems in eighty-fi ve democracies in the 1990s, Torsten Persson 
and Guido Tabellini (2003, 270–76) fi nd that PR leads to larger 
budget defi cits than non-PR rules, but they report only ambigu-
ous results for government effectiveness, economic growth, and 
corruption.
 In a series of articles, Markus M. L. Crepaz and his collabora-
tors (Crepaz 1996, Crepaz and Birchfi eld 2000, Crepaz and Moser 
2004) fi nd that, in the member countries of the Organization for 
Economic Development and Cooperation, consensual institu-
tions have signifi cantly favorable effects on infl ation, unemploy-
ment, and the ability to handle the pressures exerted on national 
economies by economic globalization—but neutral effects on eco-
nomic growth. In the fi rst edition of this book (Lijphart 1999, 264–
69), I also found that consensus democracies have a better record 
on infl ation and a slightly better record on unemployment but 
only mixed results for economic growth. Edeltraud Roller (2005, 
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233–37) fi nds positive, but small and statistically insignifi cant, 
results for consensus democracy in all three of these indicators of 
economic performance. Last, in contrast with all of the above 
fi ndings concerning mixed or neutral effects on economic growth, 
Carl Henrik Knutsen’s (2011, 89) large-scale study covering more 
than a hundred countries from the nineteenth century on fi nds 
that PR systems produce higher growth and hence “generate more 
prosperity” than non-PR systems; this effect is highly signifi cant, 
and Knutsen calls it “astonishingly robust.”
 With regard to the control of violence, G. Bingham Powell (1982) 
fi nds that “representational” democracies—similar to what I call 
consensus democracies—have a better record than majoritarian 
systems. Two other large-scale statistical analyses confi rm the 
positive effects in this regard of power-sharing institutions: Ted 
Robert Gurr’s (1993) ambitious “global view of ethnopolitical 
confl icts”—to quote his book’s subtitle—and Wolf Linder and 
André Bächtiger’s (2005) comparative study of the relative suc-
cess of democratization and confl ict avoidance in sixty-two Afri-
can and Asian countries.
 The above tests all had to do with macroeconomic manage-
ment and the control of violence. These are good performance 
indicators because they involve crucial functions of government 
and because precise quantitative data are available, but as I shall 
discuss shortly, they also have several shortcomings and should 
be treated with caution. Superior measures are provided by the 
Worldwide Governance Indicators (WGI), produced by three 
scholars at the Brookings Institution and the World Bank: Daniel 
Kaufmann, Aart Kraay, and Massimo Mastruzzi (2010). These 
measures—available for most of the countries in the world, in-
cluding our thirty-six democracies—are aggregate expert evalua-
tions of the performance of governments, drawn from a variety of 
survey institutes, think-tanks, nongovernmental organizations, 
and international organizations. They are much broader than the 
conventional macroeconomic indicators and cover six dimen-
sions of governance, fi ve of which are relevant for the subject of 
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effective policy-making in this chapter: government effectiveness, 
regulatory quality, rule of law, control of corruption, and politi-
cal stability and absence of violence; the sixth dimension, which 
the authors call “voice and accountability,” is an excellent mea-
sure of democratic quality that I shall use in the next chapter. 
The WGI project was started in 1996, and updated datasets were 
released in 1998, 2000, and annually since 2002.
 One problem with regard to the traditional macroeconomic 
and violence measures is that economic success and the mainte-
nance of civil peace are not solely determined by government 
policy. As far as British macroeconomic policy is concerned, for 
instance, Rose (1992, 11) points out that “many infl uences upon the 
economy are outside the control of the government . . . Decisions 
taken independently of government by British investors, indus-
trialists, consumers and workers can frustrate the intention of the 
government of the day. In an open international economy, Britain 
is increasingly infl uenced too by decisions taken in Japan, Wash-
ington, New York, Brussels, or Frankfurt.” Rose’s point should 
obviously not be exaggerated: the fact that governments are not 
in full control does not mean that they have no control at all. 
When the economy performs well—when economic growth is 
high and infl ation, unemployment, and budget defi cits are low—
governments routinely claim credit for this happy state of affairs. 
And voters are known to reward government parties in good eco-
nomic times and to punish them when the economy is in poor 
shape.
 Rose’s argument, however, does point up the need to take these 
other infl uences into account as much as possible. To the extent 
that they are identifi able and measurable variables, they should 
be controlled for in the statistical analyses. For economic perfor-
mance, the level of economic development is such a potentially 
important explanatory variable. For the control of violence, the de-
gree of societal division should be controlled for, because deep 
divisions make the maintenance of public order and peace more 
diffi cult. A third variable whose infl uence must be checked is 
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population size, if only because our democracies differ widely in 
this respect. It may also be hypothesized that large countries face 
greater problems of public order than smaller ones. In other re-
spects, it is not clear whether size is a favorable or an unfavorable 
factor. Large countries obviously have greater power in interna-
tional relations, which they can use, for instance, to gain eco-
nomic benefi ts for their citizens. And yet, greater international 
infl uence also means more responsibility and hence higher ex-
penses, especially for military purposes.
 Fortuitous events may also affect economic success, such as 
the good luck experienced by Britain and Norway when they dis-
covered oil in the North Sea. The effects of such fortuitous events 
as well as external infl uences that cannot be clearly identifi ed and 
controlled for can be minimized when economic performance is 
examined over a long period and for many countries. These two 
desiderata are frequently in confl ict: extending the  period of anal-
ysis often means that some countries have to be excluded. There-
fore, in the analysis below, I usually report the results for different 
periods, different sets of countries, and different types of data in 
order to provide as complete and robust a test of the hypotheses 
as possible. Finally, in testing the infl uence of the type of democ-
racy on the economic performance variables, I limit the potential 
disturbing impact of external forces by excluding the fi ve small-
est democracies with populations of less than half a million—the 
Bahamas, Barbados, Iceland, Luxembourg, and Malta—from the 
analysis because these small countries are obviously extremely 
vulnerable to international infl uences.

CONSENSUS DEMOCRACY AND EFFECTIVE DECISION-MAKING

 Because the theoretical arguments and the empirical evidence 
reviewed in the previous section are mixed but give at least a 
slight edge to consensus democracy, my working hypothesis is 
that consensus democracy produces better results—but without 
the expectation that the differences will be very strong and sig-
nifi cant. All four of the tables in this chapter and in Chapter 16 
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present multivariate analyses of the effect of consensus democ-
racy on a series of performance variables with controls for the 
effects of the level of economic development (measured by the 
human development index, presented in Table 4.3) and population 
size (which needs to be logged because of the extreme differences 
in the population sizes of our thirty-six democracies). Moreover, 
in Table 15.2, which deals with indicators of violence, the degree 
of societal division is an additional control variable.
 Table 15.1 shows the effect of consensus democracy on four of 
the Worldwide Governance Indicators plus an additional mea-
sure of corruption and fi ve groups of macroeconomic variables. 
The independent variable is the degree of consensus democracy 
on the executives-parties dimension; because all of the WGI and 
economic variables are for the 1980s or later, the consensus vari-
able used is the degree of consensus democracy in the period 
1981–2010. The estimated regression coeffi cient is the increase 
or decrease in the dependent variable for each unit increase in 
the independent variable—in our case, each increase by one stan-
dard deviation of consensus democracy. Because the range in the 
degrees of consensus democracy is close to four standard devia-
tions (see Figure 14.1), the distance between the “average” con-
sensus democracy and the “average” majoritarian democracy is 
about two standard deviations. Therefore, in answer to the ques-
tion, “How much difference does consensus democracy make?” the 
reply can be—roughly—twice the value of the estimated regres-
sion coeffi cient. For instance, based on the eighth row of Table 
15.1, the effect of consensus democracy on the consumer price 
index is approximately twice the regression coeffi cient of −1.477 
percent, or almost 3 percent less infl ation than majoritarian de-
mocracy. The statistical signifi cance of the correlations depends 
on the absolute t-values, shown in the second column, and the 
numbers of cases, shown in the third column. Whether the cor-
relations are signifi cant is indicated by asterisks; three levels of 
signifi cance are reported, including the least demanding 10 per-
cent level.



Table 15.1 

Multivariate regression analyses of the effect of consensus democracy (exec-

utives-parties dimension) on seventeen government performance variables,

with controls for the effects of the level of economic development and logged 

population size, and with extreme outliers removed

Performance variables

 Estimated 

regression

coeffi cient

Absolute

t-value

Countries

(N)

Government effectiveness (1996–2009) 0.123** 1.749 36

Regulatory quality (1996–2009) 0.066 1.074 36

Rule of law (1996–2009) 0.152** 1.972 36

Control of corruption (1996–2009) 0.182** 1.919 36

Corruption perceptions index (2010) 0.477** 1.813 35

GDP per capita growth (1981–2009) 0.074 0.461 28

GDP per capita growth (1991–2009) −0.151 0.793 31

Consumer price index (1981–2009) −1.477** 2.434 26

GDP defl ator (1981–2009) −1.497** 2.208 27

Consumer price index (1991–2009) −1.483*** 2.552 30

GDP defl ator (1991–2009) −1.401*** 2.485 30

Unemployment (1981–2009) −1.792** 1.931 20

Unemployment (1991–2009) −0.802 1.216 29

Budget balance (2000–2008) 0.351 0.608 22

Budget balance (2003–2007) 0.477 0.954 28

Heritage Foundation freedom index 

(2009–10)

0.418 0.381 36

Fraser Institute freedom index (2008) 0.004 0.049 36

* Statistically signifi cant at the 10 percent level (one-tailed test)

** Statistically signifi cant at the 5 percent level (one-tailed test)

*** Statistically signifi cant at the 1 percent level (one-tailed test)

Source: Based on data in Kaufmann, Kraay, and Mastruzzi 2010; Transparency International 2010; 

World Bank 2011; Miller and Holmes 2011, 6–10; Gwartney, Hall, and Lawson 2010, 7
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 The four WGI measures at the top of the table are on a scale 
ranging from −2.5 to +2.5. The country scores are averages of the 
scores assigned to each country in the eleven datasets produced 
between 1996 and 2009. Not surprisingly, our long-term democra-
cies receive mainly positive scores, but there are still signifi cant 
differences among them. The fi rst performance variable, govern-
ment effectiveness, is a composite measure of the quality of pub-
lic services, the quality of the civil service and its independence 
from political pressures, the quality of policy formulation and 
implementation, and the credibility of the government’s commit-
ment to such policies. Regulatory quality measures the govern-
ment’s ability to formulate and implement sound policies and 
regulations that promote private sector development. Rule of law 
is a self-explanatory term; it specifi cally includes the quality of 
property rights, the police, and the courts, as well as the risk of 
crime. Control of corruption comprises not only the degree to 
which public power is used for private gain, including both petty 
and grand forms of corruption, but also the “capture” of the state 
by elites and private interests (Kaufmann, Kraay, and Mastruzzi 
2010). Consensus democracy has a favorable effect on govern-
ment performance in all four areas, and the correlations are 
strong and statistically signifi cant at the 5 percent level in three 
of them. The link with regulatory quality is weak and not statisti-
cally signifi cant even at the 10 percent level, but still positive. To 
give a few examples of country scores on government effective-
ness, the most important of the four WGI indicators, only Argentina 
(−0.08) and India (−0.05) have negative, but barely negative, scores; 
the highest scores are Denmark’s (2.10), Finland’s (2.07), and 
Switzerland’s (1.97); the median value is 1.50, and the two coun-
tries closest to the median are France (1.59) and Spain (1.40). 
Based on the estimated regression coeffi cient of 0.123, the average 
consensus democracy scores approximately 0.25 points higher 
than the average majoritarian democracy after the level of devel-
opment and population size have been taken into account.
 The fi fth item in this group of performance variables is an ad-
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ditional measure of the control of corruption: Transparency In-
ternational’s (2010) corruption perceptions index, measured on a 
ten-point scale on which 10 indicates perfect control of corruption 
and zero the most corrupt system—available for all of our coun-
tries except the Bahamas. Of the other thirty-fi ve democracies, 
the best performers are Denmark and New Zealand with scores of 
9.3; the poorest performers are Argentina (2.9), India and Jamaica 
(3.3), and Greece (3.5). The correlation with consensus democ-
racy is approximately as strong and at the same level of statistical 
signifi cance as that of the WGI measure of the control of corrup-
tion. The 0.477 regression coeffi cient indicates that the average 
consensus democracy is rated almost a whole point higher than 
the average majoritarian system on the ten-point scale. Corrup-
tion could plausibly be hypothesized to be more prevalent in 
consensus than in majoritarian democracies on the assumption 
that the consensus systems’ tendency to compromise and “deal-
making” might foster corrupt practices. Both the WGI’s and Trans-
parency International’s data demonstrate that the opposite is true.
 At this point, it is worth emphasizing again that the effects of 
consensus democracy on the performance variables shown in 
Table 15.1 are the effects after the infl uence of the level of eco-
nomic development and population size have been taken into 
account. The very strong impact of the level of development on 
four of the sets of performance variables in the table deserves ad-
ditional emphasis. When consensus democracy and the two con-
trol variables are simultaneously entered into the equations, the 
effect of the level of development on the WGI indicators (as well 
as the Transparency International index), economic growth, in-
fl ation, and economic freedom is uniformly signifi cant at the 1 
percent level: the more developed countries score signifi cantly 
higher on the WGI indicators and have much better records on 
infl ation and unemployment, but the less developed countries 
have considerably higher rates of economic growth. The infl u-
ence of population size is much smaller and statistically signifi -
cant (at the 5 percent level) only with regard to infl ation, with the 
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smaller countries experiencing higher infl ation rates. The effect 
of the two control variables on unemployment and budget defi -
cits is small and not statistically signifi cant. Taken together, how-
ever, these fi ndings clearly demonstrate how necessary it is to 
use the two control variables, particularly the level of economic 
development.
 The remainder of Table 15.1 reports the effect of consensus 
democracy on fi ve sets of macroeconomic performance variables. 
For per capita economic growth, infl ation, and unemployment, 
the results are given for two periods: the longer period 1981–
2009 without Argentina, Uruguay, and Korea, which joined our 
set of democracies only in the 1980s, and the shorter 1991–2009 
time span, which does include these three countries. Except for 
the freedom indexes (at the bottom of the table), all of the data are 
drawn from the World Bank’s (2011) dataset. I dealt with the 
problem of missing data for particular countries and years by in-
cluding all countries with no more than two years of missing 
data but excluding those with three or more missing data points. 
For the analysis of the effect of consensus democracy on eco-
nomic growth, all countries could be included: twenty-eight in 
the 1981–2009 period (that is, thirty-six minus Argentina, Uru-
guay, Korea, and the fi ve ministates that I deliberately excluded, 
as explained earlier) and thirty-one in the 1991–2009 period. The 
table shows that the effect of consensus democracy on economic 
growth is weak and statistically insignifi cant in both periods. 
The negative effect in the second period is stronger than the pos-
itive effect in the fi rst, but the regression coeffi cient of −0.151 indi-
cates that it involves only about 0.3 percent higher annual growth 
for the majoritarian democracies.
 Average annual infl ation levels are again reported for the two 
different periods and slightly different sets of countries, and also 
in terms of two measures: the GDP defl ator and the consumer 
price index. The consumer price index is the more widely used 
measure, but the GDP defl ator is the more comprehensive index 
because it measures infl ation in the entire economy instead of 
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merely consumer items; the two measures, however, are usually 
not far apart. In the period from 1981 to 2009, Israel is an extreme 
outlier as a result of its hyperinfl ation between 1981 and 1985—
almost 400 percent in 1984!—and Uruguay is a similar, although 
not as extreme, outlier because of its higher than 100 percent in-
fl ation levels in 1990–91. When these two outliers are removed 
from the analysis, the results show strong and signifi cant favor-
able effects (at the 5 and 1 percent levels) of consensus democ-
racy in both periods and measured by both measures of infl a-
tion.1 The four estimated regression coeffi cients are remarkably 
close to each other. They indicate that the average consensus de-
mocracy had between 2.8 and 3.0 percentage points lower infl a-
tion than the average majoritarian democracy.
 The results for unemployment are based on fewer countries 
because of missing data for several of them, especially in the 
1981–2009 period. For the shorter period, the only missing cases 
are Botswana and India (and, of course, the deliberately excluded 
fi ve ministates). The consensus democracies have the better re-
cord on controlling unemployment in both periods, but only sig-
nifi cantly so (at the 5 percent level) in the longer period. The 
problem of missing data is even more serious with regard to bud-
get balances. Because budget control is not appreciably affected 
by international infl uences, I included the fi ve small countries in 
this part of the analysis. Even so, I had to limit the analysis to two 
periods after 2000: a longer period (2000–2008) for only twenty-
two countries and a shorter period (2003–7) for twenty-eight 
countries. In both periods, Norway is an extreme outlier and had 
to be removed: while most countries tend to have budget defi cits 
or modest budget surpluses, Norway had hefty average surpluses 
of more than 14 percent in both periods. The consensus democ-
racies have a better record of managing their budgets, but not to 
a statistically signifi cant degree.

 1. Germany is not included in the analysis of the consumer price 
index for 1981–2009 because of missing data in the 1980s.
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 Finally, Table 15.1 reports the effect of consensus democracy 
on two measures of economic freedom—not because economic 
freedom itself is an appropriate indicator of macroeconomic per-
formance but because many economists believe that long-term 
economic growth depends on it. The two indexes were indepen-
dently developed by scholars at the Heritage Foundation in 
Washington, DC, and the Fraser Institute in Vancouver, Canada, 
and they are available for 2009–10 and 2008, respectively, for all 
of our thirty-six democracies (Miller and Holmes 2011, Gwart-
ney, Hall, and Lawson 2010). A plausible hypothesis would be 
that, because majoritarian democracies are more competitive and 
adversarial in their orientation than consensus democracies, 
they would also score higher on economic freedom. That hypoth-
esis is disconfi rmed by the results shown in Table 15.1, although 
in both cases the link between consensus democracy and eco-
nomic freedom is minimal. The estimated regression coeffi cient 
for the Fraser Institute’s index is very small partly because it uses 
a ten-point scale (instead of the Heritage Foundation’s hundred-
point scale), but even so, the effect of consensus democracy, 
though positive, is miniscule.
 The results of these tests of the effect of consensus democracy 
on sound government and decision-making can be summarized 
as follows: on sixteen of the seventeen measures, consensus de-
mocracy has the better record, and these favorable effects are sta-
tistically signifi cant for nine of the sixteen measures; majoritar-
ian democracies have a better record on only one measure (per 
capita growth in 1991–2009) but not to a statistically signifi cant 
degree. The overall evidence is therefore in favor of the consen-
sus democracies—and disconfi rms the conventional wisdom that 
majoritarian governments are the superior decision-makers.

CONSENSUS DEMOCRACY AND THE CONTROL OF VIOLENCE

 The fi ve performance variables shown in Table 15.2 are mea-
sures of violence and the control of violence. The fi rst two are 
expert assessments of the incidence and likelihood of various 
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forms of violence by the Worldwide Governance Indicators proj-
ect and the International Country Risk Guide (ICRG). The WGI 
measure of political stability and absence of violence captures 
perceptions of the likelihood that the government will be desta-
bilized by unconstitutional or violent means, including terrorism 
(Kaufmann, Kraay, and Mastruzzi 2010). It uses the same scale of 
−2.5 to +2.5 as the WGI indicators discussed in the previous sec-
tion. The ICRG index, available for the years 1990 to 2004, has 
three components: civil war or coup threat, terrorism and politi-
cal violence, and civil disorder. Each component is worth four 
points, and the combined index ranges from 12, indicating very 
low risk, to zero, indicating very high risk. India and Israel are 
extreme outliers on both measures. They are given strongly nega-
tive scores on the WGI index (−0.89 and −1.07, respectively), 
much lower than the only other negative scores for Argentina 
(−0.09) and Jamaica (−0.23). The empirical range on this variable 
is rather narrow with the top performers, Luxembourg (1.42) and 
Iceland (1.41), rated well below the maximum of 2.5 points. On 
the ICRG scale, India and Israel are given 7.44 and 6.58 points, 
respectively, while most of the other countries have scores higher 
than nine (PRS Group 2004).
 The top two rows of Table 15.2 show the effect of consensus 
democracy on these two indicators of control of violence with 
the standard controls for the effects of level of development and 
population size and the degree of societal division as a third con-
trol. Societal division is measured on a three-point scale based 
on the threefold classifi cation of our thirty-six democracies as 
plural, semiplural, or nonplural societies (see Table 4.3). The level 
of development is again a strong and positive explanatory vari-
able at the 1 percent level of statistical signifi cance. Population 
size exerts an almost equally strong infl uence: smaller countries 
are less likely to experience violence than larger ones. Rather 
surprisingly, the degree of societal division is not an infl uential 
variable. Because India and Israel are extreme outliers, they were 
removed from the analysis. An additional reason for excluding 
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Israel is the diffi culty of separating domestic from international 
violence in this country.
 With the three controls in place and with the two outliers re-
moved, Table 15.2 shows that in the other thirty-four countries—
thirty-two in the second row because the ICRG data do not cover 
the Bahamas and Mauritius—consensus democracy is very strongly 

Table 15.2 

Multivariate regression analyses of the effect of consensus democracy 

(executives-parties dimension) on fi ve indicators of violence, with 

controls for the effects of the level of economic development, logged 

population size, and degree of societal division, and with extreme out-

liers removed

Performance variables

Estimated

regression

coeffi cient

Absolute

t-value

Countries

(N)

Political stability and 

absence of violence 

(1996–2009)

0.189*** 3.360 34

Internal confl ict risk 

(1990–2004)

0.346** 2.097 32

Weighted domestic confl ict 

index (1981–2009)

−105.0* 1.611 30

Weighted domestic confl ict 

index (1990–2009)

−119.7** 2.177 33

Deaths from domestic 

terrorism (1985–2010)

−2.357** 1.728 33

* Statistically signifi cant at the 10 percent level (one-tailed test)

** Statistically signifi cant at the 5 percent level (one-tailed test)

*** Statistically signifi cant at the 1 percent level (one-tailed test)

Source: Based on data in Kaufmann, Kraay, and Mastruzzi 2010; PRS Group 2004; Banks, 

2010: and GTD Team 2010



EFFECTIVE GOVERNMENT AND POLICY-MAKING  271

correlated with a lower degree of violence: at the 1 percent level 
of signifi cance for the WGI indicator of political stability and ab-
sence of violence and at the 5 percent level for the ICRG measure 
of internal confl ict risk. Based on the estimated regression coeffi -
cients, the position of the average consensus democracy on the WGI 
scale is almost 0.4 points higher than that of the average majoritar-
ian democracy, and almost 0.7 points higher on the ICRG scale.
 The next two performance variables shown in Table 15.2 are 
indices from the Arthur S. Banks (2010) Cross-National Time-
Series Data Archive. The domestic confl ict index is a weighted 
measure of confl ict events like revolutions, guerrilla warfare, as-
sassinations, and riots, with the more serious events receiving 
greater weight. These data are available for every year since 1981, 
and Table 15.1 shows the averages for two periods: 1981–2009 
without Argentina, Uruguay, and Korea, and 1990–2009 with 
these three countries included. Because the number of confl icts 
is likely to be higher in larger than in smaller countries, it would 
appear to make sense to use confl icts per, for instance, one mil-
lion people instead of the raw numbers of confl icts. I use this 
approach in the next chapter with regard to imprisonment rates: 
the number of prisoners per 100,000 inhabitants instead of the 
total number of persons in prisons. This is obviously the correct 
way of counting individual events, but for group or collective 
events like riots and violent demonstrations it does not work 
well. For example, India has experienced a high degree of violent 
confl ict, but its average annual confl ict score per million popula-
tion during 1980–2009 is only 4.26, the sixth lowest score among 
the thirty-three countries; the similar score per million popu-
lation for the United States (0.88) is the second lowest; peaceful 
Iceland (28.21) has the ninth highest score! These numbers are 
clearly deceptive, and I therefore decided to use the original con-
fl ict numbers, to remove the extreme outliers from the analysis, 
and, of course, to control for the logged population sizes. In addi-
tion to India and Israel, the United Kingdom is an outlier on these 
data. An even better reason for excluding the United Kingdom is 
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that its high numbers are largely the result of the special problem 
of Northern Ireland. For the analysis of deaths from terrorist at-
tacks, based on data in the Global Terrorism Database (GTD Team 
2010), I excluded the same three countries.
 The results are shown in the bottom three rows of Table 15.2. 
To a statistically signifi cant degree, consensus democracy is as-
sociated with fewer violent events. In all three cases, the only 
strongly infl uential control variable (at the 1 percent level of sig-
nifi cance) is population size: larger countries are more confl ict-
prone than small countries. Because of the inherent problems of 
dealing with group confl ict data, these results should be treated 
with caution. The evidence based on the WGI and ICRG data in 
the top two rows of the table, which actually also show a stronger 
effect of consensus democracy, should be accorded greater weight.

THE EFFECTS OF THE FEDERALIST DIMENSION 

OF CONSENSUS DEMOCRACY

 In this chapter I have concentrated so far on the consequences 
of the executives-parties dimension of consensus democracy. 
These are the effects that the conventional wisdom addresses 
and posits to be unfavorable. The conventional wisdom does not 
concern itself explicitly with the federal-unitary dimension, but 
its logic applies to this second dimension as well. Federalism, 
second chambers, rigid constitutions, strong judicial review, and 
independent central banks can all be assumed to inhibit the de-
cisiveness, speed, and coherence of the central government’s 
policy making compared with unitary systems, unicameralism, 
fl exible constitutions, weak judicial review, and weak central 
banks. For this reason, I repeated the twenty-two regression anal-
yses reported in Tables 15.1 and 15.2 but now with consensus 
democracy on the federal-unitary dimension as the independent 
variable—with the same controls and with the same outliers re-
moved from the analysis. With one minor exception, all of the 
relationships are extremely weak and statistically insignifi cant. 
Consensus-federalist democracy does have a slight edge over ma-
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joritarianism. In particular, it has a positive effect on fi ve of the 
six most important variables, the WGI and ICRG indices; its only 
negative is on the WGI indicator of regulatory quality. Moreover, 
the positive effect on internal confl ict risk is statistically signifi -
cant but only at the 10 percent level. With regard to the remaining 
variables, the results are mixed: the ratio of favorable to unfavor-
able effects is nine to seven. To repeat, however, the effects are so 
weak that they do not allow any substantive conclusions in favor 
of one or the other type of democracy.
 The fi ndings of this chapter warrant three conclusions. First, 
on balance, consensus democracies—on the executives-parties 
dimension—have a better performance record than majoritarian 
democracies, especially when performance is measured by the 
fi ve Worldwide Governance Indicators and the ICRG domestic 
confl ict risk assessment and also with regard to infl ation; majori-
tarian democracies do not even have a slightly better record on 
any of the performance variables except economic growth. Sec-
ond, however, the favorable effects on unemployment, budget 
balance, and economic freedom are relatively weak. Hence it is 
debatable whether the empirical evidence permits the defi nitive 
conclusion that consensus democracies are generally the better 
decision-makers and better policy-makers than majoritarian sys-
tems. Therefore, third, the most important conclusion of this 
chapter is negative: majoritarian democracies are clearly not su-
perior to consensus democracies in providing good governance, 
managing the economy, and maintaining civil peace. This means 
that the second part of the conventional wisdom does not—or 
not yet—need to be completely reversed: it is not conclusively 
proven that consensus democracies are actually better at all as-
pects of governing. What is proven beyond any doubt, however, 
is that the second part of the conventional wisdom is clearly wrong 
in claiming that majoritarian democracies are the better gover-
nors. The fi rst part of the conventional wisdom, which concedes 
that consensus democracies are better at representing, is the sub-
ject of the next chapter.



Chapter 16

The Quality of Democracy and a 
“Kinder, Gentler” Democracy: 
Consensus Democracy Makes a 
Difference

The conventional wisdom, cited in the previous chapter, 
argues—erroneously, as I have shown—that majoritarian 
democracy is better at governing, but admits that consen-

sus democracy is better at representing—in particular, represent-
ing minority groups and minority interests, representing every-
one more accurately, and representing people and their interests 
more inclusively. In the fi rst part of this chapter I examine sev-
eral measures of the quality of democracy and democratic repre-
sentation and the extent to which consensus democracies per-
form better than majoritarian democracies according to these 
measures. In the second part of the chapter I discuss differences 
between the two types of democracy in broad policy orientations. 
Here I show that consensus democracy tends to be the “kinder, 
gentler” form of democracy. I borrow these terms from President 
George H. W. Bush’s acceptance speech at the Republican presi-
dential nominating convention in August 1988, in which he as-
serted: “I want a kinder, and gentler nation” (New York Times,
August 19, 1988, A14). Consensus democracies demonstrate 
these kinder and gentler qualities in the following ways: they are 
more likely to be welfare states; they have a better record with 
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regard to the protection of the environment; they put fewer peo-
ple in prison and are less likely to use the death penalty; and the 
consensus democracies in the developed world are more gener-
ous with their economic assistance to the developing nations.

CONSENSUS DEMOCRACY AND DEMOCRATIC QUALITY

 Table 16.1 presents the results of multivariate regression anal-
yses of the effect of consensus democracy on six sets of indica-
tors of the quality of democracy. The organization of the table is 
similar to that of Tables 15.1 and 15.2 in the previous chapter. 
The independent variable is the degree of consensus democracy 
on the executives-parties dimension in the period 1981–2010, 
and the control variables are the level of economic development 
and logged population size. The fi rst indicator is the overall mea-
sure of democratic quality produced by Worldwide Governance 
Indicators project: “voice and accountability,” defi ned as the ex-
tent to which citizens are able to participate in selecting their 
government, as well as freedom of expression, freedom of asso-
ciation, and a free press (Kaufmann, Kraay, and Mastruzzi 2010). 
Like the fi ve WGI indicators used in the previous chapter, the 
scale ranges from −2.5 to +2.5, and the scores are the averages of 
the eleven scores assigned to each of our thirty-six countries be-
tween 1996 and 2009. All of our democracies receive positive 
scores, and their empirical range is much narrower than the theo-
retically possible fi ve-point difference: from a low of 0.28 to a 
high of 1.58. Relatively low performers are Argentina (0.28) and 
India (0.37) and the best performers are Denmark (1.59) and New 
Zealand (1.58). The estimated regression coeffi cient is therefore a 
modest 0.086, but it is statistically signifi cant at the 5 percent 
level. The score of the average consensus democracy is approxi-
mately one-sixth of a point (twice the regression coeffi cient) 
higher than that of the average majoritarian democracy. The level 
of development and population size have strong impacts as well 
(at the 1 and 5 percent levels, respectively): the more developed 
and smaller countries tend to receive the higher ratings.
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Table 16.1 

Multivariate regression analyses of the effect of consensus democracy 

(executives-parties dimension) on nineteen indicators of the quality of 

democracy, with controls for the effects of the level of economic devel-

opment and logged population size, and with extreme outliers removed

Performance variables

Estimated

regression

coeffi cient

Absolute

t-value

Countries

(N)

Voice and accountability (1996–

2009)

0.086** 1.955 36

EIU Democracy Index (2006–10) 0.262*** 2.493 34

I. Electoral process and 

pluralism (2006–10)

0.100* 1.647 34

II. Functioning of government 

(2006–10)

0.413*** 2.450 34

III. Political participation 

(2006–10)

0.466*** 2.627 34

IV. Political culture (2006–10) 0.286** 2.134 34

V. Civil liberties (2006–10) 0.222*** 2.477 33

Women’s parliamentary represen-

tation (1990)

4.764*** 3.422 36

Women’s parliamentary represen-

tation (2010)

4.459*** 2.507 36

Women’s cabinet representation 

(1995)

3.398** 1.698 36

Women’s cabinet representation 

(2008)

4.062** 1.762 36

Gender inequality index (2008) −0.038*** 4.057 35

Richest 10%/poorest 10% ratio 

(ca. 2000)

−2.598*** 2.491 29
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 In order not to clutter the discussion with repeated references 
to the two control variables, which, however important, are not 
our main focus, let me briefl y summarize the general pattern for 
all of the performance variables discussed in this chapter—which 
is very similar to the situation for “voice and accountability” re-
ported in the previous paragraph. The level of development al-
most always has the greater impact, usually at the 1 or 5 percent 
level, and it almost always has a favorable infl uence (for instance, 

Performance variables

Estimated

regression

coeffi cient

Absolute

t-value

Countries

(N)

Richest 20%/poorest 20% ratio 

(ca. 2000)

−1.230*** 2.548 29

Gini index of inequality (ca. 2000) −3.445*** 3.320 30

Voter turnout (1981–2010) 3.185* 1.480 36

Non-mandatory voter turnout 

(1981–2010)

3.155* 1.404 31

Satisfaction with democracy 

(1995–96)

6.537* 1.524 17

Satisfaction with democracy 

(2005–7)

3.888* 1.363 19

* Statistically signifi cant at the 10 percent level (one-tailed test)

** Statistically signifi cant at the 5 percent level (one-tailed test)

*** Statistically signifi cant at the 1 percent level (one-tailed test)

Source: Based on data in Kaufmann, Kraay, and Mastruzzi 2010; Economist Intelligence 

Unit 2006, 3–5; Economist Intelligence Unit 2008, 4–8; Economist Intelligence Unit 2010, 

3–8; United Nations Development Programme 2007, 281–84, 343–46; United Nations De-

velopment Programme 2009, 186–89; United Nations Development Programme 2010, 

156–60; Banks, Day, and Muller 1996; Inter-Parliamentary Union 2010; International IDEA 

2010; Klingemann 1999, 50; World Values Survey Association 2010

Table 16.1 continued
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more voice and accountability, better women’s representation, 
and less inequality). Population size does not have as strong an 
impact; if signifi cant, the effect is usually at the 5 or 10 percent 
level; and it usually has an unfavorable infl uence. Both variables 
are clearly infl uential to such an important extent that they must 
be used as controls in all of the regression analyses. When I report 
the effects of consensus democracy on the performance variables in 
this chapter, as in the previous chapter, these are always the effects 
with level of development and population size controlled for. With-
out these controls, the bivariate correlations between consensus de-
mocracy and the various performance variables would invariably be 
stronger—but deceptively strong and not at all meaningful.
 More detailed measures of democratic quality than the above 
WGI index have been constructed by the Economist Intelligence 
Unit (EIU) in 2006, 2008, and 2010. The EIU’s overall index of 
democracy is an average of the scores in the fi ve categories shown 
in Table 16.1. Each category is composed of an average of twelve 
subcategories. Most of the countries in the world are covered by 
the EIU surveys, including thirty-four of our thirty-six countries; 
only the Bahamas and Barbados are missing. Let me give a few 
examples of the questions that the EIU asks about each country. 
In the fi rst category, electoral process and pluralism: “Are elec-
tions for the national legislature and head of government free 
[and fair]?”; “Are municipal elections both free and fair?”; “Do 
laws provide for broadly equal campaigning opportunities?”; and 
“Do opposition parties have a realistic prospect of achieving gov-
ernment?” Questions for the second category, the functioning of 
government, include: “Do freely elected representatives determine 
government policy?”; “[Do] special economic, religious or other 
powerful domestic groups . . . exercise signifi cant political power, 
parallel to democratic institutions?”; “Are suffi cient mechanisms 
and institutions in place for assuring government accountability 
to the electorate in between elections?”; and “Is the functioning 
of government open and transparent, with suffi cient public ac-
cess to information?” The third category, political participation, 
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has questions about interest and participation in elections, po-
litical parties, other organizations, and lawful demonstrations, and 
women’s legislative representation. The fourth category, political 
culture, focuses on the degree to which citizens express faith in 
and support for democracy. The fi fth category, civil liberties, looks 
at the traditional freedoms of expression, association, and reli-
gion, a free and robust press and other media of communication, 
equal treatment under the law, and an independent judiciary 
(Economist Intelligence Unit 2010, 33–42).
 Table 16.1 shows the effect of consensus democracy on the 
fi ve categories of democratic quality and on the overall EIU de-
mocracy index (averaged over the years 2006, 2008, and 2010), 
which are measured on a ten-point scale, after the effects of level 
of development and population size have been taken into account. 
Consensus democracy has very strong effects on four of the per-
formance variables (at the 1 percent level) and somewhat weaker 
but still signifi cant effects on the fi rst and fourth categories. Israel 
is an extreme outlier on the civil liberties variable and was there-
fore removed from the analysis; its score of 5.29 is far below 
those of all of the other countries that are in a narrow range be-
tween 8.04 and 10.00. The highest scores on the overall EIU de-
mocracy index are Sweden’s (9.75) and Norway’s (9.68), and the 
lowest are Argentina’s (6.70) and Trinidad’s (7.18). The average 
consensus democracy scores more than half a point higher than 
the average majoritarian democracy.
 Both the Worldwide Governance Indicators project and the 
Economist Intelligence Unit use accountability as one of their 
criteria for high-quality democracy. This is indeed a crucial dem-
ocratic desideratum, and a frequent claim in favor of majoritarian 
democracy is that its typically one-party majority governments 
offer clearer responsibility for policy-making and hence better 
accountability of the government to the citizens—who can use 
elections either to “renew the term of the incumbent govern-
ment” or to “throw the rascals out” (Powell 1989, 119). The claim 
is undoubtedly valid for majoritarian systems with pure or al-
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most pure two-party competition like the Barbadian prototype 
discussed in Chapter 2. However, in two-party systems with sig-
nifi cant third parties, “rascals” may be repeatedly returned to of-
fi ce in spite of clear majorities of the voters voting for other par-
ties and hence against the incumbent government. All reelected 
British cabinets since 1945 fi t this description; in 2005 the nega-
tive vote of almost two-thirds (64.8 percent) of the voters against 
the incumbent Labour party was insuffi cient to dislodge it from 
power. Moreover, it is actually easier to change governments in 
consensus democracies than in majoritarian democracies, as shown 
by the shorter duration of cabinets in consensus systems (see the 
fi rst column of Table 7.1). Admittedly, of course, changes in con-
sensus democracies tend to be partial changes in the composition 
of cabinets, in contrast with the more frequent complete turn-
overs in majoritarian democracies.

WOMEN’S REPRESENTATION

 The next fi ve performance variables in Table 16.1 measure wom-
en’s political representation and the inequality between women 
and men. The representation of women in parliaments and cabi-
nets is an important measure of the quality of democratic repre-
sentation in their own right, and it can also serve as an indirect 
proxy of how well minorities are represented generally. That 
there are so many kinds of ethnic and religious minorities in dif-
ferent countries makes comparisons extremely diffi cult, and it 
therefore makes sense to focus on the “minority” of women—a 
political rather than a numerical minority—that is found every-
where and that can be compared systematically across countries. 
As Rein Taagepera (1994, 244) states, “What we know about 
women’s representation should [also] be applicable to ethnora-
cial minorities.”
 I chose years in the 1990s and in the fi rst decade of the twenty-
fi rst century for the measurement of the percentages of women 
elected to the lower or only houses of parliament and the per-
centages of women’s participation in cabinets. Women’s parlia-
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mentary representation has increased at a rapid rate according to 
several studies (Sawer, Tremblay, and Trimble 2006, Tremblay 
2008); I deliberately selected 1990 and 2010 in order to discover 
the exact extent to which women succeeded in improving their 
share of representation in our long-term democracies over these 
twenty years.1 They more than doubled their representation: the 
respective percentages are 12.0 and 24.9. For cabinet representa-
tion, the same long time span was not available, but from 1995 to 
2008 women also improved their participation in cabinets from 
15.5 to 26.5 percent. In spite of these overall improvements, 
major differences have persisted between consensus and majori-
tarian democracies. The effect of consensus democracy on wom-
en’s legislative representation in both years is strong and highly 
signifi cant (at the 1 percent level). In 2010, the highest percent-
ages were those of Sweden (45.0 percent), Iceland (42.9 percent), 
and the Netherlands (40.7 percent). The lowest were Botswana’s 
(7.9 percent) and Malta’s (8.7 percent). In both years, there were 
more than 9 percentage points more women in the fi rst or only 
chambers in the average consensus than in the average majoritar-
ian democracy. The results for women’s cabinet representation 
are similar although less strong (at the 5 instead of the 1 percent 
level of signifi cance). Women were better represented in the av-
erage consensus democracy than in the average majoritarian de-
mocracy by about 8 percentage points.
 The tables also shows the gender inequality index devised by 
the United Nations Development Programme (2010, 219). It “re-
fl ects women’s disadvantage in three dimensions—reproductive 
health, empowerment and the labour market—for as many coun-
tries as data of reasonable quality allow.” It is a good overall mea-
sure of the status of women and is available for all of our democ-

 1. The increase in women’s legislative representation is partly due to the 
introduction of gender quotas by political parties and legislatures. Mona 
Lena Krook’s (2009) comparative study of this subject presents both a global 
perspective and detailed case studies of legislative and party quotas in four 
of our democracies: Argentina, France, Sweden, and the United Kingdom.
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racies except the Bahamas. For the other thirty-fi ve countries the 
scale ranges from 0.174 (indicating low inequality) to 0.748 (in-
dicating high inequality). At the high end are India (0.748). Bo-
tswana (0.663), and Jamaica (0.638); at the low end are the Neth-
erlands (0.174), Denmark (0.209), and Sweden (0.212). The effect 
of consensus democracy on the gender inequality index is strongly 
negative and highly signifi cant (at the 1 percent level). The aver-
age consensus democracy has an index score that is about 0.075 
lower than the average majoritarian system.

POLITICAL EQUALITY

 Political equality is a basic goal of democracy, and the degree 
of political equality is therefore an important indicator of demo-
cratic quality. Political equality is diffi cult to measure directly, 
but economic equality can serve as a valid proxy, since political 
equality is more likely to prevail in the absence of great economic 
inequalities: “Many resources that fl ow directly or indirectly from 
one’s position in the economic order can be converted into po-
litical resources” (Dahl 1996, 645). Table 16.1 shows three measures 
of income inequality for varying years around 2000 provided by 
the United Nations Development Programme (2007, 281–84). The 
fi rst compares the income share of the richest 10 percent to the 
poorest 10 percent of the population. The second is a similar 
measure comparing the richest to the poorest 20 percent. These 
data are available for all of our democracies except the fi ve small-
est countries and Mauritius. Botswana is an outlier with ex-
tremely high inequality and was removed from the analysis. The 
10/10 ratio ranges from a high of 31.8 for Argentina to a low of 
4.5 for Japan; the 20/20 ratio ranges from 16.3 to a low of 3.4, 
with Argentina and Japan again at opposite ends of the scale. The 
effect of consensus democracy on both variables is very strong 
and signifi cant (at the 1 percent level). An even better and more 
comprehensive measure is the Gini index of inequality which 
has a theoretical range of 100, indicating extreme inequality (with 
one person receiving all of the country’s income) to zero, indicat-
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ing complete equality. Botswana has the highest inequality (60.5) 
but cannot be considered an extreme outlier and is therefore in-
cluded in this part of the analysis. After Botswana the highest 
inequalities, above 40.0, occur in the Western hemisphere: Ar-
gentina (51.3), Costa Rica (49.8), Jamaica (45.5), Uruguay (44.9), 
and the United States (40.8). The lowest inequalities are found in 
Denmark (24.7), Japan (24.9), and Sweden (25.0). The effect of 
consensus democracy on this measure of inequality is even 
stronger and more highly signifi cant than on the two ratio mea-
sures. The average consensus democracy has a Gini index that is 
more than 9 points lower than the average majoritarian democracy.

ELECTORAL PARTICIPATION

 Voter turnout is an excellent indicator of democratic quality 
for two reasons. First, it shows the extent to which citizens are 
actually interested in being represented. Second, turnout is strongly 
correlated with socioeconomic status and can therefore also serve 
as an indirect indicator of political equality: high turnout means 
more equal participation and hence greater political equality; low 
turnout spells unequal participation and hence more inequality 
(Lijphart 1997). Table 16.1 uses the turnout percentages in legis-
lative elections in parliamentary democracies and the average turn-
out percentages in presidential and legislative elections in presiden-
tial systems. The percentage for each country is the mean turnout 
in all elections between 1981 and 2010. The basic measure is the 
number of voters as a percentage of voting-age population.2

 2. This is a more accurate measure of turnout than actual voters as a 
percent of registered voters, because voter registration procedures and re-
liability differ greatly from country to country. The only problem with the 
voting-age measure is that it includes noncitizens and hence tends to de-
press the turnout percentages of countries with large noncitizen popula-
tions. Because this problem assumes extreme proportions in Luxembourg 
with its small citizen and relatively very large noncitizen population, I 
made an exception in this case and used the turnout percentage based on 
registered voters.
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 Average voter turnout varies a great deal from country to coun-
try in our thirty-six democracies—from a low of 38.3 to a high of 
95.0 percent. The countries with the highest voter turnout are 
Malta (95.0 percent), Uruguay (94.5 percent), and Luxembourg 
(88.5 percent). At the low end of the range are Switzerland (38.3 
percent), Botswana (46.5 percent), Jamaica (50.6 percent), and 
the United States (51.3 percent). Consensus democracy has a sig-
nifi cant positive effect on voter turnout, but the effect is rela-
tively weak and signifi cant only at the 10 percent level. One pos-
sible explanation for the weak relationship is that turnout is also 
affected by the presence or absence of compulsory voting, which 
tends to increase turnout. Of the three highest-turnout countries 
above, Uruguay and Luxembourg have mandatory voting laws with 
sanctions—usually modest fi nes—that are actually enforced. Three 
other countries have such laws: Argentina, Australia, and Bel-
gium (International IDEA 2010, Birch 2009). In order to check 
whether compulsory voting changes the effect of consensus de-
mocracy on voter turnout, it can be entered as a dummy con-
trol variable (in addition to the two standard controls of level 
of development and population size) in the multivariate regres-
sion analysis. The result is an estimated regression coeffi cient of 
3.178—almost identical to the 3.185 without mandatory voting 
as a control—and the level of signifi cance is barely changed. A 
second check is to run the regression analysis without the fi ve 
countries with compulsory voting. Table 16.1 shows that for the 
thirty-one countries with voluntary voting, the results are again 
almost the same: all three regression coeffi cients are remarkably 
close to each other, and they are all statistically signifi cant only 
at the 10 percent level.
 Another potential disturbing infl uence is suggested by the fact 
that in two countries with the lowest turnouts—Switzerland and 
the United States—turnout is severely depressed by the high fre-
quency of elections and the multitude of electoral choices to be 
made. When the frequency of elections as well as compulsory 
voting and the two standard control variables are controlled for, 
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the effect of consensus democracy on total turnout becomes much 
stronger and is now signifi cant at the 5 percent level. The effect 
on nonmandatory turnout when the frequency of elections is con-
trolled for is about the same. The estimated regression coeffi cients 
are 3.719 and 3.634, respectively, both signifi cant at the 5 percent 
level. The two coeffi cients show that the average consensus de-
mocracy has a voter turnout that is more than 7 percentage points 
higher than the turnout in the average majoritarian democracy.

SATISFACTION WITH DEMOCRACY

 Does type of democracy affect citizens’ satisfaction with de-
mocracy? Hans-Dieter Klingemann (1999) reports the responses 
to the following survey question asked in many countries, in-
cluding eighteen of our democracies, in 1995 and 1996: “On the 
whole, are you very satisfi ed, fairly satisfi ed, not very satisfi ed, or 
not at all satisfi ed with the way democracy works in (your coun-
try)?” The Danes and Norwegians expressed the highest percentage 
of satisfaction with their democracies: 83 and 82 percent, respec-
tively, said that they were very or fairly satisfi ed. The Italians and 
Greeks were the least satisfi ed: only 19 and 28 percent, respec-
tively, expressed satisfaction. The low percentage in the Italian 
survey conducted in 1995 is due at least in part to the political 
turbulence in Italy following the fi rst election after Italy’s drastic 
electoral reform. Table 16.1 reports the effect of consensus de-
mocracy on satisfaction with democracy after Italy is removed as 
an outlier. The correlation is positive, but only at the 10 percent 
level. When Italy is included in the analysis, the statistical sig-
nifi cance falls below 10 percent, but the effect of consensus de-
mocracy is still clearly positive.
 A similar question was asked in the World Values Survey in a 
large number of countries, including nineteen of our democra-
cies, in 2005–7: “How democratically is [your] country being gov-
erned today? . . . [U]sing a scale from 1 to 10, where 1 means that 
it is ‘not at all democratic’ and 10 means that it is ‘completely 
democratic,’ what position would you choose?” Respondents who 
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chose the high numbers 8 to 10 can be counted as being satisfi ed 
with their democratic system. The highest percentage is Nor-
way’s 74.1 percent, and the lowest—again—is Italy’s 24.5 percent.
Italy is no longer an outlier in this respect, however, because sev-
eral other countries have only slightly higher percentages of sat-
isfaction: Korea (29.5 percent), the Netherlands (30.1 percent), 
Trinidad (32.1 percent), the United Kingdom (33.3 percent), and 
the United States (35.5 percent). With all nineteen countries in-
cluded in the multivariate analysis, democracy has a positive ef-
fect on satisfaction with democracy, but only at the 10 percent 
level of signifi cance. Pippa Norris (2011, 214) reports a similar 
positive but small impact of proportional representation.
 These results should be treated with caution because they are 
based on only seventeen to nineteen countries. Moreover, the re-
sults of the 1995–96 and 2005–7 surveys are not strictly compa-
rable, because the questions about democratic satisfaction were 
phrased differently and also because the surveys were conducted 
in different countries: only eleven of our democracies were in-
cluded in both surveys. The average percentage of respondents 
expressing approval in 2005–7 is also considerably lower than in 
1995–96: 44.3 percent versus 54.6 percent (including Italy’s low 
percentage). However, these differences can also be interpreted 
as strengthening the conclusion in favor of consensus democracy: 
in two surveys held ten years apart, in different sets of countries, 
with different questions, and with different overall levels of ap-
proval, consensus democracy still has roughly the same positive 
and statistically signifi cant effect on citizens’ satisfaction with 
the operation of their democratic systems.
 The general conclusion is that consensus democracies have a 
better record than majoritarian democracy on all of the measures 
of democratic quality in Table 16.1, that all of the favorable ef-
fects of consensus democracy are statistically signifi cant, and 
that more than half are signifi cant at the most demanding 1 percent 
level. This conclusion applies to the effect of consensus democ-
racy on the executives-parties dimension. In order to test the effect 
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of consensus democracy on the federal-unitary dimension, I re-
peated the nineteen regression analyses reported in Table 16.1 with 
consensus-federalist democracy as the independent variable—
with the same controls and with the same outliers removed from 
the analysis. Without only a few slight exceptions, the relation-
ships are extremely weak and statistically insignifi cant even at 
the 10 percent level. Consensus-federalist democracy has more 
unfavorable than favorable effects, but this fi nding is counter-
balanced by the positive—but far from statistically signifi cant—
effects it has on the WGI indicator of voice and accountability 
and the overall EIU democracy index, which are the broadest and 
most comprehensive indicators of the quality of democracy. As 
in the previous chapter, I should emphasize that the effects are so 
weak that they do not allow any substantive conclusions in favor 
of one or the other type of democracy—and that they are not 
worth reporting in detail.

CONSENSUS DEMOCRACY AND ITS KINDER, 

GENTLER QUALITIES

 The democratic qualities discussed so far in this chapter 
should appeal to all democrats: it is hard to fi nd fault with better 
performance on the fundamental criteria of democracy used by 
the Worldwide Governance Indicators and the Economist Intel-
ligence Unit, and with better results for women’s representation, 
political equality, and participation in elections. In addition, 
consensus democracy (on the executives-parties dimension) is 
associated with some other attributes that I believe most, though not 
necessarily all, democrats will also fi nd attractive: a strong com-
munity orientation and social consciousness—the kinder, gentler 
qualities mentioned at the beginning of this chapter. These char-
acteristics are also consonant with feminist conceptions of de-
mocracy that emphasize, in Jane Mansbridge’s (1996, 123) words, 
“connectedness” and “mutual persuasion” instead of self-interest 
and power politics: “The processes of persuasion may be related 
to a more consultative, participatory style that seems to charac-
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terize women more than men.” Mansbridge further relates these 
differences to her distinction between “adversary” and “unitary” 
democracy, which is similar to the majoritarian-consensus con-
trast. Accordingly, consensus democracy may also be thought of 
as the more feminine model and majoritarian democracy as the 
more masculine model of democracy.
 There are four areas of government activity in which the 
kinder and gentler qualities of consensus democracy are likely to 
manifest themselves: social welfare, the protection of the envi-
ronment, criminal justice, and foreign aid. My hypothesis is that 
consensus democracy will be associated with kinder, gentler, 
and more generous policies. Table 16.2 presents the results of the 
multivariate regression analyses of the effect of consensus de-
mocracy on eight indicators of the policy orientations in these 
four areas. The independent variable in all cases is the degree of 
consensus democracy on the executives-parties dimension in the 
period 1981–2010. The control variables are again the level of 
economic development and logged population size.
 Determining the degree to which democracies are welfare 
states is an extremely diffi cult task (Castles, Leibfried, Lewis, Ob-
inger, and Pierson 2010). In particular, it is not suffi cient simply 
to count the total amount of direct public social expenditure as a 
percentage of gross domestic product, because this amount is in-
variably reduced by direct and/or indirect taxes paid by the re-
cipients of social benefi ts. The most careful analysis of the funds 
that should be included and that should be subtracted to arrive at 
the net expenditure on social welfare is the study “How Expen-
sive Is the Welfare State?” by Willem Adema and Maxime Ladaique 
(2009), which covers the member countries of the Organization 
for Economic Development and Cooperation (OECD), including 
twenty-two of our democracies, in the year 2005. The fi rst two 
rows of Table 16.2 are based on their calculations. Net public 
social expenditure consists of all direct public social expenses 
plus “tax breaks for social purposes that mirror cash benefi ts,” 
minus all direct and indirect taxes and social contributions paid 
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by benefi ciaries. The second row in the table, net publicly man-
dated social expenditure, adds private social expenditure that is 
mandated by the state, again minus direct and indirect taxes and 
social contributions.3 Although the second total is only slightly 
higher than the fi rst in most countries, it is worth testing the ef-
fect of consensus democracy on both percentages. France has the 
highest social expenditures as percentages of GDP (30.4 and 30.7 
percent), followed by Germany (28.1 and 28.8 percent), and Swe-
den (27.3 and 27.5 percent). Korea has by far the lowest percent-
ages (8.0 and 8.6 percent); the next lowest are Ireland (twice 17.2 
percent), New Zealand (twice 18.4 percent), the United States 
(18.4 and 18.8 percent) and Iceland (18.1 and 19.3 percent). The 
effect of consensus democracy on both of the social expenditure 
totals is strongly positive and statistically signifi cant at the 5 per-
cent level. The social expenditures of the average consensus de-
mocracy are about 4.75 percentage points higher than those of 
the typical majoritarian democracy.
 The best indicator of how well countries do with regard to 
protecting the environment is the Environmental Performance 
Index, produced by a team of environmental experts at Yale Uni-
versity and Columbia University. It is a broad and comprehensive 
index that rates the performance of most of the countries in the 
world on twenty-fi ve indicators in ten policy areas, including 
environmental health, air quality, water resource management, 
biodiversity and habitat, forestry, fi sheries, agriculture, and climate 
change (Yale Center for Environmental Law and Policy 2010). 
The fi rst report was based on a pilot project and was published in 
2006. Updates were released in 2008 and 2010. I used the ratings 
in the 2010 report in Table 16.2 because it includes the largest 
number of the world’s countries and thirty-four of our democra-
cies; only the Bahamas and Barbados are missing.

 3. Adema and Ladaique present a third total that also includes volun-
tary private social expenditure which, in my opinion, is at odds with the 
basic concept of the welfare state in which it is the state that directly or 
indirectly serves as the provider of social protection.
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Table 16.2 

Multivariate regression analyses of the effect of consensus democracy 

(executives-parties dimension) on eight indicators of social welfare ex-

penditures, environmental performance, criminal justice, and foreign 

aid, with controls for the effects of the level of economic development 

and logged population size, and with extreme outliers removed

Performance variables

Estimated

regression

coeffi cient

Absolute

t-value

Countries

(N)

Net public social expenditure 

(2005)

2.372** 2.092 22

Net publicly mandated social 

expenditure (2005)

2.382** 2.110 22

Environmental performance 

index (2010)

3.147** 1.724 34

Incarceration (2010) −29.566*** 2.463 35

Death penalty (2010) −0.231** 1.779 36

Foreign aid (1990) 0.137** 1.874 21

Foreign aid (2005) 0.085* 1.608 22

Aid versus defense (2005) 8.328** 2.100 21

* Statistically signifi cant at the 10 percent level (one-tailed test)

** Statistically signifi cant at the 5 percent level (one-tailed test)

*** Statistically signifi cant at the 1 percent level (one-tailed test)

Source: Based on data in Adema and Ladaique 2009, 48; Yale Center for Environmental 

Law and Policy 2010; International Centre for Prison Studies 2011; Amnesty International 

2011; United National Development Programme 2007, 289, 294
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 Countries are rated on a scale from 100, indicating the best 
performance, to zero, indicating the poorest performance, although 
in practice no country is rated even close to zero; the worst per-
former, Sierra Leone, ranked number 163, still has a score of 32.1. 
Among our thirty-four democracies, Iceland receives the highest 
score (93.5), followed by Switzerland (89.1), Costa Rica (86.4), 
Sweden (86.0), Norway (81.1), and Mauritius (80.6). The poorest 
performers are Botswana (41.3), India (48.3), Trinidad (54.2), 
Korea (57.0), Jamaica (58.0), and Belgium (58.1). Table 16.2 shows 
that consensus democracy has a positive and statistically signifi -
cant effect (at the 5 percent level) on environmental performance. 
Consensus democracies score more than six points higher than 
majoritarian democracies. As in all of the tables in Chapters 15 
and 16, levels of development and population size are controlled 
for, and the former has a signifi cant positive effect on environ-
mental performance, too. The above examples show, however, 
that it is not always the most developed countries that receive 
the highest scores: Costa Rica and Mauritius are among the better 
and Korea and Belgium are among the poorer protectors of the 
environment.
 One would also expect the qualities of kindness and gentle-
ness in consensus democracies to show up in criminal justice 
systems that are less punitive than those of majoritarian democ-
racies, with fewer people in prison and with less or no use of 
capital punishment. To test the hypothesis with regard to incarcera-
tion rates, I used the numbers collected by the International Centre 
for Prison Studies (2011), available for all of our democracies. 
These rates represent the number of inmates per hundred thou-
sand population. The highest and lowest rates are those of the 
United States and India: 743 and 32 inmates per hundred thou-
sand population, respectively. In fact, the United States is an ex-
treme outlier: its 743 prisoners per hundred thousand people is 
about twice as many as the 376 inmates in the next most punitive 
country, the Bahamas. After the United States and the Bahamas, 
the next most punitive countries are Barbados (326), Israel (325), 
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and Trinidad (276). The least punitive countries after India are 
Japan (59), and Finland and Iceland (both with 60 inmates per 
hundred thousand population). When the United States is re-
moved from the analysis, the effect of consensus democracy on 
incarceration rates is strongly negative and signifi cant at the 1 
percent level. The consensus democracies put almost 60 fewer 
people per hundred thousand population in prison than the ma-
joritarian democracies.
 As of the end of 2010, according to the data collected by Am-
nesty International, eight of our thirty-six democracies retained 
and used the death penalty: the Bahamas, Barbados, Botswana, 
India, Jamaica, Japan, Trinidad, and the United States. The laws 
of twenty-six countries did not provide for the death penalty for 
any crime. The remaining two countries—Israel and Korea—
were in the intermediate category of countries with the death 
penalty only for exceptional crimes, such as crimes under mili-
tary law, or having a policy of not carrying out executions. On the 
basis of these differences, I constructed a three-point scale with a 
score of two for the active use of the death penalty, zero for the 
absence of the death penalty, and one for the intermediate cases. 
The effect of consensus democracy on the use of capital punish-
ment is strongly negative and signifi cant at the 5 percent level.
 In the fi eld of foreign policy, one might plausibly expect the 
kind and gentle characteristics of consensus democracy to be man-
ifested by generosity with foreign aid and a reluctance to rely on 
military power.4 Table 16.2 uses three indicators for more than 
twenty OECD countries: foreign aid—that is, economic develop-
ment assistance, not military aid—as a percentage of gross na-

 4. This hypothesis can also be derived from the “democratic peace” 
literature (Lijphart and Bowman 1999). The fact that democracies are 
more peaceful, especially in their relationships with each other, than 
nondemocracies is often attributed to their stronger compromise-oriented 
political cultures and their institutional checks and balances. If this ex-
planation is correct, one should expect consensus democracies to be even 
more peace-loving than majoritarian democracies.
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tional product at the end of the Cold War in 1990; foreign aid in 
2005, fi fteen years later; and foreign aid in 2005 as a percent of 
defense expenditures. In 1990, foreign aid ranged from a high of 
1.17 percent of gross national product (Norway) to a low of 0.11 
percent (Austria); in 2005, the highest percentage was 0.98 per-
cent (Sweden) and the lowest 0.19 (Japan and the United States). 
The highest foreign aid as a percent of defense expenditure was 
Ireland’s 70 percent, and the lowest was that of the United States, 
5 percent.
  In the analysis of the effect of consensus democracy on these 
three performance variables it is especially important to use 
the standard controls for level of development and population 
size: wealthier countries can better afford to give foreign aid than 
less wealthy countries, and large countries tend to assume greater 
military responsibilities and hence tend to have larger defense 
expenditures—which can be expected to limit their ability and 
willingness to provide foreign aid. In the multivariate analyses, 
consensus democracy has a positive effect on giving foreign aid 
and on foreign aid as a percentage of military expenditures, which 
is statistically signifi cant at the 5 percent level for two of the per-
formance variables and at the 10 percent level for the third. The 
average consensus democracy gave about 0.27 percent more of its 
gross national product in foreign aid than the average majoritar-
ian democracy in 1990 and about 0.17 percent more in 2005. Its 
aid as a percent of defense spending was more than 16 percent-
age points higher.
 Similar regression analyses can be performed to test the effects 
of the other (federal-unitary) dimension of consensus democracy 
on the above eight indicators, with the same controls in place 
and with the United States removed from the analysis of impris-
onment rates. These analyses yield no interesting results. Con-
sensus-federalist democracy has a favorable effect on fi ve of the 
performance variables and an unfavorable effect on three—but 
the effects are all small and not statistically signifi cant.
 As the subtitle of this chapter states: consensus democracy 
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makes a difference. Indeed, the results could hardly be clearer: con-
sensus democracy—on the executives-parties dimension—makes 
a big and highly favorable difference with regard to almost all of 
the indicators of democratic quality and with regard to all of the 
kinder and gentler qualities.



Chapter 17

Conclusions and Recommendations

Two conclusions of this book stand out as most important. 
The fi rst is that the enormous variety of formal and infor-
mal rules and institutions that we fi nd in democracies 

can be reduced to a clear two-dimensional pattern on the basis of 
the contrasts between majoritarian and consensus government. 
The second important conclusion has to do with the policy per-
formance of democratic governments: as far as the executives-
parties dimension is concerned, majoritarian democracies do not 
outperform the consensus democracies on effective government 
and effective policy-making—in fact, the consensus democracies 
have the better record—but the consensus democracies do clearly 
outperform the majoritarian democracies with regard to the qual-
ity of democracy and democratic representation as well as with 
regard to what I have called the kindness and gentleness of their 
public policy orientations. On the second dimension, the feder-
alist institutions of consensus democracy have little effect on the 
performance variables examined in the previous two chapters, 
but they do have obvious advantages for large countries and for 
countries with deep religious and ethnic divisions.
 These conclusions have an extremely important practical im-

295
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plication: because the overall performance record of the consen-
sus democracies is clearly superior to that of the majoritarian de-
mocracies, the consensus option is the more attractive choice for 
countries designing their fi rst democratic constitutions or contem-
plating democratic reform. This recommendation is particularly 
pertinent, and even urgent, for societies that have deep cultural and
ethnic cleavages, but it is also relevant for more homogeneous 
countries.

THE GOOD NEWS

 Two pieces of good news and two pieces of bad news are at-
tached to this practical constitutional recommendation. The fi rst 
bit of good news is that, contrary to the conventional wisdom, 
there is no trade-off at all between governing effectiveness and 
high-quality democracy—and hence no diffi cult decisions to be 
made on giving priority to one or the other objective. Consensus 
democracy on the executives-parties dimension has advantages 
that are not offset by countervailing disadvantages—almost too 
good to be true, but the empirical results presented in Chapters 
15 and 16 demonstrated that it is true. The mixed and neutral 
fi ndings with regard to the effects of consensus-federalist democ-
racy on the performance variables similarly mean that, if federal-
type institutions are desirable for countries because of their size 
or internal divisions, there are no signifi cant disadvantages at-
tached to this choice.
 Additional good news is that it is not diffi cult to write constitu-
tions and other basic laws in such a way as to introduce consensus 
democracy. Divided-power institutions—strong federalism, strong 
bicameralism, rigid amendment rules, judicial review, and inde-
pendent central banks—can be prescribed by means of constitu-
tional stipulations and provisions in central bank charters. How 
these constitutional provisions work also depends on how they 
are interpreted and shaped in practice, of course, but the inde-
pendent infl uence of explicit written rules should not be under-
estimated. It may also be possible to strengthen these institutions 
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by choosing a particular form of them; for instance, if one wants 
to stimulate active and assertive judicial review, the best way to 
do so is to set up a special constitutional court (see Chapter 12). 
A central bank can be made particularly strong if its indepen-
dence is enshrined not just in a central bank charter but in the 
constitution—or to outsource the central bank function to a 
strong supranational central bank like the European Central Bank 
(see Chapter 13).
 The institutions of consensus democracy on the executives-
parties dimension do not depend as directly on constitutional 
provisions as the divided-power institutions. But two formal ele-
ments are of crucial indirect importance: proportional represen-
tation and a parliamentary system of government. Especially when 
they are used in combination, and if the PR system is proportional 
not just in name but reasonably proportional in practice, they 
provide a potent impetus toward consensus democracy. On the 
conceptual map of democracy (see Figure 14.1), almost all of the 
democracies that have both PR and parliamentary systems are on 
the left, consensual side of the map, and almost all of the democ-
racies that have plurality or majority elections or presidential 
systems of government or both are on the right, majoritarian side.
 Because the hybrid Swiss system can be regarded as more par-
liamentary than presidential (see Chapter 7) and because the 
Japanese SNTV electoral system, which was used until 1996, can 
be regarded as closer to PR than to plurality (see Chapter 8), there 
are, among our thirty-six democracies, only four major and two 
minor exceptions to the proposition that PR and parliamentarism 
produce consensus democracy. Three parliamentary-PR systems 
are on the majoritarian side of the map: Greece, Malta, and Spain. 
Greece and Spain are the two PR countries with notoriously impure 
PR systems (see Chapter 8) and are therefore not major excep-
tions. The only major exception is Malta, where the proportional 
STV system has not prevented the development and persistence 
of an almost pure two-party system. The three exceptions on the 
other side—clear and signifi cant exceptions—are India, Mauri-
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tius, and Uruguay. The ethnic and religious pluralism and the 
multiplicity of ethnic and religious groups in India and Mauri-
tius have produced multiparty systems and coalition or minority 
cabinets in spite of plurality elections. Uruguay is the only presi-
dential system on the consensus side of the map for several spe-
cial reasons: its almost purely proportional system for legislative 
elections, its multipartism and factionalism, its corporatist ten-
dencies, and its strong but not dominant presidency. It should 
also be noted that all of the exceptional democracies are only 
moderately exceptional in one respect: they are not located at 
either of the extreme ends of the majoritarian-consensus contin-
uum; in fact, they are all within one standard deviation from the 
center. A fi nal case that needs to be highlighted is New Zealand, 
which has become a parliamentary-PR democracy, but is still on 
the majoritarian side. However, as Figure 14.2 shows, it has moved 
a considerable distance toward the center on the strength of its 
electoral reform in the 1990s. If PR is retained, it is bound to cross 
into consensual territory where most of the other parliamentary-
PR democracies are also located.
 Both parliamentarism and PR can be fi ne-tuned to fi t the con-
ditions of particular countries and also to allay any fears that the 
combination of PR and parliamentary government will lead to 
weak and unstable cabinets and ineffective policy-making—how-
ever exaggerated such fears may be, given the analysis in Chapter 
15 of this book. An important reinforcement of parliamentary 
government that has been introduced in several countries is the 
German-style constructive vote of no confi dence, which requires 
that parliament can dismiss a cabinet only by simultaneously 
electing a new cabinet. One problem with this rule is that a par-
liament that has lost confi dence in the cabinet but is too divided 
internally to elect a replacement may render the cabinet impo-
tent by rejecting all or most of its legislative proposals; this sce-
nario is similar to the divided-government situation that often 
affl icts presidential democracies. The problem can be solved, how-
ever, by adding the French rule that gives the cabinet the right to 
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make its legislative proposals matters of confi dence—which means 
that parliament can reject such proposals only by voting its lack 
of confi dence in the cabinet by an absolute majority (see Chapter 
6). The combination of these German and French rules can pre-
vent both cabinet instability and executive-legislative deadlock 
without taking away parliament’s ultimate power to install a cab-
inet in which it does have confi dence.
 Similarly, PR systems can be designed so as to control the de-
gree of multipartism. The evidence does not support fears that PR, 
if it is too proportional, will inevitably lead to extreme party pro-
liferation. Nevertheless, if, for instance, one wants to exclude small 
parties with less than 5 percent of the vote from legislative repre-
sentation, it is easy to do so by writing a threshold clause into the 
election law and (unlike the German election law) not allowing any 
exceptions to this rule. The only cautionary advice that needs to be 
given about electoral thresholds, especially if they are as high as 5 
percent or even higher, is that in unconsolidated party systems there 
may be many small parties that will be denied representation—
leading to a major overrepresentation of the larger parties and an 
extremely high degree of disproportionality.

AND THE (SEEMINGLY) BAD NEWS

 Unfortunately, there are also two pieces of bad news: both in-
stitutional and cultural traditions may present strong resistance 
to consensus democracy. As far as the four institutional patterns 
defi ned by the PR-plurality and parliamentary-presidential con-
trasts are concerned, there is a rough but remarkable congruence 
with four geographical regions of the world, defi ned in terms of the 
Eastern, Western, Northern, and Southern hemispheres (Powell 
1982, 66–68). In the Eastern hemisphere, the “North” (western and 
central Europe) is mainly PR-parliamentary, whereas the “South” 
(especially the former British dependencies in Africa, Asia, and 
Australasia) is characterized by the plurality-parliamentary form of 
government. In the Western hemisphere, the “South” (Latin Amer-
ica) is largely PR-presidential in character, whereas the “North” 
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(the United States) is the world’s principal example of plurality-
presidential government.
 Most of the older democracies, but only a few of the newer (like 
the Czech Republic, Hungary, Slovenia, and Estonia), are in the 
PR-parliamentary “North-East.” Most of the newer democracies—
both those analyzed in this book and the somewhat younger ones—
as well as most of the democratizing countries are in the “South-
East” and “South-West.” These two regions are characterized by 
either plurality elections or presidentialism. The majoritarian 
propensities of these institutions and the strength of institutional 
conservatism are obstacles to consensus democracy that may not 
be easy to overcome.
 The second piece of bad news appears to be that consensus 
democracy may not be able to take root and thrive unless it is sup-
ported by a consensual political culture. Although the focus of 
this book has been on institutions rather than culture, it is clear 
that a consensus-oriented culture often provides the basis for and 
connections between the institutions of consensus democracy. 
For instance, four of the fi ve elements of the executives-parties 
dimension are structurally connected—PR leading to multipartism, 
multipartism to coalitions cabinets, and so on—but there is no 
such structural connection between these four and the fi fth ele-
ment of interest group corporatism. The most plausible explana-
tion is cultural. Consensus democracy and majoritarian democ-
racy are alternative sets of political institutions, but more than 
that: they also represent what G. Bingham Powell (2000) calls the 
two “visions” of democracy.
 Similarly, four of the fi ve elements of the second dimension of 
consensus democracy are structurally and functionally linked to 
the requirement of operating a federal system, as theorists of fed-
eralism have long insisted (see Chapter 1). But there is no such 
link with central bank independence. Instead, the most likely 
connection is a political-cultural predisposition to think in terms 
of dividing power among separate institutions. My fi nal example 
concerns the connection found in Chapter 16 between consensus 
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democracy and several kinder and gentler public policies. It ap-
pears more plausible to assume that both consensus democracy 
and these kinder, gentler policies stem from an underlying con-
sensual and communitarian culture than that these policies are 
the direct result of consensus institutions.

GROUNDS FOR OPTIMISM

 These two items of bad news do not necessarily mean that 
consensus democracy has no chance in newly democratic and 
democratizing countries, because there are three important coun-
terarguments. One is that South Africa, a former British colony 
and located in the “South-East,” adopted a parliamentary-PR sys-
tem when it became democratic in 1994. The provisional consti-
tution that went into effect in 1994 prescribed both a standard 
parliamentary system with a prime minister and cabinet subject 
to parliamentary confi dence—although the prime minister is for-
mally called “president” and also serves as head of state, as in 
Botswana—and with one of the most proportional PR systems for 
parliamentary elections used anywhere in the world. This sys-
tem remained unchanged in the permanent constitution that went 
into effect in 1999. South Africa has become one of the most suc-
cessful and stable democracies on the African continent and hence 
a prominent model—considerably more prominent than Bot swana, 
Namibia, and Mauritius because of its much larger size—for other 
aspiring democracies in Africa.
 Second, we tend to think of culture and structure in terms of 
cause and effect, respectively, but there is actually a great deal of 
interaction between them; this is especially true of political cul-
ture and political structure. As Gabriel A. Almond and Sidney 
Verba (1963, 35) argue in The Civic Culture, structural and cul-
tural phenomena are variables in “a complex, multidirectional 
system of causality.” This means that, although a consensual cul-
ture may lead to the adoption of consensus institutions, these 
institutions also have the potential of making an initially adver-
sarial culture less adversarial and more consensual. Consensus 
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democracies like Switzerland and Austria may have consensual 
cultures today, but they have not always been so consensual: the 
Swiss fought fi ve civil wars from the sixteenth to the middle of the 
nineteenth century, and the Austrians fought a brief but bloody 
civil war as recently as 1934. In the early twenty-fi rst century, 
Belgium, India, and Israel have—and clearly need—consensus in-
stitutions, but they do not have consensual cultures. Observers of 
the Belgian political scene often wonder whether the country can 
stay together or will fall apart. Israel and India, too, can only be 
described as having highly contentious and confl ictual political 
cultures.
 Third, although the institutional traditions in the “South-East”
and “South-West,” where most of the newly democratic and de-
mocratizing countries are located, are not favorable to consensus 
democracy—but note the countervailing example of South Africa—
the prevalent political cultures in these areas of the world are much 
more consensual than majoritarian. In his classic work From Em-
pire to Nation, Rupert Emerson (1960, 284) argued that the as-
sumption that the majority has the “right to overrule a dissident 
minority after a period of debate does violence to conceptions 
basic to non-Western peoples.” While he conceded that there were 
important differences among the traditions of Asian and African 
peoples, “their native inclination is generally toward extensive 
and unhurried deliberation aimed at ultimate consensus. The grad-
ual discovery of areas of agreement is the signifi cant feature and 
not the ability to come to a speedy resolution of issues by count-
ing heads.” Sir Arthur Lewis (1965, 86), a native of St. Lucia in 
the Caribbean and of African descent, not only strongly advo-
cated consensus democracy for the West African countries (see 
Chapter 3) but also emphasized their strong consensually ori-
ented traditions: “The tribe has made its decisions by discussion, 
in much the way that coalitions function; this kind of democratic 
procedure is at the heart of the original institutions of the people.”
 The same point has been made forcefully and repeatedly in 
the book Will of the People: Original Democracy in Non-Western 
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Societies by Philippine statesman and scholar Raul S. Manglapus 
(1987, 69, 78, 82, 103, 107, 123, 129). He argues not only that the 
non-West has strong democratic traditions but that these tradi-
tions are much more consensual than majoritarian: “the common 
characteristic [is] the element of consensus as opposed to adver-
sarial decisions.” And time and again he describes the non-Western 
democratic process as a “consensual process” based on a strong 
“concern for harmony.” My fi nal example is a statement by Nige-
rian scholar and former United Nations offi cial Adebayo Adedeji 
(1994, 126): “Africans are past masters in consultation, consen-
sus, and consent. Our traditions abhor exclusion. Consequently, 
there is no sanctioned and institutionalized opposition in our 
traditional system of governance. Traditionally, politics for us 
has never been a zero-sum game.”
 Such statements are often regarded as suspect because they 
have been abused by some non-Western political leaders to jus-
tify deviations from democracy (Bienen and Herbst 1991, 214). But 
the fact that they have sometimes been used for illegitimate pur-
poses does not make them less valid. All of the authors I have cited 
are both sincere democrats and sensitive observers without ulterior 
nondemocratic motives. Hence the consensus-oriented political 
cultures of the non-Western world can be regarded as a strong 
counterforce to its majoritarian institutional conservatism, and 
they may be able to provide fertile soil for consensus democracy.



Appendix

Two Dimensions and Ten Basic 
Variables, 1945–2010 and 1981–2010

The following list contains the values of the executives-parties and 
federal-unitary dimensions and of the ten basic variables during the 
periods 1945–2010 and 1981–2010. On the two dimensions, high values 
indicate consensus/federal and low values majoritarian/unitary char-
acteristics. Please note that the exact years that mark the beginning of 
the 1945–2010 period differ from country to country and, in fact, range 
from 1945 to 1988 (see Table 4.1). For the 1981–2010 period, the years 
are the same for all countries, with the exception of the fi rst year for 
Argentina (1984), Uruguay (1985), and Korea (1988). The two periods 
for central bank independence are 1945–94 and 1981–94, as explained 
in Chapter 13. The thirty-six democracies are identifi ed by the fi rst 
three characters of their English names, except that AUL means Aus-
tralia, AUT Austria, CR Costa Rica, JPN Japan, NZ New Zealand, UK 
United Kingdom, and US United States.
 The values of the “so what?” variables analyzed in Chapter 15 and 16 
are not included in this appendix for reasons of space but may be ac-
cessed on the website of the Department of Political Science, Univer sity 
of California, San Diego, under the author’s name: http://polisci.ucsd
.edu/faculty/lijphart.html/data. Disaggregated data on the basic ten vari-
ables (for instance, the effective number of parliamentary parties and 
electoral disproportionality for each election instead of averaged over 
several elections) can be found in a second dataset on the same website.
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First

(executives-

parties

dimension)

Second

(federal-

unitary

dimension)

Effective

number of 

parliamentary

parties

Minimal

winning

one-part

cabinets (%)

1945−

2010

1981−

2010

1945−

2010

1981−

2010

1945−

2010

1981−

2010

1945−

2010

1981−

2010

ARG −0.93 −1.01 1.38 1.34 3.15 3.15 82.4 82.4

AUL −0.73 −0.65 1.63 1.58 2.22 2.19 80.7 86.5

AUT 0.43 0.64 1.07 0.97 2.68 3.23 43.3 47.4

BAH −1.50 −1.33 −0.15 −0.18 1.69 1.74 100.0 100.0

BAR −1.28 −1.20 −0.49 −0.53 1.68 1.62 100.0 100.0

BEL 1.14 1.10 0.10 0.44 4.72 6.13 37.3 36.3

BOT −1.43 −1.62 −0.48 −0.52 1.38 1.43 100.0 100.0

CAN −1.00 −1.03 1.73 1.81 2.52 2.66 88.4 89.9

CR −0.37 −0.38 −0.28 −0.12 2.67 2.81 85.8 85.2

DEN 1.31 1.35 −0.34 −0.42 4.57 4.95 23.6 5.7

FIN 1.58 1.48 −0.83 −0.83 5.04 5.05 10.0 1.4

FRA −0.86 −0.89 −0.22 0.02 3.26 2.94 54.8 50.8

GER 0.78 0.63 2.41 2.33 3.09 3.30 37.8 43.4

GRE −0.64 −0.55 −0.74 −0.77 2.27 2.32 98.1 97.7

ICE 0.53 0.55 −1.00 −1.09 3.72 4.01 46.3 47.8

IND 0.65 0.63 1.14 1.08 4.80 5.25 30.5 32.0

IRE 0.17 0.38 −0.42 −0.46 2.89 2.95 49.5 31.0

ISR 1.53 1.38 −0.90 −0.81 5.18 5.65 14.0 18.6

ITA 1.12 1.13 −0.39 −0.16 4.84 5.36 11.7 8.3

JAM −1.49 −1.56 −0.40 −0.43 1.67 1.65 100.0 100.0

JPN 0.60 0.71 0.17 0.15 3.62 3.66 40.1 14.1

KOR −1.22 −1.29 −0.07 −0.10 2.85 2.85 86.0 86.0

LUX 0.61 0.38 −0.88 −0.89 3.48 3.78 45.4 50.0

MAL −0.83 −0.75 −0.33 −0.36 1.99 2.00 100.0 100.0

MAU 0.42 0.42 −0.13 −0.17 2.85 2.90 15.3 10.6

NET 1.34 1.17 0.30 0.28 4.87 4.86 26.8 39.7

continued
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First

(executives-

parties

dimension)

Second

(federal-

unitary

dimension)

Effective

number of 

parliamentary

parties

Minimal

winning

one-part

cabinets (%)

1945−

2010

1981−

2010

1945−

2010

1981−

2010

1945−

2010

1981−

2010

1945−

2010

1981−

2010

NOR 0.80 1.09 −0.66 −0.67 3.64 4.11 55.3 36.6

NZ −0.47 −0.17 −1.67 −1.65 2.28 2.66 81.4 60.0

POR 0.22 0.04 −0.61 −0.63 3.13 2.85 53.4 55.4

SPA −0.62 −0.63 0.47 0.42 2.66 2.61 69.3 71.6

SWE 0.79 0.87 −1.03 −1.09 3.47 3.82 48.1 42.6

SWI 1.72 1.67 1.46 1.59 5.20 5.50 4.0 1.7

TRI −1.01 −0.79 −0.24 −0.34 1.87 1.88 94.3 90.7

UK −1.09 −1.48 −1.06 −1.12 2.16 2.27 97.3 99.8

URU 0.39 0.31 −0.79 −0.84 4.40 4.40 80.3 80.3

US −0.67 −0.63 2.25 2.18 2.39 2.37 80.4 78.9

Index of 

executive

dominance

Index of 

disproportion-

ality (%)

Index of 

interest group 

pluralism

Index of 

federalism

1945−

2010

1981−

2010

1945−

2010

1981−

2010

1945−

2010

1981−

2010

1945−

2010

1981−

2010

ARG 8.00 8.00 17.98 17.98 2.70 2.70 4.5 4.5

AUL 9.10 7.37 9.44 10.07 2.12 1.88 5.0 5.0

AUT 8.07 5.90 2.51 2.02 0.38 0.38 4.5 4.5

BAH 9.44 7.37 16.48 15.90 3.00 3.00 1.0 1.0

BAR 8.87 7.37 17.27 18.72 2.20 2.00 1.0 1.0

BEL 2.57 4.21 3.35 3.75 1.15 1.33 3.5 4.2

BOT 9.90 9.90 14.61 18.48 2.60 2.60 1.0 1.0

CAN 8.10 7.37 11.56 13.14 3.25 3.17 5.0 5.0
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Index of 

executive

dominance

Index of 

disproportion-

ality (%)

Index of 

interest group 

pluralism

Index of 

federalism

1945−

2010

1981−

2010

1945−

2010

1981−

2010

1945−

2010

1981−

2010

1945−

2010

1981−

2010

CR 3.00 3.00 14.38 14.77 2.20 2.20 1.0 1.0

DEN 3.23 3.69 1.71 1.60 0.78 0.88 2.0 2.0

FIN 1.55 2.68 2.96 3.34 0.85 0.67 2.0 2.0

FRA 8.00 8.00 20.88 19.56 2.90 2.75 1.3 1.5

GER 3.80 4.92 2.67 2.55 0.88 0.88 5.0 5.0

GRE 4.45 3.69 7.88 6.64 3.12 3.12 1.0 1.0

ICE 3.20 3.28 3.85 2.48 2.20 2.17 1.0 1.0

IND 3.33 3.69 9.60 8.51 2.15 2.15 4.5 4.5

IRE 4.16 2.95 3.93 4.17 2.55 2.42 1.0 1.0

ISR 1.46 1.13 2.60 3.76 1.15 1.50 3.0 3.0

ITA 1.49 2.01 3.61 4.82 2.42 2.08 1.3 1.5

JAM 9.64 9.83 15.66 15.41 3.00 3.00 1.0 1.0

JPN 3.37 2.46 7.00 10.50 1.48 1.38 2.0 2.0

KOR 8.00 8.00 21.97 21.97 2.90 2.90 1.5 1.5

LUX 5.87 7.37 3.43 4.14 0.88 0.88 1.0 1.0

MAL 8.85 7.37 2.07 1.65 3.00 3.00 1.0 1.0

MAU 2.39 2.11 15.61 16.57 1.30 1.30 1.0 1.0

NET 2.91 2.68 1.21 1.08 0.98 1.00 3.0 3.0

NOR 4.04 2.95 4.53 3.79 0.38 0.38 2.0 2.0

NZ 4.54 3.28 9.25 9.11 2.68 2.71 1.0 1.0

POR 3.26 3.69 4.43 4.85 2.62 2.62 1.0 1.0

SPA 8.26 7.37 7.28 6.53 3.04 3.04 3.0 3.0

SWE 5.61 4.92 2.04 1.95 0.35 0.42 2.0 2.0

SWI 1.00 1.00 2.55 3.08 0.88 0.88 5.0 5.0

TRI 6.95 4.21 11.33 11.67 3.00 3.00 1.3 1.5

UK 8.12 9.83 11.70 16.00 3.02 3.08 1.2 1.4

URU 4.00 4.00 6.05 6.05 1.70 1.70 1.0 1.0

US 4.00 4.00 14.28 13.35 3.02 2.88 5.0 5.0
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Index of 

bicameralism

Index of 

constitutional

rigidity

Index of 

judicial

review

Index of 

central bank 

independence

1945−

2010

1981−

2010

1945−

2010

1981−

2010

1945−

2010

1981−

2010

1945−

94

1981−

94

ARG 4.0 4.0 4.0 4.0 2.7 2.7 0.39 0.39

AUL 4.0 4.0 4.0 4.0 3.0 3.0 0.42 0.42

AUT 2.0 2.0 3.0 3.0 3.0 3.0 0.55 0.53

BAH 2.0 2.0 3.0 3.0 2.0 2.0 0.41 0.41

BAR 2.0 2.0 2.0 2.0 2.0 2.0 0.38 0.38

BEL 2.8 2.5 3.0 3.0 1.8 2.7 0.27 0.30

BOT 2.5 2.5 2.0 2.0 2.0 2.0 0.33 0.33

CAN 3.0 3.0 4.0 4.0 3.4 3.9 0.52 0.52

CR 1.0 1.0 3.0 3.0 2.7 3.4 0.37 0.37

DEN 1.2 1.0 2.0 2.0 2.0 2.0 0.46 0.46

FIN 1.0 1.0 3.0 3.0 1.0 1.0 0.28 0.28

FRA 3.0 3.0 1.7 2.0 2.4 3.0 0.35 0.35

GER 4.0 4.0 3.5 3.5 4.0 4.0 0.69 0.69

GRE 1.0 1.0 2.0 2.0 2.0 2.0 0.38 0.38

ICE 1.4 1.2 1.0 1.0 2.0 2.0 0.34 0.34

IND 3.0 3.0 3.0 3.0 4.0 4.0 0.34 0.34

IRE 2.0 2.0 2.0 2.0 2.0 2.0 0.41 0.41

ISR 1.0 1.0 1.0 1.0 1.0 1.0 0.41 0.46

ITA 3.0 3.0 2.0 2.0 2.1 2.5 0.28 0.33

JAM 2.0 2.0 3.0 3.0 2.0 2.0 0.30 0.30

JPN 3.0 3.0 4.0 4.0 2.0 2.0 0.25 0.25

KOR 1.0 1.0 4.0 4.0 3.0 3.0 0.27 0.27

LUX 1.0 1.0 3.0 3.0 1.0 1.0 0.33 0.33

MAL 1.0 1.0 3.0 3.0 2.0 2.0 0.44 0.44

MAU 1.0 1.0 3.0 3.0 3.0 3.0 0.40 0.40

NET 3.0 3.0 3.0 3.0 1.0 1.0 0.48 0.48

NOR 1.5 1.5 3.0 3.0 2.0 2.0 0.17 0.17
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Index of 

bicameralism

Index of 

constitutional

rigidity

Index of 

judicial

review

Index of 

central bank 

independence

1945−

2010

1981−

2010

1945−

2010

1981−

2010

1945−

2010

1981−

2010

1945−

94

1981−

94

NZ 1.1 1.0 1.0 1.0 1.0 1.0 0.21 0.24

POR 1.0 1.0 3.0 3.0 2.0 2.0 0.32 0.32

SPA 3.0 3.0 3.0 3.0 3.0 3.0 0.29 0.29

SWE 1.7 1.0 1.5 2.0 1.0 1.0 0.29 0.29

SWI 4.0 4.0 4.0 4.0 1.0 1.0 0.61 0.68

TRI 2.0 2.0 3.0 3.0 2.0 2.0 0.35 0.30

UK 2.5 2.5 1.0 1.0 1.0 1.0 0.31 0.28

URU 3.0 3.0 1.0 1.0 2.5 2.5 0.19 0.19

US 4.0 4.0 4.0 4.0 4.0 4.0 0.56 0.56
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