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1 INTRODUCTION AND SCOPE

A basic tenet of chemistry is that molecular structure determines properties of the molecule
such as intrinsic stability, reactivity, and solubility. Changes of these properties due to
variations in structure are thus in principle both predictable and comprehensible. Classi-
cal thermodynamics provides the framework within which the chemist can link structure
and stability and unambiguously predict the direction of spontaneous change. Molecular
structure-related factors that can affect reactivity include electronic effects (field and res-
onance interactions of substituents, electrostatic attraction and repulsion, electrophilicity,
nucleophilicity, dipolarity, and polarizability), synchrony (or the lack thereof) between bond
breaking and bond making, steric effects, hydrogen bonding, solvation, conformation, and
mass transport, all of which can involve both enthalpic and entropic components [1–3].

The fundamental goal of the quantitative structure–reactivity relationship (QSRR)
approach is to employ sets of parameters or descriptors to correlate molecular structure
with one or more properties related to reactivity, preferably via a linear or additive
relationship. The requirement that the property of interest be proportional to Gibbs energy
is an intuitively reasonable choice. Since standard free energies are additive and path
independent, we can devise hypothetical paths from reagent to product that allow us to
separate, at least conceptually, the contributions of the individual factors that make up the
overall Gibbs energy change. Similarly, in the treatment of reactivity, the Gibbs energy
of activation can also be considered to consist of individual additive Gibbs-energy-related
contributions. For this purpose, however, one must have in hand an arsenal of appropriate
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parameters or descriptors that provide a realistic measure of the potential strength of each
of these individual contributions.

This chapter begins with a brief consideration of the relationship between equilibrium
constants and Gibbs energy and the connection between rate constants for chemical reac-
tions and the extra-thermodynamic Gibbs energy of activation (i.e., the activation energy),
followed by an exemplification of the link between these that is implied by the Hammond
Postulate andMarcus theory. This is then followed by a consideration of descriptors, begin-
ning with those for substituent effects on reactivity. Substituent parameters (or constants)
encode the relative ability of a given substituent to stabilize or destabilize charge at the
reaction center. As a result, they reflect the decrease or increase in the Gibbs energy of
activation of the rate-determining step of the reaction in response to changes in electron
density at the reaction center. In addition to these electronic effects of substituents, the
steric effects of substituents play an important role in determining reactivity and require
other sets of descriptors.

The complementary concepts of nucleophilicity and electrophilicity are essential for
an understanding of electronic contributions to the reactivity between different molecules,
and much progress has been made in developing scales of nucleophilicity and elec-
trophilicity. Nucleophilicity, like most other electronic effects, is subject to the influence
of solvation. Solvation can be treated in terms of descriptors that scale with solvophilicity
or solvophobicity of the solute or parts of the solute such as a substituent. Since solvation
is the combined result of complementary interactions between solute and solvent, sets
of solvent descriptors that factor these into specific and nonspecific interactions have
been successfully used to analyze the reactivity of solutes in pure solvents and, to a more
limited extent, in solvent mixtures. The corresponding sets of solute descriptors provide a
more detailed, molecular-level understanding of the solvent–solute interactions for a given
solvent or solvent class.

Finally, quantitative structure–activity relationships (QSARs) are briefly considered and
some of the more fundamental aspects of the construction of statistically valid and chem-
ically meaningful linear free energy relationships (LFERs; the alternative suggested by
IUPAC [4], that is, linear Gibbs energy relationships, is rarely used).

2 EQUILIBRIUM CONSTANTS, RATE CONSTANTS, AND REACTION
PROFILES

A convenient starting point for the consideration of QSRRs is the diagram shown in
Figure 1, illustrating the Gibbs energy pathway from reagents to products for three hypo-
thetical elementary reactions. In this diagram, the x-axis represents PRxn, the “progress”
or “extent” of the reaction, zero being the reagents prior to reaction and unity the products
at the end of the reaction. The standard Gibbs energy difference between the reagents and
products, ΔG0, is related to the corresponding differences in enthalpy (ΔH0) and entropy
(ΔS0) and the equilibrium constant (Keq) between reagents and products, as indicated in
Equation 1:

ΔG0 = ΔH0 − TΔS0 = −RT lnKeq (1)

where R is the ideal gas constant and T the absolute temperature. The transition state
for the elementary reaction occurs at an intermediate value of PRxn along the reaction
profile at a Gibbs energy value Δ‡G=Δ‡H− TΔ‡S above that of the reagents, defining
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Figure 1 Schematic profiles of the variation of the Gibbs energy as a function of the progress of
reaction (PRxn) for endergonic, isoergonic, and exergonic elementary reactions.

the Gibbs energy barrier to reaction (the notation employed for the extra-thermodynamic
activation parameters is that recommended by IUPAC [4]). In Figure 1, as expected from
the Hammond–Leffler Postulate [5–7], the transition state for the fairly exergonic reaction
is closer to the reagent than to the product, that is, is more reagent-like than product-like,
while that for the fairly endergonic reaction is more product-like. Thus, unlike the
alternative representation of the reaction profile in terms of the variation of the potential
energy along an (often ambiguous or poorly specified) “reaction coordinate,” the profile of
Figure 1 intrinsically incorporates entropic effects on the reaction rate and unambiguously
defines the lowest Gibbs energy reaction path interconnecting reagents and products.

The desired connection to experiment was provided in the 1930s by Eyring’s Absolute
Reaction Rate Theory, which relates the rate constant for reaction, kRxn, to the Gibbs energy
of activation (Δ‡G) via Equation 2 [8]:

kRxn =
kBT

h
(C0)1−ne−Δ‡G∕RT =

kBT

h
(C0)1−neΔ‡S∕Re−Δ

‡H∕RT (2)

where kB is the Boltzmann constant, h Plank’s constant, n the order of the reaction, and C0

the standard-state concentration (taken to be 1mol dm−3), which ensures that kRxn has the
appropriate dimensions. Using the relationship Ea =Δ‡H+RT, where Ea is the activation
energy, Equation 2 can be cast into a form analogous to that of the empirical Arrhenius
equation, as shown in Equation 3:

kRxn =
kBT ⋅ e1

h
(C0)1−neΔ‡S∕Re−Ea∕RT = Ae−Ea∕RT (3)

allowing experimental estimation of the entropy of activation (Δ‡S) from the Arrhenius
pre-exponential A, the enthalpy of activation from the value of Ea, and hence the Gibbs
energy of activation for the reaction.

3 MARCUS THEORY

In the development of his classical theory of outer-sphere electron-transfer reactions, Mar-
cus approximated the Gibbs energy profile along PRxn in Figure 1 in terms of two parabolas.
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Marcus theory provided a much clearer understanding of the intrinsic connection between
reactivity, which is dependent on Δ‡GXY, and equilibrium, which is dependent on ΔG0

XY,
modulated by the mutual reorganization of solvation and/or structure as electrons flow from
donor to acceptor along the reaction path [9].

The basic Marcus approach is not restricted to electron transfer and has been extended
to other chemical reactions in solution that have collinear transition states [10–17] such as
nucleophilic addition, methyl group transfer, proton transfer, and hydrogen atom transfer
(proton-coupled electron transfer). Figure 2 illustrates the application of Marcus theory to
the simple methyl group transfer reaction illustrated in Equation 4 [10–12]:

X− + H3C—Y −−−→←−−− [𝛿−X · · ·CH3 · · ·Y𝛿−]‡ −−−→←−−− X—CH3 + Y− (4)

The Principle ofMicroscopic Reversibility dictates that the lowest Gibbs energy pathway
from reagent to product is also necessarily the lowest Gibbs energy pathway in the reverse
direction. Consequently, the Gibbs energy profile must be symmetrical for the identity reac-
tion between CH3–Y and Y− (Equation 5), for which ΔG0

YY ≡ 0:

Y− + H3C—Y −−−→←−−− [𝛿−Y · · ·CH3 · · ·Y𝛿−]‡ −−−→←−−− Y—CH3 + Y− (5)

As shown in Figure 2a, the transition state must therefore occur at PRxn = 0.50, with a
structure halfway between that of the reagents and products. From the crossing point of
the two parabolas in Figure 2a, the Gibbs energy of activation of the reaction (Δ‡GYY) is
found to be directly proportional to 𝜆YY (referred to as the solvent reorganization energy
for electron transfer but here related to stretching of the CH3–Y bond as well) and is given
by Equation 6:

Δ‡GYY =
𝜆YY

4
(6)

For the analogous self-exchange reaction of H3C–X with X− (Equation 7):

X− + H3C—X −−−→←−−− [𝛿−X · · ·CH3 · · ·X𝛿−]‡ −−−→←−−− X—CH3 + X− (7)

the equivalent expression is Δ‡GXX = 𝜆XX/4.

0.0
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Y– + H3CY YCH3 + Y– X– + H3CY XCH3 + Y– 

𝜆YY(PRxn)2

4

𝜆XY(PRxn)2

4

𝜆YY(1 – PRxn)2

4

𝜆XY(1 – PRxn)2 + ΔG0

4

PRxn PRxn

Δ‡GYY

ΔG0P‡
Rxn = 0.5 P‡

Rxn < 0.5

𝜆YY

Δ‡GXY

(a) (b)

Figure 2 Marcus theory representation of the Gibbs energy profile as a function of the progress of
the reaction in terms of parabolas: (a) for an isoergonic self-exchange reaction and (b) for an exergonic
reaction.
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TABLE 1 Application of Marcus Theory to Selected Methyl Transfer Reactions (Equation 4)
in Water at 25 ∘C

X− CH3–Y Δ‡GXX
a Δ‡GYY

a ΔG0
XY

a P‡
Rxn

b Δ‡GXY (Marcus)c Δ‡GXY (Expt.)a

Br− CH3Br 99 99 0 0.50 99 99
CN− CH3Br 213 99 −156 0.37 88 90
Br− CH3O3S𝜙 99 149 −63 0.44 95 96
I− CH3I 97 97 0 0.50 97 97
I− CH3Br 97 99 −9 0.49 94 91
I− CH3Cl 97 111 −3 0.50 103 100
I− CH3F 97 133 −5 0.49 113 117

Gibbs energies in kilojoule per mole.
aReference [12].
bEquation 9.
cEquation 10.

Because the value of 𝜆XY for the cross reaction in Equation 4 should be intermediate
between 𝜆YY and 𝜆XX, the reorganization energy for the cross reaction can be approximated
as the average of the values of the two identity reactions, as shown in Equation 8:

𝜆XY =
(𝜆YY + 𝜆XX)

2
(8)

Employing this value of 𝜆XY, the reagent and product parabolas are initially constructed
isoergonically; the product parabola is then shifted on the y-axis by the standard Gibbs
energy difference (ΔG0

XY) between the reagents and products, as indicated in Figure 2b.
The new intersection point of the two parabolas whose equations are shown in Figure 2b
provides the following expressions (Equations 9 and 10, respectively) for the progress of
the reaction at the transition state (P‡

Rxn) and for the Gibbs energy of activation of the cross
reaction (Δ‡GXY):

P‡
Rxn = 0.5 +

ΔG0
XY

2𝜆XY
(9)

Δ‡GXY =
𝜆XY

4

(
1 +

ΔG0
XY

𝜆XY

)2

(10)

Equation 9 is consistent with the Hammond Postulate, that is, the progress of reaction
at the transition state is <0.5 (more reagent-like) for an exergonic reaction and >0.5 (more
product-like) for an endergonic reaction [5, 18, 19]. The data in Table 1 show the application
of Equations 9 and 10 to some selected methyl transfer reactions (Equation 4) in water
at 25 ∘C, emphasizing the expected trend in P‡

Rxn with ΔG0
XY and the generally good

agreement between the calculated and experimental values of Δ‡GXY.

3.1 A Simple QSRR Based on Marcus Theory

Substituting Equations 6 and 8 into Equation 10 and rearranging, one obtains the following
expression (Equation 11) for the methyl transfer reaction shown in Equation 4:

Δ‡GXY =
Δ‡GXX + Δ‡GYY + ΔG0

XY

2
+

(ΔG0
XY)

2

4𝜆XY
(11)
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For the reaction of iodide ion (X= I−) with the four methyl halides (Table 1, last four

entries), the approximation that 4𝜆XY = Δ‡GXX+Δ‡GYY
2

>> (ΔG0
XY)

2 is valid and one would
expect to observe an LFER of the form of Equation 12 [20]:

Δ‡GXY ≈
Δ‡GXX + Δ‡GYY + ΔG0

XY

2
= 48.5 + 0.50(Δ‡GYY + ΔG0

XY) (12)

Indeed, as shown in Equation 13, regression of the experimental values ofΔ‡GXY versus
the sum of (Δ‡GYY +ΔG0

XY) does result in a rather good linear relationship (coefficient
of determination, R2 = 0.97; F-test= 66), despite the limited number of data points:

Δ‡GXY = 31.2 + 0.66(Δ‡GYY + ΔG0
XY) (13)

Comparison of the empirical relationship in Equation 13 with the relationship of
Equation 12 derived from the theory indicates several general features that one can expect
to encounter in QSRRs. Although ΔG≠

YY is the dominant factor [20], neither ΔG≠
YY

nor ΔG0
XY alone, but their sum, would be a completely adequate descriptor. With only

four data points, the intercept and slope of the empirical correlation are different from the
values expected from theory. Despite being intrinsically limited by the requirement that the
nucleophile be the iodide ion, the empirical correlation does have some predictive utility
for the reactions of other similar compounds with the iodide ion. Thus, for the reaction
of the substrate CH3ONO2 (Δ‡GYY = 111 kJmol−1; ΔG0

XY = 0 kJmol−1), which was not
used to develop the correlation, Equation 13 predicts a value of Δ‡GXY = 104 kJmol−1 as
compared to the experimental value of 103 kJmol−1 [12].

The following sections provide an overview of descriptors that have been successfully
employed to develop chemically meaningful QSRR that relate the effects of substituents,
nucleophilicity, and solvent on reactions and equilibria to molecular structure.

4 HAMMETT EQUATION AND SUBSTITUENT PARAMETERS

4.1 The Hammett Equation

In 1935, Hammett [21] and Burkhardt [22] independently reported the existence of linear
log–log relationships between the rate constants for several different reactions of m- and
p-substituted benzene derivatives and the corresponding equilibrium constants for a refer-
ence process such as the ionization of the correspondingm- and p-substituted benzoic acids.
Although Burkhardt’s brief report [22] reveals a clear perception of the implications of such
correlations, it was Hammett who developed the first set of substituent constants and trans-
formed quantitative correlations of substituent effects via such LFERs into an important
mechanistic tool in organic chemistry [1, 23–27].

One of the early examples of an LFER was the correlation between the logarithms of
the ionization constants of phenylacetic acids (X–PhAA) and the logarithms of the ioniza-
tion constants of the corresponding substituted benzoic acids (X–BzA) at 25 ∘C in aqueous
solution [22, 26] of the form shown in Equation 14:

logKa(X–PhAA) = 𝜌 logKa(X–BzA) + const (14)
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By referencing the substituent effects to those of the unsubstituted analogs (X=H),
Equation 14 can be rewritten as Equation 15:

logKa(X—PhAA) − logKa(H—PhAA) = 𝜌[logKa(X—BzA) − logKa(H—BzA)] = 𝜌𝜎 (15)

where the substituent constants 𝜎 were defined by Hammett [27] as shown in Equation 16:

𝜎 = logKa(X—BzA) − logKa(H—BzA) = pKa(H—BzA) − pKa(X—BzA) =
−𝛿ΔG0

2.303RT
(16)

and denoted as either 𝜎m or 𝜎p for substituents at the m- or p-positions of benzoic acid,
respectively. The values of 𝜎 are directly related to differences in the Gibbs energy of
ionization, 𝛿ΔG0, due to the presence of the substituents, that is, to the net difference in sta-
bilization of the ionized and unionized forms of benzoic acids by the substituent compared
to that of benzoic acid itself (Figure 3).

For the ionization of benzoic acids, the magnitude of the stabilization is relatively
small, a change of ±1 in 𝜎 corresponding to an increment of only ±5.8 kJmol−1

(±1.4 kcalmol−1) in 𝛿ΔG0. The enthalpies of dissociation of benzoic acids in water are
rather small and positive, while the corresponding entropy changes are relatively large and
negative [28] and hence determine the values of 𝜎. Thus, for the ionization of benzoic
acid itself, ΔH0 = 0.5 kJmol−1 (0.11 kcalmol−1) as compared to −TΔS0 = 23.5 kJmol−1

(5.6 kcalmol−1) [28]. Electron-donating substituents increase the negative charge
density on the carboxylate group, resulting in a greater demand for solvation, while
electron-withdrawing substituents decrease the charge density, with a corresponding
decrease in the entropy of solvation of the benzoate anion. Net electron-withdrawing
substituents that facilitate the ionization of benzoic acid (stabilize the benzoate anion) thus
have positive values of 𝜎, whereas net electron-donating substituents that destabilize the
benzoate ion relative to benzoic acid have negative values of 𝜎 (Figure 3). The magnitude
and sign of 𝜌 thus provide a quantitative measure of the relative sensitivity of the reaction

G

PRxn

P‡
Rxn

0.0
0.0 0.5 1.0

δΔG0

δΔG0

X = NO2

X = OCH3

X = H

X

O

OH + H2O

X

O

O– + H3O
+

δΔ‡G

δΔ‡G

Figure 3 Schematic representation of the differential effect of electron-donating (X = OCH3) and
electron-withdrawing (X = NO2) para-substituents on the Gibbs energy profile for the acid–base
equilibrium of benzoic acids.
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or equilibrium of interest to substituents as compared to the ionization of benzoic acids. As
an example, comparison of the slopes of plots of log Ka for the ionization of phenylacetic
acids (𝜌= 0.49) and 3-phenylpropionic acids (𝜌= 0.21) with that of benzoic acids (𝜌= 1.00
by definition) [26] indicates that the insertion of methylene groups between the aromatic
ring and the carboxylate group decreases the transmission of the substituent effect by a
factor of roughly two for each CH2 group.

The choice of benzoic acids as the reference series for the determination of 𝜎 values
was both logical and perhaps serendipitous. From a practical standpoint, benzoic acids
are relatively simple to prepare and the ionization constants can be easily determined
with the requisite precision at 25 ∘C. At the same time, the equilibrium constant for
ionization is a function of the ratio of rate constants for deprotonation (kdeprot) of the
carboxylic acid and protonation (kprot) of the carboxylate anion, that is, Ka = kdeprot/kprot.
The protonation of oxyanions such as carboxylates and phenoxides is extremely fast [29,
30] and kprot is insensitive to the presence of substituents (kprotX∼kprotH). This reflects the
fact that the protonation is effectively diffusion controlled (unit probability of reaction per
encounter) rather than the “Reactivity–Selectivity Principle” (increased reactivity implies
decreased selectivity), an otherwise attractive concept that has been largely discredited
as a general principle [31]. Since the activation barrier for protonation is small, the
Hammond Postulate requires that the transition state for protonation be very similar to
that of the anion. As a consequence (Figures 3 and 4), the Hammett 𝜎 values are not only
related to the ratio of equilibrium constants for ionization but can also be conveniently
related to the log of the ratio of rate constants for deprotonation of the benzoic acids
(Equation 17):

𝜎 = log

(
Ka(X—BzA)

Ka(H—BzA)

)
≈ log

(kdeprotX
kdeprotH

)
= 𝛿Δ‡Gdeprot (17)

and hence to the differential effect of substituents on the Gibbs energy of activation for
deprotonation of the reference benzoic acids.

0.0
0.50.0 1.0

PRxn

Δ‡G1

ΔG1
0

ΔG2
0

Δ‡G2

δΔ‡G

δΔG0

G

Figure 4 Schematic representation of the influence of a substituent on theGibbs energy of activation
for an exergonic reaction.
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When applied to substituent effects on reaction rates, the Hammett equation correlates
the logarithm of the ratio of the rate constants for reactants with (kX) and without (kH)
substituents to 𝜎, as illustrated in Equation 18:

log

(
kX
kH

)
= 𝜌𝜎 (18)

In interpreting linear Hammett correlations, one is implicitly assuming that [1, 2] (i)
electronic and steric effects are separable and additive; (ii) the 𝜎 values adequately encode
only these electronic effects; (iii) neither the rate-determining step nor the mechanism of
the reaction change as the substituent is varied; and (iv) the progress of the reaction at the
transition state does not change significantly with substituent. For linear plots, the slope
𝜌 provides a measure of the magnitude and direction of the development of charge in the
transition state relative to that involved in the ionization of benzoic acids. A positive value
of 𝜌 can be associated with net development of negative charge at the reaction center in
the transition state of the rate-limiting step and a negative value of 𝜌 with net develop-
ment of positive charge at the reaction center in the transition state of the rate-limiting step
(Figure 5). Experimental values of 𝜌 for a series of typical organic reactions are indicated
in Scheme 1.

Nonlinear Hammett plots that curve at the extremities can reveal substituent-dependent
variations in the electron demand at the reaction center. In these cases, free energy correla-
tions employing Hammett substituent constants that take into account effects such as direct
resonance between the substituent and the reaction center (see below, through resonance
interactions) will often linearize the free energy relationship [32]. In contrast, more abrupt
changes in the slope, resulting in upwardly concave Hammett plots, are usually taken to
be indicative of a change in mechanism, whereas downward concave plots are usually con-
sidered to be an indication of a change in the rate-determining step of the reaction rather

–1.0
–3

–2

–1

–0.5 0.0 0.5 1.0

0

1

2

3

log(KX/KH) or
log(KX/KH)

Electron-donating
substituents

Electron-withdrawing
substituents

H

Net development of
negative change

Net development of
positive change

ρ

ρ = 3.0

ρ = –3

ρ = 1.5

ρ = –1.5

ρ = 0

σ

Figure 5 Typical range of values of 𝜌 for linear Hammett plots and the corresponding interpretation
in terms of charge development at the reaction center.
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I
X + EtO– X + EtOH + I–

ρ = 2.1 

ρ = –0.1

ρ = –1.0

ρ = –2.8

ρ = 0.8Cl
X + I–

I
X + Cl–

Acetone

OH
X

+ MeOH OMe
X

+ H2O

O O

H+

O–

X + EtI
O

Et
X + I–

Ethanol

NH2

X + C6H5COCl

H
N

X + Cl–
Benzene

Ph

O

Scheme 1 Examples of chemical reactions with values of 𝜌 ranging from positive to negative [1, 2].

than the mechanism. A classical example of a change in the rate-determining step is the
uncatalyzed reaction between substituted benzaldehydes and a primary alkyl amine to form
the corresponding imine (Figure 6). With electron-withdrawing substituents (𝜎 > 0), for-
mation of the tetrahedral intermediate (step 1 in Figure 6) is rate limiting, whereas for
electron-donating substituents (𝜎 < 0), it is the dehydration of the tetrahedral intermediate
to form the imine (step 2 in Figure 6) that becomes rate limiting [33].

The comparison of the hydrolysis of the methyl and ethyl benzoates in concentrated
sulfuric acid at 45 ∘C [34] provides a striking contrast between the linear Hammett plot
for the methyl benzoates and the upwardly concave plot for the ethyl benzoates (Figure 7).
With electron-donating and weakly electron-withdrawing substituents, both the methyl
and ethyl esters hydrolyze via carbonyl-carbon/alcohol-oxygen cleavage (steps 1 and 2
in Figure 7). With strongly electron-withdrawing substituents, the mechanism remains
the same for the methyl esters; however, for the ethyl esters, the dominant mechanism
becomes oxygen–carbon cleavage, producing the ethyl carbocation (step 3 in Figure 7).

Although Hammett 𝜎 values for ortho substituents, 𝜎ortho, can be readily determined
from the ionization constants of the corresponding benzoic acids and have been tabulated
[35, 36], their utility for understanding electronic effects on reactivity and equilibria is lim-
ited by their proximity to the reaction center. Thus, depending on the substituent, the 𝜎ortho
values themselves may encode a mixture of electronic and steric effects [37, 38]. When the
reaction of interest has important steric requirements, 𝜎ortho values alone can be expected
to be inadequate without an additional steric hindrance parameter. Nonetheless, attempts to
include such a parameter have not been particularly fruitful, suggesting that the electronic
and steric effects of ortho substituents may not be additive [39, 40]. Not surprisingly, ortho
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Figure 6 Hammett plot for the uncatalyzed reaction between substituted benzaldehydes and n-butyl
amine to form the corresponding imine [33], indicating the change in rate-determining step from
formation of the tetrahedral intermediate (step 1) to dehydration of the tetrahedral intermediate to
form the imine (step 2).

substituents are usually excluded from Hammett-type correlations. Other potential prob-
lems arising from close proximity to the reaction center include specific interactions that
are not adequately represented by either 𝜎ortho or by an additional steric parameter such as
steric hindrance of the resonance of an adjacent substituent or hydrogen bonding between
an ortho substituent and a group that is directly involved in the reaction.

Another limitation for the practical application of the Hammett equation concerns the
proper choice of 𝜎 values when multiple substituents are present. Although it is often
assumed that 𝜎 values are additive [26, 41], this is not necessarily the case, especially
when the substituents are in close proximity, where additional steric effects can come into
play. This problem has been considered in more detail by Kalfus et al. [42], and there are
limited compilations of effective 𝜎 values for some multiple substituent combinations. An
analogous problem occurs in the choice of effective 𝜎 values for polycyclic aromatic sys-
tems such as naphthalenes [43, 44] or flavyliumcations [45] with multiple substituents on
different rings.

4.2 Temperature Dependence of the Hammett 𝝆 Value

A still poorly understood aspect of Hammett plots is the fundamental significance of the
variation of the slope 𝜌 with temperature, which was explicitly pointed out by Burkhardt
in 1935 [22]. The Hammett equation (Equation 18) depends on the difference in the Gibbs
energy of activation with and without the substituent, 𝛿Δ‡GX–H, as shown in Equation 19:

𝛿Δ‡GX—H = 𝛿Δ‡HX—H − T𝛿Δ‡SX—H = −2.303RT𝜌𝜎 (19)
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Experimentally, it is often found that enthalpies of activation, 𝛿Δ‡HX–H, correlate
with the corresponding entropies of activation, 𝛿Δ‡SX–H via a relationship of the form of
Equation 20:

𝛿Δ‡HX–H = Tcomp𝛿Δ‡SX–H (20)

Indeed, this enthalpy–entropy compensation may very well be a requisite condition for
the existence of an LFER [6, 7]. The proportionality constant Tcomp in Equation 20 is the
compensation temperature [46, 47].When theArrhenius plots for the kinetics of the reaction
of interest converge to a common point for all substituents, the corresponding temperature
𝛽 iso is known as the isokinetic temperature (or in the case of an equilibrium process, as the
isoequilibrium temperature) [8, 46–55]. Combining these two equations with Tcomp = 𝛽 iso,
one obtains Equation 21:

𝛿Δ‡GX−H =
(
1 − T

𝛽iso

)
𝛿Δ‡HX−H (21)

which predicts that the substituent effect on the Gibbs energy of activation, and hence on the
reaction rate, should disappear at the isokinetic temperature, that is, 𝜌 should be zero when
T= 𝛽 iso and change sign at temperatures above the isokinetic temperature. Thus, when a
substituent effect is absent, care must be taken to ensure that the experimental temperature
is not close to Tcomp or 𝛽 iso, although in most cases isokinetic temperatures are in the range
of several hundreds of degree celsius [47, 54]. Since the Hammett slope 𝜌 is proportional to
−𝛿Δ‡GX–H/RT (Equation 19), 𝜌 is expected to be inversely proportional to the temperature
[56], as indicated in Equation 22:

𝜌(T) = 𝜌∞

(
1 −

𝛽iso

T

)
(22)

where 𝜌∞ is the corresponding limiting value of the slope at T→∞. This relationship
has been shown to hold for the specific case in which 𝛿Δ‡HX–H and 𝛿Δ‡SX–H are
temperature-independent (constant differential heat capacity) [51]. However, when these
vary with temperature, the temperature dependence of 𝜌 is more complex and 𝛽 iso itself
becomes temperature dependent [51].

5 THE PANTHEON OF HAMMETT-RELATED SUBSTITUENT
PARAMETERS

Substituent effects on reactions and equilibria depend on a variety of factors, including
inductive or electric field effects exerted on the reaction center by the substituent,
resonance interactions, temperature, polarizability, solvent (especially for ionic sub-
stituents, where ionic strength can be a complicating factor), and steric interactions.
The widespread application of the Hammett equation to correlate reactivity patterns
soon identified some of these limitations of the original Hammett 𝜎m and 𝜎p constants
based on the ionization of benzoic acids. In 1968, Swain and Lupton [57] noted that at
least 20 different scales of Hammett 𝜎 constant had been proposed in the literature. The
most important of these alternative 𝜎 constant scales are considered in the following
sections.
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5.1 Through-Resonance Interactions

Hammett himself noted deviations for strongly electron-withdrawing p-substituents in
Hammett plots for the ionization of phenols, attributable to direct conjugation of the
substituent with the reaction center (through-resonance), as illustrated in Scheme 2 for the
p-nitrophenoxide ion.

O–

N
O–O

O

N
O––O

Scheme 2 Resonance structures of the p-nitrophenoxide ion.

This led to the development of the 𝜎p
− scale, originally based on the ionization of phe-

nols but later on anilines [35, 36]. The values of 𝜎p
− are much larger than 𝜎p for highly

electron-withdrawing para-substituents, but comparable to those of 𝜎p for electron-donating
substituents (Table 2). The Hammett 𝜎p values for strongly electron-donating substituents
such as –NH2, –OH, and –OR are themselves subject to a through-resonance interaction
with the carboxylate group, as indicated in Scheme 3 for the p-methoxybenzoate ion.

O

O–

H3CO

O

O

H3CO

–

+

–

Scheme 3 Resonance structures of the p-methoxybenzoate ion [2].

For these few substituents, the values of 𝜎p
0 (Table 2) based on reference systems such

as the ionization of phenylacetic acids, where an intervening methylene group insulates
the carboxylate ion from the substituent, can be used to correct 𝜎p for through-resonance
interactions [36]. The through-resonance interaction of these substituents with centers of
positive charge is even greater than that with benzoate ions, indicating the need for a cor-
responding set of 𝜎p

+ values (Table 2). For these substituents, Okamoto and Brown [59]
developed such a set of values based on the solvolysis of cumyl chlorides in 90% aqueous
acetone (Scheme 4) rather than on an equilibrium constant. The 𝜎p

+ constants were then
defined via Equation 23:

𝜎+
p =

log(kX∕kH)
4.54

(23)

where the numerical factor in the denominator scales the values so that they are consistent
with the Hammett constants for meta-substituents (making 𝜎m

+ = 𝜎m). A recent interesting
approach for the determination of 𝜎+ values in nonpolar solvents is via the UV–visible
absorption maximum of substituted nitrobenzenes [60].
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TABLE 2 Values of Hammett Substituent Constants for Para- (𝝈p) and Meta- (𝝈m)
Substituents, Para-substituent Constants for Through-Resonance with Positive (𝝈p

+) Negative
(𝝈p−) Reaction Centers, 𝝈p Values Corrected for through-resonance (𝝈p

o), Inductive
Substituent Constants (𝝈I), Swain–Lupton Field (F) and Resonance (R) Parameters, Taft
Polar (𝝈*) and Steric (ES) Constants, and Para-substituent Constants for Stabilization of Free
Radicals (ER) for a Selection of Commonly Employed Substituents

Hammett Through resonance Inductive Swain–Lupton Taft polar/steric Radicals
Substituent 𝜎p 𝜎m 𝜎p

+ 𝜎p− 𝜎p
o 𝜎I F R 𝜎* ES 𝜎JJ

•

–N(CH3)2 −0.83 −0.16 −1.7 −0.12 −0.48 0.06 0.15 −0.98 — — 1.00
–NH2 −0.66 −0.16 −1.30 −0.15 −0.36 0.12 0.08 −0.74 0.62 −0.61 —
–OH −0.37 0.12 −0.92 −0.37 −0.16 0.29 0.33 −0.70 1.37 −0.55 —
–OCH3 −0.27 0.12 −0.78 −0.26 −0.15 0.27 0.29 −0.56 1.77 −0.55 0.23
–C(CH3)3 −0.20 −0.10 −0.26 −0.13 −0.17 −0.07 −0.02 −0.18 −0.07 −2.78 0.26
–CH3 −0.17 −0.07 −0.31 −0.17 −0.12 −0.04 0.01 −0.18 0 −1.24 0.15
–C6H5 −0.01 0.06 −0.18 0.02 0.01 0.12 0.12 −0.13 0.60 — 0.47
–H 0 0 0 0 0 0 0 0 0.49 0 0
–SCH3 0.00 0.15 −0.60 0.06 −0.02 0.25 0.23 −0.23 1.56 −1.07 0.62
–F 0.06 0.34 −0.07 −0.03 0.21 0.52 0.45 −0.39 3.19 −0.55 −0.02
–I 0.18 0.35 0.14 0.27 0.31 0.39 0.42 −0.24 2.22 −1.62 —
–Cl 0.23 0.37 0.11 0.19 0.28 0.47 0.42 −0.19 2.94 −0.97 0.22
–Br 0.23 0.39 0.15 0.25 0.28 0.44 0.45 −0.22 2.80 −1.16 0.23
–CO2CH3 0.45 0.36 0.49 0.75 0.46 0.32 0.34 0.11 2.00 — 0.33
–COCH3 0.50 0.38 — 0.84 0.50 0.30 0.33 0.17 1.65 — 0.54
–CF3 0.54 0.43 0.61 0.65 0.54 0.40 0.38 0.16 2.85 −2.40 −0.01
–NH3

+ 0.60 0.86 — −0.56 — 0.61 0.92 −0.32 3.61 — —
–CN 0.66 0.56 0.66 1.00 0.68 0.53 0.51 0.15 3.64 −0.51 0.42
–NO2 0.78 0.71 0.79 1.27 0.82 0.64 0.65 0.13 4.66 −2.52 0.36
–N(CH3)3

+ 0.82 0.88 0.41 0.77 0.37 0.93 0.86 −0.04 4.16 — —

Data from the compilations of Hansch et al. [35, 36], except for 𝜎JJ
• from Jiang [58].

Cl
X + H2O

90% aq. acetone 

25°C 

OH
X + HCl

Scheme 4 Solvolysis of cumyl chlorides, used to develop the 𝜎+ scale [59].

The 𝜎+ constants have been shown to be more appropriate than the original Hammett
𝜎 values for reactions that involve significant positive charge stabilization by substituents,
as indicated by classical examples such as electrophilic aromatic substitution [61] and the
acid-catalyzed hydration of 1,1-disubstituted ethylenes [62]. The difference between corre-
lations based on conventional Hammett 𝜎 constants and 𝜎+ values is illustrated in Figure 8
for the acetolysis of substituted brosylates.

The relative importance of through-resonance can be made explicit in Hammett plots by
employing Equation 24, known as the Yukawa–Tsuno equation [64, 65]:

log

(
kX
kH

)
= 𝜌[𝜎 + r(𝜎+ − 𝜎)] (24)
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Figure 8 Comparison of the curved Hammett plot for the acetolysis of substituted brosylates based
on conventional Hammett 𝜎m and 𝜎p values with the linear free energy relationship based on the
corresponding 𝜎+ values [63], indicating the importance of through-resonance interactions for the
electron-donating substituents.

or its counterpart with 𝜎− in place of 𝜎+ [60, 66].

5.2 Separation of Resonance and Field-Inductive Contributions

As implied in the previous section, the Hammett constants contain contributions from both
resonance and inductive or field effects, with resonance interactions being more important
in 𝜎p than in 𝜎m. Factoring the Hammett 𝜎 values into resonance (𝜎R) and inductive (𝜎I)
contributions leads to Equation 25:

𝜎 = 𝜎R + 𝜎I (25)

which requires reliable, properly scaled values of 𝜎I in order to determine 𝜎R (or vice versa).
For nonaromatic systems, Taft [67, 68] determined a set of polar or inductive substituent

constants designated as 𝜎* values (Equation 26) derived from the base- (B) and acid- (A)
catalyzed hydrolysis of substituted methyl or ethyl acetates (X–CH2CO2–R) with X H as
the reference rate constant:

𝜎∗ =

[
log

(
kX
kH

)
B
− log

(
kX
kH

)
A

]
2.48

(26)

The numerical factor in the denominator serves to scale the 𝜎* values to the Hammett 𝜎
values. The term for the acid-catalyzed hydrolysis, which has a 𝜌 value close to zero, was
subtracted from that of the base catalyzed hydrolysis in order to correct for the steric effects
on the latter and was denoted as ES (Equation 27):

ES =
log

(
kX
kH

)
A

2.48
(27)
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The relative importance of polar and steric effects for nonaromatic systems can then be
gauged by the Hammett-type correlation shown in Equation 28:

log

(
kX
kH

)
= 𝜌∗𝜎∗ + 𝛿SES (28)

where 𝜌* and 𝛿S are the factors that quantify the sensitivity of the reaction rate to polar and
steric effects.

Other sets of compounds that have been employed to develop inductive parameters for
substituents include 4-substituted-bicyclo[2.2.2]octane carboxylic acids (known as 𝜎′ val-
ues) [69], 4-substituted quinuclidines (𝜎IQ values) [70, 71], and substituted acetic acids
(Charlton 𝜎I values) [72]. Intercorrelation and scaling of the former two values led to the
following relationship (Equation 29) for 𝜎I [35]:

𝜎I = 1.297𝜎m − 0.385𝜎p + 0.033 (29)

Attempts to factor the inductive effect further into through-bond and through-space (or
perhaps more precisely, through-solvent) components have not proved to be particularly
fruitful, perhaps because of a predominance of the through-space component [39, 73].

5.3 The Swain–Lupton Equation

An alternative approach for separating field and resonance effects was proposed by Swain
and Lupton [57, 74] in the form of substituent-position-independent field (F) and reso-
nance (R) parameters that were employed in the modified Hammett equation depicted in
Equation 30:

log

(
kX
kH

)
= 𝜌𝜎 = fF + rR (30)

where the slopes f and r indicate the sensitivity of the reaction center to the field and
resonance effects, respectively. Using the assumptions that F= 𝜎′ ≈ 𝜎I and R= 0 for the
substituent trimethylammonium, Swain and Lupton developed the following relationship
(Equation 31) between 𝜎p, F, and R:

𝜎p = 0.92F + R (31)

from which the values of F and R could be calculated. These two parameters have the
additional advantage that they can be related to all the other major types of 𝜎 values intro-
duced earlier, obviating the need to decide which set of 𝜎 values is the most appropriate for
analyzing the reactivity data at hand.

5.4 Quantum Chemical Calculation of Hammett Substituent Constants

The increasing availability of more accurate quantum chemical methods has led to an
upsurge in attempts to relate quantum chemical molecular parameters to the various types
of substituent constants, with varying degrees of success [39, 75–77]. Among the most suc-
cessful predictors of Hammett 𝜎 values is the difference between the core electron binding
energies (ΔCEBE) of the corresponding o-, m-, or p-carbon of a substituted benzene com-
pared to that of the unsubstituted compound (e.g., C6H5–X relative to C6H6), which can be
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calculated by density functional theory [78, 79]. Takahata [80, 81] has separated resonance
and inductive effects by showing that the ΔCEBE of substituted cyclohexanes (C6H11–X)
correlates with 𝜎I and the difference between the ΔCEBE of substituted benzenes and the
corresponding substituted cyclohexane correlates with 𝜎R.

5.5 Hammett Constants for Free Radical Substituents and for the Stabilization of
Free Radical Reaction Centers

Theoretical calculations of the experimentally inaccessible pKas of benzoic acids bearing
free radical substituents have been employed to develop a set of Hammett 𝜎 constants for
the stabilization of reaction centers by free radical substituents [82]. Substituent effects
on aliphatic free radical centers have been correlated with Taft 𝜎* values [83, 84] and sub-
stituent effects on radical centers in resonance with aromatic rings have been tied to 𝜎+ [84,
85]. Although substituent constants for the stabilization of radical centers have been esti-
mated, for example, frommeasurements of the rate constants for hydrogen atom abstraction
from substituted cumenes (ER values; Table 2) and from the EPR hyperfine coupling con-
stants of benzylic hydrogens (𝜎• values) [36], adequate scaling and separation of polar and
radical effects is lacking. Jiang, however, has developed a consistent set of substituent con-
stants for stabilization of para-substituted benzylic radical centers, the 𝜎JJ

• scale (Table 2),
which explicitly factors out the polar effects of the substituent [58]. A consistent feature of
all of these scales is that most substituents have a net stabilizing influence on the radical
center relative to hydrogen.

5.6 Sources of Substituent Parameters

The most comprehensive collections of substituent parameters have been compiled by Han-
sch et al. [35, 36]. Values of Hammett substituent constants for para- (𝜎p) and meta- (𝜎m)
substituents, para-substituent constants for through-resonance with positive (𝜎p

+) and neg-
ative (𝜎p

−) reaction centers, 𝜎p values corrected for through-resonance (𝜎p
0), inductive

substituent constants (𝜎I), Swain–Lupton field (F) and resonance (R) parameters, Taft polar
(𝜎*) and steric (ES) constants, and para-substituent constants for stabilization of free radi-
cals (ER) are presented in Table 2 for a selection of commonly employed substituents.

5.7 Hammett Correlations for Electronically Excited States

There have been scattered attempts to use Hammett correlations to interpret substituent
effects on the reactivity of electronically excited states or to develop excited-state sub-
stituent constants [75, 86, 87]. However, the fact that the energy and orbital origin (n,𝜋*

or 𝜋,𝜋*) of the lowest electronically excited state are inherently substituent-dependent
undoubtedly dooms any attempt to develop a generally applicable set of excited-state
substituent constants. On the other hand, a Hammett correlation was successfully used to
rationalize the chemiexcitation mechanism for the formation of singlet excited states in
the decomposition of electron-rich 1,2-dioxetanes [88].

5.8 Some Unique Applications of Hammett Correlations

Several recent examples of unique applications of Hammett sigma constants underscore
their continuing importance for a deeper understanding of electronic effects on reactiv-
ity and equilibria. Hammett correlations have been extensively employed to investigate
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arene–arene, cation–arene, and anion–arene noncovalent bonding interactions [89] and,
more recently, the performance of asymmetric catalysts [90]. Hammett plots for substi-
tuted iodobenzenes, in combination with quantum chemical calculations, indicated that
the rate-limiting step of the Sonogashira coupling reaction is the initial oxidative addition
of palladium to the carbon-iodine bond [91]. A particularly notable application was the
demonstration by Rao et al. [92] that the Hammett equation could be applied to correlate
and predict substituent effects on the single-molecule chemistry of substituted thiophenols
adsorbed onto a copper surface.

6 PARAMETERS FOR STERIC EFFECTS

The Taft steric parameter ES was introduced in Equation 27. As originally defined, the ref-
erence substituent was the methyl group. In analyzing LFERs containing ES as a descriptor,
attention must be paid to the values employed since the values of ES were rescaled so that
the reference substituent was hydrogen, as indicated in Equation 32:

ES (rescaled) = ES (original) − 1.24 (32)

A number of other steric or size-related parameters have been proposed [93], includ-
ing Charton’s minimum van der Waals radius parameter for symmetrical substituents
(Equation 33):

𝜈X = rVX − rVH = rVX − 1.20 (33)

which exhibits a strong correlation with ES, and Hancock’s correction of ES values for the
number nH of alpha hydrogens (Equation 34):

EC
S = ES + 0.306(nH − 3) (34)

an approach extended by Fujita to unsymmetrical substituents of the type –CR1R2R3 using
the weighted sum of the ES

C values for the three R groups.
Verloop’s STERIMOL [94] parameters are particularly attractive because they take into

account the three-dimensional aspects of substituent shape and are derived directly from
molecular structure. The three principal parameters of STERIMOL are the length (L), min-
imal width (B1), andmaximal width (B5) of the substituent group. The STERIMOLprogram
based on the original algorithm for calculating the Verloop parameters is still available in
a FORTRAN version from the Quantum Chemistry Program Exchange(Program Number
QCMP093) [95]. Despite their limitations, the STERIMOL parameters have been shown
to be useful for analyzing reactions involving asymmetric catalysis [96].

6.1 Polarizability

The most readily calculable polarizability parameter is the Molar Refraction, MR, given by
the relationship in Equation 35 [36]:

MR = (n2 − 1)
(n2 + 1)

MW
d

(35)

where n is the refractive index and MW/d the molecular weight divided by the density of
the substance of interest. In practice, the value of MR is often scaled by a factor of 1/10.
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7 NUCLEOPHILICITY AND ELECTROPHILICITY SCALES

At some point along the reaction coordinate of the reaction between a nucleophile and
an electrophile, there must be partial electron transfer from the nucleophile to an unfilled
orbital of the electrophile. The details of this transfer will depend on the mixing between
the highest occupied molecular orbital of the nucleophile (HOMONu) and the lowest unoc-
cupied molecular orbital of the electrophile (LUMOE), which in turn will depend on the
difference in energy between them. Clearly, any attempt to quantify nucleophilicity can be
expected to be electrophile dependent. Therefore, the premise that one can construct abso-
lute scales of nucleophilicity is fundamentally flawed [97]. Despite this intrinsic limitation,
much progress has been made in developing quantitative treatments of nucleophilicity and
electrophilicity.

Swain and Scott [98] used the expression in Equation 36:

log

(
k
k0

)
= sn (36)

to correlate rate constants (under pseudo-first-order reactionconditions) for nucleophilic
attack on a substrate relative to that (k0) of nucleophilic attack on the same substrate in
water at 25 ∘C. The nucleophilicity constants n were determined from the rate of reaction
of methyl bromide, for which the slope s was defined to be unity. Like 𝜌 in the Hammett
equation, the value of s expresses the sensitivity of the electrophile to n relative to that of
methyl bromide. On the other hand, the Ritchie equation [99, 100], shown in Equation 37:

log

(
k
k0

)
= N+ (37)

based on nucleophilic reactivity with tritylium ions, omitted the electrophile-dependent sen-
sitivity term, tantamount to assuming that the nucleophilicity was independent of the nature
of the electrophile, that is, that an absolute nucleophilicity scale could in fact exist.

The Mayr–Patz equation [97, 101, 102], shown in Equation 38:

log(k) = sN(N + E) (38)

has been employed to correlate rate constants for reactions of a wide range of 𝜋-, n-,
and 𝜎-nucleophiles (alkenes, arenes, enol ethers, enamines amines, alcohols, inorganic
anions, transition metal complexes, hydrides, etc.) with diarylmethylcationsor neutral
quinine methides with rate constants spanning 30 orders of magnitude. The parameters
N and E are the nucleophilicity and electrophilicity of the reaction partners and sN
is the nucleophilic-dependent slope, taken to be unity for the standard 𝜋-nucleophile
2-methyl-1-pentene. In this equation, both N and sN are, in principle, solvent dependent,
whereas E is considered to be a uniquely defined solvent-independent parameter for the
electrophile. The value of E was set to zero for the reaction of 2-methyl-1-pentene (sN
= 1.0) with the cation (4-MeOC6H4)2CH

+. The Mayr group maintains a database of
nucleophilicities and electrophilicities [103].

Mayr and Ofial [97] pointed out that all of these previous treatments can be unified as
limiting cases of the following general equation (Equation 39):

log(k) = sNsE(N + E) (39)
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where sE is an additional electrophile-dependent parameter. With sE = 1 for carbo-
cations, this equation reduces to the Mayr–Patz equation (Equation 38). For most of
the n-nucleophiles examined by Swain and Scott, sN ≈ 0.6 and Equation 39 reduces to
Equation 40:

log(k) = 0.6sEE + 0.6sEN (40)

For a single electrophile (constant E), the inclusion of the reference reaction with water
as nucleophile leads to a relationship formally equivalent to the Swain–Scott equation
(Equation 36):

log

(
k
k0

)
= 0.6sEN (41)

Finally, assuming that the reactivity is electrophile-independent (sE = 1.0), Equation 41
is further simplified to Equation 42, which is identical in form to the Ritchie equation
(Equation 37).

log

(
k
k0

)
= 0.6N (42)

A Frontier molecular orbital interpretation of the Mayr–Patz equation based on the
HOMO energy of the nucleophile and the LUMO energy of the electrophile has been
presented by Zhuo et al. [104]. More recently, Chamorro et al. [105] developed an intrinsic
(i.e., electronic) relative scale of electrophilicity and nucleophilicity that is the theoretical
analog of the Mayr–Patz equation. When the nucleophile N interacts with the electrophile
E, the flow of electron density from N to E modulates the electronic interaction between
them. The maximum amount of electronic stabilization, ΔE*

EN, occurs at the optimal
extent of charge transfer from N to E. Factoring this electron stabilization energy into
electronic stabilization energies associated with the individual species E and N gives the
relationship shown in Equation 43:

ΔE∗
EN = ΔE∗

E(N) + ΔE∗
N(E) (43)

that can be expressed explicitly in the form (Equation 44):

ΔE∗
EN = 1

2

[𝜇2
N − 2𝜇N𝜇E]
(𝜂N + 𝜂E)

− 1
2

𝜇2
E

(𝜂N + 𝜂E)
(44)

In this equation, 𝜇N and 𝜇E are the chemical potentials (𝜇N>𝜇E) and 𝜂N and 𝜂E the
corresponding hardnesses of N and E, where 𝜇≈−(IP + EA)/2 and 𝜂 ≈ IP – EA can be
expressed in terms of the vertical ionization potential (IP ∼ −𝜀HOMO as the first approxima-
tion) and electron affinity (EA ∼ −𝜀LUMO) for each species. For an electrophile immersed
in a sea of electrons provided by an ideal donor, its intrinsic or nucleophile-independent
electrophilicity 𝜔E is given by Equation 45:

𝜔E = −1
2

𝜇2
E

𝜂E
(45)

The second term on the right-hand side of Equation 44 is the negative of the relative
electrophilic power of E in the presence of the nucleophile N and, upon substitution of
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Equation 45, can be written as Equation 46:

𝜔E(N) =
1
2

𝜇2
E

(𝜂N + 𝜂E)
= 𝜔E

𝜂E

(𝜂N + 𝜂E)
(46)

Employing Equation 46, Equation 44 can then be transformed into a form (Equation 47)
that is the electronic analog of the Mayr–Patz equation:

ΔE∗
EN = sN(E)[𝜔N(E) + 𝜔E] (47)

where SN(E) is defined by Equation 48:

sN(E) = −
𝜂E

𝜂N + 𝜂E
(48)

The term 𝜔N(E), defined in Equation 49:

𝜔N(E) =
1
2

[𝜇2
N − 2𝜇N𝜇E]

𝜂E
(49)

can be identified as the relative nucleophilicity index ofN in the presence of the electrophile
E. These theoretically based relationships [105] provide a framework, within the limits of
the approximations used to derive them (which include neither solvent nor steric hindrance
effects), for analyzing the electronic factors that control the interactions of nucleophiles and
electrophiles.

The current status of global and local electrophilicity indices has been exhaustively
treated in a review that has been periodically updated [106]. Rezende and Millán [77] have
considered the relationship between substituent constants for electrophilicity and Ham-
mett 𝜎 constants and between the solvatochromic behavior of dyes and the electrophilicity
indices of the donor and acceptor regions of the dyes [107–109].

8 SOLVENT AND SOLUTE PARAMETERS

8.1 Single-Parameter Solvatochromic Probes

Solvation plays a fundamental role in determining reactivity. Polar solvents stabilize and
facilitate the development of charge in the transition state, but the energy required to
remove solvent from a nucleophile can drastically reduce its nucleophilicity in polar or
hydrogen-bonding solvents. Earlier measures of solvent polarity such as Kosower’s Z
scale, based on the solvent-dependent shifts of the absorption of the charge transfer band
of N-ethyl-4-methoxycarbonylpyridinium iodide, have been largely supplanted by the
much more widespread use of the Dimroth–Reichardt ET scale of solvent polarity, based
on the solvatochromic shifts of the absorption of the pyridinium-N-phenolatebetainedye,
namely Reichardt’s ET(30) betaine (Scheme 5).

The ET solvatochromic scale is operationally defined in terms of the absorption maxi-
mum (𝜆max, in nm) of the probe dissolved in the medium of interest, which is converted to
the equivalent in kilocalories per mole via the relationship: ET(probe) = 2.859 × 104/𝜆max.
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N
+

O–

N

O

hv

Scheme 5 Reichardt’s pyridinium-N-phenolate betaine used to develop the ET scale of solvent
polarity on the basis of its absorption maximum [110].

The corresponding normalized dimensionless value, denoted as EN
T , is defined according to

Equation 50:

EN
T =

[ET(solvent) − ET(TMS)]
[ET(water) − ET(TMS)]

=
[ET(solvent) − 30.7]

32.4
(50)

where ET(Water) and ET(TMS) are the reference ET values in water and in tetramethylsilane.
Extensive compilations of ET values are available in the literature [110, 111] and ET and
EN
T values for a selection of commonly used solvents are listed in Table 3.
In protic solvents, both polarity of the solvent and specific hydrogen bonding interac-

tions with the phenolate oxygen of the probe contribute to ET (see below). In addition
to the dependence on the nature and composition of the solvent (solvatochromism), the
absorption spectra of pyridinium-N-phenolatebetaines are sensitive to temperature (ther-
mochromism), the nature and concentration of added electrolytes (halochromism), and
the external pressure (piezochromism) [118], leading to the suggestion that these betaines
be called perichromic dyes [110, 119]. The thermochromic and halochromic shifts of the
absorption spectrum of the ET probe have been shown to arise from the complexation of the
cation with the phenolate oxygen of the probe [118, 120, 121]. Rezende et al. [107–109]
have also discussed the relationship between solvent electrophilicity and the solvatochromic
shifts of dyes.

Although empirical solvatochromic descriptors such as ET are useful for developing
predictive correlations and estimating effective polarities in nonhomogeneous or uncon-
ventional media, the interpretation of such correlations in terms of specific solvent–solute
interactions is not always straightforward. For example,ET values inmixed solvents are sen-
sitive to specific solvation effects, reflecting the fact that absorption spectra are much more
sensitive to the local solvation environment around the probe rather than to bulk solvent
polarity (see below).

8.2 Lipophilicity Parameters

Lipophilicity provides a measure of the affinity of molecules for a nonaqueous solvation
environment as opposed to an aqueous environment. By far, themost widely used lipophilic-
ity parameter for solutes is log Po/w, where Po/w is the partitioning coefficient for transfer
of the solute from water saturated with n-octanol to n-octanol saturated with water, defined
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(Equation 51) as the ratio of the concentrations of the solute in the two phases [36]:

Po∕w =
[Coctanol]
[Cwater]

(51)

A wide variety of important phenomena correlate with log Po/w, including micellization,
solubilization and transport of molecules across biological membranes, and concentration
and dispersion of pollutants in the environment [36]. For solutes that ionize, one can use
the log of the octanol–water distribution coefficient, log Do/w, where Do/w is defined as the
ratio of the concentration of solute in the octanol phase divided by the total concentration
of solute (ionized plus unionized) in the aqueous phase buffered at the pH of interest [122].

Fujita et al. [123] defined the local lipophilicity parameter 𝜋X for a substituent X as
shown in Equation 52 in terms of the difference between the log Po/w values for compounds
with (R–X) and without (R–H instead of R–X) the substituent of interest:

𝜋X = log[Po∕w(R—X)] − log[Po∕w(R—H)] (52)

Noting that Equation 52 can be rearranged to Equation 53:

log[Po∕w(R—X)] = log[Po∕w(R—H)] + πX (53)

values of 𝜋X can also be employed to calculate unknown values of log [Po/w(R–X)] if the
value of log [Po/w(R–H)] is known.

Experimentally, log Po/w values can be determined directly by measuring the con-
centration of the solute in the two phases or indirectly by reversed phase thin layer
chromatography (TLC) or high-performance liquid chromatography (HPLC) [124].
Alternatively, they can be estimated by summing tabulated hydrophobic fragment
constants or group equivalents for all groups present in the molecule [125–127]. The
comprehensive compilation of such values by Hansch et al. [36] contains several
thousand critically evaluated log Po/w values. The Syracuse Research Corporation
(SRC) PHYSPROP database [128] provides online access to the thermophysical
properties, including log Po/w where available, of about 25 000 organic compounds.
A number of computer programs have also been developed to estimate log Po/w
from chemical structure. Free estimation programs include the Virtual Computa-
tional Chemistry Laboratory and the Estimation Program Interface (EPI) Suite; the
former provides online calculation of log Po/w values with the ALOGPS program
[129, 130] and the latter, distributed by the US Environmental Protection Agency
(EPA) [131], calculates log Po/w and a wide range of other properties related to
the environmental fate of chemicals. A large, chemically diverse log Po/w data set
has recently been validated for developing and benchmarking such prediction pro-
grams [132].

8.3 Hydropathy Scales

Hydrophobic amino acid residues are generally located in the interior of protein domains,
whereas hydrophilic amino acid residues are typically found on the exterior surface of
proteins. With this in mind, several scales of hydropathy that classify amino acids as
hydrophobic or hydrophilic according to the relative hydrophobicity/hydrophobicity of
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their side-chain residues have been developed to aid the prediction of protein structure
and folding. Although these scales agree qualitatively, there are differences in the relative
ordering of the amino acids predicted by the various scales [133]. White and Wimley
[134] have developed a whole-residue hydrophobicity scale for amino acids in peptides
that has significant advantages over these earlier side-chain hydropathy scales. On the
basis of the values of the Gibbs energies for transfer of polypeptides from water to
octanol or a phosphatidylcholine (POPC) bilayer interface, the Wimley–White scales
include the peptide bond and the side chain. These scales are conveniently available
online on the White group website [135] and have been implemented in Membrane
Protein Explorer (MPEx), a tool for exploring the topology and other features of mem-
brane proteins by means of hydropathy plots based upon thermodynamic and biological
principles [136].

8.4 Kamlet–Taft Solvatochromic Parameters for Solvents

The first multiparameter model for solvent effects was developed by Koppel and Palm, who
correlated solvent effects on reactivity using the LSER shown in Equation 54 [137]:

log kRxn = const + gf (𝜀) + pf (nD) + cE + bB (54)

where f(𝜀)= (𝜀− 1)/(2𝜀+ 1) is a function of the static dielectric constant of the sol-
vent, f(nD)= (nD

2 − 1)/(nD
2 + 2) a function of the refractive index of the solvent, and

E and B represent the electrophilic and nucleophilic solvation abilities of the solvent,
respectively.

A more general model for treating solvent and solute effects, which made explicit con-
nections between macroscopic solute parameters and microscopic interactions, was devel-
oped by Kamlet, Taft, and coworkers [137]. In this model, the overall solute–solvent inter-
action is factored into the sum of three basic types of contributions: (i) the energy required to
create a cavity in the solvent that is the size of the solute, reorganize the solvent around the
cavity and insert the solute into the cavity (which results in favorable dispersion interactions
between the solute and the surrounding solvent); (ii) the nonspecific interactions between
the solute and the surrounding solvent due to either polarizability or solute–solvent dipolar-
ity effects; and (iii) the specific hydrogen bond donor–acceptor interactions, whose strength
depends on the solvent/solute hydrogen bond basicity and the solute/solvent hydrogen bond
acidity.

On the basis of this model, Kamlet, Taft, and coworkers [137] developed three new
solvatochromic descriptors based on solvent-induced shifts of the absorption maxima of
probe molecules to represent solvent dipolarity (𝜋*), solvent hydrogen bond acidity (𝛼), and
solvent hydrogen bond basicity (𝛽). In the resultant linear Gibbs energy relationships, these
three chemically meaningful descriptors are supplemented by a polarizability parameter 𝛿,
which takes the values of 1 (aromatics), 0.5 (halocarbons), or 0 (other molecules), and a
cavity term given by the Hildebrand parameter 𝛿H

2 for the cohesive energy density of the
solvent. This is the energy required to create a cavity of unit volume in the solvent, which
can be calculated from the enthalpy of vaporization of the solvent divided by its molar
volume, as shown in Equation 55:

𝛿2H =
(ΔHvap − RT)

Vm
(55)
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The effect of solvent on the reaction rate (or equilibrium constant) of interest can then
be correlated via the linear Gibbs energy relationship shown in Equation 56:

log kRxn = const + s(𝜋∗ + d𝛿) + a𝛼 + b𝛽 + h
𝛿2H

100
(56)

where the coefficients of each of the Kamlet–Taft parameters correspond to the relative
influence of each solvent–solute interaction on the reaction rate (or equilibrium position).
Addition of the Hildebrand parameter to the Koppel–Palm equation (Equation 54) to
include the effects of cavitation makes it formally equivalent to the Kamlet–Taft approach.
A clear advantage of the Kamlet–Taft model over other alternative models is that the
values of the solvent parameters in Equation 56 have been determined for a much larger
number of solvents. Kamlet–Taft 𝛼, 𝛽, and 𝜋* values for a selection of commonly used
solvents are listed in Table 3. In addition to common solvents [112, 113], values of
Kamlet–Taft solvent parameters have been reported for a variety of solvents of interest in
green chemistry, including ionic liquids as well as several sub- and supercritical solvents
[138–143]. Particularly interesting would be the use of Kamlet–Taft parameters [140,
141, 144] to rationalize the unique reactivity of organic molecules in superheated and
supercritical water under pressure [144–146].

Three examples illustrate the type of chemical insight that can be obtained from the
Kamlet–Taft linear Gibbs energy relationships for solvent effects. Marcus [115] showed
that the normalized values of Reichardt’s ET correlated with both 𝜋

* and 𝛼 via Equation 57:

EN
T = 0.01 + 0.36 𝜋∗ + 0.47𝛼 (57)

reflecting the fact, as noted earlier, that Reichardt’s solvatochromic dye (Scheme 5) is also
a hydrogen bond acceptor. The absence of the cavity term is expected since the size of the
solvatochromic dye does not change during absorption of light. The second example is the
unimolecular solvolysis of tert-butyl chloride, for which Abraham et al. [147] reported the
relationship shown in Equation 58:

log k(t-BuCl) = −14.60 + 5.10𝜋∗ + 4.17𝛼 + 0.73𝛽 + 0.48
𝛿2H

100
(58)

The relative magnitudes of the coefficients of Equation 58 indicate that the solvolysis is
accelerated primarily by solvent dipolarity (𝜋*) and hydrogen bond donor strength (𝛼), with
only minor contributions from solvent cavitation (𝛿H

2/100) and hydrogen bond basicity
(𝛽). For the Menshutken reaction or SN2 reaction between triethylamine and ethyl iodide
(Scheme 6), Abraham et al. [137] found the following relationship (Equation 59) for the
Gibbs energy of activation relative to dimethylformamide:

Δ‡Gsolvent − Δ‡GDMF = 5.41 − 7.31(𝜋∗ − 0.18δ) + 0.54
𝛿2H

100
(59)

showing that the overriding factor determining the Gibbs energy of activation is the stabi-
lization of the transition state by solvent dipolarity.

As indicated by Equation 57, ET values are subject to specific solvation effects that
can be particularly complicated to model in mixed solvents. El Seoud and coworkers
[148–155] have elucidated the individual contributions to the solvatochromism of a
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N
I+ N I–+

Scheme 6 Menshutken reaction between triethylamine and ethyl iodide.

variety of merocyanine, quinolinium, and pyridiniumbetaine dyes by correlating the
ET(Probe) values of these probes with an equation based on Kamlet–Taft parameters and the
octanol–water partitioning constant to take into account the sensitivity of the merocyanine
probes to solvent lipophilicity, as shown in Equation 60:

ET(probe) = const + a𝛼 + b𝛽 + s(𝜋∗ + d𝛿) + p logPo∕w (60)

Studies of the thermo-solvatochromism of these probes in binary aqueous-organic sol-
vent mixtures led to the development of a general model based on preferential solvation of
the probe by the organic component and, even more efficiently, by the organic component
hydrogen bonded to water. These concepts have a direct bearing on the development of suit-
able QSRR treatments of reactivity in mixed solvents, which can be particularly complex
when these solvent mixtures exhibit microheterogeneity.

8.5 Catalán’s SSP, SB, and SA Solvent Parameters

Catalán [156] has developed an alternative set of solvatochromic probe-based descriptors:
the solvent polarity/polarizability (SPP) scale, the solvent hydrogen bond basicity (SB)
scale, and the solvent hydrogen bond acidity (SA) scale. Values of these three parameters
are available for more than 200 solvents [111, 112, 114], some of which are listed in Table 3.
Catalán has related his parameters to other descriptors and has applied them to selected reac-
tions and equilibria [156]. For comparison with the Kamlet–Taft approach (Equation 57),
Catalán’s equivalent linear Gibbs energy relationship for EN

T is shown in Equation 61:

EN
T = −0.31 + 0.62SPP + 0.77SA + 0.12SB (61)

The major difference between this equation and that of the Kamlet–Taft approach is
the presence of the SB term. Catalan’s linear Gibbs energy relationships for the solvoly-
sis of tert-butylchloride are particularly interesting. In 27 pure solvents, he obtained the
relationship in Equation 62:

log k(t-BuCl) = −19.85 + 10.02SPP + 8.03SA + 1.84SB (62)

When solvolysis data for an additional 120 binary aqueous-organic solvent mixtures
were included, the almost identical relationship shown in Equation 63 was obtained:

log k(t-BuCl) = −20.07 + 10.62SPP + 7.89SA + 1.71SB (63)

These results suggest that specific solvation effects are not particularly important for this
reaction. For the Menshutken reaction between triethylamine and ethyl iodide, the Catalán
approach gave the relationship in Equation 64:

log k(TEA∕EtI) = −4.07 + 8.84SPP + 1.90SA (64)
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As in the Kamlet–Taft approach (Equation 59, the importance of solvent (di)polarity
effects on the reaction rate is manifested in Equation 64 via the coefficient of the SSP term.

8.6 The Grunwald–Winstein Equation

The predecessor to the multiparametric solvent parameter equations discussed earlier was
the Grunwald–Winstein linear Gibbs energy relation [157, 158], shown in Equation 65:

log

(
kS
k0

)
= mY + const (65)

This one-parameter equation was used to correlate rate constants for the solvolysis of
the substrate in the solvent of interest and in the reference solvent (ethanol/water 80/20),
both measured at 25 ∘C. The slope m was assigned a value of unity (with the constant term
= 0) for the unimolecular solvolysis of tert-butyl chloride, which created a set of descrip-
tors Y for the relative ionizing power of the solvent. As shown in Equations 58 and 62,
the rate of solvolysis of tert-butyl chloride is accelerated primarily by the dipolarity and
hydrogen bond donor strength of the solvent, suggesting that these are the dominant factors
codified by the Y values. Streidl and Mayr [159] have determined Y values for aprotic sol-
vents. The original Grunwald–Winstein Y values are now known to be adequate only when
chloride is the leaving group. For other leaving groups, the rate constants for solvolysis of
1- or 2-adamantyl substrates, where X is the leaving group of interest, have been used to
determine leaving group-dependent YX values for the ionizing power of solvents.

The basic Grunwald–Winstein equation has also been expanded to include solvent nucle-
ophilicity, NT, and an aromatic ring parameter, I [158], as shown in Equation 66:

log

(
kS
k0

)
= mY + 𝓁NT + hI + const (66)

where 𝓁 and h are the corresponding sensitivity parameters. The preferred scale for the NT
values is that based on the nucleophilic attack of the solvent of interest at the methyl group
of the S-methyldibenzothiophenium ion [160].

8.7 Gutmann’s Solvent AN and DN

The Gutmann donor (DN) and acceptor (AN) numbers are classical examples of param-
eters designed to measure the strength of the Lewis basicity or Lewis acidity of solvents,
respectively [115]. The donor number was originally based on the heat of reaction between
SbCl5and an equimolar amount of the solvent molecule in ClCH2CH2Cl. Subsequently,
23Na NMR chemical shifts of NaClO4 dissolved in the solvent were found to be a more con-
venient method of determining the DN. Marcus [115, 161] normalized the donor numbers
by dividing them by 38.8, the DN for hexamethyphosphoramide (HMPA); the normalized
donor numbers (DNN) were found to correlate reasonably well with Kamlet–Taft’s 𝛽 val-
ues. The values of AN are based on the 31P-NMR chemical shift of triethylphosphine oxide
dissolved in the solvent of interest. Marcus [115] also showed that the Gutmann AN param-
eter correlated well with a linear combination of Kamlet–Taft’s 𝛼 and 𝜋* values. The values
of the DN and AN are tabulated in the literature [111, 115, 116] and online [112]. Recently,
Schmeissser et al. [162] reported Gutmann donor and acceptor numbers for ionic liquids
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and found correlations between their DNs and Kamlet–Taft 𝛽 values, but no correlation
between their ANs and Kamlet–Taft 𝛼 values.

Solvatochromic probes have also been used to determine the donor numbers of anions
[163] and the acceptor numbers of cations [164, 165] in solution. Measurements in different
solvents showed that the apparent anion donor numbers decreased with increasing solvent
AN and that the apparent cation acceptor numbers decreased with increasing solvent DN.

8.8 Solvent Acity and Basity

Swain et al. [117, 166] developed a two-parameter scale (Equation 67) for the anion and
cation solvation tendencies of solvents, referred to as “Acity” and “Basity,” respectively.

log k = a Acity + b Basity + const (67)

The Acity and Basity descriptors for 55 solvents and 6 aqueous solvent mixtures were
determined by application of this two-variable equation to a large number of reactions,
and the values were normalized by assuming that Acity = Basity = 0 for n-heptane and
Acity = Basity = 1 for water, with the additional conditions that Acity = 0 for HMPA and
Basity = 0 for trifluoroacetic acid. Values of the Acity and Basity of a variety of solvents
are tabulated in the literature [111, 115] and online [112]. Several representative values
are given in Table 3. Marcus [115] showed that there are reasonable correlations between
Basity andKamlet–Taft’s 𝜋* values, with a small contribution fromKamlet–Taft’s 𝛽 (Basity
= 0.04+ 0.94𝜋* + 0.035𝛽). The Acity correlates well with Gutmann’s AN and with a linear
combination of Kamlet–Taft’s 𝛼 and 𝜋* descriptors (Acity = 0.03 + 0.64𝛼 + 0.25𝜋*).

8.9 Abraham Solute Parameters

Abraham proposed the use of LSERs based on the solute parameters V, L, E, S, A, and B in
order to gain detailed chemical insight into the relative contributions of the solvent–solute
interactions involved in partitioning phenomena and reactivity [167–169]. As shown in the
Kamlet–Taft solvent parameter approach (Figure 9), the Gibbs energy for transferring a
solute from one phase to another is factored into three basic components: (i) the energy
required to create a solvent cavity of the size of the solute; (ii) the contributions from non-
specific (polarizability and dipolar) interactions upon filling the cavity with the solute; and
(iii) specific hydrogen bond donor–acceptor interactions between solute and solvent. The
solute-specific descriptors V and L are related to the energy required to form the cavity
in the solvent and to the van der Waals interactions between an alkane solute and the sol-
vent cavity. The molar volume of the solute or V (in dm3 mol−1/100) can be calculated
directly from the structure of the solute [170], while L is the logarithm of the experimental
partitioning coefficient of the solute at 298 K between the vapor phase and hexadecane.
The solute descriptors for the nonspecific interactions are E, the solute molar refraction
in excess of that of an alkane of equivalent molar volume, and S, the solute dipolarity.
The descriptors A and B are, respectively, the overall hydrogen bond acidity and basic-
ity of the solute. For aniline derivatives and substituted pyridines, the value of B can be
different for water-organic solvent partitioning phenomena and should be replaced by the
descriptor B0.

An early Abraham review, in which these descriptors were still denoted as VX, log L16,
R2, 𝜋2, Σ𝛼2, Σ𝛽2, and Σ𝛽20, respectively, reported solute parameters for some 500+ solutes
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Air

Formation of the
solvent cavity

Solvent
e.g., water

Gibbs energy
of transfer
(ΔG0

transf)

Cavity

𝛿H
2 /100 (V or L)

Introduction of
the solute

Nonspectific
interactions

Spectific
interactions
e.g., H-bond

α.B
β.A

Solvent/solute
π*.S, dipolarity

δ.E, polarizability

ΔG0
transf = const + a1, π*.S + a2δ.E + a3α.B + a4β.A + a5(𝛿H

2/100)(V or L)

Figure 9 Thermodynamic cycle for the Gibbs energy of transfer (ΔG0
trans) from the vapor phase to

solution factored into individual terms for solvent cavitation and the general dispersion interactions
upon insertion of the solute into the cavity; the nonspecific solvent–solute dipolar interactions and
polarizability; and the specific solvent–solute hydrogen bond interactions (see the text for the defi-
nition of the solvent and solute parameters). The general solvent–solute linear solvation free energy
relationship (LFER) indicated in the figure reduces to the Kamlet–Taft LSER, Equation 56, for a
single solute partitioning into multiple solvents and to the Abraham LSERs, Equations 68 and 69,
for partitioning between two phases and for partitioning of multiple solutes into a single solvent,
respectively.

[167]. Experimental measurement of E, A, B, and B0 by chromatographic methods has
been reviewed by Poole et al. [169], and quantum chemical descriptors calculated from
molecular structure have been used to estimate the Abraham parameters [171]. Currently,
Abraham solute descriptors are available for approximately 3700 solutes and these have
been conveniently compiled by the Helmholtz Centre for Environmental Research (UFZ)
in their online UFZ-LSER database [172].
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A limitation of the V values employed by Abraham is that they are identical for con-
stitutional isomers. Values of V corrected for branching have been developed for the con-
stitutional isomers of acyclic alkanes [173] and shown to improve LSERs involving these
compounds [173, 174]. Subsequently, van Noort et al. [175] showed that V values corrected
for alkyl branching also improve the LSERs for non-hydrocarbon molecules. An important
consequence of using branching-corrected values of V is that some of Abraham’s A and B
descriptors obtained from experiment may also have to be corrected, but this has been done
for only a limited number of compounds [175].

Solute properties (SPs) involving condensed phases are usually correlated with an LSER
of the type shown in Equation 68:

log SP = const + eE + sS + aA + bB + 𝑣V (68)

whereas those involving vapor-phase-condensed phase partitioning are correlated with an
LSER of the type shown in Equation 69:

log SP = const + eE + sS + aA + bB + 𝓁L (69)

where log SP is a Gibbs-energy-related solute property such as the log of a partitioning coef-
ficient. The descriptors are approximately normalized, which means that the magnitudes
and signs of the multiple regression coefficients e, s, a, b, v, and 𝓁 provide a measure of
the relative importance and direction of influence of each of these individual solute–solvent
interactions. For processes such as transfer of the solute between two condensed phases, the
coefficients of Equation 68 represent the difference between the contributions of the two
phases. The physical–chemical significance of the constant term has been analyzed in the
light of solvation thermodynamics by van Noort [176].

These equations have been applied to a wide range of phenomena, including solute par-
titioning in polar and nonpolar solvents, biological systems, micelles, ionic liquids, binary
solvent systems, and supercritical fluids, as well as gas–liquid partitioning equilibria; they
have also been employed to explain the toxicity of organic molecules to aquatic organisms,
enthalpies of solvation, and so on [168, 177, 178]. In all of these applications, the underly-
ing assumption is that the average solvation environment is not solute dependent. Thus, the
Abraham approach should be less satisfactory when selective solvation becomes important,
such as in mixed aqueous-organic solvents, or when solutes occupy multiple solubilization
environments.

A particularly interesting LSER is Equation 70 for the partitioning coefficient of solutes
between octanol and water:

logPo∕w = 0.08 + 0.58E − 1.09S + 0.03A − 3.40B + 3.81V (70)

This equation shows that an increase in solute size favors partitioning to the octanol
phase, which has a much lower cohesion energy than water, whereas greater dipolarity and
hydrogen bond basicity of the solute favor partitioning to the aqueous phase. This LSER
thus provides a chemically meaningful perspective on the specific molecular features that
favor or disfavor octanol–water partitioning. Analogous effects of solute size and hydrogen
bond basicity are observed for the solubilization of organic molecules in sodium dodecyl
sulfate (SDS) micelles in aqueous solution [179, 180]:

logKmic∕w = 0.08 + 0.58E − 1.09S + 0.03A − 3.40B + 3.81V (71)
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Thus, despite decades of speculation that solutes of different hydrophobicities solubilize
in different regions of micelles (hydrocarbon core and micelle–water interface), an LSER
that implicitly assumes the existence of a single micellar solubilization environment works
remarkably well for all types of neutral organic solutes.

The LSER shown in Equation 72 for the gas-phase-water partitioning of organic
molecules [181]:

logL𝑤 = −0.994 + 0.577E + 2.549S + 3.813A + 4.841B − 0.869V (72)

indicates that solute dipolarity and hydrogen bond acidity and basicity all favor solubi-
lization in the aqueous phase, but that the partitioning is only modestly sensitive to solute
molar volume. The lack of a strong influence of solute size was attributed to a compensa-
tion between two large Gibbs energy contributions, that is, the unfavorable energy of cavity
formation in water and the favorable van der Waals interactions between the solute and the
solvent cavity, both of which increase with solute molar volume.

Although the Abraham descriptors are formally solute parameters, they have been shown
to correlate several properties of condensed phases, such as the surface tension of organic
liquids [182] and the interfacial adhesion between water and organic liquids, Wo/w [183],
with chemically reasonable coefficients. The LSER for the surface tension of pure organic
liquids is dominated by the nonspecific interaction terms in E and S with only a minor con-
tribution from hydrogen bonding (included as the square root of the product AB to include
only solvents capable of self-hydrogen bonding) [182]. This is consistent with the tendency
of molecules at the surface of the liquid to maintain their hydrogen bonds when possible.
On the other hand, the LSER for the Gibbs energy required to separate a bulk organic phase
from contact with water,Wo/w, was found to be strikingly similar to that for gas-phase-water
partitioning of organic solutes (Equation 72). This implies that the interactions between an
organic solute and the surrounding aqueous cavity parallel, at the molecular level, the inter-
actions present at the bulk organic liquid–water interface [183]. This is in line with both
molecular dynamics simulations and interfacial vibrational spectroscopic results that show
that there are free or “dangling” OH bonds at the air–water interface and around the non-
polar portions of organic solutes dissolved in water, but not at water–hydrophilic interfaces
or around the more polar groups of solutes [184–188].

9 TEMPERATURE-INDEPENDENT LINEAR GIBBS ENERGY
RELATIONSHIPS

The dependence of the Hammett 𝜌 value on the inverse of the temperature was mentioned
previously (Equation 22) in the context of the isokinetic temperature. For QSRRs with
more than one descriptor, it is reasonable to assume that the sensitivity of the reaction or
equilibrium to each descriptor Xi might have its own temperature dependence 𝜌i(T) and
its own effective compensation temperature 𝛽I at which 𝜌i(𝛽I) = 0. With this in mind, one
can generalize Equation 22 for the case of a quantitative structure–reactivity relationship
(QSRR) containing n descriptors with distinct temperature dependences as follows:

log kRxn =
n∑
i=0

𝜌i(T)Xi =
n∑
i=0

ci

(
1 −

𝛽i

T

)
Xi =

n∑
i=0

(
ci −

ci
′

T

)
Xi (73)
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where ci and ci
′ (= −ci𝛽 i) are regression coefficients and i = 0 represents the constant term.

Equations of this type have indeed been shown to account for the temperature dependence
of several partitioning equilibria [168, 189–191].

10 QSPR AND QSRR FOR SUPRAMOLECULAR INCLUSION COMPLEXES

Given the enormous variety of supramolecular inclusion complexes that have been
investigated, meaningful quantitative structure–property relationships (QSPR) and, in
particular, QSRRs for them are relatively scarce. Thus, the discussion of this topic focuses
mainly on the inclusion complexes of cyclodextrins and the cucurbiturils (Scheme 7),
with only brief mention of other systems. In contrast to the cucurbiturils, the binding
of organic molecules to cyclodextrins exhibits quite good enthalpy–entropy compen-
sation [192]. Despite numerous attempts to generate QSPRs for binding of solutes to
cyclodextrins, most of the correlations with descriptors such as Abraham parameters
or quantum chemical or structural variables are based on a relatively limited number
of solutes (<250 and usually much fewer) that are often of similar structural types
[193–198]. QSPR modeling of the stability constants of crown ether complexes is also
similarly limited in scope [193]. The log of the stability constants for the insertion of
disubstituted dibenzylammonium cations into the crown ether dibenzo[24]-crown-8
were shown to correlate linearly with Hammett’s 𝜎 values [199]. The Gibbs energy
of binding of pyrene to a macrocyclic cyclophane was found to correlate linearly with
Reichardt’s ET values in 17 organic solvents and solvent mixtures and water [200,
201].

Among the few reported QSRRs for the reactivity of molecules incorporated in the
cavities of cyclodextrins and cucurbiturils, D’Souza and Bender [202] obtained the
“world’s worst Hammett plot” for the hydrolysis of m- and p-substituted phenyl acetates.
This was attributed to substituent-dependent differences in the orientation of binding of the
substrate in the inclusion complex (substituent inside or outside the cavity) that outweighed
any differences in electronic effects. Rate constants for hydrolysis of p-substituted phenyl
phenylacetates were correlated with Hammett’s sigmas and Hansch’s 𝜋 values [203],
but the number of substrates (five) is insufficient for a two-parameter fit (see below).
The SN1 solvolysis of 1-bromoadamantane incorporated into 𝛽-cyclodextrin points to
a cavity with an effective solvent ionizing power similar to that of 50% ethanol : water,
whereas similar measurements with cucurbit[7]uril indicated an ionizing power of the
cucurbituril cavity more like that of 60% ethanol : 40% water [204]. A Hammett plot of
the solvolysis of monosubstituted benzoyl chlorides in water using 𝜎+ values shows a
break at about 𝜎+ = 0.5; this break reflects a change from a dissociative mechanism for
electron-donating and weak-to-moderate electron-withdrawing substituents (𝜌=−2.6)
to an associative mechanism for strongly electron-withdrawing substituents (𝜌=+1.4).
In the cavity of dimethyl-𝛽-cyclodextrin, the solvolysis is inhibited by about two orders
of magnitude, but the Hammett plot still shows a change from a dissociative (𝜌=−2.6)
to an associative mechanism (𝜌=+3.3) at around 𝜎+ = 0. In contrast, in the cavity of
cucurbit[7]uril, a single linear Hammett correlation is observed as a function of 𝜎+,
with a slope (𝜌=−3.1) similar to that in a good ionizing solvent (e.g., 97% trifluo-
roethanol), indicating that the associative mechanism is inhibited in the cucurbituril
cavity [204].
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11 APPLICATIONS OF QSAR

The origins of an understanding of the relationship between the molecular structure of
organic molecules and their biological activity date back to the end of the nineteenth cen-
tury [205]. The modern field of QSARs, however, dates to 1964, with the advent of two
approaches, the Free–Wilson method and the Hansch model. In both methods, molecu-
lar structure-related descriptors and/or physical–chemical properties are correlated with
log (1/CBioAct), where CBioAct is some function of the biological or biochemical activity
of interest, such as LD50 (the 50% lethal dose) or IC50 (the concentration that results in
50% inhibition of an enzyme activity).

The Free–Wilson method [206] uses descriptors that simply indicate whether a given
substituent is present or absent at certain positions in the molecule. If the substituent is
present, the corresponding indicator variable {Si} for that substituent is assigned a value of
unity and if absent a value of zero is employed. The resulting linear QSAR is of the form
shown in Equation 74:

log

(
1

CBioAct

)
=
∑

ai{Si} + 𝜇 (74)

where 𝜇 is the activity of a reference compound such as the unsubstituted analog.
The coefficients ai then provide a measure of the effect and relative importance of a
given substituent at each individual position of the molecule on the biological activ-
ity. A particularly good example illustrating the result of a Free–Wilson analysis was
presented by Kubinyi [207] for the antiadrenergic activity of mono- and disubstituted
N,N-dimethyl-𝛼-bromophenethylamines (Scheme 8) with substituents X and/or Y equal to
H, F, Cl, Br, I, or Me at the m- and p-positions. Free–Wilson analysis of the antiadrenergic
activity gave the QSAR shown in Equation 75:

log

(
1

CBioAct

)
= −0.30{m-F} + 0.21{m-Cl} + 0.43{m-Br} + 0.58{m-I}

+ 0.45{m-Me} + 0.34{p-F} + 0.77{p-Cl} + 1.02{p-Br}

+1.43{p-I} + 1.26{p-Me} + 7.82 (75)

where the constant term refers to the unsubstituted compound (X=Y=H) and the variables
(Si) for each substituent are replaced by the bracketed terms indicating the {substituent and
position}.

Y

X N
Br

HCl

Scheme 8 N,N-Dimethyl-𝛼-bromophenethylamine hydrochloride.

On the positive side, the Free–Wilson approach is model independent, and the indi-
cator variables are easily related to molecular structure. The limitations of this method
include the requirements that a minimum of two different positions of the molecule must be
chemically modified and that structural features should appear more than once in the data
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set. In addition, the number of indicator variables can often be relatively large compared to
the number of compounds in the data set, which can complicate the statistical analysis (see
below). For example, Equation 75, which contains 10 different Si values, was based on data
for 22 compounds out of a possible 56 different combinations. Moreover, a Free–Wilson
QSAR cannot predict the properties of compounds with substituents that were absent from
the data set [207]. A Free–Wilson-like local QSAR model that does potentially permit pre-
dictions for substituents not present in the original data set has however been proposed by
Chen et al. [208].

In contrast, the Hansch approach [209] is based on a simplified model, which assumes
that biological activity potentially requires passage of the molecules of interest through
membrane barriers, followed by their interaction with some final target or active site at
which the activity is produced. In its most general form, a QSAR derived from a Hanch
analysis can be expressed in the form of Equation 76 [93]:

log

(
1

CBioAct

)
= −a(logPo∕w)2 + b(logPo∕w) +

∑
ci𝜎i +

∑
di𝛿ES + const (76)

The quadratic term with a negative sign was proposed to take into account the parabolic
dependence on log Po/w of transport through membranes [210]. The rationale for such a
dependence is that compounds that are too water soluble will pass through membranes
with difficulty, while compounds that are too lipophilic will be retained by membranes.
The remaining terms then serve to model the hydrophobic, electronic, and steric compo-
nents of the interaction of the compounds with the final biological target. Using Hansch’s
𝜋X hydrophobic constants for the substituents rather than log Po/w values for the com-
pounds as a whole, the Hansch-type QSAR [207] for the same compounds employed in
the Free–Wilson analysis (Equation 75) is given by Equation 77:

log

(
1

CBioAct

)
= 1.15 𝜋X − 1.46(𝜎+

p + 𝜎+
m) + 7.82 (77)

Thus, the QSAR derived from aHansch approach is not only much simpler with substan-
tially fewer variables but also has the potential of predicting the activity of substituents not
present in the original data set from their values of 𝜋X and 𝜎+ (as long as these fall within
the range of descriptor values used to develop the equation). Kubinyi [211] introduced the
use of a mixed approach that combined the best features of the Hansch and Free–Wilson
models into a single QSAR.

Although these seminal approaches are applicable to the optimization of the biological
activity for compounds of a given basic structural type, a more general problem is how to
develop QSARs for biological activities such as toxicity or biodegradability for compounds
of quite different chemical structures. One promising possibility for the development of
chemically meaningful QSARs is to resort to compound-specific parameters such as Abra-
ham solute parameters. Indeed, Abraham solute parameters have been used to correlate data
for permeation of solutes through membranes and through the blood–brain barrier, for the
anesthetic activity of organic molecules and for toxicity to a variety of aquatic organisms
[44, 167, 211–216]. An interesting application is the prediction of the threshold for the
detection of the odor of volatile organic compounds by humans. Thus, the log of the odor
detection threshold (ODT) for nearly 200 compounds correlated reasonably well with the
LSER given in Equation 78 [215]:
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log
( 1
ODT

)
= −1.826 + 0.88E + 0.408S + 0.999A + 2.196B + 0.578L + 4.065M

+1.805AL + 1.424AC + 1.290EU (78)

which shows that the five Abraham solute parameters (E, S, A, B, and L) plus the four
indicator variables (which have the value of one if the structural feature is present and are
zero otherwise) for mercaptans (M), aldehydes (AL), acids (AC), and unsaturated esters
(UE) all lower the ODT value.

Inmany situations of practical interest, however, the knowledge of the systemmay be too
limited to permit a rational choice of variables and/or reliable values of the classical elec-
tronic, steric, and solvent/solute descriptors discussed earlier may not be readily available.
This has led to a growing tendency to develop QSARs and QSPRs based on constitutional,
topological, geometrical, electrostatic, and quantum chemical parameters that can be calcu-
lated directly from molecular structure [217–222]. Since computer programs can calculate
several thousand such parameters, the number of potential structure-based descriptors can
approach or exceed the number of data points. Molecular descriptor [223] is a free online
resource that provides tutorials, benchmark data sets, information on books, and journals
related to molecular descriptors and links to other online tools and resources. The Molec-
ular Descriptors Data Base (MOLE db) is a free online database composed of more than
1100 molecular descriptors calculated for over 230 000 molecules [217, 224]. A widely
used program is Dragon, which can calculate nearly 4900 molecular descriptors of 29 dif-
ferent types from molecular structure, and is available in both a commercial version [225]
and an online version called E-Dragon [129].

Most of the molecular descriptors used to date are defined in the recent book by Tode-
schini et al. [220]. However, extracting a valid “optimal” model from this plethora of
putative descriptors and QSRR models requires more rigorous mathematical techniques
[226–228]. An informational-theoretical analysis based on the Akaike information crite-
rion (AIC) appears to be a particularly robust approach for avoiding model selection bias
[229, 230]. In addition, there has been growing interest in the use of 3D (and higher) QSAR
approaches [205, 231], which are beyond the scope of this chapter.

An important stimulus to QSAR research has been provided by the European Union
regulations for the Registration, Evaluation, Authorisation, and Restriction of Chemicals
(REACH), which mandate the use of alternative test methods, suitable for the assessment
of health and environmental hazards of chemicals, wherever possible in order to avoid
animal testing [232]. In this context, appropriately validated QSPR models for predict-
ing chemical properties and QSAR models for assessing chemical risk and exposure and
the consequences for health and safety are viewed as acceptable options. Chapter 7R of the
European Chemicals Agency Report “Guidance on information requirements and chemical
safety assessment” details specific aspects of currently accepted modeling objectives within
the scope of REACH [232]. The European Union Institute for Health and Consumer Pro-
tection (IHCP) provides an online database of information on QSAR models and a series
of downloadable computational tools for analyzing the environmental and toxicological
effects of chemicals [233]. The Organisation for Economic Co-operation and Development
(OECD)’s QSAR project [234] has developed the QSAR Toolbox, a software application
for assessing the hazards of chemicals, as well as a series of guidance documents and five
basic principles for the validation of QSAR models.

The North American Free Trade Agreement (NAFTA) has similar QSAR-based reg-
ulatory initiatives that are being developed in collaboration between US and Canadian
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governmental agencies. The Technical Working Group on Pesticides has recently released
detailed guidelines for the development of QSARs [235]. The US EPA also makes available
information and software, such as a guide to molecular descriptors for the software TEST
[236] for estimating the toxicity and physical properties of organic chemicals based on their
molecular structure.

The PaDEL-DDPredictor is an open-source software for calculating the pharmacody-
namics, pharmacokinetics, and toxicological properties of chemical compounds [237].
QSARINS (QSAR-INSUBRIA) is a software for the development and validation of
multiple linear regression QSAR models using least squares and a genetic algorithm for
variable selection [227].

12 QUANTITATIVE ION CHARACTER–ACTIVITY RELATIONSHIPS
(QICAR)

A variant of QSAR known as quantitative ion character–activity relationships (QICARs)
permits one torationalize and predict the bioactivity of metal cations [238]. Along with
QSAR data [239–242], QICAR studies have been shown to be useful in the context of
coordination, bioinorganic, and organometallic chemistry. The important factors in QICAR
are the physical–chemical properties of the metalcation, the nature of the biological sys-
tem, and the metal cation–ligand interaction [243]. Particularly useful parameters for the
ligand-cation binding tendency are the covalent index and the softness index [238]. The
covalent index quantifies the relative importance of covalent over ionic interactions as cod-
ified by two fundamental characteristics of ions: their electronegativity and Pauling ionic
radius. The softness index separates metal ions into three groups: hard ions, which prefer
to bind to either oxygen or nitrogen, such as Li(I), Na(I), K(I), Cs(I), Ca(II), Mg(II), Sr(II),
Ba(II), Fe(III), and Al(III); soft ions, which prefer to bind to sulfur, such as Hg(I), Cu(I),
Ag(I), Cd(II), and Pt(II); and borderline ions, which form complexes with oxygen, nitro-
gen, and sulfur, which include Co(II), Fe(II), Ni(II), Cu(II), Zn(II), and Pb(II). Parameters
for the “polarizing power” of ions have also been employed to determine metal ion binding
to biological ligands [238, 244]. QICARs have been used to predict the toxicity of metal
cations to organisms ranging from bioluminescent fungi [245] to seaweeds [246].

13 CONSTRUCTING AND VALIDATING QUANTITATIVE RELATIONSHIPS

The construction and validation of quantitative molecular structure-based relationships
involves a number of practical aspects. In the ideal case: (i) each descriptor belonging to
a given set of descriptors should be related in a clear-cut manner to one or more of the
individual factors that contribute to the Gibbs energy change; (ii) it should be possible to
assign to each descriptor a relative magnitude and sign, preferably scaled or normalized
in an appropriate manner so that it is comparable to the other descriptors of the set; (iii)
when possible, absolute scales that are properties of the individual molecule or of a fixed
reference state are better than relative scales that depend on a variable reference state; (iv)
each set of descriptors of a given type should be statistically independent of other sets of
descriptors used in the correlation; (v) the set or a subset of the descriptors should correlate
with one or more physical properties related to reactivity in a statistically robust manner,
with appropriate verification of the presumed model (this requires proper use of statistics);
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(vi) the best-fit regression coefficients for each descriptor in the resultant linear Gibbs
energy relationship should then correspond to the desired sensitivity factors, the magnitude
and sign of which indicate the contribution and the relative contribution of each type
of descriptor to the overall property of interest; and (vii) the combination of descriptors
and sensitivity factors should be chemically meaningful and contribute positively to the
development of mechanisms consistent with the observed reactivity patterns.

Dearden et al. [247] and Le et al. [248] have discussed the potential pitfalls that should be
avoided in constructing QSARs and QSPRs. Before attempting correlations, attention must
be paid to the quality of the dataset, certifying that it does not contain duplicate, incorrect,
or irrelevant data. The descriptors must be checked for incorrect values and for appropriate
scaling so that the coefficients in the final linear Gibbs energy relationship express the rela-
tive influence of each descriptor. In addition, descriptors should preferably be relatable in a
straightforward way to some feature of molecular structure or molecular property, making
the final equation amenable to a molecular or mechanistic interpretation.

As the number of variables or different types of descriptors increases in the equation, the
number of data points that is required also increases. As a rule of thumb, one should have a
minimum of at least five data points for every descriptor in the proposed linear Gibbs energy
relationship to avoid overfitting of the data [137, 158]. Thus, for a five-descriptor equation
like the Kamlet–Taft equation, data for the process or reaction of interest would have to
be obtained in a minimum of 25 solvents. At the same time, however, the experimental
data must explore an adequate range of values for each of the descriptors. For example, in
choosing the 25 solvents for a linear Gibbs energy relationship based on the Kamlet–Taft
equation, one must chose solvents with a wide range of hydrogen-bond basicities and acidi-
ties, dipolarities, polarizabilities, and Hildebrand parameters. Once the solvents are chosen,
it is then necessary to ensure that there is no appreciable collinearity between the descrip-
tors, that is, that the descriptors are not linearly correlated with each other. In the example
of the Kamlet–Taft equation, if any two of the five descriptors 𝜋*, 𝛿H

2, 𝛽, 𝛼, or 𝜌 are lin-
early dependent (e.g., correlation coefficients >0.5 for pairwise linear regressions) for the
25 chosen solvents, one of these two descriptors is no longer a truly independent variable
and should be excluded.

Assuming that these criteria are met for the experimental data set and the descriptors,
the results of the multiple linear regression must be subjected to standard tests to verify the
statistical significance of the best-fit regression coefficients that multiply each descriptor
in the final equation. This is particularly important given the current facility of performing
multiple linear regression analysis to fit data to multiparametric equations. Most of the stan-
dard statistical tests, such as the correlation coefficient (R), the coefficient of determination
(R2), the sum of squares of the residuals, the mean square error, or the F values, provided by
such programs are merely indicative of the goodness of the data fitting to the mathematical
equation [249]. The goodness-of-fit or statistical significance of the regression coefficients
can be judged based on the individual standard errors and the partial F values of the coeffi-
cients. At this stage, outliers or data points that are clearly well outside the expected error
limits become apparent and demand special attention. Omission of such points from the
model should be made explicit in any publication and preferably justified.

Goodness-of-fit to a data set does not, however, necessarily mean that the assumed
model is either robust or a valid linear Gibbs energy relationship. This requires an addi-
tional validation step in which the assumed linear Gibbs energy relationship is used to
predict the observed results for data that were not employed to establish the relationship
itself. The simplest procedure is leave-one-out cross validation in which data points are
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iteratively excluded one-by-one from the data set and the value of the excluded point pre-
dicted based on the remaining members of the data set. If the data set is large enough, it can
be pseudo-randomly divided into two subsets, a training set and a test subset. The training
subset is used to develop the mathematical model and the predictive power of the model
is then tested against the test subset of the data. In either case, comparison of the sum of
the errors of the predictions (PRESS) to the sum of errors of the data used to develop the
model provides the cross-validated coefficient of determination (symbols R2

CV or Q2). The
domain of Q2 ≤ 1 and the optimal model is that which includes only the most relevant
descriptors with the best predictive value. On the other hand, values of Q2 less than zero
indicate that the proposed model is actually worse than no model at all. Brief but lucid dis-
cussions of these goodness-of-fit and validation parameters can be found online or in the
recent literature [249–254].
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