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and possibly that new hypotheses are generated. The
following questions are important: Why? Who?
What? How? When? Where? How many? The question
to be answered also implies the target group and
should therefore be very precisely formulated. For ex-
ample, the question should not be "What is the quality
of life?", but must specify the group of patients (e.g.
age), the area (e.g. Germany), the disease (e.g. mam-
mary carcinoma), the condition (e.g. tumor stage 3),
perhaps also the intervention (e.g. after surgery), and
what endpoint (in this case, quality of life) is to be de-
termined with which method (e.g. the EORTC QLQ-
C30 questionnaire) at what point in time. Scientific
questions are often not only purely descriptive, but also
include comparisons, for example, between two
groups, or before and after the intervention. For example,
it may be interesting to compare the quality of life of
breast cancer patients with women of the same age
without cancer. 

The research worker specifies the question to be an-
swered, and whether the study is to be evaluated in a
descriptive, exploratory or confirmatory manner.
Whereas in a descriptive study the units of analysis
are to be described by the recorded variables (e.g.
blood parameters or diagnosis), the aim in an explor-
atory analysis is to recognize connections between
variables, to evaluate these and to formulate new
hypotheses. On the other hand, confirmatory analyses
are planned to provide statistical proofs by testing
specified study hypotheses. 

The question to be answered also determines the type
and extent of the data to be recorded. This specifies
which data are to be recorded at which point in time.
In this case, less is often more. Data irrelevant to the
question(s) to be answered should not be collected for
the moment. If too many variables are recorded at too
many time points, this can lead to low participation
rates, high dropout rates, and poor compliance from
the volunteers. The experience is then that not all data
are evaluated. 

The question to be answered and the strategy for
evaluation must be specified in the study protocol before
the study is started. 

Study population 
The question to be answered by the study implies that
there is a target group for whom this is to be clarified.
Nevertheless, the research worker is not primarily
interested in the observed study population, but in
whether the results can be transferred to the target
population. Accordingly, statistical test procedures
must be used to generalize the results from the sample
for the whole population (figure 1).

The sample can be highly representative of the
study population if it is properly selected. This can be
attained with defined and selective inclusion and
exclusion criteria, such as sex, age, and tumor stage.
Study participants may be selected randomly, for
example, by random selection through the residents'
registration office, or consecutively, for example, 

all patients in a clinical department in the course of
one year.

With a selective sample, a statement can only be
made about a population corresponding to these selec-
tion criteria. The possibility of generalizing the results
may, for example, be greatly influenced by whether
the patients come from a specialist practice, a special-
ized hospital department or from several different
practices. 

The possibility of generalization may also be influ-
enced by the decision to perform the study at a single
institution or site, or at several (multicenter study).
The advantages of a multicenter study are that the
required number of patients can be reached within a
shorter period and that the results can more readily be
generalized, as they are from different treatment centers.
This raises the external validity. 

Type of study
Before the study type is specified, the research worker
must be clear about the category of research. There is
a distinction in principle between research on primary
data and research on secondary data.

Research on primary data means performing the
actual scientific studies, recording the primary study
data. This is intended to answer scientific questions
and to gain new knowledge.

In contrast, research on secondary results involves
the analysis of studies which have already been per-
formed and published. This may include (renewed)
analysis of recorded data, perhaps from a register,
from population statistics, or from studies. Another
objective may be to win a comprehensive overview of
the current state of research and to come to appropriate
conclusions. In secondary data research, a distinction
is made between narrative reviews, systematic reviews,
and meta-analyses. 

The underlying question to be answered also influ-
ences the selection of the type of study. In primary
research, experimental, clinical and epidemiological
research are distinguished. 

Experimental research includes applied studies,
such as animal experiments, cell studies, biochemical
and physiological investigations, and studies on

FIGURE 1 Connection between
overall population
and study 
population/data
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M edical research studies can be split into five
phases—planning, performance, documenta-

tion, analysis, and publication (1, 2). Aside from finan-
cial, organizational, logistical and personnel questions,
scientific study design is the most important aspect of
study planning. The significance of study design for
subsequent quality, the relability of the conclusions,
and the ability to publish a study are often underestimated
(1). Long before the volunteers are recruited, the study
design has set the points for fulfilling the study objec-
tives. In contrast to errors in the statistical evaluation,
errors in design cannot be corrected after the study has
been completed. This is why the study design must be
laid down carefully before starting and specified in the
study protocol.

The term "study design" is not used consistently in
the scientific literature. The term is often restricted to
the use of a suitable type of study. However, the term
can also mean the overall plan for all procedures in-
volved in the study. If a study is properly planned, the
factors which distort or bias the result of a test procedure
can be minimized (3, 4). We will use the term in a
comprehensive sense in the present article. This will
deal with the following six aspects of study design:
the question to be answered, the study population, the
type of study, the unit of analysis, the measuring tech-
nique, and the calculation of sample size—, on the
basis of selected articles from the international litera-
ture and our own expertise. This is intended to help
the reader to classify and evaluate the results in publi-
cations. Those who plan to perform their own studies
must occupy themselves intensively with the issue of
study design.

Question to be answered
The question to be answered by the research is of
decisive importance for study planning. The research
worker must be clear about the objectives. He must
think very carefully about the question(s) to be
answered by the study. This question must be opera-
tionalized, meaning that it must be converted into a
measurable and evaluable form. This demands an
adequate design and suitable measurement parameters.
A distinction must be made between the main questions
to be answered and secondary questions. The result of
the study should be that open questions are answered
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§ A exposição foi a mesma para todos os pacientes ou 
mensurável? 

§ Os grupos são similares em todos os aspectos com exceção 
da exposição? 

§ O desfecho foi claro e mensurável para ambos os grupos? 

§ A mensuração do desfecho foi feita por um investigador cego 
ao tratamento/exposição? 

§ Fatores antecedentes ou intervenientes foram investigados?
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§ Todos os possíveis vieses (bias) foram listados e 
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14

CRITÉRIOS DESENHAR BEM UM  
ESTUDO COORTE

ESTUDOS COORTE 
CONCEITO PESSOA-TEMPO

• 1 
• 2 
• 3 
• 4 
• 5 
• 6 
• 7

15

Número de casos
Tempo total de observação



§ Todas as variáveis de confusão serão coletadas? 

§ Todos os possíveis vieses (bias) foram listados e 
estrategicamente manejados? 

§ Quais seriam os possíveis vieses?
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-   Confounding bias

-   Selection bias: self selection, volunteer bias

- Information bias:  
- differential and random misclassification 
- recall bias, data collection bias
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which should exhibit as few as possible internal differ-
ences, apart from the treatment (4, e1). This is to be
achieved by appropriate measures, particularly by random
allocation of the patients to the groups, thus avoiding
bias in the result. Possible therapies include a drug, an
operation, the therapeutic use of a medical device such
as a stent, or physiotherapy, acupuncture, psychosocial
intervention, rehabilitation measures, training or diet.
Vaccine studies also count as interventional studies in
Germany and are performed as clinical studies according
to the AMG.

Interventional clinical studies are subject to a
variety of legal and ethical requirements, including the
Medicines Act and the Law on Medical Devices. Studies
with medical devices must be registered by the respon-
sible authorities, who must also approve studies with
drugs. Drug studies also require a favorable ruling
from the responsible ethics committee. A study must
be performed in accordance with the binding rules of
Good Clinical Practice (GCP) (5, e2–e4). For clinical
studies on persons capable of giving consent, it is
absolutely essential that the patient should sign a
declaration of consent (informed consent) (e2). Acontrol
group is included in most clinical studies. This group
receives another treatment regimen and/or placebo—a
therapy without substantial efficacy. The selection of
the control group must not only be ethically defensible,
but also be suitable for answering the most important
questions in the study (e5).

Clinical studies should ideally include randomization,
in which the patients are allocated by chance to the
therapy arms. This procedure is performed with random
numbers or computer algorithms (6–8). Randomization
ensures that the patients will be allocated to the different
groups in a balanced manner and that possible
confounding factors—such as risk factors, comorbidities
and genetic variabilities—will be distributed by chance
between the groups (structural equivalence) (9, 10).
Randomization is intended to maximize homogeneity
between the groups and prevent, for example, a specific
therapy being reserved for patients with a particularly
favorable prognosis (such as young patients in good
physical condition) (11).

Blinding is another suitable method to avoid bias. A
distinction is made between single and double blinding.
With single blinding, the patient is unaware which treat-
ment he is receiving, while, with double blinding, neither
the patient nor the investigator knows which treatment
is planned. Blinding the patient and investigator excludes
possible subjective (even subconscious) influences on
the evaluation of a specific therapy (e.g. drug adminis-
tration versus placebo). Thus, double blinding ensures
that the patient or therapy groups are both handled and
observed in the same manner. The highest possible
degree of blinding should always be selected. The study
statistician should also remain blinded until the details
of the evaluation have finally been specified.

A well designed clinical study must also include case
number planning. This ensures that the assumed thera-
peutic effect can be recognized as such, with a previously

Graphical depiction of a prospective cohort study (simplest case [2a])
and a retrospective case control study (2b)

FIGURE 2
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control studies, cross-sectional studies (prevalence
studies), and ecological studies (correlation studies or
studies with aggregated data).

In contrast, studies with only descriptive evaluation
are restricted to a simple depiction of the frequency (in-
cidence and prevalence) and distribution of a disease
within a population. The objective of the description
may also be the regular recording of information (moni-
toring, surveillance). Registry data are also suited for
the description of prevalence and incidence; for example,
they are used for national health reports in Germany.

In the simplest case, cohort studies involve the obser-
vation of two healthy groups of subjects over time. One
group is exposed to a specific substance (for example,
workers in a chemical factory) and the other is not ex-
posed. It is recorded prospectively (into the future) how
often a specific disease (such as lung cancer) occurs in
the two groups (figure 2a). The incidence for the occur-
rence of the disease can be determined for both groups.
Moreover, the relative risk (quotient of the incidence
rates) is a very important statistical parameter which can
be calculated in cohort studies. For rare types of exposure,
the general population can be used as controls (e6). All
evaluations naturally consider the age and gender distri-
butions in the corresponding cohorts. The objective of
cohort studies is to record detailed information on the
exposure and on confounding factors, such as the dura-
tion of employment, the maximum and the cumulated
exposure. One well known cohort study is the British
Doctors Study, which prospectively examined the effect
of smoking on mortality among British doctors over a
period of decades (e7). Cohort studies are well suited for
detecting causal connections between exposure and the
development of disease. On the other hand, cohort studies
often demand a great deal of time, organization, and
money. So-called historical cohort studies represent a
special case. In this case, all data on exposure and effect

(illness) are already available at the start of the study and
are analyzed retrospectively. For example, studies of
this sort are used to investigate occupational forms of
cancer. They are usually cheaper (16).

In case control studies, cases are compared with con-
trols. Cases are persons who fall ill from the disease in
question. Controls are persons who are not ill, but are
otherwise comparable to the cases. A retrospective anal-
ysis is performed to establish to what extent persons in
the case and control groups were exposed (figure 2b).
Possible exposure factors include smoking, nutrition
and pollutant load. Care should be taken that the intensity
and duration of the exposure is analyzed as carefully and
in as detailed a manner as possible. If it is observed that
ill people are more often exposed than healthy people, it
may be concluded that there is a link between the illness
and the risk factor. In case control studies, the most
important statistical parameter is the odds ratio. Case
control studies usually require less time and fewer
resources than cohort studies (16). The disadvantage of
case control studies is that the incidence rate (rate of
new cases) cannot be calculated. There is also a great
risk of bias from the selection of the study population
("selection bias") and from faulty recall ("recall bias")
(see too the article "Avoiding Bias in Observational
Studies"). Table 1 presents an overview of possible
types of epidemiological study (e8). Table 2 summarizes
the advantages and disadvantages of observational
studies (16). 

Discussion 
Selecting the correct study type is an important aspect of
study design (see "Study Design in Medical Research" in
volume 11/2009). However, the scientific questions can
only be correctly answered if the study is planned and
performed at a qualitatively high level (e9). It is very im-
portant to consider or even eliminate possible interfering

TABLE 2

Advantages and disadvantages of observational studies (taken from [16])*

Ecological study Cross-sectional study Case control study Cohort study

Selection bias N/A 2 3 1

Recall bias N/A 3 3 1

Loss to follow-up N/A N/A 1 3

Confounding 3 2 2 1

Time required 1 2 2 3

Costs 1 2 2 3

1 = slight; 2 = moderate; 3 = high; N/A, not applicable.
*Individual cases may deviate from this pattern.

§ Vantagens 

§ É possível estudar vários desfechos para a exposição 

§ Estabelece associação temporal 

§ Se prospectivo, informação sobre exposição pouco sujeita a 
vícios 

§ Pode-se calcular incidência
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§ Desvantagens 

§ Podem demorar vários anos  

§ Não são adequados para doenças raras  

§ Pode-se estudar poucas exposições  

§ Logisticamente difíceis  

§ Perda de indivíduos
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specified statistical probability (statistical power) (4, 6,
12).

It is important for the performance of a clinical trial
that it should be carefully planned and that the exact
clinical details and methods should be specified in the
study protocol (13). It is, however, also important that
the implementation of the study according to the protocol,
as well as data collection, must be monitored. For a first
class study, data quality must be ensured by double data
entry, programming plausibility tests, and evaluation by
a biometrician. International recommendations for the
reporting of randomized clinical studies can be found in
the CONSORT statement (Consolidated Standards of
Reporting Trials, www.consort-statement.org) (14).
Many journals make this an essential condition for
publication. 

For all the methodological reasons mentioned above
and for ethical reasons, the randomized controlled and
blinded clinical trial with case number planning is
accepted as the gold standard for testing the efficacy and
safety of therapies or drugs (4, e1, 15).

In contrast, noninterventional clinical studies (NIS)
are patient-related observational studies, in which
patients are given an individually specified therapy.
The responsible physician specifies the therapy on the
basis of the medical diagnosis and the patient's wishes.
NIS include noninterventional therapeutic studies,
prognostic studies, observational drug studies, secondary
data analyses, case series and single case analyses (13,
16). Similarly to clinical studies, noninterventional
therapy studies include comparison between therapies;
however, the treatment is exclusively according to 
the physician’s discretion. The evaluation is often
retrospective. Prognostic studies examine the influence
of prognostic factors (such as tumor stage, functional
state, or body mass index) on the further course of a
disease. Diagnostic studies are another class of

observational studies, in which either the quality of a
diagnostic method is compared to an established
method (ideally a gold standard), or an investigator is
compared with one or several other investigators (inter-
rater comparison) or with himself at different time
points (intra-rater comparison) (e1). If an event is very
rare (such as a rare disease or an individual course of
treatment), a single-case study, or a case series, are
possibilities. A case series is a study on a larger patient
group with a specific disease. For example, after the
discovery of the AIDS virus, the Center for Disease
Control (CDC) in the USA collected a case series of
1000 patients, in order to study frequent complications
of this infection. The lack of a control group is a dis-
advantage of case series. For this reason, case series are
primarily used for descriptive purposes (3). 

Epidemiological studies 
The main point of interest in epidemiological studies is
to investigate the distribution and historical changes in
the frequency of diseases and the causes for these. Anal-
ogously to clinical studies, a distinction is made be-
tween experimental and observational epidemiological
studies (16, 17).

Interventional studies are experimental in character
and are further subdivided into field studies (sample
from an area, such as a large region or a country) and
group studies (sample from a specific group, such as a
specific social or ethnic group). One example was the
investigation of the iodine supplementation of cooking
salt to prevent cretinism in a region with iodine defi-
ciency. On the other hand, many interventions are
unsuitable for randomized intervention studies, for
ethical, social or political reasons, as the exposure may
be harmful to the subjects (17).

Observational epidemiological studies can be further
subdivided into cohort studies (follow-up studies), case

TABLE 1

Specially well suited study types for epidemiological investigations (taken from [e8])

Study objective Study type

Study of rare diseases such as Case control studies
cancers 

Study of rare exposure, such as exposure to Cohort studies in a population group in which there has been 
industrial chemicals exposure (e.g. industrial workers)

Study of multiple exposures, such as Case control studies
the combined effect of oral contraceptives 
and smoking on myocardial infarction

Study of multiple end points, such as mortality Cohort studies
from different causes

Estimate of the incidence rate in exposed Exclusively cohort studies
populations

Study of covariables which change Preferably cohort studies
over time 

Study of the effect of interventions Intervention studies 
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which should exhibit as few as possible internal differ-
ences, apart from the treatment (4, e1). This is to be
achieved by appropriate measures, particularly by random
allocation of the patients to the groups, thus avoiding
bias in the result. Possible therapies include a drug, an
operation, the therapeutic use of a medical device such
as a stent, or physiotherapy, acupuncture, psychosocial
intervention, rehabilitation measures, training or diet.
Vaccine studies also count as interventional studies in
Germany and are performed as clinical studies according
to the AMG.

Interventional clinical studies are subject to a
variety of legal and ethical requirements, including the
Medicines Act and the Law on Medical Devices. Studies
with medical devices must be registered by the respon-
sible authorities, who must also approve studies with
drugs. Drug studies also require a favorable ruling
from the responsible ethics committee. A study must
be performed in accordance with the binding rules of
Good Clinical Practice (GCP) (5, e2–e4). For clinical
studies on persons capable of giving consent, it is
absolutely essential that the patient should sign a
declaration of consent (informed consent) (e2). Acontrol
group is included in most clinical studies. This group
receives another treatment regimen and/or placebo—a
therapy without substantial efficacy. The selection of
the control group must not only be ethically defensible,
but also be suitable for answering the most important
questions in the study (e5).

Clinical studies should ideally include randomization,
in which the patients are allocated by chance to the
therapy arms. This procedure is performed with random
numbers or computer algorithms (6–8). Randomization
ensures that the patients will be allocated to the different
groups in a balanced manner and that possible
confounding factors—such as risk factors, comorbidities
and genetic variabilities—will be distributed by chance
between the groups (structural equivalence) (9, 10).
Randomization is intended to maximize homogeneity
between the groups and prevent, for example, a specific
therapy being reserved for patients with a particularly
favorable prognosis (such as young patients in good
physical condition) (11).

Blinding is another suitable method to avoid bias. A
distinction is made between single and double blinding.
With single blinding, the patient is unaware which treat-
ment he is receiving, while, with double blinding, neither
the patient nor the investigator knows which treatment
is planned. Blinding the patient and investigator excludes
possible subjective (even subconscious) influences on
the evaluation of a specific therapy (e.g. drug adminis-
tration versus placebo). Thus, double blinding ensures
that the patient or therapy groups are both handled and
observed in the same manner. The highest possible
degree of blinding should always be selected. The study
statistician should also remain blinded until the details
of the evaluation have finally been specified.

A well designed clinical study must also include case
number planning. This ensures that the assumed thera-
peutic effect can be recognized as such, with a previously

Graphical depiction of a prospective cohort study (simplest case [2a])
and a retrospective case control study (2b)

FIGURE 2
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corticosteroids in the 6 months before the index date.
The proportion of CCI in the MG cohort was consid-
erably higher than that of the comparison cohort
(p , 0.001).

Cumulative incidence curves of osteoporosis for
the MG group and control group are shown in the
figure. We observed a higher cumulative incidence
of osteoporosis in patients with MG than in patients
without MG (log-rank test, p , 0.001). The osteo-
porosis incidence rate was higher in the MG cohort
than in the comparison cohort (7.53 vs 4.08 per
1,000 person-years) (table 2). The MG cohort had
a 1.96-fold (adjusted HR 5 1.96, 95% CI 1.57–
2.44) increased risk of developing osteoporosis com-
pared with the comparison cohort after adjusting for
sex, age, and CCI score. The incidence of osteoporo-
sis was higher than that of fracture. The MG cohort
had HRs of 1.77 (95% CI 1.41–2.23) for osteopo-
rosis events and 11.37 (95% CI 3.73–34.67) for frac-
ture events compared with the comparison cohort.
Sex-specific analysis indicated the incidence rate of
osteoporosis in women and men with MG was 9.43
and 4.94 per 1,000 person-years, respectively—higher
than that in the comparison cohort (5.15 and 2.57 per
1,000 person-years, respectively). In addition, women
had 1.96-fold higher risk of osteoporosis (adjusted HR
5 1.96, 95% CI 5 1.51–2.54) and men had 1.94-
fold higher risk of osteoporosis (adjusted HR 5 1.94,
95%CI 5 1.27–2.97) than the comparison cohort.
We observed that patients with MG aged 30–44 years

or with a CCI score of 2 or more had the greatest
magnitude of osteoporosis risk compared with those
without MG (HR5 2.76, 95% CI 1.41–5.39; HR5
3.32, CI 1.61–6.83, respectively).

Table 3 shows incidence rates and the HR for
osteoporosis risk stratified by the severity of MG.
Compared with the non-MG cohort, the risk of
developing osteoporosis increased from 1.52 (95%
CI 1.11–2.08) for patients with MG not using cor-
ticosteroids to 2.37 (95% CI 1.82–3.07) for those
using corticosteroids (p for trend , 0.001). The risk
of developing osteoporosis increased from 1.91 (95%
CI 1.50–2.42) for patients with MG not using cor-
ticosteroid treatment to 2.17 (95% CI 1.44–3.27) for
those receiving corticosteroid treatment, compared
with the comparison cohort (p for trend , 0.001).

DISCUSSION This study demonstrated the risk of
osteoporosis in the largest MG cohort to date. This
nationwide population-based cohort study provides
evidence that MG is associated with a high risk of
osteoporosis, regardless of corticosteroid use, in
2,073 Taiwanese patients with MG. The higher risk
of osteoporosis from MG is likely to be
multifactorial, including physical inactivity caused by
muscle weakness, lack of outdoor activity and
sunlight exposure caused by disability, and
comorbidity with thyroid disorder exhibited by
approximately 10% of patients with MG in Taiwan.8

The disease severity reflected by the need for intensive
treatment including plasmapheresis, thymecotomy,
ventilator, and radiotherapy was associated with a
higher risk of osteoporosis compared with patients
treated with medication alone.

Patients with autoimmune disease may have a
high risk of osteoporosis and fracture.9,10 Our results
substantiate these findings. However, a recently pub-
lished English study using a similar cohort approach
as our study reported an absence of fracture risk
among patients with MG treated with oral cortico-
steroids compared with corticosteroid-free patients
with MG and a lower risk compared with control
patients treated with oral corticosteroids.7 A primary
difference we observed between these 2 cohort studies
was the patients’ ages. The mean age of the Taiwanese
MG cohort was 41 years, nearly 20 years younger
than the English cohort (mean 5 60 years). There-
fore, the incidence rate of osteoporotic fracture in the
English control cohort was 1.7-fold times that of the
Taiwanese MG cohort (12.6 vs 9.5) and 2.3-fold
times that of the Taiwanese control cohort (12.6 vs
5.6). Based on our previous comparative studies
between Chinese and Caucasian patients with MG,
Chinese patients with MG tended to have more early-
onset and ocular cases and fewer severe cases.11

Differences in immunoglobulin allotypes were also

Figure Cumulative incidence curves of osteoporosis fracture for myasthenia
gravis and control groups
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OR: regressão logística / RR: log binomial ou Poisson 
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