# RADIATION AND RECEPTION OF ACOUSTIC WAVES 

### 7.1 RADIATION FROM A PULSATING SPHERE

The acoustic source simplest to analyze is a pulsating sphere-a sphere whose radius varies sinusoidally with time. While pulsating spheres are of little practical importance, their analysis is useful for they serve as the prototype for an important class of sources referred to as simple sources.

In a medium that is infinite, homogeneous, and isotropic, a pulsating sphere will produce an outgoing spherical wave

$$
\begin{equation*}
\mathbf{p}(r, t)=(\mathbf{A} / r) e^{j(\omega t-k r)} \tag{7.1.1}
\end{equation*}
$$

where $\mathbf{A}$ is determined by an appropriate boundary condition.
Consider a sphere of average radius $a$, vibrating radially with complex speed $U_{0} \exp (j \omega t)$, where the displacement of the surface is much less than the radius, $U_{0} / \omega \ll a$. The acoustic pressure of the fluid in contact with the sphere is given by (7.1.1) evaluated at $r=a$. (This is consistent with the small-amplitude approximation of linear acoustics.) The radial component of the velocity of the fluid in contact with the sphere is found using the specific acoustic impedance for the spherical wave (5.11.10) also evaluated at $r=a$,

$$
\begin{equation*}
z(a)=\rho_{0} c \cos \theta_{a} e^{j \theta_{a}} \tag{7.1.2}
\end{equation*}
$$

where $\cot \theta_{a}=k a$. The pressure at the surface of the source is then

$$
\begin{equation*}
\mathbf{p}(a, t)=\rho_{0} c U_{0} \cos \theta_{a} e^{j\left(\omega t-k a+\theta_{a}\right)} \tag{7.1.3}
\end{equation*}
$$

Comparing (7.1.3) with (7.1.1) gives

$$
\begin{equation*}
\mathbf{A}=\rho_{0} c U_{0} a \cos \theta_{a} e^{j\left(k a+\theta_{a}\right)} \tag{7.1.4}
\end{equation*}
$$

so the pressure at any distance $r>a$ is

$$
\begin{equation*}
\mathbf{p}(r, t)=\rho_{0} c U_{0}(a / r) \cos \theta_{a} e^{j\left[\omega t-k(r-a)+\theta_{a}\right]} \tag{7.1.5}
\end{equation*}
$$

The acoustic intensity, found from (5.11.20), is

$$
\begin{equation*}
I=\frac{1}{2} \rho_{0} c U_{0}^{2}(a / r)^{2} \cos ^{2} \theta_{a} \tag{7.1.6}
\end{equation*}
$$

If the radius of the source is small compared to a wavelength, $\theta_{a} \rightarrow \pi / 2$ and the specific acoustic impedance near the surface of the sphere is strongly reactive. (This reactance is a symptom of the strong radial divergence of the acoustic wave near a small source and represents the storage and release of energy because successive layers of the fluid must stretch and shrink circumferentially, altering the outward displacement. This inertial effect manifests itself in the mass-like reactance of the specific acoustic impedance.) In this long wavelength limit the pressure

$$
\begin{equation*}
\mathbf{p}(r, t)=j \rho_{0} c U_{0}(a / r) k a e^{j(\omega t-k r)} \quad k a \ll 1 \tag{7.1.7}
\end{equation*}
$$

is nearly $\pi / 2$ out of phase with the particle speed (pressure and particle speed are not exactly $\pi / 2$ out of phase, since that would lead to a vanishing intensity), and the acoustic intensity is

$$
\begin{equation*}
I=\frac{1}{2} \rho_{0} c U_{0}^{2}(a / r)^{2}(k a)^{2} \quad k a \ll 1 \tag{7.1.8}
\end{equation*}
$$

For constant $U_{0}$ this intensity is proportional to the square of the frequency and depends on the fourth power of the radius of the source. Thus, we see that sources small with respect to a wavelength are inherently poor radiators of acoustic energy.

In the next section, it will be shown that all simple sources, no matter what their shapes, will produce the same acoustic field as a pulsating sphere provided the wavelength is greater than the dimensions of the source and the sources have the same volume velocity.

### 7.2 ACOUSTIC RECIPROCITY AND THE SIMPLE SOURCE

Acoustic reciprocity is a powerful concept that can be used to obtain some very general results. Let us begin by deriving one of the more commonly encountered statements of acoustic reciprocity.

Consider a space occupied by two sources, as suggested by Fig. 7.2.1. By changing which source is active and which passive, it is possible to set up different sound fields. Choose two situations having the same frequency and denote them as 1 and 2 . Establish a volume $V$ of space that does not itself contain any sources but bounds them. Let the surface of this volume be $S$. The volume $V$ and the surface $S$ remain the same for both situations. Let the velocity potential be $\boldsymbol{\Phi}_{1}$ for situation 1 and $\boldsymbol{\Phi}_{2}$ for situation 2. Green's theorem (see Appendix A8) gives the general relation

$$
\begin{equation*}
\int_{S}\left(\boldsymbol{\Phi}_{1} \nabla \boldsymbol{\Phi}_{2}-\boldsymbol{\Phi}_{2} \nabla \boldsymbol{\Phi}_{1}\right) \cdot \hat{n} d S=\int_{V}\left(\boldsymbol{\Phi}_{1} \nabla^{2} \boldsymbol{\Phi}_{2}-\boldsymbol{\Phi}_{2} \nabla^{2} \boldsymbol{\Phi}_{1}\right) d V \tag{7.2.1}
\end{equation*}
$$

where $\hat{n}$ is the unit outward normal to $S$. Since the volume does not include any sources, and since both velocity potentials are for excitations of the same


Figure 7.2.1 Geometry used in deriving the theorem of acoustical reciprocity.
frequency, the wave equation yields

$$
\begin{align*}
\nabla^{2} \boldsymbol{\Phi}_{1} & =-k^{2} \boldsymbol{\Phi}_{1} \\
\nabla^{2} \boldsymbol{\Phi}_{2} & =-k^{2} \boldsymbol{\Phi}_{2} \tag{7.2.2}
\end{align*}
$$

so that the right side of (7.2.1) vanishes identically throughout $V$. Furthermore, recall that the pressure is $\mathbf{p}=-j \omega \rho_{0} \Phi$ and the particle velocity for irrotational motion is $\overrightarrow{\mathbf{u}}=\nabla \boldsymbol{\Phi}$. Substitution of these expressions into the left side of (7.2.1) gives

$$
\begin{equation*}
\int_{S}\left(\mathbf{p}_{1} \overrightarrow{\mathbf{u}}_{2} \cdot \hat{n}-\mathbf{p}_{2} \overrightarrow{\mathbf{u}}_{1} \cdot \hat{n}\right) d S=0 \tag{7.2.3}
\end{equation*}
$$

This is one form of the principle of acoustic reciprocity. This principle states that, for example, if the locations of a small source and a small receiver are interchanged in an unchanging environment, the received signal will remain the same.

To obtain information about simple sources, let us develop a more restrictive but simpler form of (7.2.3). Assume that some portion of $S$ is removed a great distance from the enclosed source. In any real case there is always some absorption of sound by the medium so the intensity at this surface will decrease faster than $1 / r^{2}$. Since the area of the surface increases as $r^{2}$, the product of intensity and area vanishes in the limit $r \rightarrow \infty$. In addition, if each of the remaining portions of $S$ is either (1) perfectly rigid so that $\overrightarrow{\mathbf{u}} \cdot \hat{n}=0$, (2) pressure release so that $\mathbf{p}=0$, or (3) normally reacting so that $\mathbf{p} /(\overrightarrow{\mathbf{u}} \cdot \hat{n})=\mathbf{z}_{n}$, then the surface integrals over these surfaces must vanish. Under these conditions, (7.2.3) reduces to an integral over only those portions of $S$ that correspond to sources active in situations 1 or 2 :

$$
\begin{equation*}
\int_{\text {sources }}\left(\mathbf{p}_{1} \overrightarrow{\mathbf{u}}_{2} \cdot \hat{n}-\mathbf{p}_{2} \overrightarrow{\mathbf{u}}_{1} \cdot \hat{n}\right) d S=0 \tag{7.2.4}
\end{equation*}
$$

This simple result will now be applied to develop some important general properties of sources that are small compared to a wavelength.

Consider a region of space in which there are two irregularly shaped sources, as shown in Fig. 7.2.2. Let source $A$ be active and source $B$ be perfectly rigid in

situation 1, and vice versa in situation 2. If we define $\mathbf{p}_{1}$ as the pressure at $B$ when source $A$ is active with $\overrightarrow{\mathbf{u}}_{1}$ the velocity of its radiating element, and $\mathbf{p}_{2}$ as the pressure at $A$ when source $B$ is active with $\overrightarrow{\mathbf{u}}_{2}$ the velocity of its radiating element, application of (7.2.4) yields

$$
\begin{equation*}
\int_{S_{A}} \mathbf{p}_{2} \overrightarrow{\mathbf{u}}_{1} \cdot \hat{n} d S=\int_{S_{B}} \mathbf{p}_{1} \overrightarrow{\mathbf{u}}_{2} \cdot \hat{n} d S \tag{7.2.5}
\end{equation*}
$$

If the sources are small with respect to a wavelength and several wavelengths apart, then the pressure is uniform over each source so that

$$
\begin{equation*}
\frac{1}{\mathbf{p}_{1}} \int_{S_{A}} \overrightarrow{\mathbf{u}}_{1} \cdot \hat{n} d S=\frac{1}{\mathbf{p}_{2}} \int_{S_{B}} \overrightarrow{\mathbf{u}}_{2} \cdot \hat{n} d S \tag{7.2.6}
\end{equation*}
$$

Assume that the moving elements of a source have complex vector displacements

$$
\begin{equation*}
\overrightarrow{\boldsymbol{\xi}}=\overrightarrow{\boldsymbol{E}}^{j(\omega t+\phi)} \tag{7.2.7}
\end{equation*}
$$

where $\vec{\exists}$ gives the magnitude and direction of the displacement and $\phi$ the temporal phase of each element. If $\hat{n}$ is the unit outward normal to each element $d S$ of the surface, the source will displace a volume of the surrounding medium

$$
\begin{equation*}
\mathbf{V}=\int_{S} \vec{\Xi} e^{j(\omega t+\phi)} \cdot \hat{n} d S=V e^{j(\omega t+\theta)} \tag{7.2.8}
\end{equation*}
$$

where $\mathbf{V}$ is the complex volume displacement, $V$ the generalization of the volume displacement amplitude discussed in Section 4.5, and $\theta$ the accumulated phase over the surface of the element. The time derivative $\partial \mathrm{V} / \partial t$, the complex volume velocity, defines the complex source strength $\mathbf{Q}$

$$
\begin{equation*}
\mathbf{Q} e^{j \omega t}=\frac{\partial \mathbf{V}}{\partial t}=\int_{S} \overrightarrow{\mathbf{u}} \cdot \hat{n} d S \tag{7.2.9}
\end{equation*}
$$

where $\overrightarrow{\mathbf{u}}=\partial \overrightarrow{\boldsymbol{\xi}} / \partial t$ is the complex velocity distribution of the source surface. The complex source strength of the pulsating sphere has only a real part,

$$
\begin{equation*}
\mathbf{Q}=Q=4 \pi a^{2} U_{0} \tag{7.2.10}
\end{equation*}
$$

Substitution of (7.2.9) and $\mathbf{p}=\mathbf{P}(r) \exp [j(\omega t-k r)]$ into (7.2.6) gives

$$
\begin{equation*}
\mathbf{Q}_{1} / \mathbf{P}_{\mathbf{1}}(r)=\mathbf{Q}_{2} / \mathbf{P}_{2}(r) \tag{7.2.11}
\end{equation*}
$$

which shows that the ratio of the source strength to the pressure amplitude at distance $r$ from the source is the same for all simple sources (at the same frequency) in the same surroundings. This allows us to calculate the pressure field of any irregular simple source since it must be identical with the pressure field produced by a small pulsating sphere of the same source strength. If the simple sources are in free space, (7.1.7) and (7.2.10) show that the ratio of (7.2.11) is

$$
\begin{equation*}
\mathbf{Q} / \mathbf{P}(r)=-j 2 \lambda r / \rho_{0} \mathcal{C} \tag{7.2.12}
\end{equation*}
$$

This is the free field reciprocity factor.
Rewriting (7.1.7) with the help of (7.2.10) results in

$$
\begin{equation*}
\mathbf{p}(r, t)=\frac{1}{2} j \rho_{0} c(Q / \lambda r) e^{j(\omega t-k r)} \tag{7.2.13}
\end{equation*}
$$

which, from the above, must be true for all simple sources. The pressure amplitude is

$$
\begin{equation*}
P=\frac{1}{2} \rho_{0} c Q / \lambda r \quad \text { (simple source) } \tag{7.2.14}
\end{equation*}
$$

and the intensity is

$$
\begin{equation*}
I=\frac{1}{8} \rho_{0} c(Q / \lambda r)^{2} \tag{7.2.15}
\end{equation*}
$$

Integration of the intensity over a sphere centered at the source gives the power radiated,

$$
\begin{equation*}
\Pi=\frac{1}{2} \pi \rho_{0} c(Q / \lambda)^{2} \tag{7.2.16}
\end{equation*}
$$

Another case of practical interest is that of a simple source mounted on or very close to a rigid plane boundary. If the dimensions of the boundary are much greater than a wavelength of sound, the boundary can be considered a plane of infinite extent. This kind of boundary is termed a baffle. As shown in Section
6.8, the pressure field in the half-space occupied by the source will be twice that generated by the source (with the same source strength) in free space,

$$
\begin{equation*}
P=\rho_{0} c Q / \lambda r \quad \text { (baffled simple source) } \tag{7.2.17}
\end{equation*}
$$

The intensity is increased by a factor of four,

$$
\begin{equation*}
I=\frac{1}{2} \rho_{0} c(Q / \lambda r)^{2} \tag{7.2.18}
\end{equation*}
$$

and integration of the intensity over a hemisphere (there is no acoustic penetration of the space behind the baffle) gives twice the radiated power,

$$
\begin{equation*}
\Pi=\pi \rho_{0} c(Q / \lambda)^{2} \tag{7.2.19}
\end{equation*}
$$

A doubling of the power output of the source may seem surprising but results from the fact that the source has the same source strength in both cases: the source face is moving with the same velocity in both cases, but in the baffled case it is working into twice the force and therefore must expend twice the power to maintain its own motion in the presence of the doubled pressure.

### 7.3 THE CONTINUOUS LINE SOURCE

As an example of a distribution of point sources used to describe an extended source, consider a long, thin cylindrical source of length $L$ and radius $a$. This configuration, suggested in Fig. 7.3.1, is termed a continuous line source. Let the surface vibrate radially with speed $U_{0} \exp (j \omega t)$. Consider the source to be made up of a large number of cylinders of length $d x$. Each of these elements can be considered an unbaffled simple source of strength $d Q=U_{0} 2 \pi a d x$. Each generates the increment of pressure given by (7.2.13) with $r$ replaced by the distance $r^{\prime}$ from


Figure 7.3.1 The far field acoustic field at $(r, \theta)$ of a continuous line source of length $L$ and radius $a$ is found by summing the contributions of simple sources of length $d x$ and radius $a$.
the element to the field point at $(r, \theta)$. The total pressure is found by integrating $d \mathrm{p}$ over the length of the source,

$$
\begin{equation*}
\mathbf{p}(r, \theta, t)=\frac{j}{2} \rho_{0} c U_{0} k a \int_{-L / 2}^{L / 2} \frac{1}{r^{\prime}} e^{j\left(\omega t-k r^{\prime}\right)} d x \tag{7.3.1}
\end{equation*}
$$

The acoustic field close to the source is complicated, but a simple expression can be obtained in the far field approximation. Under the assumption $r \gg L$, the denominator of the integrand can be replaced by its approximate value $r$, which amounts to making very small errors in the amplitudes of the acoustic fields at $(r, \theta)$ generated by each of the simple sources. In the exponent, however, this simplification cannot always be made because the relative phases of the elements will be very strong functions of angle when $k L$ approaches or exceeds unity. Then the more accurate approximation $r^{\prime} \approx r-x \sin \theta$ must be used, and the integral takes the form

$$
\begin{equation*}
\mathbf{p}(r, \theta, t)=\frac{j}{2} \rho_{0} c U_{0} \frac{k a}{r} e^{j(\omega t-k r)} \int_{-L / 2}^{L / 2} e^{j k x \sin \theta} d x \tag{7.3.2}
\end{equation*}
$$

Evaluation is immediate,

$$
\begin{equation*}
\mathrm{p}(r, \theta, t)=\frac{j}{2} \rho_{0} c U_{0} \frac{a}{r} k L\left(\frac{\sin \left(\frac{1}{2} k L \sin \theta\right)}{\frac{1}{2} k L \sin \theta}\right) e^{j(\omega t-k r)} \tag{7.3.3}
\end{equation*}
$$

The acoustic pressure amplitude in the far field can be written

$$
\begin{equation*}
P(r, \theta)=P_{a x}(r) H(\theta) \tag{7.3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
H(\theta)=\left|\frac{\sin v}{v}\right| \quad v=\frac{1}{2} k L \sin \theta \tag{7.3.5}
\end{equation*}
$$

is the directional factor and

$$
\begin{equation*}
P_{a x}(r)=\frac{1}{2} \rho_{0} c U_{0}(a / r) k L \tag{7.3.6}
\end{equation*}
$$

is the amplitude of the far field axial pressure.
Separating the far field pressure amplitude into one factor that depends only on angle and has maximum value of unity on the acoustic axis and another that depends only on the distance from the source is common practice in describing the sound fields of complicated sources. Note that in the far field the axial pressure is proportional to $1 / r$, as for a simple source. This is a feature common to all acoustic sources.

The behavior of $(\sin v) / v$ is shown in Fig. 7.3.2. This function is known as the sinc function or the zeroth order spherical Bessel function of the first kind. The corresponding beam pattern $b(\theta)=20 \log H(\theta)$ is plotted in Fig. 7.3.3 for the case $k L=24$. There are nodal surfaces (cones in the present case) at angles where $H(\theta)=0$, for which $\frac{1}{2} k L \sin \theta_{n}= \pm n \pi$, with $n=1,2,3, \ldots$. These nodal surfaces are separated by lobes


Figure 7.3.2
Functional behavior of $(\sin v) / v$.


Figure 7.3.3 Beam pattern $b(\theta)$ for a continuous line source of length $L$ radiating sound of wave number $k$ with $k L=24$.
where the acoustic energy is nonzero. Most of the acoustic energy is projected in the major lobe, contained within the angles given by $n=1$ and centered on a plane perpendicular to the line source. The amplitudes of the minor lobes are less than unity and tend to decrease away from this plane. Clearly, the larger the value of $k L$ the more narrowly directed will be the major lobe and the greater the number of minor lobes.

Note that the pressure, when expressed in terms of the source strength $Q=$ $U_{0} 2 \pi a L$, becomes

$$
\begin{equation*}
\mathrm{p}(r, \theta, t)=\frac{j}{2} \rho_{0} c \frac{Q}{\lambda r} \frac{\sin v}{v} e^{j(\omega t-k r)} \tag{7.3.7}
\end{equation*}
$$

Comparison with (7.2.13) shows that the pressure field is the product of that generated by a simple source of source strength $Q$ and a directional factor $\sin v / v$.

### 7.4 RADIATION FROM A PLANE CIRCULAR PISTON

An acoustic source of practical interest is the plane circular piston, which is the model for a number of sources, including loudspeakers, open-ended organ pipes, and ventilation ducts. Consider a piston of radius a mounted on a flat rigid baffle of infinite extent. Let the radiating surface of the piston move uniformly with speed $U_{0} \exp (j \omega t)$ normal to the baffle. The geometry and coordinates are sketched in Fig. 7.4.1.

The pressure at any field point can be obtained by dividing the surface of the piston into infinitesimal elements, each of which acts as a baffled simple source of strength $d Q=U_{0} d S$. Since the pressure generated by one of these sources is given by (7.2.17), the total pressure is

$$
\begin{equation*}
\mathrm{p}(r, \theta, t)=j \rho_{0} c \frac{U_{0}}{\lambda} \int_{S} \frac{1}{r^{\prime}} e^{j\left(\omega t-k r^{\prime}\right)} d S \tag{7.4.1}
\end{equation*}
$$

where the surface integral is taken over the region $\sigma \leq a$. While this integral is difficult to solve for a general field point, closed-form solutions are possible for two regions: (a) along a line perpendicular to the face of the piston and passing through its center (the acoustic axis), and (b) at sufficiently large distances, in the far field.

## (a) Axial Response

The field along the acoustic axis (the $z$ axis) is relatively simple to calculate. With reference to Fig. 7.4.1, we have

$$
\begin{equation*}
\mathrm{p}(r, 0, t)=j \rho_{0} c \frac{U_{0}}{\lambda} e^{j \omega t} \int_{0}^{a} \frac{\exp \left(-j k \sqrt{r^{2}+\sigma^{2}}\right)}{\sqrt{r^{2}+\sigma^{2}}} 2 \pi \sigma d \sigma \tag{7.4.2}
\end{equation*}
$$



Figure 7.4.1 Geometry used in deriving the acoustic field of a baffled circular plane piston of radius $a$ radiating sound of wave number $k$.

The integrand is a perfect differential,

$$
\begin{equation*}
\frac{\sigma \exp \left(-j k \sqrt{r^{2}+\sigma^{2}}\right)}{\sqrt{r^{2}+\sigma^{2}}}=-\frac{d}{d \sigma}\left(\frac{\exp \left(-j k \sqrt{r^{2}+\sigma^{2}}\right)}{j k}\right) \tag{7.4.3}
\end{equation*}
$$

so the complex acoustic pressure is

$$
\begin{equation*}
\mathbf{p}(r, 0, t)=\rho_{0} c U_{0}\left\{1-\exp \left[-j k\left(\sqrt{r^{2}+a^{2}}-r\right)\right]\right\} e^{j(\omega t-k r)} \tag{7.4.4}
\end{equation*}
$$

The pressure amplitude on the axis of the piston is the magnitude of the above expression,

$$
\begin{equation*}
P(r, 0)=2 \rho_{0} c U_{0}\left|\sin \left\{\frac{1}{2} k r\left[\sqrt{1+(a / r)^{2}}-1\right]\right\}\right| \tag{7.4.5}
\end{equation*}
$$

For $r / a \gg 1$, the square root can be simplified to

$$
\begin{equation*}
\sqrt{1+(a / r)^{2}} \approx 1+\frac{1}{2}(a / r)^{2} \tag{7.4.6}
\end{equation*}
$$

If also $r / a>k a / 2$, the pressure amplitude on the axis has asymptotic form

$$
\begin{equation*}
P_{a x}(r)=\frac{1}{2} \rho_{0} c U_{0}(a / r) k a \tag{7.4.7}
\end{equation*}
$$

which reveals the expected spherical divergence at sufficiently large distances. (The inequality $r / a>k a / 2$ can be rewritten as $r>\pi a^{2} / \lambda$. In general, the quantity $S / \lambda$, where $S$ is the moving area of the source, is called the Rayleigh length.)

Study of (7.4.5) reveals that the axial pressure exhibits strong interference effects, fluctuating between 0 and $2 \rho_{0} c U_{0}$ as $r$ ranges between 0 and $\infty$. These extremes of pressure occur for values of $r$ satisfying

$$
\begin{equation*}
\frac{1}{2} k r\left[\sqrt{1+(a / r)^{2}}-1\right]=m \pi / 2 \quad m=0,1,2, \ldots \tag{7.4.8}
\end{equation*}
$$

Solution of the above for the values of $r$ at the extrema yields

$$
\begin{equation*}
r_{m} / a=a / m \lambda-m \lambda / 4 a \tag{7.4.9}
\end{equation*}
$$

Moving in toward the source from large $r$, one encounters the first local maximum in axial pressure at a distance $r_{1}$ given by

$$
\begin{equation*}
r_{1} / a=a / \lambda-\lambda / 4 a \tag{7.4.10}
\end{equation*}
$$

For still smaller $r$, the pressure amplitude falls to a local minimum at $r_{2}$ given by

$$
\begin{equation*}
r_{2} / a=a / 2 \lambda-\lambda / 2 a \tag{7.4.11}
\end{equation*}
$$

and then continues to fluctuate until the face of the piston is reached. A sketch of this behavior is shown in Fig. 7.4.2.


Figure 7.4.2 Axial pressure amplitude for a baffled circular plane piston of radius $a$ radiating sound of wave number $k$ with $k a=8 \pi$. Solid line is calculated from the exact theory. Dashed line is the far field approximation extrapolated into the near field. For this case, the far field approximation is accurate only for distances beyond about seven piston radii.

For $r>r_{1}$ the axial pressure decreases monotonically, approaching an asymptotic $1 / r$ dependence. For $r<r_{1}$ the axial pressure displays strong interference effects, suggesting that the acoustic field close to the piston is complicated. The distance $r_{1}$ serves as a convenient demarcation between the complicated near field found close to the source and the simpler far field found at large distances from the source. The quantity $r_{1}$ has physical meaning only if the ratio $a / \lambda$ is large enough that $r_{1}>0$. Indeed, if $a=\lambda / 2$, then $r_{1}=0$ and there is no near field. At still lower frequencies the radiation from the piston approaches that of a simple source.

## (b) Far Field

To aid in the evaluation of the far field, additional coordinates are introduced as indicated in Fig. 7.4.3. Let the $x$ and $y$ axes be oriented so the field point $(r, \theta)$ lies in the $x-z$ plane. This allows the piston surface to be divided into an array of continuous line sources of differing lengths, each parallel to the $y$ axis, so the field point is on the acoustic axis of each line source. The far field radiation pattern is found by imposing the restriction $r \gg a$ so the contribution to the field point from each of the line sources is simply its far field axial pressure. Since each line


Figure 7.4.3 Geometry used in deriving the far field at $(r, \theta)$ of a baffled circular plane piston of radius $a$.
is of length $2 a \sin \phi$ and width $d x$, the source strength from one such source is $d Q=2 U_{0} a \sin \phi d x$ and the incremental pressure $d \mathrm{p}$ for this baffled source is, from (7.3.7),

$$
\begin{equation*}
d \mathbf{p}=j \rho_{0} c \frac{U_{0}}{\pi r^{\prime}} k a \sin \phi e^{j\left(\omega t-k r^{\prime}\right)} d x \tag{7.4.12}
\end{equation*}
$$

For $r \gg a$, the value of $r^{\prime}$ is well approximated by

$$
\begin{equation*}
r^{\prime} \approx r+\Delta r=r-a \sin \theta \cos \phi \tag{7.4.13}
\end{equation*}
$$

and the acoustic pressure is

$$
\begin{equation*}
\mathbf{p}(r, \theta, t)=j \rho_{0} c \frac{U_{0}}{\pi r^{\prime}} k a e^{j\left(\omega t-k r^{\prime}\right)} \int_{-a}^{a} e^{j k a \sin \theta \cos \phi} \sin \phi d x \tag{7.4.14}
\end{equation*}
$$

where $r^{\prime} \rightarrow r$ in the denominator, but $r^{\prime}=r+\Delta r$ in the phase in accordance with the far field approximation. Using $x=a \cos \phi$, we can convert the integration from $d x$ to $d \phi$ :

$$
\begin{equation*}
\mathbf{p}(r, \theta, t)=j \rho_{0} c \frac{U_{0}}{\pi} \frac{a}{r} k a e^{j(\omega t-k r)} \int_{0}^{\pi} e^{j k a \sin \theta \cos \phi} \sin ^{2} \phi d \phi \tag{7.4.15}
\end{equation*}
$$

By symmetry, the imaginary part of the integral vanishes. The real part is tabulated in terms of a Bessel function,

$$
\begin{equation*}
\int_{0}^{\pi} \cos (z \cos \phi) \sin ^{2} \phi d \phi=\pi \frac{J_{1}(z)}{z} \tag{7.4.16}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathbf{p}(r, \theta, t)=\frac{j}{2} \rho_{0} c U_{0} \frac{a}{r} k a\left[\frac{2 J_{1}(k a \sin \theta)}{k a \sin \theta}\right] e^{j(\omega t-k r)} \tag{7.4.17}
\end{equation*}
$$

All the angular dependence is in the bracketed term. Since this term goes to unity as $\theta$ goes to 0 , we can make the identifications

$$
\begin{align*}
|\mathbf{p}(r, \theta)| & =P_{a x}(r) H(\theta) \\
H(\theta) & =\left|\frac{2 J_{1}(v)}{v}\right| \quad v=k a \sin \theta \tag{7.4.18}
\end{align*}
$$

Note that the axial pressure amplitude is identical with the asymptotic expression (7.4.7). A plot of $2 J_{1}(v) / v$ is given in Fig. 7.4.4, and numerical values are in Appendix A6. It is well worth comparing and contrasting Figs. 7.3.2 and 7.4.4.

The angular dependence of $H(\theta)$ reveals that there are pressure nodes at angles $\theta_{m}$ given by

$$
\begin{equation*}
k a \sin \theta_{m}=j_{1 m} \quad m=1,2,3, \ldots \tag{7.4.19}
\end{equation*}
$$

where $j_{1 m}$ designates the values of the argument of $J_{1}$ that reduce this Bessel function to zero, $J_{1}\left(j_{1 m}\right)=0$. (See Appendix A5.) Note that the form of $H(\theta)$ yields


Figure 7.4.4
Functional behavior of $2 J_{1}(v) / v$.


Figure 7.4.5 Beam pattern $b(\theta)$ for a circular plane piston of radius $a$ radiating sound with $k a=10$.
a maximum along $\theta=0$. The angles $\theta_{m}$ define conical nodal surfaces with vertices at $r=0$. Between these surfaces lie pressure lobes, as suggested in Fig. 7.4.5. The relative strengths and angular locations of the acoustic pressure maxima in the lobes are given by the relative maxima of $H(\theta)$. Thus, for constant $r$, if the intensity level on the axis is set at 0 dB , then the level of the maximum of the first side lobe is about -17.5 dB .

For wavelengths much smaller than the radius of the piston ( $k a \gg 1$ ) the radiation pattern has many side lobes and the angular width of the major lobe is small. If the wavelength is sufficiently large ( $k a<3.83$ ) only the major lobe will be present. For $k a \ll 1$, the directional factor is nearly unity for all angles, so that the piston becomes a baffled simple source with source strength $Q=\pi a^{2} U_{0}$.

The radiation patterns produced by a piston-type loudspeaker differ to some extent from these idealized patterns for reasons including the following: (1) The
area of the baffle in which the speaker is mounted is finite. At low frequencies the wavelength of the sound may be the same as, or greater than, the linear dimensions of the baffle and the assumption that each element of the piston radiates with hemispherical divergence will be in error. (2) If the loudspeaker cabinet is not closed, the radiation from the back of the speaker may propagate into the region in front of the speaker, resulting in a radiation pattern approximating an acoustic doublet rather than a piston in an infinite baffle. (3) The material of a loudspeaker cone is not perfectly rigid. Driving the speaker at its center establishes velocity amplitudes higher near the center of the cone than near its rim at low frequencies, and at high frequencies the cone may vibrate in standing waves. Under these circumstances, $U_{0}$ may become a complex function $\mathbf{U}_{0}$ of the radial distance $\sigma$ and angle $\phi$. By a suitable choice of the relation between $U_{0}$ and $\sigma$, a wide variety of radiation patterns can be obtained. Altering radiation patterns with the help of a flexible radiating surface is an important consideration in loudspeaker design. Even in small rooms, loudspeakers that project higher frequencies into narrow major lobes often sound "sharp" or "edgy" to listeners on the acoustic axis and "dull" to listeners off the axis. Broadening the major lobes for higher frequencies helps to counteract this beaming of sound. In small rooms, avoiding high-frequency absorption at the walls is another aid in scattering high-frequency energy. When public address systems are used outdoors or in large auditoriums, scattering is negligible and uniform distribution of higher frequencies must be obtained by employing multidirectional clusters of speakers or groups of speakers aimed in different directions.

### 7.5 RADIATION IMPEDANCE

In Chapter 2 it was found useful to define the input mechanical impedance of a string as the force applied to the string divided by the resulting speed of the string at the point where the force is applied. If the force is not applied directly to the string, but to some device attached to the string, then it was shown in Problem 2.9.2 that the force applied to the device divided by the speed of the device was equal to the mechanical impedance of the device plus the input mechanical impedance of the string as seen by the device. Similarly, in the discussion of acoustic sources it will be useful to express the input mechanical impedance of the source in terms of the mechanical impedance of the source radiating into a vacuum and the radiation impedance of the acoustic wave propagated into the fluid.

Consider a transmitter whose active face (diaphragm) of area $S$ moves with a normal velocity component $\mathbf{u}$ whose magnitude and phase may be a function of position. If $d \mathbf{f}_{S}$ is the normal component of force on an element $d S$ of the active face, the radiation impedance is

$$
\begin{equation*}
\mathbf{Z}_{r}=\int \frac{d \mathbf{f}_{S}}{\mathbf{u}} \tag{7.5.1}
\end{equation*}
$$

If the diaphragm has mass $m$, mechanical resistance $R_{m}$, and stiffness $s$ and moves uniformly with a normal component of velocity $\mathbf{u}_{0}=U_{0} \exp (j \omega t)=j \omega \xi_{0}$ under the externally applied force $f=F \exp (j \omega t)$, Newton's law of motion yields

$$
\begin{equation*}
\mathbf{f}-\mathbf{f}_{S}-R_{m} \frac{d \boldsymbol{\xi}_{0}}{d t}-s \boldsymbol{\xi}_{0}=m \frac{d^{2} \boldsymbol{\xi}_{0}}{d t^{2}} \tag{7.5.2}
\end{equation*}
$$

where the force of the diaphragm on the fluid is $\mathbf{f}_{S}=\mathbf{Z}_{r} \mathbf{u}_{0}$. Recalling that $\mathbf{Z}_{m}=\mathbf{R}_{m}+j(\omega m-s / \omega)$ and solving for $\mathbf{u}_{0}$ gives

$$
\begin{equation*}
\mathbf{u}_{0}=\mathbf{f} /\left(\mathbf{Z}_{m}+\mathbf{Z}_{r}\right) \tag{7.5.3}
\end{equation*}
$$

Thus, in the presence of fluid loading, the applied force encounters the sum of the mechanical impedance of the source and the radiation impedance. The radiation impedance can be expressed as

$$
\begin{equation*}
\mathbf{Z}_{r}=Z_{r} e^{j \theta}=R_{r}+j X_{r} \tag{7.5.4}
\end{equation*}
$$

where $R_{r}$ is the radiation resistance and $X_{r}$ is the radiation reactance.
A positive $R_{r}$ will increase the total resistance, increasing the power dissipated by the source by an amount equal to the power radiated into the fluid,

$$
\begin{equation*}
\Pi=\frac{1}{T} \int_{0}^{T} \operatorname{Re}\left\{\mathbf{f}_{S}\right\} \operatorname{Re}\left\{\mathbf{u}_{0}\right\} d t \tag{7.5.5}
\end{equation*}
$$

or

$$
\begin{equation*}
\Pi=\frac{1}{2} U_{0}^{2} Z_{r} \cos \theta=\frac{1}{2} U_{0}^{2} R_{r} \tag{7.5.6}
\end{equation*}
$$

The radiation resistance can be found directly from the power radiated into the fluid. For example, use of (7.2.16) and (7.2.19) shows that for a simple source

$$
\begin{array}{ll}
R_{r}=\rho_{0} c(k S)^{2} / 4 \pi & \text { (simple source) } \\
R_{r}=\rho_{0} c(k S)^{2} / 2 \pi & \text { (baffled simple source) } \tag{7.5.8}
\end{array}
$$

where in each case $S$ is the surface area of the relevant source.
A positive $X_{r}$ will manifest itself as a mass loading that decreases the resonance frequency $\omega_{0}$ of the oscillator from $\sqrt{s / m}$ to $\sqrt{s /\left(m+m_{r}\right)}$, where $m_{r}=X_{r} / \omega$ is the radiation mass. The effect of the radiation mass can be slight for sources operating in light media such as air, but for a dense fluid like water the decrease in resonance frequency resulting from the presence of the medium may be quite marked.

## (a) The Circular Piston

To calculate the radiation impedance of a baffled circular piston of radius $a$ and normal complex velocity $u_{0}=U_{0} \exp (j \omega t)$, consider an infinitesimal area $d S$ of the surface of the piston (Fig. 7.5.1) and let $d \mathbf{p}$ be the incremental pressure that the motion of $d S$ produces at some other element of area $d S^{\prime}$ of the piston. The total pressure $p$ at $d S^{\prime}$ can be obtained by integrating (7.4.1) over the surface of the piston,

$$
\begin{equation*}
\mathbf{p}=j \rho_{0} c \frac{U_{0}}{\lambda} \int_{S} \frac{1}{r} e^{j(\omega t-k r)} d S \tag{7.5.9}
\end{equation*}
$$

where $r$ is the distance between $d S$ and $d S^{\prime}$. The total force $\mathbf{f}_{S}$ on the piston from the pressure is the integral of $\mathbf{p}$ over $d S^{\prime}$, so that $\mathbf{f}_{S}=\int \mathbf{p} d S^{\prime}$. The integrations over $d S$ to get $\mathbf{p}$ and then over $d S^{\prime}$ to get $\mathbf{f}_{S}$ include both the force on $d S^{\prime}$ resulting from the motion of $d S$ and vice versa. But from acoustic reciprocity, these two forces must be the same. Consequently, the result of the double integration is twice what


Figure 7.5.1 Surface elements $d S$ and $d S^{\prime}$ used in obtaining the reaction force on a radiating plane circular piston.
would be obtained if the limits of integration. were chosen to include the force between each pair of elements only once. This latter choice of limits leads to a considerable simplification of the problem. Refer to Fig. 7.5.1. With $\sigma$ the radial distance from the center of the piston to $d S^{\prime}$, each pair of elements is used only once by integrating over the area of the piston within this circle of radius $\sigma$. The maximum distance from $d S^{\prime}$ to any point within the circle is $2 \sigma \cos \theta$, so the entire area within the circle will be covered if we integrate $r$ from 0 to $2 \sigma \cos \theta$ and then integrate $\theta$ from $-\pi / 2$ to $\pi / 2$. The integration of $d S^{\prime}$ is now extended over the entire surface of the piston by setting $d S^{\prime}=\sigma d \sigma d \psi$ and integrating $\psi$ from 0 to $2 \pi$ and then $\sigma$ from 0 to $a$. After multiplying this by two, we have our desired expression,

$$
\begin{equation*}
\mathbf{f}_{S}=2 j \rho_{0} c \frac{U_{0}}{\lambda} e^{j \omega t} \int_{0}^{a} \int_{0}^{2 \pi} \int_{-\pi / 2}^{\pi / 2} \int_{0}^{2 \sigma \cos \theta} \sigma e^{-j k r} d r d \theta d \psi d \sigma \tag{7.5.10}
\end{equation*}
$$

The details of the integration are left to Problem 7.5.2. The result for the radiation impedance $\mathbf{Z}_{r}=\mathbf{f}_{S} / \mathbf{u}_{0}$ is

$$
\begin{equation*}
\mathbf{Z}_{r}=\rho_{0} c S\left[R_{1}(2 k a)+j X_{\mathbf{1}}(2 k a)\right] \tag{7.5.11}
\end{equation*}
$$

where $S=\pi a^{2}$ is the area of the piston face. The piston resistance function $R_{1}$ and piston reactance function $X_{1}$ are given by

$$
\begin{align*}
& R_{1}(x)=1-\frac{2 J_{1}(x)}{x}=\frac{x^{2}}{2 \cdot 4}-\frac{x^{4}}{2 \cdot 4^{2} \cdot 6}+\frac{x^{6}}{2 \cdot 4^{2} \cdot 6^{2} \cdot 8}-\cdots \\
& X_{1}(x)=\frac{2 \mathrm{H}_{1}(x)}{x}=\frac{4}{\pi}\left(\frac{x}{3}-\frac{x^{3}}{3^{2} \cdot 5}+\frac{x^{5}}{3^{2} \cdot 5^{2} \cdot 7}-\cdots\right) \tag{7.5.12}
\end{align*}
$$

with $\mathbf{H}_{\mathbf{1}}(x)$ the first order Struve function, described in Appendix A4. Sketches of $R_{1}$ and $X_{1}$ are shown in Fig. 7.5.2 and numerically tabulated in Appendix A6.

In the low-frequency limit $(k a \ll 1)$ the radiation impedance can be approximated by the first terms of the power expansions. The radiation resistance becomes

$$
\begin{equation*}
R_{r} \approx \frac{1}{2} \rho_{0} c S(k a)^{2} \tag{7.5.13}
\end{equation*}
$$

and the radiation reactance becomes

$$
\begin{equation*}
X_{r} \approx(8 / 3 \pi) \rho_{0} c S k a \tag{7.5.14}
\end{equation*}
$$



Figure 7.5.2 Radiation resistance and reactance for a plane circular piston of radius a radiating sound of wave number $k(x=2 k a)$.

Note that, in the low-frequency limit, the radiation resistance for the piston is identical with that for a baffled simple source of the same surface area $S$. The low-frequency reactance is that of a mass

$$
\begin{equation*}
m_{r}=X_{r} / \omega=\rho_{0} S(8 a / 3 \pi) \tag{7.5.15}
\end{equation*}
$$

Thus, the piston appears to be loaded with a cylindrical volume of fluid whose cross-sectional area $S$ is that of the piston and whose effective height is $8 a / 3 \pi \approx$ 0.85a.

In the high-frequency limit $k a \gg 1$, we have $X_{1}(2 k a) \rightarrow(2 / \pi) /(k a)$ and $R_{1}(2 k a) \rightarrow 1$, so that $Z_{r} \rightarrow R_{r} \approx S \rho_{0} c$. This yields

$$
\begin{equation*}
\Pi \approx \frac{1}{2} \rho_{0} c S U_{0}^{2} \tag{7.5.16}
\end{equation*}
$$

which is the same as the power that would be carried by a plane wave of particle speed amplitude $U_{0}$ in a fluid of characteristic impedance $\rho_{0} c$ through a cross-sectional area $S$.

## (b) The Pulsating Sphere

The radiation impedance of the pulsating sphere is easily found from (7.1.2) to be

$$
\begin{equation*}
\mathbf{Z}_{r}=\rho_{0} c S \cos \theta_{a} e^{j \theta_{a}} \tag{7.5.17}
\end{equation*}
$$

where $S=4 \pi a^{2}$ is the surface area of the sphere. For high frequencies ( $k a \gg 1$ ), this reduces to a pure radiation resistance $\mathbf{Z}_{r}=R_{r}$, where

$$
\begin{equation*}
R_{r}=\rho_{0} c S \tag{7.5.18}
\end{equation*}
$$

For low frequencies $(k a \ll 1)$, $\mathbf{Z}_{r}$ becomes

$$
\begin{equation*}
\mathbf{Z}_{r} \approx \rho_{0} c S(k a)^{2}+j \rho_{0} c S k a \tag{7.5.19}
\end{equation*}
$$

The radiation resistance is much less than the radiation reactance, and the radiation reactance is again like a mass,

$$
\begin{equation*}
m_{r}=X_{r} / \omega=3 \rho_{0} V \tag{7.5.20}
\end{equation*}
$$

where $V=4 \pi a^{3} / 3$ is the volume of the sphere. In the low-frequency limit the radiation mass is three times the mass of the fluid displaced by the sphere.

### 7.6 FUNDAMENTAL PROPERTIES OF TRANSDUCERS

Several definitions are used to describe the more important aspects of the field without the necessity of displaying the entire radiation pattern.

## (a) Directional Factor and Beam Pattern

We have shown that the far field radiation for each of two uncomplicated sources (continuous line and piston) can be expressed as a product of an axial pressure $P_{a x}(r)$ and a directional factor $H(\theta)$. For sources of lower symmetry, this same separation is possible, although the directional factor may depend on two angles, $H(\theta, \phi)$. The directional factor is always normalized so its maximum value is unity, as illustrated by (7.3.5) and (7.4.18). The directions for which $H=1$ determine the acoustic axes. An acoustic "axis" may be a line, a plane, or a conical surface. The normalized far field pressure along any radial line designated by angles $\theta$ and $\phi$ is simply $H(\theta, \phi) / r$.

The variation of intensity level (or sound pressure level) with angle is the beam pattern

$$
\begin{align*}
b(\theta, \phi)=10 \log \left[I(r, \theta, \phi) / I_{a x}(r)\right] & =20 \log \left[P(r, \theta, \phi) / P_{a x}(r)\right]  \tag{7.6.1}\\
& =20 \log H(\theta, \phi)
\end{align*}
$$

## (b) Beam Width

No single definition has been agreed upon for determining the angles that mark the effective extremities of the major lobe. Hence, the criterion must be clearly stated when beam widths are specified. The values of $I(r, \theta, \phi) / I_{a x}(r)$ used to delineate the effective width of a major lobe range from a maximum of 0.5 (down 3 dB or "half-power"), through 0.25 (down 6 dB or "quarter-power"), to a minimum of 0.1 (down 10 dB ). As an illustration of the ambiguity that arises if the ratio of intensities is not specified, consider a piston that is radiating sound of wavelength $\lambda=a / 4$. The calculated beam widths corresponding to the three ratios given above are $7.4^{\circ}$ (down 3 dB ), $10.1^{\circ}$ (down 6 dB ), and $12.9^{\circ}$ (down 10 dB ), whereas the beam width corresponding to the first null is $17.3^{\circ}$. Even when the outer limit of the major lobe is defined as being down 10 dB relative to the axial level, it is still some 7.5 dB higher than the maximum level of the first minor lobe.

## (c) Source Level

A measure of the axial output of a source is the source level SL. Assume that the acoustic axis of the source has been determined and the pressure amplitude along this line is measured in the far field (where the pressure varies as $1 / r$ ). The curve of $P_{a x}(r)$ versus $1 / r$ can be extrapolated from large $r$ to a position $r=1 \mathrm{~m}$ from the source to give

$$
\begin{equation*}
P_{a x}(1)=\lim _{r \downarrow \downarrow} P_{a x}(r) \tag{7.6.2}
\end{equation*}
$$

[Note that $P_{a x}(1)$ is not necessarily the actual axial pressure at 1 m . It is simply a convenient extrapolation from the far field behavior.] Since $P_{a x}(1)$ is a peak pressure amplitude, it must be reduced to an effective (or rms) value $P_{e}(1)$ by dividing by $\sqrt{2}$. The source level is then

$$
\begin{equation*}
S L\left(r e P_{r e f}\right)=20 \log \left[P_{e}(1) / P_{r e f}\right] \quad P_{e}(1)=P_{a x}(1) / \sqrt{2} \tag{7.6.3}
\end{equation*}
$$

where the reference effective pressure $P_{r e f}$ is either $1 \mu \mathrm{~Pa}, 20 \mu \mathrm{~Pa}$, or $1 \mu \mathrm{bar}$ as discussed in Section 5.12.

## (d) Directivity

Given the amplitude $P(r, \theta, \phi)$ of the pressure in the far field, the total radiated power is obtained by integrating the intensity over a sphere enclosing the source,

$$
\begin{equation*}
\Pi=\frac{1}{2 \rho_{0} c} \int_{4 \pi} P^{2}(r, \theta, \phi) r^{2} d \Omega \tag{7.6.4}
\end{equation*}
$$

Recalling that $P(r, \theta, \phi)=P_{a x}(r) H(\theta, \phi)$ and noting that $r$ is constant for the integration, we can write

$$
\begin{equation*}
\Pi=\frac{1}{2 \rho_{0} c} r^{2} P_{a x}^{2}(r) \int_{4 \pi} H^{2}(\theta, \phi) d \Omega \tag{7.6.5}
\end{equation*}
$$

For a simple source that generates the same acoustic power, the pressure amplitude $P_{s}(r)$ to be found at the distance $r$ is given by

$$
\begin{equation*}
\Pi=4 \pi r^{2} P_{S}^{2}(r) / 2 \rho_{0} c \tag{7.6.6}
\end{equation*}
$$

Clearly, for the same acoustic power the directional source will have greater intensity at a distance $r$ on the acoustic axis than will the simple source. The ratio of these intensities reveals how much more efficiently a directional source concentrates the available acoustic power into a preferred direction. This ratio defines the directivity $D$,

$$
\begin{equation*}
D=I_{a x}(r) / I_{S}(r)=P_{a x}^{2}(r) / P_{S}^{2}(r) \tag{7.6.7}
\end{equation*}
$$

Substitution of (7.6.5) and (7.6.6) into (7.6.7) results in

$$
\begin{equation*}
D=4 \pi / \int_{4 \pi} H^{2}(\theta, \phi) d \Omega \tag{7.6.8}
\end{equation*}
$$

Thus, the directivity $D$ of a source is the reciprocal of the average of $H^{2}(\theta, \phi)$ over solid angle. Now, (7.6.5) becomes

$$
\begin{equation*}
\Pi=4 \pi P_{e}^{2}(1) / D \rho_{0} c \tag{7.6.9}
\end{equation*}
$$

and substitution for $P_{e}(1)$ into (7.6.3) gives

$$
\begin{equation*}
S L\left(r e P_{r e f}\right)=10 \log \left(D \rho_{0} c \Pi / 4 \pi P_{r e f}^{2}\right) \tag{7.6.10}
\end{equation*}
$$

(1) Continuous Line Source. The directional factor for a continuous line source is (7.3.5). A study of the cylindrical geometry reveals

$$
\begin{equation*}
D=4 \pi / 2 \int_{0}^{\pi / 2} H^{2}(\theta) 2 \pi \cos \theta d \theta \tag{7.6.11}
\end{equation*}
$$

and the change of variable $v=\frac{1}{2} k L \sin \theta$ gives

$$
\begin{equation*}
D=\frac{k L}{2} / \int_{0}^{k L / 2}\left(\frac{\sin v}{v}\right)^{2} d v \tag{7.6.12}
\end{equation*}
$$

If the line is long ( $k L \gg 1$ ), the upper limit can be taken arbitrarily large with little loss in accuracy. The resulting definite integral is known,

$$
\begin{equation*}
\int_{0}^{\infty}\left(\frac{\sin v}{v}\right)^{2} d v=\frac{\pi}{2} \tag{7.6.13}
\end{equation*}
$$

so the directivity of a long continuous line source is approximately

$$
\begin{equation*}
D \approx k L / \pi=2 L / \lambda \tag{7.6.14}
\end{equation*}
$$

(2) Piston Source. The directivity of a piston is determined from the directional factor (7.4.18) by

$$
\begin{equation*}
D=4 \pi / \int_{0}^{\pi / 2}\left[\frac{2 J_{1}(k a \sin \theta)}{k a \sin \theta}\right]^{2} 2 \pi \sin \theta d \theta \tag{7.6.15}
\end{equation*}
$$

where $2 \pi \sin \theta d \theta$ is the incremental solid angle $d \Omega$ for this axisymmetric case. While this integral can be evaluated, another approach is used in Problem 7.6.1. The result is

$$
\begin{equation*}
D=\frac{(k a)^{2}}{1-J_{1}(2 k a) / k a} \tag{7.6.16}
\end{equation*}
$$

For low frequencies ( $k a \rightarrow 0$ ), the Bessel function can be replaced by the first two terms of its series expansion, and in this limit $D \rightarrow 2$, which is the same as a hemispherical source on an infinite baffle. For high frequencies the Bessel function becomes small and

$$
\begin{equation*}
D \approx(k a)^{2} \quad k a \gg 1 \tag{7.6.17}
\end{equation*}
$$

which shows that the piston is highly directive at higher frequencies.

## (e) Directivity Index

The directivity index $D I$ is given by

$$
\begin{equation*}
D I=10 \log D \tag{7.6.18}
\end{equation*}
$$

For water and with a reference pressure of $1 \mu \mathrm{~Pa}$,

$$
\begin{equation*}
S L(\text { re } 1 \mu \mathrm{~Pa})=10 \log \Pi+D I+171 \quad \text { (water) } \tag{7.6.19}
\end{equation*}
$$

where the acoustic power must be in watts. In air, the conventional reference pressure is $20 \mu \mathrm{~Pa}$, and the source level becomes

$$
\begin{equation*}
S L(r e 20 \mu \mathrm{~Pa})=10 \log \Pi+D I+109 \quad \text { (air) } \tag{7.6.20}
\end{equation*}
$$

The ability of a directional receiver to ignore isotropic noise is determined by the directivity index DI. However, if the noise field has directionality, such as the noise from a busy freeway or noise from distant shipping in the ocean (which tends to arrive from directions close to horizontal), a more general measure, the array gain $A G$, must be introduced. If $N(\theta, \phi)$ is the effective pressure amplitude of the noise arriving from the $(\theta, \phi)$ direction, then the array gain for a directional receiver is

$$
\begin{equation*}
A G=10 \log \left(\frac{\int_{4 \pi}|N(\theta, \phi)|^{2} d \Omega}{\int_{4 \pi}|N(\theta, \phi)|^{2} H^{2}(\theta, \phi) d \Omega}\right) \tag{7.6.21}
\end{equation*}
$$

The numerator measures the noise power received by an omnidirectional receiver and the denominator measures that received by the directional receiver. In a nonisotropic noise field, the array gain depends on the properties of the field and the orientation of the receiver. If the noise field is isotropic then $N(\theta, \phi)$ is constant for all angles, the argument of the log reduces to (7.6.8), and the array gain becomes identical to the directivity index.

## (f) Estimates of Radiation Patterns

For reasonably directive sources of simple geometry, the properties of the radiation fields can be estimated from the size and geometry of the source and the wavelength of the excitation. The source may be one of those previously discussed or may be a mosaic, or array, of such sources. The requirement that the source be reasonably directive is $\lambda \ll L$, where $L$ is the greatest dimension of the source.
(1) Extent of the Near Field. Let $r_{\text {max }}$ be the distance from the furthest element of the source and $r_{\min }$ the distance from the nearest element to a field point in the far field on the acoustic axis. As the field point approaches the source on the axis, the difference $\Delta r=r_{\max }-r_{\min }$ will gradually increase above the asymptotic value $\Delta r_{\infty}$ at large distances. When the increase approaches a half-wavelength, $r_{\text {max }}-r_{\text {min }}=\Delta r_{\infty}-\lambda / 2$, then the phases of the signals from the individual points on the source combining at the field point will have shifted sufficiently from those observed in the far field to alter the axial pressure amplitude from $P_{a x}$. See Fig. 7.6.1 for a flat source. If the greatest extent of the source transverse to the acoustic axis is $L$, a little geometry shows that the value of $r_{\text {min }}$ demarking the beginning of the far field is given roughly by

$$
\begin{equation*}
r_{\min } / L \sim L / 4 \lambda \tag{7.6.22}
\end{equation*}
$$



Figure 7.6.1 Geometry used in estimating the extent of the near field of a source of maximum extent $L$ radiating sound of wavelength $\lambda$.


Figure 7.6.2 Geometry used for estimating the beam width for a source of maximum extent $L$ radiating sound of wavelength $\lambda$.
(2) Major Lobe Angular Width. The major lobe corresponds to that portion of the far field radiation pattern in which the source elements are phased for maximum constructive interference. As the angle off the acoustic axis increases, destructive interference is increased and the edge of the major lobe is approached. Very approximately, when $\theta$ has increased until about half of the elements are shifted in phase by $\pi / 2$ with respect to the other half, a nodal surface will be encountered. From the simple one-dimensional example shown in Fig. 7.6.2, it can be seen that this occurs at an angle of about $\lambda / L$. Thus, the half-angle subtended by the major lobe can be estimated by

$$
\begin{equation*}
\sin \theta_{1} \sim \lambda / L \tag{7.6.23}
\end{equation*}
$$

The reader should verify that (7.6.22) and (7.6.23) are in agreement with the quantitative predictions for the circular piston and that (7.6.23) agrees with the major-lobe width calculated for the continuous line source.

For more complicated sources with major dimensions $L_{1}$ and $L_{2}$ transverse to the acoustic axis, the major lobe will have angular widths $2 \theta_{11} \sim 2 \lambda / L_{1}$ in the one direction and $2 \theta_{12} \sim 2 \lambda / L_{2}$ in the other.
(3) Estimation of Directivity. Since an exact evaluation of the integral expression (7.6.8) may be too difficult or more accurate than required by the problem at hand, it is useful to be able to estimate the directivity $D$. If the source is reasonably directive and is designed so the side lobes are considerably weaker than the major lobe, $D$ can be estimated by setting the integrand to unity over the strong central portion of the major lobe and to zero otherwise. The expression for $D$ is

$$
\begin{equation*}
D=4 \pi / \Omega_{e f f} \tag{7.6.24}
\end{equation*}
$$

Evaluation of $D$ is thus reduced to the geometrical problem of obtaining a good approximation of the effective solid angle $\Omega_{\text {eff }}$ subtended by the central portion of the major lobe. This reduces to calculating the effective angle $\theta^{\prime}$ describing the half-angular beam width of the major lobe. For highly directive sources $\theta_{1}$ tends to overestimate $\theta^{\prime}$. A better approximation is to take that portion of the major lobe over which the directional factor $H$ falls from its maximum value of 1 to a value


Figure 7.6.3 Area of the unit sphere ensonified by a line-like source at the origin.


Figure 7.6.4 Area of the unit sphere ensonified by a plane piston source of arbitrary shape.
of 0.5 (quarter-power point) and assume $H$ is unity within that region and zero outside. For the cases studied so far, this means obtaining the value $\theta^{\prime}$ solving $(\sin v) / v \approx \frac{1}{4}$ with $v=\frac{1}{2} k L \sin \theta$. A little numerical estimation gives

$$
\begin{equation*}
\theta^{\prime} \sim 2 \theta_{1} / \pi \tag{7.6.25}
\end{equation*}
$$

For a line-like source, the central portion of the major lobe is distributed over the surface of the unit sphere as shown in Fig. 7.6.3. The height of this belt is approximated by $2 \theta^{\prime}$ and the circumference is $2 \pi$, so that $\Omega_{e f f} \approx 4 \pi \theta^{\prime}$ and $D \sim 1 / \theta^{\prime}$.

For a piston-like source, the central portion of the major lobe is the roughly elliptical patch shown in Fig. 7.6.4. On the unit sphere, the area of this patch is approximated by $\Omega_{e f f} \approx \pi \theta_{1}^{\prime} \theta_{2}^{\prime}$, where $2 \theta_{1}^{\prime}$ is the effective angular beam width pertinent to the length $L_{1}$ and $2 \theta_{2}^{\prime}$ is that pertinent to $L_{2}$. The resultant directivity is $D \sim 4 / \theta_{1}^{\prime} \theta_{2}^{\prime}$.

Comparison of these estimates with (7.6.14) and (7.6.17) shows that they are reasonably good approximations.

## *7.7 DIRECTIONAL FACTORS OF REVERSIBLE TRANSDUCERS

While the details of operation of a few of the more common acoustic sources and receivers will be discussed in Chapter 14, it is appropriate here to develop an important relationship between the transmitting and receiving directional properties of a reversible transducer. A reversible transducer is one that can be used either as a source or as a receiver of acoustic energy. The common office intercom incorporates such devices. The acoustic element, usually a small loudspeaker, can be switched from acting as an acoustic source (to generate a message) to acting as a receiver (to detect the response to the message).

If a reversible transducer exhibits directionality as a source, it will also be directional as a receiver. For example, a plane wave falling obliquely on the surface of a large plane piston will cause the piston to move with a normal component of velocity proportional to the spatially averaged pressure on the piston. Thus, if the wavelength of the sound is comparable to or smaller than the dimensions of the piston, the response of the piston to the incident plane wave will depend on the angle of arrival of the wave. The measure of this response is the receiving directional factor $H_{r}$. We will show that the transmitting and receiving directional factors for a reversible transducer are identical.

Consider plane waves incident on a receiver from a direction specified by $\theta$ and $\phi$. Let $\left\langle\mathbf{p}_{B}\right\rangle_{S}$ be the average of the incident sound pressure over the diaphragm of the receiver, measured with the diaphragm held perfectly still (blocked). The receiving directional factor


Figure 7.7.1 The reciprocity theorem applied to reversible transducers.
is then defined as

$$
\begin{equation*}
H_{r}(\theta, \phi)=\left|\frac{\left\langle\mathbf{p}_{B}(\theta, \phi)\right\rangle_{S}}{\left\langle\mathbf{p}_{B a x}\right\rangle_{S}}\right| \tag{7.7.1}
\end{equation*}
$$

This measures the phase cancellation of the incident wave over the blocked diaphragm of the receiver as a function of $\theta$ and $\phi$ and thus gives the directional sensitivity of the receiver. (The receiving directional factor is defined with the diaphragm blocked to eliminate any field radiated by the motion of the diaphragm; more on this in Chapter 14.)

A relationship can be established between $H_{r}$ and $H$ for reversible transducers with the help of the reciprocity theorem. Consider the situation represented in Fig. 7.7.1. There are two reversible transducers (with all surfaces other than their diaphragms perfectly rigid) a large distance $r$ apart in otherwise free space. (The requirement of large $r$ ensures that near field effects are avoided.) Situation I requires one of the transducers to be active and the other passive with its diaphragm blocked. Situation II reverses the roles of the two transducers. Application of (7.2.4) yields

$$
\begin{equation*}
\int_{S_{2}} \mathbf{p}_{B 2} \overrightarrow{\mathbf{u}}_{2} \cdot \hat{n} d S=\int_{S_{1}} \mathbf{p}_{B 1} \overrightarrow{\mathbf{u}}_{1} \cdot \hat{n} d S \tag{7.7.2}
\end{equation*}
$$

where $\mathbf{p}_{B}$ is the pressure distribution over each blocked diaphragm and $S$ is the area of the diaphragm of each of transducers 1 and 2. If each diaphragm moves as a unit, so that $\overrightarrow{\mathbf{u}}_{1}$ and $\overrightarrow{\mathbf{u}}_{2}$ are constant over $S_{1}$ and $S_{2}$, then this simplifies to

$$
\begin{equation*}
\mathbf{u}_{2}\left\langle\mathbf{p}_{B 2}\right\rangle S_{2}=\mathbf{u}_{1}\left\langle\mathbf{p}_{B 1}\right\rangle S_{1} \tag{7.7.3}
\end{equation*}
$$

where $\mathbf{u}_{1}$ and $\mathbf{u}_{2}$ are the components of the particle velocities perpendicular to the diaphragms.

Now, if transducer 2 is sufficiently small, it does not appreciably disturb the pressure field $\mathbf{p}_{1}$, which is radiated by transducer 1 , so that $\mathbf{p}_{B 2}=\mathbf{p}_{1}(r, \boldsymbol{\theta}, \phi, t)$. Furthermore, the pressure $\mathbf{p}_{B 1}$ is uniform over the active surface of transducer 2 , so that (7.7.3) becomes

$$
\begin{equation*}
\mathbf{u}_{2} \mathbf{p}_{1}(r, \theta, \phi, t) S_{2}=\mathbf{u}_{1}\left\langle\mathbf{p}_{B 1}(\theta, \phi, t)\right\rangle_{S_{1}} S_{1} \tag{7.7.4}
\end{equation*}
$$

Now, if transducers 1 and 2 are rotated so that they are on each other's acoustic axis, (7.7.4) gives the additional equality

$$
\begin{equation*}
\mathbf{u}_{2} \mathbf{p}_{1 a x}(r, t) S_{2}=\mathbf{u}_{1}\left\langle\mathbf{p}_{B 1 a x}(t)\right\rangle_{S_{1}} S_{1} \tag{7.7.5}
\end{equation*}
$$

The magnitude of the ratio of the above pair of equations yields

$$
\begin{equation*}
\left|\frac{\mathbf{p}_{1}(r, \boldsymbol{\theta}, \phi, t)}{\mathbf{p}_{1 a x}(r, t)}\right|=\left|\frac{\left\langle\mathbf{p}_{B 1}(\boldsymbol{\theta}, \phi, t)\right\rangle_{S_{1}}}{\left\langle\mathbf{p}_{B 1 a x}(t)\right\rangle_{S_{1}}}\right| \tag{7.7.6}
\end{equation*}
$$

The left side of (7.7.6) is $H$ and the right side is $H_{r}$. Thus,

$$
\begin{equation*}
H(\theta, \phi)=H_{r}(\theta, \phi) \tag{7.7.7}
\end{equation*}
$$

and a reversible acoustic transducer has the same directional properties whether it is transmitting or receiving.

## *7.8 THE LINE ARRAY

Consider a line of $N$ simple sources with adjacent elements spaced distance $d$ apart, as shown in Fig. 7.8.1. If all sources have the same source strength and radiate waves with the same phase, then the $i$ th source generates a pressure wave of the form $\left(A / r_{i}^{\prime}\right) \exp \left[j\left(\omega t-k r_{i}^{\prime}\right)\right]$, where $r_{i}^{\prime}$ is the distance from this source to $(r, \theta)$. The resultant pressure at the field point is the summation

$$
\begin{equation*}
\mathbf{p}(r, \theta, t)=\sum_{i=1}^{N} \frac{A}{r_{i}^{\prime}} e^{j\left(\omega t-k r^{\prime}\right)} \tag{7.8.1}
\end{equation*}
$$

If we restrict attention to the far field [specified by $r \gg L$, where $L=(N-1) d$ is the length of the arrayl, all $r_{i}^{\prime}$ are approximately parallel. Then $r_{i}=r_{1}-(i-1) \Delta r$, where $\Delta r=d \sin \theta$. The distance to the center of the array can be expressed as $r=r_{1}-\frac{1}{2}(L / d) \Delta r$. In the far field, $r_{i}^{\prime}$ in the denominator of (7.8.1) can be replaced with $r$ and (7.8.1) takes the form

$$
\begin{equation*}
\mathbf{p}(r, \theta, t)=\frac{A}{r} e^{-j(L / 2 d) k \Delta r} e^{j(\omega t-k r)} \sum_{i=1}^{N} e^{j(i-1) k \Delta r} \tag{7.8.2}
\end{equation*}
$$

Use of the trigonometric identities in Appendix A3 results in

$$
\begin{equation*}
\mathbf{p}(r, \theta, t)=\frac{A}{r} e^{j(\omega t-k r)}\left(\frac{\sin [(N / 2) k \Delta r]}{\sin [(1 / 2) k \Delta r]}\right) \tag{7.8.3}
\end{equation*}
$$



Figure 7.8.1 Geometry used in deriving the far field acoustic field at $(r, \theta)$ of a line array of $N$ in-phase elements, spaced distance $d$ apart.

The pressure on the axis $(\theta=0)$ is

$$
\begin{equation*}
\mathbf{p}(r, 0, t)=N(A / r) e^{j(\omega t-k r)} \tag{7.8.4}
\end{equation*}
$$

and has the maximum possible pressure amplitude

$$
\begin{equation*}
P_{a x}(r)=N A / r \tag{7.8.5}
\end{equation*}
$$

Identification of the directional factor

$$
\begin{equation*}
H(\theta)=\left|\frac{1}{N} \frac{\sin [(N / 2) k d \sin \theta]}{\sin [(1 / 2) k d \sin \theta]}\right| \tag{7.8.6}
\end{equation*}
$$

allows us to write the amplitude of the pressure in the familiar form

$$
\begin{equation*}
P(r, \theta)=P_{a x}(r) \dot{H}(\theta) \tag{7.8.7}
\end{equation*}
$$

The denominator of $H$ may vanish if $\frac{1}{2} k d|\sin \theta|=m \pi$, but the numerator vanishes also, and the pressure amplitude becomes $P_{a x}(r)$. Thus, we can have more than one major lobe. The angles of these occur for

$$
\begin{equation*}
|\sin \theta|=m \lambda / d \quad m=0,1,2, \ldots,[d / \lambda] \tag{7.8.8}
\end{equation*}
$$

(This result can be restated as $|\Delta r|=m \lambda$, which reveals that the radiated pressure is maximized at those angles for which the distances from the field point to the adjacent array elements differ by integral numbers of wavelengths.)

There are additional zeros in the numerator at angles given by

$$
\begin{equation*}
|\sin \theta|=(n / N) \lambda / d \quad n \neq m N \quad n=0,1,2, \ldots,[N d / \lambda] \tag{7.8.9}
\end{equation*}
$$

where the integer $n$ is neither zero nor a multiple of $N$. Since the denominator is not zero, the pressure vanishes and these values of $\theta$ determine the nodal surfaces in the far field. There are also secondary maxima of $H$ that designate the directions and magnitudes of the minor lobes. The directions of these side lobes are given approximately by

$$
\begin{equation*}
|\sin \theta|=\left[\left(n+\frac{1}{2}\right) / N\right] \lambda / d \quad n \neq m N \quad \text { and } \quad n \neq m N-1 \tag{7.8.10}
\end{equation*}
$$

and the amplitudes by

$$
\begin{equation*}
P_{n}(r)=\frac{P_{a x}(r)}{N \sin \left[\left(n+\frac{1}{2}\right) \pi / N\right]} \tag{7.8.11}
\end{equation*}
$$

A sketch of a representative beam pattern for a linear array is given in Fig. 7.8.2.
Certain loudspeaker systems contain such line arrays, mounted vertically so that vertical directivity is large and horizontal directivity small.

In some applications it is desired to have a single narrow major lobe. A simple requirement, which results in one major lobe almost as narrow as possible, is to have $\theta=\pi / 2$ when $n=N-1$. This gives

$$
\begin{equation*}
\lambda / d=N /(N-1) \tag{7.8.12}
\end{equation*}
$$

or $k d=2 \pi(N-1) / N$, and the beam pattern terminates at the null adjacent to the second major lobe. While not quite exact, we shall refer to this as a single narrowest major lobe. This major lobe is contained within angles $\pm \theta_{1}$ found from

$$
\begin{equation*}
\sin \theta_{1}=1 /(N-1) \tag{7.8.13}
\end{equation*}
$$



Figure 7.8.2 Beam pattern $b(\theta)$ for a line array of inphase elements radiating sound of wave number $k$ with $k d=8$ and $N=5$.

For an array of many elements, this equation reveals that, if only one narrowest major lobe is to occur, the approximate angular width of the major lobe and the directivity are

$$
\begin{equation*}
2 \theta_{\mathbf{1}} \approx 2 / N \quad D \approx(\pi / 2) N \tag{7.8.14}
\end{equation*}
$$

For very large arrays it is often desirable to transmit or receive in various directions without physically rotating the array. This can be accomplished by electronic steering. If a time delay $i \tau$ is inserted into the electronic signal for the $i$ th element of the array, (7.8.1) becomes

$$
\begin{equation*}
\mathbf{p}(r, \theta, t)=\sum_{i=1}^{N} \frac{A}{r_{i}^{\prime}} e^{j\left[\omega(t+i \tau)-k r_{i}^{\prime}\right]} \tag{7.8.15}
\end{equation*}
$$

and the directional factor becomes

$$
\begin{equation*}
H(\theta)=\left|\frac{1}{N} \frac{\sin \left[(N / 2) k d\left(\sin \theta-\sin \theta_{0}\right)\right]}{\sin \left[(1 / 2) k d\left(\sin \theta-\sin \theta_{0}\right)\right]}\right| \tag{7.8.16}
\end{equation*}
$$

where the major lobe now points in the direction $\theta_{0}$ given by

$$
\begin{equation*}
\sin \theta_{0}=c \tau / d \tag{7.8.17}
\end{equation*}
$$

Thus, the introduction of a progressive time delay across the array steers the major lobe off the $\theta=0$ plane into a cone determined by $\theta_{0}$. Note that (7.8.17) is independent of frequency. In practice, this steering can be accomplished by inserting time delays in the electrical signals driving the sources or generated by the receivers either through hardwired circuits or by the use of computer software.

Figure 7.8 .3 shows the beam pattern for a steered line array designed to have a single narrowest major lobe when steered to $\theta_{0}=0$ (broadside). Note that as the beam is steered toward $\theta_{0}=\pi / 2$ (endfired), a second major lobe develops. The only way to avoid this second major lobe is to design the array to give one narrowest major lobe when the beam is steered to $\pi / 2$. This requires placement of the last null before encountering a second major lobe at $\theta=-\pi / 2$, which results in


Figure 7.8.3 The beam pattern $b(\theta)$ for a linear array of 10 elements spaced distance $d$ apart. (a) The value of $k d$ is $2 \pi(N-1) / N$ so that there is a single narrowest major lobe when $\theta_{0}=0$. As the beam is steered toward $\theta_{0}=90^{\circ}$, a second major lobe comes in from $\theta=-90^{\circ}$. (b) The same array but with $k d=\pi(N-1) / N$ so that there is a single narrowest major lobe in the endfire condition $\left(\theta_{0}=90^{\circ}\right)$. Although the beam width of the major lobe is larger than before, there is now only one major lobe for all steering angles.

$$
\begin{equation*}
\lambda / d=2 N /(N-1) \tag{7.8.18}
\end{equation*}
$$

or $k d=\pi(N-1) / N$. If the maximum angle into which the major lobe is to be steered is $\pm \theta_{0}$, then the condition required to get only one narrowest major lobe is the placement of the last null before encountering a second major lobe at $\theta=\mp \pi / 2$. This results in

$$
\begin{equation*}
\lambda / d=[N /(N-1)]\left(1+\left|\sin \theta_{0}\right|\right) \tag{7.8.19}
\end{equation*}
$$

The directivity of a steered line array with one narrowest major lobe for all angles of steering (from broadside to endfired) can be determined by estimating the area ensonified on a unit sphere by the major lobe. A glance at Fig. 7.8 .3 shows that when the beam is in the endfire position, the ensonified area is a spherical cap, and a simple calculation shows that (for large $N$ )

$$
\begin{equation*}
D \sim(\pi / 2)^{2} N \quad \text { (endfire) } \tag{7.8.20}
\end{equation*}
$$

However, as the beam is steered away from endfire, the ensonified area resembles a belt, and calculation for large $N$ gives

$$
\begin{equation*}
D \sim(\pi / 4) N \quad(\text { steered }) \tag{7.8.21}
\end{equation*}
$$

During the transition from steered to endfired beam, the main lobe takes on a complicated shape and further analysis is required to determine the way $D$ changes from $(\pi / 2)^{2} N$ to ( $\pi / 4) N$.

Amplitude shading of an array is accomplished by applying different gains to the individual elements of the array. This replaces the amplitude $A$ in each term of the summation (7.8.15) with $A_{i}$. Amplitude shading can be used to reduce, or even eliminate, side lobes, but at the expense of a wider major lobe. (Examples of amplitude shaded arrays are given in the problems for this section.)

## *7.9 THE PRODUCT THEOREM

In the preceding discussion of an array, it was assumed that each element is a simple source so the individual pressure waveforms were spherically symmetric. It is straightforward to generalize the results to an array of identical directive sources all oriented in the same direction. If attention is restricted to the far field, the pressure generated by each element must contain the factor $H_{e}$, the directionality of each element of the array. Since all rays are parallel, this factor must be the same in each term of the summation over the elements. Given this, the pressure amplitude can be modified and generalized to

$$
\begin{equation*}
P(r, \theta, \phi)=P_{a x}(r) H_{e}(\theta, \phi) H(\theta, \phi) \tag{7.9.1}
\end{equation*}
$$

where $H$ is the directional factor for the array with simple sources at the position of each element and $H_{e}$ is the directional factor for a single element. This is the product theorem. The directional factor of an array of identical directional sources is the product of the directional factor of an array with identical geometry but with simple sources and the directional factor of a single element of the array.

## *7.10 THE FAR FIELD MULTIPOLE EXPANSION

Another approach to obtaining the far field radiation pattern of an acoustic source begins with the inhomogeneous wave equation for a point source. Comparison of (5.16.4) and (7.2.13) shows that, at large distances from the source, $\mathbf{A}$ and $Q$ are related by $\mathbf{A}=j \omega \rho_{0} Q / 4 \pi$. Substitution into (5.16.5) and expressing the acoustic pressure in terms of the velocity
potential $\mathrm{p}=-j \omega \rho_{0} \boldsymbol{\Phi}$ (for notational simplicity) results in

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \Phi=Q \delta\left(\vec{r}-\vec{r}_{0}\right) e^{j \omega t} \tag{7.10.1}
\end{equation*}
$$

with the particular solution

$$
\begin{equation*}
\boldsymbol{\Phi}=-\frac{Q}{4 \pi\left|\vec{r}-\vec{r}_{0}\right|} e^{j\left(\omega t-k\left|\vec{r}-\vec{r}_{0}\right|\right)} \tag{7.10.2}
\end{equation*}
$$

for a point source of source strength $Q$ located at $\vec{r}_{0}$. If we have a collection of sources all within a volume $V_{0}$, then this distribution can be described by a source strength density $\mathbf{q}\left(\vec{r}_{0}\right)$ and the inhomogeneous wave equation and its particular solution become

$$
\begin{gather*}
\left(\nabla^{2}+k^{2}\right) \boldsymbol{\Phi}=\mathbf{q}\left(\vec{r}_{0}\right) e^{j \omega t}  \tag{7.10.3}\\
\boldsymbol{\Phi}=-\frac{1}{4 \pi} \int_{V_{0}} \frac{\mathbf{q}\left(\vec{r}_{0}\right)}{\left|\overrightarrow{\vec{r}}-\vec{r}_{0}\right|} e^{\left.j\left(\omega t-k \mid \vec{r}-\vec{r}_{0}\right)\right)} d V_{0}
\end{gather*}
$$

The volume integral is over the variable $\vec{r}_{0}$ (the distance vector $\vec{r}$ from the origin of the coordinate system to the field point is a constant with respect to the integration).

If we assume that the field point is far away from the volume $V_{0}$, then the denominator in the integral can be approximated by $r$ and the distance in the phase approximated by $\left|\vec{r}-\vec{r}_{0}\right| \approx r-\vec{r}_{0} \cdot \hat{r}$ where $\hat{r}=\vec{r} / r$ is the unit vector in the $\vec{r}$ direction. A Taylor's expansion of the exponential gives

$$
\begin{equation*}
e^{j k \vec{r}_{0} \cdot \hat{r}}=\sum_{n=0}^{\infty} \frac{1}{n!}\left(j k \vec{r}_{0} \cdot \hat{r}\right)^{n}=1+j k \vec{r}_{0} \cdot \hat{r}-\frac{1}{2!}\left(k \vec{r}_{0} \cdot \hat{r}\right)^{2}-\frac{j}{3!}\left(k \vec{r}_{0} \cdot \hat{r}\right)^{3}+\cdots \tag{7.10.4}
\end{equation*}
$$

and integrating term by term yields

$$
\begin{equation*}
\boldsymbol{\Phi}=-\frac{1}{4 \pi r} e^{j(\omega t-k r)}\left(\int_{V_{0}} \mathbf{q}\left(\vec{r}_{0}\right) d V_{0}+j k \int_{V_{0}} \mathbf{q}\left(\vec{r}_{0}\right)\left(\vec{r}_{0} \cdot \hat{r}\right) d V_{0}-\frac{1}{2!} k^{2} \int_{V_{0}} \mathbf{q}\left(\vec{r}_{0}\right)\left(\vec{r}_{0} \cdot \hat{r}\right)^{2} d V_{0}-\cdots\right) \tag{7.10.5}
\end{equation*}
$$

Let the successive terms on the right in (7.10.5) be labeled $\boldsymbol{\Phi}_{1}, \boldsymbol{\Phi}_{2}, \boldsymbol{\Phi}_{3}, \ldots$. In what follows, we will use spherical coordinates. See Appendix A7.

1. The first term in (7.10.5) can be written as

$$
\begin{align*}
\mathbf{\Phi}_{\mathbf{1}} & =-(\mathbf{Q} / 4 \pi r) e^{j(\omega t-k r)} \\
\mathbf{Q} & =\int_{V_{0}} \mathbf{q}\left(\vec{r}_{0}\right) d V_{0} \tag{7.10.6}
\end{align*}
$$

where $\mathbf{Q}$ is the monopole strength and $\boldsymbol{\Phi}_{\mathbf{1}}$ the monopole field of a point source of source strength $Q$ located at the origin and radiating a spherically symmetric field that falls off as $1 / r$ (exterior to the volume $V_{0}$ ).
2. The second term $\boldsymbol{\Phi}_{2}$ is also easily interpreted,

$$
\begin{align*}
\boldsymbol{\Phi}_{2} & =-j k(\overrightarrow{\mathbf{D}} \cdot \hat{r} / 4 \pi r) e^{j(\omega t-k r)} \\
\overrightarrow{\mathbf{D}} & =\int_{V_{0}} \mathbf{q}\left(\vec{r}_{0}\right) \vec{r}_{0} d V_{0} \tag{7.10.7}
\end{align*}
$$

The vector $\overrightarrow{\mathbf{D}}$ is the first moment of the charge distribution and is called the vector dipole strength. The associated field $\boldsymbol{\Phi}_{2}$ falls off as $1 / r$ in all directions with the amplitude in the $\vec{r}$ direction proportional to the scalar product $\overrightarrow{\mathbf{D}} \cdot \vec{r}$. This is a dipole field with two lobes of opposite phase separated by a nodal plane perpendicular to the direction of the dipole. For example, let the source strength density be

$$
\begin{equation*}
\mathbf{q}\left(\vec{r}_{0}\right)=Q\left[\delta\left(\vec{r}_{0}-\hat{z} d\right)-\delta\left(\vec{r}_{0}+\hat{z} d\right)\right] \tag{7.10.8}
\end{equation*}
$$

This describes two monopoles, one at $(0,0, d)$ and the other at $(0,0,-d)$, each of source strength $Q$ and with opposite phases. Direct substitution into (7.10.5) shows that $\boldsymbol{\Phi}_{1}$ and $\boldsymbol{\Phi}_{3}$ both vanish so that

$$
\begin{equation*}
\boldsymbol{\Phi}_{2}=-j k[Q(2 d) / 4 \pi r] \cos \theta e^{j(\omega t-k r)} \tag{7.10.9}
\end{equation*}
$$

This is a dipole field with vector dipole strength $\overrightarrow{\mathbf{D}}=Q(2 d) \hat{z}$. See Problem 7.10 .4 for a further analysis of the properties of this field. [Succeeding nonzero terms ( $\boldsymbol{\Phi}_{4}$ et seq.) in the series expansion give higher order terms in $k d$. These provide the corrections giving the radiation pattern of a doublet, for which $k d$ has finite value.]
3. A quantitative discussion of the third term in the series for $\boldsymbol{\Phi}$ would go beyond the purposes of this book. However, just as a dipole could be constructed by placing two monopoles of opposite phases very close together, the juxtaposition of two dipoles whose strength vectors are equal in magnitude and opposite in direction will generate a quadrupole. There are two different geometries: (a) dipoles side-by-side (the lateral or tesseral quadrupole) and (b) dipoles head-to-head (the axial or longitudinal quadrupole). In either geometry, it can be seen easily that $\boldsymbol{\Phi}_{1}$ and $\boldsymbol{\Phi}_{2}$ vanish so that the first nonzero contribution is $\boldsymbol{\Phi}_{3}$.
(a) For the lateral geometry, place two sources of strengths $Q$ at coordinates ( $d, d, 0$ ) and $(-d,-d, 0)$ and two of strengths $-Q$ at $(-d, d, 0)$ and $(d,-d, 0)$. Substitute the appropriate density function $\mathbf{q}\left(\vec{r}_{0}\right)$ into the integrand and evaluate the scalar product at each of the coordinates of the delta functions. This gives

$$
\begin{align*}
\boldsymbol{\Phi}_{3} & =-\frac{1}{4 \pi r} \frac{1}{2!} k^{2} Q\left[2\left(d \frac{x}{r}+d \frac{y}{r}\right)^{2}-2\left(d \frac{x}{r}-d \frac{y}{r}\right)^{2}\right] e^{j(\omega t-k r)}  \tag{7.10.10}\\
& =\frac{1}{4 \pi r} k^{2}\left[Q(2 d)^{2}\right] \frac{x y}{r^{2}} e^{j(\omega t-k r)}
\end{align*}
$$

This lateral quadrupole field has the form

$$
\begin{equation*}
\boldsymbol{\Phi}_{3}=k^{2}\left[Q(2 d)^{2} / 4 \pi r\right] \sin \phi \cos \phi \sin ^{2} \theta e^{j(\omega t-k r)} \tag{7.10.11}
\end{equation*}
$$

where $Q(2 d)^{2}$ is the quadrupole strength. The nodal surfaces are the two planes defined by $x=0$ and $y=0$ and the line corresponding to the $z$ axis. A cross section in the plane of the sources $(z=0)$ shows that the directional factor $H(\pi / 2, \phi)$ is in the shape of a four-leaf clover.
(b) For the axial quadrupole, position sources of strength $Q$ on the $z$ axis at $\pm d$ and a source of strength $-2 Q$ at the origin. Straightforward analysis provides the axial quadrupole field

$$
\begin{equation*}
\boldsymbol{\Phi}_{3}=k^{2}\left[Q(2 d)^{2} / 4 \pi r\right] \cos ^{2} \theta e^{j(\omega t-k r)} \tag{7.10.12}
\end{equation*}
$$

In this case, the directional factor has cylindrical symmetry around the $z$ axis, there is a nodal surface perpendicular to the $z$ axis through the origin, and there are two lobes of the same phase pointing in opposite directions along the $z$ axis.

We can now relate the above discussion to the inhomogeneous wave equation (5.15.7) and identify the three source terms with appropriate far field multipole radiation. For monofrequency motion, rewriting (5.15.7) in terms of the velocity potential gives

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \boldsymbol{\Phi}=-\frac{\mathbf{G}}{\rho_{0}}+\frac{1}{j \omega \rho_{0}} \nabla \cdot \overrightarrow{\mathbf{F}}-\frac{1}{j \omega \rho_{0}} \frac{\partial^{2}\left(\rho u_{i} u_{j}\right)}{\partial x_{i} \partial x_{j}} \tag{7.10.13}
\end{equation*}
$$

where each nonzero term on the right has time dependence $\exp (j \omega t)$.
Let these source terms be functions of $\vec{r}_{0}$ contained within a small volume $V_{0}$ that is a large distance away from the field point. If only the first term on the right in (7.10.13) is nonzero, then

$$
\begin{equation*}
\mathbf{q}\left(\vec{r}_{0}\right) e^{j \omega t}=-\mathbf{G} / \rho_{0} \tag{7.10.14}
\end{equation*}
$$

and any of the integrals in (7.10.5) can be nonzero. Source terms corresponding to mass injection can generate any combination of multipole radiation terms. In particular, the monopole term can be excited, producing a sound field equivalent to a point source at the origin of strength $Q$ given by (7.10.6). An example is the pulsating sphere discussed earlier in this chapter. (See Problem 7.10 .7 for another case.)

If just the second source term in (7.10.13) is nonzero, then

$$
\begin{equation*}
\mathbf{q}\left(\vec{r}_{0}\right) e^{j \omega t}=(\nabla \cdot \overrightarrow{\mathbf{F}}) / j \omega \rho_{0} \tag{7.10.15}
\end{equation*}
$$

and the sound field is that of a dipole at the origin with vector dipole strength given by (7.10.7). (See Problem 7.10.8.) Note this is the first moment of the source strength. An example of this type of source is a sphere of constant radius $a$ vibrating in the $x$ direction with speed $\hat{x} U \exp (j \omega t)$. For $k a \ll 1$ and at large distances $(k r \gg 1)$, the sound field is ${ }^{1}$

$$
\begin{equation*}
\boldsymbol{\Phi}_{2}=-\left[\rho_{0} c U(k a)^{2}(a / 2 r) \cos \theta\right] e^{j(\omega t-k r)} \tag{7.10.16}
\end{equation*}
$$

This is a dipole field with dipole strength magnitude $\rho_{0} c U(k a)\left(2 \pi a^{2}\right)$.
Finally, if just the third source term is nonzero, then

$$
\begin{equation*}
\mathbf{q}\left(\vec{r}_{0}\right) e^{j \omega t}=-\frac{1}{j \omega \rho_{0}} \frac{\partial^{2}\left(\rho u_{i} u_{j}\right)}{\partial x_{i} \partial x_{j}} \tag{7.10.17}
\end{equation*}
$$

where the $x_{i}$ are the components of $\vec{r}_{0}$. It can be shown that this source contributes no monopole and no dipole contributions to the acoustic field. The lowest nonzero contribution is quadrupolar with a quadrupole strength given by the second moment of the source distribution, $\frac{1}{2} \int\left(q x_{i} x_{j}\right) d V_{0}$.

An important property of multipole radiation is the radiation efficiency $\eta_{\text {rad }}$ defined as

$$
\begin{equation*}
\eta_{r a d}=R_{r} / \sqrt{R_{r}^{2}+X_{r}^{2}} \tag{7.10.18}
\end{equation*}
$$

For monopole radiation, the radiation efficiency of a pulsating sphere is found from the radiation impedance (7.5.19) to be $\eta_{r a d}=k a$. For dipole radiation, the radiation impedance of a vibrating sphere is equal to its input mechanical impedance, so that ${ }^{1}$

$$
\begin{equation*}
Z_{r}=\frac{2}{3} \rho_{0} c \pi a^{2} \frac{j k a(1+j k a)}{1+j k a-(k a)^{2} / 2} \tag{7.10.19}
\end{equation*}
$$

If $k a \ll 1$, then analysis of (7.10.19) shows that $\eta_{\text {rad }}=(k a)^{3} / 2$. In general, it can be shown ${ }^{2}$ that if the size of the source is much less than the wavelength of the radiated sound, then

$$
\begin{equation*}
\eta_{r a d}=(k a)^{2 m+1} /\{(m+1)[1 \cdot 3 \cdot 5 \cdots(2 m-1)]\} \tag{7.10.20}
\end{equation*}
$$

where $a$ is the characteristic dimension of the source and $m$ is the order of the multipole, $m=0$ (monopole), 1 (dipole), 2 (quadrupole). Thus, we see that at low frequencies monopole radiation is the most efficient and will dominate. If monopole radiation is absent, then dipole radiation can become important. Quadrupole radiation is important only if there are no strong monopoles or dipoles.

## *7.11 BEAM PATTERNS AND THE SPATIAL FOURIER TRANSFORM

Beam patterns can also be obtained by spatial Fourier transforms or spatial filtering. It is simple to show that the equation used for performing a Fourier transform is identical to that for calculating a far field beam pattern. To investigate this approach, let us revisit the continuous line source. If the individual incremental elements have source strengths $d \mathbf{Q}=\mathbf{g}(x) U_{0} 2 \pi x d x$, then (7.3.2) becomes

$$
\begin{equation*}
\mathbf{p}(r, \theta, t)=\frac{j}{2} \rho_{0} c U_{0} \frac{k a}{r} e^{j(\omega t-k r)} \int_{-L / 2}^{L / 2} \mathbf{g}(x) e^{j k x \sin \theta} d x \tag{7.11.1}
\end{equation*}
$$

If $\mathbf{g}(x)$ is zero for values of $x$ exceeding the extent of the array, then (7.11.1) can be written as

$$
\begin{gather*}
\mathbf{p}(r, \theta, t)=\frac{j}{2} \rho_{0} c U_{0} \frac{k a}{r} \mathbf{f}(u) e^{j(\omega t-k r)}  \tag{7.11.2}\\
\mathbf{f}(u)=\int_{-\infty}^{\infty} \mathbf{g}(x) e^{j u x} d x \quad u=k \sin \theta \tag{7.11.3}
\end{gather*}
$$

Direct comparison of (7.11.3) with (1.15.1) and application of the Fourier transform with the pair $(w, t)$ replaced by $(x, u)$ shows that

$$
\begin{equation*}
\mathbf{g}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathbf{f}(u) e^{-j u x} d u \tag{7.11.4}
\end{equation*}
$$

The quantity $\mathbf{g}(x)$ is the aperture function. The absolute magnitude of $\mathbf{f}(u)$, when normalized to have a maximum amplitude of unity and with $u$ replaced by $k \sin \theta$, is the directional factor $H(\theta)$. Thus, given the amplitude and phase distribution along the line source, we can predict the directional factor in the far field from (7.11.3), and vice versa-given a desired far field directional factor, we can use (7.11.4) to determine the required distribution of amplitude and phase that the individual elements of the source must have to obtain a desired directional factor.

If just the amplitudes of the individual elements are modified, but all elements remain in phase, the line source is amplitude shaded. If the amplitudes are all kept at the same value but the phases of the individual elements are adjusted, the source is phase shaded. One example of phase shading is the steered line array discussed previously.

As an example of amplitude shading, consider a continuous line source of length $L$ with triangular shading-the center element at $x=0$ having amplitude $L / 2$ and the successively
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Figure 7.11.1 The directional factor for a continuous line source with $k L=24$. The solid line is for the unshaded source and the dashed line is for the same source with symmetric triangular shading. This shading reduces the number and level of the side lobes while increasing the width of the major lobe.
more distant pairs of elements having amplitudes that decrease linearly with distance away from the center, falling to zero at $x= \pm L / 2$. By symmetry, (7.11.3) becomes

$$
\begin{equation*}
f(u)=2 \int_{0}^{L / 2}(L / 2-x) \cos u x d x \tag{7.11.5}
\end{equation*}
$$

Evaluation is relatively easy, and after normalizing and taking the magnitude to obtain the directional factor, we have

$$
\begin{equation*}
H(\theta)=\left|\frac{\sin (v / 2)}{v / 2}\right|^{2} \tag{7.11.6}
\end{equation*}
$$

where $v=\frac{1}{2} k L \sin \theta$. Comparison of (7.11.6) with (7.3.5) reveals that the first side lobe of the shaded line source is 26 dB below the peak compared to 13 dB for the unshaded line of the same length, but the main lobe is twice as wide. (See Fig. 7.11.1.) This trade-off of lower side lobes for a wider major lobe, and vice versa, is typical of most shading techniques. Although less useful, increasing the amplitude near the ends of the source will narrow the major lobe and increase the strength of the side lobes.

In the case of an array of point sources, the aperture function will be a summation of delta functions $\delta\left(x-x_{i}\right)$ representing the locations $x_{i}$ of the individual elements. Amplitude shading is accomplished by multiplying each of the elements by its amplitude $a_{i}$ or source strength $Q_{i}$, and phase shading introduces a factor $\exp \left(j \phi_{i}\right)$ for each of the elements.

## Problems

7.1.1. A pulsating sphere of radius $a=0.1 \mathrm{~m}$ radiates spherical waves into air at 100 Hz and with an intensity of $50 \mathrm{~mW} / \mathrm{m}^{2}$ at a distance 1.0 m from the center of the sphere.
(a) What is the radiated acoustic power? (b) At the surface of the sphere, $r=a$, compute the intensity, the amplitudes of the acoustic pressure, particle speed, particle displacement $\Xi$, ratio $\Xi / r$, condensation, and acoustic Mach number $U_{0} / c$. (c) Repeat part (b) at a distance of 0.5 m from the center of the sphere.
7.1.2. A pulsating sphere of radius $a$ vibrates with a surface velocity amplitude $U_{0}$ and at such a high frequency that $k a \gg 1$. Derive expressions for the pressure amplitude, the particle velocity amplitude, the intensity, and the total acoustic power radiated in the resulting acoustic wave.
7.1.3. (a) A spherical source of radius $a$ is operated in water at a frequency for which $k a=1$. Evaluate the specific acoustic impedance at the source radius for this frequency. Find the error in calculating the acoustic intensity by the formula valid for $k a \ll 1$. (b) If the source strength of a small $(k a \ll 1)$ spherical source is kept constant, find the frequency dependence of the radiated power. If this small source is operated with constant acceleration amplitude, find the frequency dependence of the radiated power.
7.1.4. A simple source of sound in air radiates an acoustic power of 10 mW at 400 Hz . At 0.5 m from the source, compute (a) the intensity, (b) the pressure amplitude, (c) the particle speed amplitude, (d) the particle displacement amplitude, and (e) the condensation amplitude.
7.1.5C. (a) Show that in the limit $k a \ll 1$ the specific acoustic impedance at the surface of a pulsating sphere can be approximated by $\mathbf{z}(a) \approx \rho_{0} c k a(j+k a)$. (b) As a function of $k r$, plot the resistance, reactance, and magnitude of the impedance to compare the approximation in (a) with (7.1.2) and find the values of $k a$ within which the errors in the approximation are less than $10 \%$.
7.2.1. A hemisphere of radius $a$ and a piston of radius $a$ are each mounted so that they radiate on one side of an infinite baffle. They are both vibrating with the same maximum speed amplitude $U_{0}$ and at the same frequency so that $k a \ll 1$. (a) For a distance such that $r \gg a$, what is the ratio of the axial intensity of the piston to that of the hemisphere? (b) What is the ratio of the total power radiated by the hemisphere to that radiated by the piston?
7.2.2. (a) For the pulsating sphere of radius a show that the pressure amplitude at distance $r$ is $P(r)=\frac{1}{2}\left(\rho_{0} c Q / \lambda r\right) \sin \theta_{a}$. (b) Does the result of (a) reduce to that for a simple source as $k a \rightarrow 0$ ?
7.2.3. Find an approximation for the pressure field given by (6.8.6) in the limit $k d \ll 1$. Is this result consistent with (7.2.14) and (7.2.17) for the simple source and baffled simple source?
7.3.1. (a) Show for the continuous line source that the number $N$ of nodal surfaces is given by $N=[L / \lambda]$. (b) Find the number of major and minor lobes for $L / \lambda=4.8,5,5.2$. (c) For which of the cases of $(b)$ are the last minor lobes fully developed? Only partially developed?
7.3.2. A simple line source is designed so that $k L=50$. (a) How many major lobes are there? (b) Find the total number of nodal surfaces. (c) Find the angular width in degrees of the major lobe that is centered at $\theta=0$. (d) Estimate the relative strength in dB of the first side lobe.
7.3.3C. Assume a continuous line source with $k L=24$. (a) Compute and plot contours of equal acoustic pressure amplitude in the near field by direct numerical integration of (7.3.1) before approximating $r^{\prime}$. (b) Compare these contours with those obtained in the far field from (7.3.4). Describe the transition from near to far field behaviors.
7.4.1. For a baffled piston of radius $a$ driven at angular frequency $\omega$, (a) find the smallest angle $\theta_{1}$ for which the pressure is zero in the far field, (b) find the greatest finite
distance for which the pressure is zero on the acoustic axis, and (c) discuss the possibility of obtaining $\theta_{1} \ll 1$ and $r_{1} / a \ll 1$ simultaneously.
7.4.2. A piston of radius $a$ is mounted so as to radiate on one side of an infinite baffle into air. The piston is driven at a frequency such that $\lambda=\pi a$. (a) Compute and plot the relative axial intensities produced by the piston from its surface to a distance of $r=3 a$. (b) Over what range of distances is the divergence approximately spherical?
7.4.3. A circular piston sonar transducer of 0.5 m radius radiates 5000 W of acoustic power into water at 10 kHz . What is its beam width at the -10 dB direction?
7.4.4. Show that the nodal angles of the piston can be approximated by $\sin \theta_{m} \approx\left(m+\frac{1}{4}\right) \pi / k a$. Estimate the error in $\theta_{m}$ for the first nodal surface given by $m=1$.
7.4.5. By expanding $\exp (j k a \sin \theta \cos \phi)$ in (7.4.15) as a power series show that (7.4.16) is correct and

$$
\int_{0}^{\pi} e^{j k a \sin \theta \cos \phi} \sin ^{2} \phi d \phi=\pi \frac{J_{1}(k a \sin \theta)}{k a \sin \theta}
$$

7.4.6C. (a) For a circular piston, plot the on-axis pressure amplitude as a function of scaled distance $r / a$ for several values of $k a$ between 3 and 12. (b) Plot the range beyond which the pressure amplitude is within $10 \%$ of the asymptotic form (7.4.7). (c) For a piston of 20 cm radius operating at 4 kHz in water, find the distance corresponding to $(b)$.
7.4.7C. For $k a=3$, use numerical integration to plot the pressure amplitude of a circular piston (a) on axis and compare to (7.4.5), (b) on the face of the piston, and (c) in the near field off axis.
7.5.1. (a) Find the resonance frequency of a piston transducer with the mechanical properties $m, s$, and $R_{m}$ radiating into a fluid with specific acoustic impedance $\rho_{0} c$. Assume $k a \gg 2$. (b) Sketch the frequency dependence of the radiated power if the transducer is driven with a force of constant amplitude. Assume that the resonance frequency occurs well above the lower limit of the approximations implicit in $k a>2$. Indicate where the transducer is mass controlled and where it is stiffness controlled.
7.5.2. Evaluate the integrals in (7.5.10) and obtain the radiation impedance for the piston. Hints: (a) Perform the integration over $r$ directly. (b) Use the integral forms of the Bessel and Struve functions

$$
\frac{2}{\pi} \int_{0}^{\pi / 2}\left\{\begin{array}{c}
\cos (x \cos \theta) \\
\sin (x \cos \theta)
\end{array}\right\} d \theta=\left\{\begin{array}{c}
J_{0}(x) \\
\mathbf{H}_{0}(x)
\end{array}\right\}
$$

to integrate over $\theta$. (c) Use the integral relations

$$
\int_{0}^{b}\left\{\begin{array}{c}
J_{0}(x) \\
\mathbf{H}_{0}(x)
\end{array}\right\} x d x=b\left\{\begin{array}{c}
J_{1}(b) \\
\mathbf{H}_{1}(b)
\end{array}\right\}
$$

to evaluate the integral over $\sigma$.
7.5.3. (a) Find the radiation impedance of a pulsating hemisphere. (b) Find the radiation resistance for high frequencies, and from this find the radiated power and compare to the results in Section 7.1. (c) Find the radiation reactance for low frequencies, and from this find the ratio of the radiation mass to the mass of the fluid displaced by the hemisphere.
7.6.1. Obtain (7.6.16) for the baffled piston directivity as follows: (a) Use (7.5.6) and (7.6.9) to relate the directivity $D$, extrapolated axial pressure amplitude $P_{a x}(1)$, and radiation resistance $R_{r}$ of the piston. (b) Use (7.4.7) to eliminate $P_{a x}(1)$ and then (7.5.11) and (7.5.12) to express $R_{r}$ in terms of $J_{1}(2 k a) / k a$. (c) Solve the result for $D$.
7.6.2. A plane circular piston in an infinite baffle operates into water. The radius of the piston is 1 m . At $6 / \pi \mathrm{kHz}$ the sound pressure level on axis at 1 km is 100 dB re $1 \mu$ bar. (a) Find all angles at which the pressure amplitude in the far field is zero. (b) Find the rms speed of the piston. (c) If the frequency were doubled while keeping the speed amplitude of the piston constant, what would be the dB change in the sound pressure level on the axis in the far field and what would be the dB change in the directivity index?
7.6.3. A flat piston of 0.2 m radius radiates 100 W of acoustic power at 20 kHz in water. (a) Assuming the radiation to be equivalent to that of a piston mounted in an infinite baffle and radiating on only one side, what is the velocity amplitude of the piston? (b) What is the radiation mass loading of the piston? (c) What is the beam width at the down 10 dB direction? (d) What is the directivity index of the beam?
7.6.4. A piston is mounted so as to radiate on one side of an infinite baffle into air. The radius of the piston is $a$, and it is driven at a frequency such that $\lambda=\pi a$. (a) If $a=0.1 \mathrm{~m}$ and the maximum displacement amplitude of the piston is 0.0002 m , how much acoustic power is radiated? (b) What is the axial intensity at a distance of 2.0 m ? (c) What is the directivity index of the radiated beam? (d) What is the radiation mass?
7.6.5. It is desired to design a highly directive piston transducer that will produce a given acoustic pressure amplitude $P$ on axis at a specified range $r$. The operating frequency must be $f$, and the total acoustic power output is fixed. Find the radius and speed amplitude of this transducer.
7.6.6. A flat piston of 0.15 m radius is mounted to radiate on one side of an infinite baffle into air at 330 Hz . (a) What must be the speed amplitude of the piston if it is to radiate 0.5 W of acoustic power? (b) If the piston has a mass of 0.015 kg , a stiffness constant of $2000 \mathrm{~N} / \mathrm{m}$, and negligible internal mechanical resistance, what force amplitude is required to produce this velocity amplitude?
7.6.7. A baffled piston transducer with radius 10 cm is normally operated at 15 kHz . If it is desired to operate this same transducer at 3.5 kHz while maintaining the same acoustic pressure on the axis in the far field, calculate the ratio of the total acoustic power output at 3.5 kHz to that at 15 kHz . Assume operation in water.
7.6.8. A continuous line source is designed so that $k L=50$. (a) If the length of the array is 100 m , estimate the distance to the far field. (b) Estimate the directivity index from (7.6.14). (c) Repeat (b) but using (7.6.25). (d) Compare the discrepancies in D and DI between (b) and (c) and comment on their significance.
7.6.9C. (a) For a circular piston, as a function of $k a$, plot the exact directivity and its highfrequency approximation, and their percent difference. (b) If the radius of a piston operating in water is 20 cm , below what frequency will the approximate directivity differ by more than $10 \%$ from the exact value?
7.8.1. Show for the line array that $P_{a x}(r)=(N / 2) \rho_{0} c Q / \lambda r$.
7.8.2. It is desired to design an underwater linear array of 30 equally spaced elements. (The array is not steered or shaded.) (a) If there is to be a single narrowest major lobe at 300 Hz , find the spacing between elements. (b) What is the angular width in degrees of the major lobe? (c) What is the geometrical shape of the axis of the major lobe? (d) Estimate the directivity index of the array.
7.8.3. (a) For an endfired line array, derive the condition (7.8.18) that guarantees there will be only one major lobe. (b) Derive the similar condition (7.8.19) for a line array steered into a maximum angle $\theta_{0}$ away from broadside.
7.8.4. An array with a large number $N$ of elements is designed to be steered through all angles and to have a single narrowest major lobe when endfired. (a) With the help of the estimation techniques of Section 7.6, derive the directivity (7.8.20) of the array when endfired. (b) Derive the directivity (7.8.21) when this array is steered into the angle $\theta_{0}$ not close to endfired.
7.8.5. It is desired to design an endfired linear array of 30 equally spaced elements to be operated in water at 300 Hz . (a) Find the spacing between elements if there is to be only one major lobe. (b) What is the geometric shape of the major lobe axis? (c) Find the angular width in degrees of the major lobe. (d) Estimate the directivity index of this endfired array.
7.8.6. Find the minimum number of array elements for which $\theta_{1}=1 / N$ is within about $20 \%$ of the value given by (7.8.13), and estimate the error in DI from that discrepancy alone.
7.8.7. (a) Verify (7.8.20) and (7.8.21). Hint: Obtain the major lobe angular width with the help of (7.8.16)-(7.8.19), and the approximation for small $\delta$ that $\sin \left(\theta_{0}+\delta\right) \approx \sin \theta_{0}+\delta \cos \theta_{0}$. Then use the techniques of Section 7.6 to estimate the directivity. (b) Find a rough criterion in terms of the major lobe half-angle for the maximum steering angle around which this estimate becomes poor.
7.8.8. Assume a three-element array with no steering has amplitude weighting $A_{1}=A_{3}=1$ and $A_{2}=2$. (This is called binomial shading because the amplitudes are proportional to the binomial coefficients.) Find (a) the condition on $k d$ for there to be just a single major lobe, and (b) the equation for $H(\theta)$ under the condition of $(a)$.
7.8.9C. Estimate the directivity of a steered line array with one narrowest major lobe when endfired for steering angles bridging the gap from endfire with $D=(\pi / 2)^{2} N$ to strongly steered where $D=(\pi / 4) N$.
7.8.10C. An unsteered four-element array is designed to have a single narrowest major lobe. If $A_{2}=A_{3}=1$ and $A_{1}=A_{4}$ can vary from 2 to -2 , make plots of the directional factors and describe the effects on the lobes and nulls.
7.8.11. A "shotgun" microphone is constructed with $N$ parallel tubes whose respective lengths measured from the diaphragm are $L, L-d, L-2 d, L-3 d, \ldots, L-(N-1) d$. Show that the directional factor for such a microphone is

$$
H(\theta)=\left|\frac{\sin \left[N k d \sin ^{2}(\theta / 2)\right]}{N \sin \left[k d \sin ^{2}(\theta / 2)\right]}\right|
$$

where $\theta$ is the off-axis angle measured from the axes of the tubes.
7.9.1. Write the directional factor $H(\theta, \phi)$ for a rectangular piston transducer in terms of the angles, $k$, and the dimensions $L_{x}$ and $L_{y}$ of the piston.
7.9.2C. A twin-line array consists of two identical linear arrays of $N$ elements and spacing $d$. The linear arrays are parallel and separated by a distance $D$. The arrays operate in the endfired mode with one narrowest major lobe. If $N=15$ and $k D=\pi$, plot the beam patterns of an individual array and of the twin-line array.
7.9.3C. Three identical piston sources of radius $a$ are set in a line on an infinite baffle with their centers a distance $d$ apart and their axes perpendicular to the baffle. For $k d=2 \pi$, plot the far-field beam patterns for $d / a=2,3$, and 4 . Comment on the effect of the directionality of the piston sources on the beam pattern of the array.
7.10.1. Show that if $q\left(\vec{r}_{0}\right)=Q \delta(0)$ then (7.10.3) reduces immediately to (7.10.2) with $\vec{r}_{0}=0$.
7.10.2. Show by direct integration of the infinite series of (7.10.5) that a monopole located at $\vec{r}=\vec{a}$ gives the same velocity potential as (7.10.2) under the far field approximation $|\vec{r}-\vec{a}| \approx r-\vec{a} \cdot \hat{r}$.
7.10.3. Assume three point sources of equal amplitudes and phases are located along the $x$ axis at $x=d, 0,-d$. (a) Obtain the multipole expansion for the array from (7.10.5).
(b) Show that it can be put into the form

$$
\boldsymbol{\Phi}=\frac{Q}{4 \pi r}\left[3-4 \sin ^{2}\left(\frac{1}{2} k d \sin \theta\right)\right] e^{j(\omega t-k r)}
$$

(c) Show that (b) is identical with the result for the three-element line array obtained from (7.8.3). Hint: Verify that $4 \sin ^{3} \beta=3 \sin \beta-\sin 3 \beta$ and use this to simplify.
7.10.4. Convert (7.10.9) into an expression for the acoustic pressure and compare the result with (6.8.7) in the limit $k d \ll 1$. Note that the angle used in Section 6.8 is the complement of $\theta$ defined for spherical coordinates.
7.10.5. Derive (7.10.12). Hint: Verify that the source strength density is given by $\mathbf{q}\left(\vec{r}_{0}\right)=$ $Q\left[\delta\left(\vec{r}_{0}-\hat{z} d\right)+\delta\left(\vec{r}_{0}+\hat{z} d\right)-2 \delta(0)\right]$.
7.10.6. Show that three identical axial quadrupoles each oriented along a different coordinate axis and all with their centers at the origin generate a spherically symmetric field of order $\mathrm{O}(\mathrm{kd})^{2}$.
7.10.7. Find the monopole, dipole, and quadrupole fields for the source strength distribution $q=A(a-r)$ for $0<r \leq a$ and $q=0$ for $r>a$, where $A$ is a constant and $r$ is the distance from the origin.
7.10.8. Show that for the source strength given by (7.10.15) the monopole contribution is zero. Hint: Apply Gauss's theorem to a volume integral that includes all the sources.
7.10.9. Show that for the source strength given by (7.10.17) the monopole contribution is zero. Hint: Write (7.10.17) in vector form with the help of (5.15.5).
7.10.10C. (a) Make a sketch (representing a three-dimensional view) and plot the directional factor of a dipole in representative planes. (b) Repeat (a) for a lateral quadrupole. (c) Repeat (a) for an axial quadrupole.
7.10.11. (a) Show that the radiation efficiency of a pulsating sphere is $\eta_{\text {rad }}=k a$. (b) Show that the radiation efficiency of a vibrating sphere is $\eta_{\text {rad }}=(k a)^{3} / 2$.
7.11.1. Assume three point sources of equal amplitudes and phases are located along the $x$ axis at $x=d, 0,-d$. (a) Write down an appropriate form for the aperture function. (b) Obtain the directional factor using (7.11.3). (c) Show that this result is identical with that for the three-element line array obtained from (7.8.3).
7.11.2C. (a) Plot the far-field directional factor of an unsteered, unshaded, 9 -element array with spacing that gives one narrowest major lobe. (b) Repeat for the same spacing, but with amplitude shading ( $1,2,3,4,5,4,3,2,1$ ). (c) Repeat for shading $(5,4,3,2,1,2,3,4,5)$. (d) Comment on the effects of these shadings.
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