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Difference between Traditional
Computer and Virtual machines

Application Application x E
Aoslcat 2%
PP cation Guest 0S Guestos || > &
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h A g
Hardwane |' Virtualization layer (Hypervisor or VM) ]

Hardware running the Host OS

Ceoe Ceoe

{a) Traditional computer (b} After virtualization

FIGURE 3.1

The architecture of a computer system before and after vitualization, where VMM stands for vitual machine
monitor.

(Courtesy o
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What is Virtualization ?

« A level of indirection between hardware and

software.
V-1 VM-2
App App | App
Operating System 05

Virtualization Laver

Hardware

« Virtual Machine abstraction
— Foun all software written for physical machine.
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Guest apps

Guest apps Guest apps Guest OS5
Application Guest OS VMM VMM
Operating systsm VMM Host 0% Host | VMM
(O3] (hypervisor) 03

(a) Physical machine

FIGURE 1.12

(b} Mative WM

(c) Hosted WM

(d} Dual-mode VM

Nonprivileged
mode in user
space

Privileged
made in
system
space

Three VM architectures in (b}, {c), and {d), compared with the traditional physical machine shown in {al.
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Virtual Machine, Guest Operating System,
and VMM (Virtual Machine Monitor) :

Virtual Machine

rachine using software that provides

Al o [:ZIEF-_"lti M <N vironment which can run or host a Jguest oper-

ating system.

Guest Operating System

An operating systern running in a virtual machine environment

separate physical system.

The Virtualization layer is the middieWareBWEINEENRIUE
underlying hardware and virtual'machinEsSHEIESE ieT
in the system, also known as virtual machinemnoeiiels

(VMM).
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User’s view ot virtualization

F o

MAIL SERVICE ) CRM WEB STORE

VIRTUAL
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LOGICAL VIEW

Virtualization Layer - Optimize HW utilization, power, etc.

COMPUTE STORAGE INTERCONNECT

e

PHYSICAL VIEW

(Courtesy
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VMM : Virtual Machine Monitor

Virtual Machine Monitor

ating system and one or more virtual machines that provides
the virtual machine abstraction to the guest operating systems.
With full virtualization, the virtual machine rmonitor exports a
virtual machine abstraction identical to a physical machine, so
that standard operating systems (e.g., Windows 2000, Windows
Server 2003, Linux, etc.) can run just as they would on physical

hardware.

(Courtesy of Mend
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Low-Level VMM Operations (1)

*Multiplex

App App
0OSs 0OSs
Y AIM Y AIM
Hardware Hardware
Storage

(Courtesy of Mende
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Low-Level VMM Operations (2)

App
Os
WVAMAIMN A ADM
Hardware Hardware
App
Storage
O5s

(Courtesy of Mend
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Low-Level VMM Operations (3)

*Multiplex
APP APP *Suspend
0S 0S N
— S—— *Resume (Provision)
Hardware Hard%

Storage

(Courtesy of Mendel
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Low-Level VMM Operations (4)

*Multiplex

*Suspend

*Resume (Provision)

Hardware Hardware *Migration

Storage

(Courtesy of Mend

Copyright © 2012, Elsevier Inc. All rights reserved.



Application level

[ JSIM S MET CLR T Panot

-~

Library ({user-level API) level

[ WINE/ WABI L=Run / Visual MainWin / wCLDA

Y,

i Operating system level

[ Jail { Wirtual Ervironment / Ensim's VPS / BPVM

Y

 Hardware abstraction layer (HAL) level

Viieare S Virtual PC/ Denali / Xen / L4/
Plezx 86 / User mode Linux / Cooperative Linux

-

" Instruction set architecture (1SA) level

[ Bochs / Crusce / QEML / BIRD / Dynamo

FIGURE 3.2
Virtualization ranging from hardware to applications in five abstraction levels.
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Virtualization at ISA level:

BIRD, Dynamo | __ — ::
Advantage: It can run alarge amount of | binary €60
written for various processors on any given new ha
machines; best application flexibility
Shortcoming & limitation: One source instru
or hundreds of native target instructions to pe
which is relatively slow. V-ISA requires adding a p

software translation layer in the complier.
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Virtualization at Hardware Abstrac

n level:

Virtualization is performed right on top of the hardware. It gene
virtual hardware environments for VMs, and manages the underly ‘ '-
hardware through virtualization. Typical syste

Depali,Xen

Advantage: has higher performance and good ¢

Shortcoming & limitation: very expensive to imple

Copyright © 2012, Elsevier Inc. All rights reserved.



le

Virtualization at Operating System

vel:

software in datacenters. Typical systems: Jail / Virtual Environment¥,
Advantage: have minimal starup/shutdown cost; oW resgu
requirement, and high scalability; synchroniz
changes.

Shortcoming & limitation: all VMs at the operati

have the same kind of guest OS; poor application f
isolation.

Copyright © 2012, Elsevier Inc. All rights reserved.



Virtualization at OS Level

- | I »
—, : -~ : - -
Virtual I Virtual I Virtual

1 1 I ] 1 I 1 1
Ernviron= | | | Environ= | | | Environ=
ment : menk : ment
(. A M Al s 4
I I

08 Virtualization | aver
Standard O8
Hardware
L A

Figure 6.3 The virtualization layer is inserted inside an OS to partition the hardware
resources for multiple VMs to run their applications in virtual environments
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Virtualization for Linux and

Windows NT Platforms
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Figure 6.4 OpenVZ inserts a virtualization layer called OpenVZ inside the host OS.
This layer provides some OS images to create VMs quickly (Courtesy of OpenVZ User's
Guide, http/fftp.openvz.org/doc/OpenVZ-Users-Guide. pdf )
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Advantages of OS Extension for Virtualization

1. VMs at OS level has minimum startup/

shutdown costs

2. OS-level VM can easily synchro

environment

Disadvantage of OS Extension for Vil iZzeiioyy
All VMs in the same OS container mus e eSS

similar guest OS, which restrict applicat il2oility ofF
different VMs on the same physical macl

Copyright © 2012, Elsevier Inc. All rights reserved.



Library Support level:

It creates execution environments for running ~
programs on a platform rather than creatlng VM to
the entire operating system. It is
interception and remapping. Typical systemsine
WAB, LxRun , VisualMainWin I

Advantage: It has very low impleme

Shortcoming & limitation: poor appli
and isolation

Copyright © 2012, Elsevier Inc. All rights reserved.



Virtualization with Middleware/Library Support

Table 3.4 Middleware and Library Support for Virtualization

Middleware or Runtime Library and References or

Web Link
WARBI (http://docs. sun.comfapp/docs/doc/802-8306]

Lxrun (Linux Bun) (httpdfwwwouges. caltech. edul
~gtevanyxrun/)

WINE [hitp: A wingho.orgd)

Visual MainWin [http:/Asaww. mansoft.comd

vCUDA (Example 3.2) (IEEE IPDFS 2009 [57))

Brief Introduction and Application Platforms

Middlewara that comverts Windows systam calls
running on x86 PCs t0 Solaris system calls
running on SPARC workstations

A systam cal emulator that enables Linu
applications writtan for x56 hosts t© run on LUMNEC
syatams such as the 500 OpeanSearver

A library support system for virtualizing x86
procassors to run Windows applications undear
Linux, FreeB5D, and Solafds

A complar support systam to davelop Windows
applications using Visual Studio to run on Solaris,
Linux, and AlX hosts

Virtualization support for using genera-purpose
GFLE to run data-intansive applications undar A
special guest OS

Copyright © 2012, Elsevier Inc. All rights reserved.




User-Application level:

It virtualizes an application as a virtual machine Th|s
layer sits as an application program on top of an "
operating system and exports an abstraction of a \duw*
that can run programs written and compiled t
particular abstract machine definition: jcarsysStems:

Advantage: has the best applicatio
Shortcoming & limitation: low perfo

application flexibility and high implem
complexity.
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Table 3.1 Relative Merits of Virtualization at Various Levely

Level of Implementation

|54

Hargwara-leval virtualzation

O5-lavel virtualzation
Runtime library support
Lizar application lawel

Higher
Performance

Application
Flexibility

X KOO
OO0 XXX
OO0 KX
)X KX

XX KX

Implementation Application
Complexity Isolation
KKK LEE

KX KX

KKK XX

XX XX

KX 00K
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Full Virtualization vs. Para-Virtualization

Full virtualization does not need to modlfy guest ._._.

critical instructions are emulated by software through the o N | v
binary translation. On the other hand, para virtualization need
modify guest OS, and non-virtualizable instruction laced by
hypercalls that communicate directly witr ervis:
However, this approach of binary translation slows d.
performance a lot. -

Para virtualization reduces the overh

maintaining paravirtualized OS is high. The im
on the workload. VMware Workstation applies full
which uses binary translation to automatically mo
on-the-fly to replace critical instructions. The pa
supported by Xen, Denali and VMware ESX.

Copyright © 2012, Elsevier Inc. All rights reserved.



Full Virtualization

Application Application
e L 'i.
Ciuest Operating Ciuest Operating
system system

L A e
P b ul o

_-l

If_ Virtualization Laver
L < g
Hardware

T e O

Figure 6.9 The concept of full virtualization nsing a hypervisor or a VMM directly sitong
on top of the bare hardware devices. Note that no host OS5 15 used here as in Figure 6.11.
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By far, most reported O5-level virtualization systems are Linux-based. Virualization support on the
Windows-based platform is still in the research stage. The Linux kernel offers an abstraction layer
to allow software processes to work with and operate on resources without knowing the hardware
details. New hardware may need a new Linux kernel to support. Therefore, different Linux plat-
forms use patched kernels to provide special support for extended functionality.

Table 3.3 Virtualization Support for Linux and Windows NT Platforms

Virtualization Support and Source of Brief Introduction on Functionality and
Information Application Platforms

Linux vServer for Linux platforms (hitto:Ainus- Extands Linux karmels to implemeant a sacurity
veanver.org/) meachanism 1o help buld Ws by satting resource

imits and file attributes and changing the root
anvironmant for W izolation

OpenVZ for Linux platforms [B5]; hitp//fp.cpanvz Supports virtualization by creating virtua/ private

org/doc/OpenVZ-Usears-Guide. pdf) servers (VPSeas): the WVFS has its own files, usars,
procass trea, and virlua desvices, which can be
isolated from other VPSas, and chackpointing and
e migration are supportad

FVM (Feathar-Waight Virtua Machinas) for Llzas systam call interfacas 1o creata Vs at tha NY

virtualizing the Windows NT platforms [78]) kamel space; multiple WiNs are supportad by
virtualzad namaspace and copy-on-writa

Copyright © 2012, Elsevier Inc. All rights reserved.




Feather- Weight VM (FVM)

| F M Management Consola

VM_] ,2' VM _2

Pracassas Processes
"3 h" At

User

Fermael

File, Registry, OUbject. IFC,. Dewvice, Network, Window, Daesmon

Symtem Call :
[nterception Wirhmal to Physeal Mappuoys

& (share-on-tesd, copy-on-wrile)
Logging _
I FVAS virruafizaiion faver
l "wan 2avb"

wm 1'aib" l

Hindows Kermel (NT, Wini2RK)

Figure 6.5 The FVM supports multiple VMs by namespace virtualization and copy-

on-write. The management console allows users to perform FVM operations on
specified VM. (Courtesy of Yang Yu's Ph.0). Thesis: O5-level Virualization and Its

Apphcations, December 2007, CS Dept., SUNY, Stony Brook, 2007 [71])
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Major VMM and Hypervisor Providers

VMM Host CPU Guest CPU Host OS Guest OS5 VM
Provider Architecture
- | Windows, Linux, Solans,
w:lrrr:q-gtﬂarteinn fgﬁﬁﬂ i:gg_g.i Er:rliﬂﬁsl FreeBSD, Netware, OS/2, Eli-lrltlualizatim
SCO, BeOS, Darwin
VMware X856, X86, No host The same as YMware Para-
ESX Server | x86-564 xB6-64 0S workstation Virtualization
X856, X8E. xB6- NetBSD, | FreeBSD, NetBSD, Linux,
XEN x0b-64, 1A- B4 |A-E4 Linux, Solans, windows XP and Hypervisor
b4 ' Solans 2003 Server
X86, x86- X086, x86-
s b4 |AB4, bd, [AB4, Linux Linux, Windows, Para-
5390, 5390, FreeBS5D, Solans Virtualization
PowerPC PowerPC
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The vCUBE for Virtualization of GPGPU

Host OS Guest O3S

vCUDA stub | | CUDA application
m— S +
CUDA library ! v |wCUDA library |[vGPU
3

Device driver

VMM

Device (GPU, Hard disk, Network card)

FIGURE 3.4

Hasic concept of the vCUDA architecture.

(Cowtesy of Lin Shi, ef al. [57])

Copyright © 2012, Elsevier Inc. All rights reserved.
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Hypervisor

A hypervisor is a hardware virtualization techni

multiple operating systems, called guests to run on a host m
This is also called the Virtual Machine Monitor (VMM). NN
Type 1 hypervisor or the bare metal hyperwsor sits on’
bare metal computer hardware like the CP

operating systems are a layer above the h
Is the first layer over the hardware. The or
developed by IBM was of this kind. Examples

Type 2 or the hosted hypervisor do not
hardware but they run over a host operating sy
the second layer over the hardware. The guest"'ope
layer over the hypervisor and so they form the thir
are FreeBSD. The operating system is usually un
virtualization

Copyright © 2012, Elsevier Inc. All rights reserved.



Hypervisor and the XEN Architecture

[_H;:-:'P_.J |x_n':'? L_"‘P?J 222 )| || oftware J
& \ i ™y ' b ' Y —_—
L 05 J| L 05 __J L 05 _J 05 [ Service J

L -

Virtualhization Laver (Hypervisor)

Hardware
Figure 6.7 A hypervisor is the software layer for virtualization of the bare metal hardware.

This layer can be implemented as a micro-kernel of the OS8. It converts physical devices
into virtual resources for user applications to run on the virtual machines deployed.

The hypervisor supports hardware-level virtualization (see Figure 3.1(b)) on bare metal devices like
CPU, memory, disk and network interfaces. The hypervisor software sits directly between the physi-
cal hardware and its OS. This virtualization laver is referred to as either the VMM or the hypervisor.
The hvpervisor provides fivpercalls for the guest OS5es and applications. Depending on the functional-
ity, a hypervisor can assume a micro-kernel architecture like the Microsoft Hyper-V. Or it can
assume a monolitfhiic ivpervisor architecture like the VMware ESX for server vintualization.

Copyright © 2012, Elsevier Inc. All rights reserved.




The XEN Architecture (1)

Control, 'O (Domain 0) Guest domain Guest domain
=& & El|&||& El|E||&]|2
Ellzllz2 zllell= llzllagllz2
8 |m||& Bolla || B8 |8 ||E
< g g g < = o g o g

Domaind XenoLinux XenoWindows

XEN (Hypervisor)

Hardware devices

FIGURE 3.5
The Xen architectura's spacial domain O for control and 170, and several guest domains for user applications.
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The XEN Architecture(2)

Xen is an open source hypervisor program developed by Cambridge University. Xen 1s a micro-
kernel hypervisor, which separates the policy from the mechanism. The Xen hypervisor implements
all the mechanisms, leaving the policy to be handled by Domain 0, as shown in Figure 3.5. Xen |
does not include any device drivers natively [7]. It just provides a mechanism by which a guest 05
can have direct access to the physical devices. As a result, the size of the Xen hypervisor 1s kept
rather small. Xen provides a virtual environment located between the hardware and the 0OS.

A number of vendors are in the process of developing commercial Xen hypervisors, among them

are Citrix XenServer [62] and Oracle VM [42].

Copyright © 2012, Elsevier Inc. All rights reserved.




The XEN Architecture (3)

The core components of a Xen system are the hypervisor, kernel, and applications. The organi-
zation of the three components 1s important. Like other virtwalization systems, many guest OSes
can run on top of the hypervisor. However, not all guest OSes are created equal, and one in particu-
lar controls the others. The guest OS, which has control ability, is called Domain 0, and the others
are called Domain U. Domain 0 1s a privileged guest O5 of Xen. It 1s first loaded when Xen boots
without any file system drivers being available. Domain 0 is designed to access hardware directly
and manage devices. Therefore, one of the responsibilities of Domain 0 is to allocate and map hard-
ware resources for the guest domains (the Domain U domains).

For example, Xen 1s based on Linux and its security level 1s C2. Its management VM 1s named
Domain (), which has the privilege to manage other VMs implemented on the same host. If Domain
() 1s compromised, the hacker can control the entire system. So, i the VM system, security policies
are needed to improve the security of Domain (. Domain 0, behaving as a VMM, allows users to
create, copy, save, read, modity, share, migrate, and roll back VMs as easily as manipulating a file,
which flexibly provides tremendous benefits for users. Unfortunately, 1t also brings a series of
security problems during the software hife cycle and data lifetime.

Copyright © 2012, Elsevier Inc. All rights reserved.




Para-Virtualization

In para-virtualization, the guest operating system has to D&%
modified. Para-virtualization provides specially defined ‘hooks’ to"do™
some tasks in the host and guest operating systems, WhICh woul N,
otherwise have been done in a virtual envi
The VMM in a para-virtualized platform is
tasks are now performed in the operating
VMM. Since the virtualization overhead ¢
Increases.

Some of the disadvantages are the compaiti
reduces because of the modified operating
maintenance is high because of the deep OS mo
Some examples of Para-virtualization are K\VVM and
XenWindowsGplPv project.

Copyright © 2012, Elsevier Inc. All rights reserved.



Para-
Virtualization

with
& B u M g B "
: Para-virtualized Para-virtualized
Com pl ler guest operating guest operating

Application Application

SuppO (. \ system . system )
L Hypervisor/ VMM
| Hardware
The KVM builds [ i
offers kernel- FIGURE 3.7

base(_j VMon Para-virtualized VM architecture, which involves
the Linux modifying the guest OS kernel to replace
platform, based nonvirtualizable instructions with hypercalls for the
on para- hypervisor or the VMM to carry out the wvirtualization
virtualization nrocess (See Figure 3.8 for more details).
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Host-based Virtualization

Application

'

Application Guest Operating System

Virtualization Layer

™
|

e - -
]

Host Operating Svstem

"

SRR

L

hardware

"— r-.-.-h----'-. I
g o

Figure 6.11 A hosted VM installs a gquest 0S8 on top of the host OS. This differs from the full
virtualization architecture shown in Figure 6.9,
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Virtual Cores vs. Physical Processor Cores

Physical cores

Virtual cores

The actual physical cores present in
the processor.

There can be more virtual cores
visible to a single OS than there are
physical cores.

More burden on the software to write
applications which can run directly on
the cores.

Design of software becomes easier
as the hardware assists the software
in dynamic resource utilization.

Hardware provides no assistance to
the software and is hence simpler.

Hardware provides assistance to the
software and is hence more
complex.

Poor resource management.

Better resource management.

The lowest level of system software
has to be modified.

Copyright © 2012, Elsevier Inc. All rights reserved.

The lowest level of system software
need not be modified.
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. Ring 3 [ D"e“t.
h executuon

Binary o2 | ‘ \H_ of user
Translation ‘ \ requests

| | Binary

Ring O m .-"I translation
" of OS

1/

of Guest
OS
Requests

Host computer
system hardware

p =

I i / requests

using a FIGURE 3.6

VMM: Indirect execution of complex instructions via binary
: translation of guest OS requests using the VMM plus
direct execution of simple instructions on the same host.
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Ring 3 User apps Direct
execution

Ring 2 “I s of user
- ’ '\ requests

Ring 1 | |

L

r .
oo TR |vrieaion
Ring O guest OS NN
| | layer replace

/’ ! nonvirtualizable
.'
Virtualization layer 0OS instructions

Host computer ‘//
system hardware

FIGURE 3.8
The Use of a para-virtualized guest OS assisted by

an intelligent compiler to replace nonvirtualizable OS5
nstructions by hypercalls.
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Hypercall Execution

FParavirtualized

Figure 6.15. When an application VM issues a guest OS system call, it interrupts the
hypervisor to handle and then pass control back to the guest 08, {Courtesy of “the definitive
guide to the XEN hypervisor” by David Chisnall [13]).

Copyright © 2012, Elsevier Inc. All rights reserved.




VMWare ESX Server for Para-Virtualization

Guest Guest Guest Guest
0Ss Qs os 0Ss
Console
0Ss
\ VMM VMM VMM VMM
Memory SCsl Ethemnet
VMkernel I f R dugy mgmt driver driver
28 28 £ 38
N e N
x86 SMP
hardware
CPU Memory disk NIC
FIGURE 3.9

The VMware ESX server architecture using para-virtualization.

(Courtesy of VMware [71])

Copyright © 2012, Elsevier Inc. All rights reserved. & . sle




Virtualization Support at Intel

VM, VM, VM, VM,
Apps Apps Apps . Apps
05 0S 0S 0s
Processor Memory I/O device
VT-x or VT-i EPT DMA and interrupt remap Sharable
Y = — _I—_k_"\ 7 Network
o G @ — (VT
A g — I»--—----ﬁ Storage

FIGURE 3.10

Intel hardware support for virtualization of processor, memory, and 1/O devices.
(Modified from [68], Courtesy of Lizhong Chen, USC)
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CPU Virtualization Today

» Classic VMM trick: Directly execute VM 1n
less privileged mode on real CPU.
— Trap and emulate privileged instructions.

» Popular x86 VMMs use binary translation
to detect and emulate privileged 1nst.

— Works well because ot high trap overheads.

(Courtesy of M
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 From Mamtrames: Microcode assist
— Fewer traps
e x86 support: Intel’s VT, AMD-V

— New mode for running VIMs
* Trap and emulate style.

— Fewer and faster traps
Right direction but challenges remain

(Courtesy of M
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VM VM VMCS
VMX entry  exit  configuration VMM
root i
e Memory and I/O
mode VM control structure virtualization
VT-x

Processors with
VT-x (or VT-i)

CPU,
CPU,

FIGURE 3.11

Intel Hardware-assisted CPU wvirtualization.

(Modified from [68], Courtesy of Lizhong Chen, USC)
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Memory Virtualization Challenges

Address Translation

* Guest OS expects contiguous,
zero-based physical memory

« VMM must preserve this illusion

Page-table Shadowing
« VMM intercepts paging operations
» Constructs copy of page tables

Overheads
« VM exits add to execution time

« Shadow page tables consume
significant host memory

Copyright © 2012, Elsevier Inc. All rights reserved.
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VM1

VM2

Process1

Process?Z

Process1

Process?Z

Virtual VA
T memory
- 3 "'------- Il
| Physical PA
|| memory
H“‘m I| Jrll f.-:"f;
S :
e’ Machine MA
memory
FIGURE 3.12

Two-level memory mapping procedurey
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Process in guest O3
L1
L2
GVA L3
L4 =
~{  GPA
3 -
Guest OS ,—-.?_‘,,,-'" P
kernel 7 - "‘;, s
t -~ ~
SENEN S SN . 5 L
£ N - - f‘ P4 Ve
Virtual | S~ % P
machine | 7z P = ) 7
VMM P YT
[P L _EPTMMU |
Hardware EF’A
EPT TLB
GWVA: virtual memory GPA
address of a process in
guest OS —p
GPA: physical memory
address in guest OS ey 4
HPA: physical memory
address of the host EPT )
machine pointer
FIGURE 3.13

Memory Virtualization Using EPT by Intel (the EPT Is Also Known As the Shadow Page Table [68]).
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Current virtual I/O devices

Y / Guest device driver
Virtual device

5 Virtualization layer
> N . .
© — emulates the virtual device
S — remaps guest and real I/O addresses
5 " — multiplexes and drives the physical device
% : — I/O features, e.g., COW disks.
£ 7« Real device
> @fﬂ — may be different from wvirtual device
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Maetwork Packet Send Maetwork Packet Recoive

Slest O5S Etherrmet HAY
OUT te 17O port Device [rferrupt
Y L)
WA BA Host Ethermnet Driver

Context switch Bridge codde

Return o VMADD

i
|

i refurm from -E-E'IE'-‘:!-:'.-':
| L |

| VMADDP
I

i

I

—
i
I
i WNID Flwver
I
|
I
I
i
I
i
i

VMAPpD :
remcpy o VA memaory
= i :
Shinin ask VMM to raise IRQ :
VMMNet Driver S _’._::l ________ I
Bridge code WM
Host Ethernet Driver ! raise IRG
QUIT te YO port Guest OS5
) , INAOUT ta IO port
Ethernat HAN !
packe! faunch W IV

Context switch

YWMNDriver
Return from MO TL

packet recefve E'Gn'?'.llﬂ."E'E'lll:l.l".l

Figure 6.22 Functional blocks in the VMware workstation involved in a VM
send and receive of network packets.
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Conclusions on CPU, Memory
and I/O Virtualization :

CPU virtualization demands hardware-assisted traps of
sensitive instructions by the VMM

Memory virtualization demands special hardwarnegsuppoyi®

and machine memory in two stages.

I/O virtualization is the most difficult one tt
the complexity if I/O service routines and the emulatiGly
needed between the guest OS and host OS.
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Multi-Core Virtualization:

VCPU vs. traditional CPU

SW Threads/Guest VMs

System ‘ ‘ ) : > )
software ™ ? | :  ’ " " 1 Wirtual

Physical

Figure 3.16 Four VCPUs are exposed the software, only three co
actually present. VCPUs VO, V1, and V3 have been transparently
while VCPU V2 has been transparently suspended. (Courtesy
“Dynamic Heterogeneity and the Need for Multicore Virtualizat
SIGOPS Operating Systems Review, ACM Press, 2009 [68] )
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(a) Mapping of VMs into adjacent cores

(Courtesy of Marty a
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Virtual Clusters in Many Cores
Space Sharing of VMs -- Virtual Hierarnck;

[b} Multlple vlrtual clusters assigned to various workloads

(Courtesy of M
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A Taxonomy of Virtual Machines

Process VMs | System VMs

Different
ISA

Different
ISA

Same
ISA

Multiprogrammed Dynamic Classic-System Whole-System
Systems Translators VMs VMs
Dynamic . ] ':

Binary HLL VMs Hosted Codesigned
Optimizers | L VMs

(Courtesy of Smith and N
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Figure 1.4 Computer System Architectures. Implementation layers communicate vertically via the shown
interfaces. This view of architecture is styled after one given by Glenford Myers (1982).

(Courtesy of Smith an
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Application Process

Guest Application Process
S A AN AN N NG N AN N N
NN OO N NN N N
¢ Virtualizing
Runtime SR as
—_—D
oS Virtual

Machine

Host <

Hardware

-

A Process Virtual Machine. Virtualizing software translates a set of OS and user-level instructions g
composing one platform to another, forming a process virtual machine capable of executing programs
developed for a different OS and a different ISA.

(Courtesy of Smith and Nail, 2005)

IA32 Windows apps.

Process VM-

An example that emulates
Guest IA32 Applications to run

Windows
0OS

Runtime

on an Alpha Windows platform Alpha ISA
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System Virtual Machine

4 Applications Applications
Guest <
0Ss
1
Virtualizi —_— :
VMM irtualizing ! :
Software Virtual :
BELELELRLLL LR l Machine '
Host Hardware [ I

A System Virtual Machine. Virtualizing software translates the ISA used by one hardware platform
to another, forming a system virtual machine, capable of executing a system software environiment
developed for a different set of hardware.

(Courtesy of Sm
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Example of Virtual Machine Applications

Emulation Replication Composition aihse
0s 2
Apps 2 Apps 1
08 2 Apps 1 Apps 1 m
0Ss 1 OS 1
AAAAA
ISA 1 ISA 1 ISA 1
(a) (b) ©)

Figure 1.8  Examples of Virtual Machine Applications. (a) Emulating one instruction set with another; (b) replicating
a virtual machine so that multiple operating systems can be supported simultaneously; (c) composing virtual
machine software to form a more complex, flexible system.

(Courtesy of Smith
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Virtual Cluster Characteristics

The virtual cluster nodes can be either physical or virtual machlne
running with different OSs can be deployed on the same physical node. S,
A VM runs with a guest OS, which is often different from the host OS,
the resources in the physical machine, where th

The purpose of using VMs is to consolidate multi

server. This will greatly enhance the server utiliza
VMs can be colonized (replicated) in multiple servers
distributed parallelism, fault tolerance, and disaster
The size (number of nodes) of a virtual cluster can gf
similarly to the way an overlay network varies in size in a P2
The failure of any physical nodes may disable some VMs i__

nodes. But the failure of VMs will not pull down the host

Copyright © 2012, Elsevier Inc. All rights reserved.



Virtual Clusters vs. Physical Clusters

Physical
cluster 1

Physical
cluster 2

Physical Virtual
cluster 3 machines

Copyright © 2012, Elsevier Inc. All rights reserved.

Virtual Virtual
cluster 3 cluster 4
_____________________________ |
FIGURE 3.18
A cloud platform with 4 virtual clusters over 3 physical clusters shaded differentlyj




System area network

< | <|= *-':.":-n‘.'. << |= < << | < <=
= | == 2= Z == Z == ===
e 10 B | = | g D = [ | G2 1 = Pa | G | = | |
VMM VMM VMM VMM VMM
Virtual cluster Virtual cluster Virtual cluster Virtual cluster

nodes for nodes for nodes for I nodes for ¥ e
application A | application B = application C application D

FIGURE 3.19

The concept of a virtual cluster based on application partitioning.
(Courfesy of Kang, Chen, Tsinghua University 2008)

Copyright © 2012, Elsevier Inc. All rights reserved.




Virtual Cluster Projects

Table 3.5 Experimental Results on Four Research Virtual Clusters

Project Name Design Objectives
Cluster-on-Demand at Duke Dynamic resource allocation with a
Univ. virtual cluster management system

Cellular Disco at Stanford Univ, To deploy a virtual cluster on a
shared-memory multiprocessor

VIOLIN at Purdue Univ. Multiple VM clustenng to prove the
advantage of dynamic adaptation

GRAAL Project at INRIA in Performance of parallel algorithms
France In Xen-enabled virtual clusters

Reported Results and
References

Sharing of VMs by multiple virtual
clusters using Sun Gridengine [12]

VMs deployed on multiple
processors under a VMM called
Cellular Disco [8]

Reduce execution time of
applications running VIOLIN with

F T ol el g

adaptation [25,55]

5% of max. performance
achieved with 30% resource
slacks over VM clusters
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Physical cluster

Dynamic
virtual clusters

FIGURE 3.23

COD servers backed by configuration database

Resource
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I?n?;?aurg? m Web interface
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DHCP Confd NIS MyDNS Image upload vCluster
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Network boot
automatic configuration ACPI
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COD partitioning a physical cluster into multiple virtual clusters.

(Courtesy of Jeff Chase, ef al, HPDC-2003 [12])




Cluster-on-Demand (COD Project
at Duke University

red

Developed by researchers at Duke University, the COD (Cluster on Demand) project 1s a virtual cluster jg
management system for dynamic allocation of servers from a computing pool to multiple virtual clusters W

[12). The idea Is illustrated by the prototype implementation of the COD shown in Figure 3.23. The COD

The Duke researchers used the Sun GridEngine scheduler to demonstrate that dynamic virtual clusters
are an enabling abstraction for advanced resource management in computing utilities such as grids. The

system supports dynamic, policy-based cluster sharing between local users and hosted grid services.

g scavenging of idle resources, and
dynamic instantiation of grid services. The COD servers are backed by a configuration database. This

system provides resource policies and template definition in response to user requests

Copyright © 2012, Elsevier Inc. All rights reserved.
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FIGURE 3.24

Cluster size variations in COD over eight days at Duke University.

(Courtesy of J. Chase, et al. [12])
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VIOLIN Project at Purdue University,

The Purdue VIOLIN Project applies live VM migration to reconfigure a virtual cluster H“,,”H“”Wt s
purpose is to achieve better resource utilization in executing multiple cluster jobs on multiple cluster |
domains. The project leverages the maturity of VM migration and environment adaptation technology.
The approach is to enable mutually isolated virtual environments for executing parallel ap ["-Iir"'atir"| NS 0N
top of a shared physical inrastructure consisting of multiple domains. Figure 3.29 illustrates the

with five concurrent virfual environments, labeled as VIOLIN 1-5, sharing two physical clus

The message being conveyed here Is that the virtual environment adaptation ¢
Ufilization signiticantly at the expense of less than 1 percent of an Increase In THT HH.‘:LITlHHTle The

Copyright © 2012, Elsevier Inc. All rights reserved.




Without adaptation With adaptation Il VIOLINT [ ] VIOLIN 4
Domain 1 Domain 2 Domain 1 Domain 2 |[II] VIOLIN 2 VIOLIN 5

D:H[l]74|]Z|1E [ ]VIOLIN 3
g

1. Initially VIOLIN
1, 2, 3 are computing

7T
ar

Ek=lte i
L I ittt S
To B Te e 2o
L[ H 4& |___—-|:|' 4& before adaptation
E TE;!L_F_E I—‘__F_D_? ’7# 3. After adaptation
- S ||
TE—!L_F—I:I mﬁﬂ_ﬂ% WE_D —L] ng{% 4. After VIOLIN
*I__—}—*:I—Ail l—'!%_ ] ] |—_—_I'__—||:|_4|£| i%_ 4-% 4, 5 are created
I_%’__D% aaillan G122 | 5. after VIOLIN
! b?m_% IJ__|74|£I %ﬁ% 1, 3 are finished
FIGURE 3.25

VIOLIN adaptation scenario of five virtual environments sharing two hosted clusters; Note that there are
more idle squares (blank nodes) before and after the adaptation.
(Courtesy of P. Ruth, et al. [24,511)
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Live Migration of Virtual Machines

VW running normally on Stage 0: Pre-Migration
Host A Active VM on Host A

Alternate physical host may be preselected for migration
Block devices mirrored and free resources maintained

h 4

Stage 1: Reservation
Initialize a container on the target host

Overhead due to copying Stage 2: lterative pre-copy
Enable shadow paging
Copy dirty pages in successive rounds. T*\

L T |
———————————————————————————————————————————— bt
T v

Downtime Stage 3: Stop and copy
(VM out of service) Suspend VM on host A
Generate ARP to redirect traffic to Host B

Synchronize all remaining VM State to Host B

b

Stage 4: Commitment
VM state on Host A is released

VW running normally on Stage 5: Activation

Host B VM starts on Host B
Connects to local devices
Resumes normal operation

FIGURE 3.20

Live migration process of a VM from one host to another.

(Courtesy of C. Clark, ef al. [14])
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FIGURE 3.22

Live migration of VM from the DomO domain to a Xen-enabled target host.
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Effect of migration on web server transmission rate

1000 870 Mbit/sec : 1st precopy, 62 secs further iII;erati::msi
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800 - DY TOC T o . ;
%)
%
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= 200 -
512Kb files Sample over 100 ms
100 concurrent clients Sample over 500 ms
0 | | I I | | I | | - | | I
0 10 20 30 40 50 60 70 80 90 100 110 120 130
Elapsed time (secs)
FIGURE 3.21

Effect on data transmission rate of a VM migrated from one failing web server to another.
(Courtesy of C. Clark, et al. [14])
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Cluster Partitioning
for VM-based Parallel"Systen;

Partitioning
Technigues
With hafdvvare Without hardware
support support

o
- \‘\ __./
N _'_,--"

.'/
p.
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Microprogram Hypervisor Different ISA
Based Based

(Courtesy of Smith and Na
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g

o
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System VM-based Partitioning

/O

‘Disk | [ Disk ‘Disk | | Disk: Disk Disk Disk | | Disk Disk | | Disk Disk | | Disk

(b)

Figure 9.11 Ilustration of the Effects of Dynamic Partitioning. The figure shows the use of resources by three
partitions at two different poirnts in tirme. In (a) the usage of resources, for example, just after the systeni is
initialized, it displays some degree of physical locality. However, as time progresses (b) and as the processes
get migrated to achieve better load balancing, the physical range of the partitions running these processes

start merging with each other.

(Courtesy of Smith al
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Virtual Machine 2

Virtual

Interconnection

Virtual Machine 3

Virtual Machine Monitor

Virtual Machine Monitor

Virtual Machine Monitor

Real Processor 1

Real Processor 2

Real Processor 3

Real
Memory

Figure 9.16

Real I/O

Real
Memory

Real I/O

Real
Memory

Real I/O

Real Interconnection Network

Virtual Uniprocessor Cluster on a Real Uniprocessor Cluster.

(Courtesy of
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A Virtual Cluster on a Real Cluster
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Virtualization with Different Host and Guest ISAS

Virtual Virtual

Virtual A
Processor 1 Processor 2 Processor 3
P P P
Virtual
M M M SMP
Virtual Machine Virtual Machine Virtual Machine
Monitor Monitor Monitor
Real Hardware Real Hardware Real Hardware
/O /O /O
P
rocessor 1 e Processor 2 Efiiuitor Processor 3 Emulator
Real
SMP
Real Real Real
Memory Real I/O Memory Real I/O Memory Real IO
Figure 9.17  Virtual Shared-Memory System on a Real Shared-Memory System. When there is a mismatch between

the 1/O of the virtual system and the real system, it may be necessary to add hardware, as shown, for

efficient I/O emulation.
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Parallax for VM Storage Management

Physical hosts
i ™)

Storage administration domain Storage
Storage functionality such as snapshot appliance VM VM VM
facilities that are traditionally -—» VM

|
implemented within storage devices !
are pushed out into per-host storage :
appliance VMs, which interact with a [
simple shared block device and may :
I
|
I
|

<
=
=
B
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also use local physical disks. o
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|
|
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FIGURE 3.26

Parallax is a set of per-host storage appliances that share access to a common block device and presents
virtual disks to client VMs.

(Courtesy of D. Meyer, ef al. [43])

Copyright © 2012, Elsevier Inc. All rights reserved.



Cloud OS for Building Private Clouds

Table 3.6 VI Managers and Operating Systems for Virtualizing Data Centers [9]

Manager/

0S, Resources Being Client Public

Platforms, Virtualized, Web API, Hypervisors Cloud Special

License Link Language Used Interface Features

Nimbus VM creation, virtual EC2 WS, Xen, KVM ECZ2 Virtual
Linux, cluster, www WSRF, CL networks
Apache v2 nimbusproject.org/

Eucalyptus Virtual networking EC2 WS, Xen, KVM EC2 Virtual
Linux, BSD (Example 3.12 and CLI networks

[41]), www
.eucalyptus.com/

OpenNebula Management of VM, AML-RPC, Xen, KVM EC2, Elastic Virtual
Linux, host, virtual network, CLI, Java Host networks,
Apache v2 and scheduling tools, dynamic

www .opennebula.org/ provisioning
vSphere 4 Virtualizing OS for CLI, GUI, VMware VMware Data
Linux, data centers Portal, WS ESX, ESXi vCloud protection,
Windows, (Example 3.13), www partners vStorage,
proprietary vmware.com/ VMES, DRM,
products/vsphere/ [66] HA

Copyright © 2012, Elsevier Inc. All rights reserved.
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Eucalyptus : An Open-Source OS for

Setting Up and Managing Private Clouds

Eucalyptus is an open source software system (Figure 3.27) intended mainly for suppartiﬂg Infrastructure
as a service (laas) clouds. The system primarily supports virtual networking and the management of VMs;
virtual storage is not supported. Its purpose Is to build private clouds that can interact with end users
through Ethernet or the Internet. The system also supports interaction with other private clouds or public &
clouds over the Internet. The system Is short on security and other desired features for general-purpose
grid or cloud applications.

* [nstance Manager controls the execution, inspection, and terminating of VM Instances on the host
where It runs.

* Group Manager gathers information about and schedules VM execution on specific instance managers,
as well as manages virtual instance network.

® (Cloud Manager Is the entry-point into the cloud for users and administrators. It gueries node managers
for information about resources, makes scheduling decisions, and implements them by making

requests to group managers.

Copyright © 2012, Elsevier Inc. All rights reserved.

8- 80,




. N\ /

Cluster A Cluster B

FIGURE 3.27

Eucalyptus for building private clouds by establishing virtual networks over the VMs linking through
Ethernet and the Internet.

(Courtesy of D. Nurmi, et al. [45])
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FIGURE 3.28

vSphere/d, a cloud operating system that manages compute, storage, and network resources over
virtualized data centers.

(Courtesy of ViMware, April 2010 [72])
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Trusted Zones for VM Insulation
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Projected Growth of Virtualization

Market from 2006 to 2011 by IDC
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Reading Assignments :

Cloud Computing, Chapter 3, 2011

2.M. Rosenblum and T. Garfinkel, "Virtual Machinad

Current Technology and Future Trends

Magazine, May 2005, pp-39-47-

3.VM Ware, Inc., “Virtualization Overviev
White paper, http://www.vmware.com

4. Virtual Machines by James Smith and Ravi
Kaufmann, an Elesevier imprint, 2005
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