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Bargaining

JOPLE ENGAGE IN BARGAINING throughout th_eir fives. C}?iii;? ét;i; 1‘238;
egotiating to share toys efmhci to .play g;lirfclles;;;rgzgot:z; ct }ie adj.u Stmen&s
bargain about matters of housing, ¢ 8 nd e adustmens
j must make for the other’s career. Buyefs and se e.1 : g
price, viﬁilzeia;c:nd bosses over wages. Countries bargain ?vgr Iif)éi;ujfnc;lftr;;xa;
trade liberalization; superpowers negotiate hmut%lal arms re t;llc;ri_ ‘enerany -
original authors of this book had to bargain with one ax.lo tﬁe el e
icably-——about what to include or exclude, how to structure e p ton,
amc;,csa: fsc:rth. To get a good result from such bal'gaininfg, the partlclpints et
ZZVise good strategies. In this chapter, we raise and explicate some of these
ideazilellI;C;l?t;?rtjlglige:ituations have two things in common. First, th.e total payzﬁ
that the pafties to the negotiation are capable of creating anc; te;é(?rz:;i ia;ue; Ie;ay_
of reaching an agreement should be greater than the surlr)x 0 (e Incvides ooy
offs that they could achieve separately—tltle whole m;xst ergusmplus .
f the parts. Without the possibility of this exce.ss v'al ue, 0 i o e
0' i ould be pointless. If two children considering whether to play gfrom
Uanocl)]t‘:ee a niet gain from having access to a larger total"stock .Of toys (:]ld o
Zir:;nother’s company in play, then it is better for each to tal;eéns :;lzz ?:n aypnot
i [ is full of uncertainty, and the expected ben :
o hm‘lslei;fe; ’Eilf V‘:rv}?ildengaged in bargaining, the parties must .at least pﬁzcjg“}i
ncl)?rtlzrtgaain t.herefrom' when he agreed to sell his soul to the Devil, Faust t
s :

BARGAINING go3

the benefits of knowledge and power th
would eventuaily have to pay.

The second important general point about bargaining follows from the first:
it is not a zero-sum game. When a surplus exists, the negotiation is about how
to divide it up. Each bargainer tries to get more for himself and leave less for
the others. This may appear to be zero sum, but behind it lies the danger that
if the agreement is not reached, no one will get any surplus at all. This mutu-
ally harmful alternative, as well as both parties’ desire to avoid it, is what creates
the potential for the threats—explicit and implicit—that make bargaining such
& strategic matter.

Before the advent of game theory, one-on-one bargaining was generally
thought to be a difficult and even indeterminate problem. Observation of widely
different outcomes in otherwise similar-looking situations lent support to this
view. Management-union bargaining over wages yields different outcomes in
different contexts; different couples make different choices. Theorists were not
able to achieve any systematic understanding of why one party gets more than

another and attributed this result to vague and inexplicable differences in “bar-
gaining power.”

at he gained were worth the price that he

Even the simple theory of Nash equilibrium does not take us.any further.
Suppose two people are to split $1. Let us construct a game in which each is
asked to announce what he would want. The moves are simultaneous. If their
announcements x and y add up to 1 or less, each gets what he announced. If
they add up to more than 1, neither gets anything. Then any pair (x, ¥) adding to
1 constitutes a Nash equilibrium in this game: given the announcement of the
other, each player cannot do better than to stick to his own announcement.’

Further advances in game theory have brought progress along two quite
different lines, each using a distinet mode of game-theoretic reasoning. In
Chapter 2, we distinguished between cooperative-game theory, in which the
players decide and implement their actions jointly, and noncooperative-game
theory, in which the players decide and take their actions separately. Each

of the two lines of advance in bargaining theory uses one of these two ap-
proaches. One approach views bargaining as a cooperative game, in which
the parties find and implement a solution Jointly, perhaps, using a neutral
third party such as an arbitrator for enforcement. The other approach views
bargaining as a noncooperative game, in which the parties choose strategies
separately and we look for an equilibrium. However, unlike our earlier simple

*As we saw in Chapter 5 (Section 3.B), this type of game can be used as an example to bolster the
critique that the Nash-equilibrium concept is too imprecise. In the bargaining context, we might say

that the multiplicity of equilibria is just a formal way of showing the indeterminacy that previous
anatysts had claimed,
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ilibri indetermi-
ame of simultaneous announcements, whose equilibrium we;s determi-
i -Im
iate here we impose more structure and specify a sequenni.b : i me
: i minate equilibrium.
-offers, which leads to a deter sin
of offers and counteroffers, ¢ i < um. e
i rative” and “noncoopers
that the labels “cooperat ;
Chapter 2, we emphasize . . cooperarive
refef to joint versus separate actions, not to nice versus nasty b N
compromise versus breakdown. The equilibria of noncooperative barg
games can entail a lot of compromise.

i 'gaining.
In this section we present Nash’s cooperative-game approach to c};aueglo ! Ir;c;e
First we present the idea in a simple numerical example; then we develop

o 2
more general algebra.

A. Numerical Example

Imagine two Silicon Valley entrepreneurs, Andy and Bill. }%nchf; pr;;ggj‘e;iﬁ 1;1;;
crochip set that he can sell to e.my computer maanactmerd (;;alize Dl e
s st 10 ech othes and {ht, witha bi of vl nkerin
f;l.z;i ‘22:18 ;Zéiizlgs:rﬁ;ln?de:};te?n of he:irdware, antd as:itl\::l:fgggtél(f;:r)(:&?
g ' roduce an extr ) ,
Z?lilht;(;;nz;l;zttﬁ]:)ussetl?gn?itiiilieorrgl ?‘; :I::sg unitsd?a-c?oiez;tgzpooﬁz gt;st;a;:;es t(l]‘l(;i;
remains on this path to fortune is to agree to a Givis . N ,
reveniue from each unit, how much should g‘o to Andy- and hO\:V ml‘ic S
Bill’s starting position is that without his software, Andy’s chlé) set ;; éiould
much metal and sand, so Andy sh?uld get 9nly tge $53;)0 g:ll;i I;]ilog;jl;es et
E;:nizo’lio(?r.l Ap:gzri)?'ﬁ;zﬁett?f ;;i:?: 2:1 l:cslizlljétt:zo ,Bill should get only $100,
and:&iﬂﬂig?ﬁﬁf&?ﬁjﬁéf ?r?isght suggest they “split tfl;:e differf-?;f;;i; ii:i:
i eci - agreement. Bill might offer to sph
Satﬁtjrrlli: :;Lﬁnggrv??; ;\Zﬂieé?;iﬁlte}fi?sc?egﬁ, :Izlu(;h?pvlviélogettoa i);g?t :;fl ;1( :;)(32:
i ue goes to Bi , . ‘
ey ot € e
contribution to the joint enterprise. us. 2,700 ey ne-
y their stubbornness or patience 1
gotiztileed?xzi}t;;/g:f\zzrlns;t iii?ggrs. ?fnthey try to have the dispute arbitrated by a

c > < g + Heonomely U()l. |.8, O (lgu)[)),pp. 15\)_1620
01“11 N lS]l jl., E!le Barg']lﬂ[]l Problem etrica, ne. 2
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third party, the arbitrator’s decision depends on his sense of the relative value of

hardware and software and on the rhetorical skills of the two principals as they
present their arguments before the arbitrator. For the sa
pose the arbitrator decides that the division of the
Andy; that js, Andy should get four-fifths of the s
or Andy should get four times as much as Bill. Wh

enue under this scheme? Suppose Andy gets a total of x and Bill gets a total of
i thus Andy’s profit is (x — 900} and Bill’s is (y — 100). The arbitrator’s decision
implies that Andy’s profit should be four times as large as Bill's; so x — 900 =
4(y = 100), or x = 4y + 500. The total revenue available to both is $3,000; so
it must also be true that x + Y = 3,000, or x = 3,000 — y, Then x = 4y + 500 =
3,000 — y, or 5y = 2,500, or ¥ =500, and thus x'= 2,500. This division mechanism
leaves Andy with a profit of 2,500 — 900 = $1,600 and Bill with 500 — 100 = $400,
which is the 4:1 split in favor of Andy that the arbitrator wants.
We now develop this simple data into a general algebraic formula that you

will find useful in many practical applications. Then we g0 on to examine more
specifics of what determines the ratio in which the
get split.

ke of definiteness, sup-
profit should be 4: 1 in favor of
irplus while Bill gets one-fifth,
at is the actual division of rev-

profits in a bargaining game

B. General Theory

Suppose two bargainers, A and B, seek to split a total value U,
can achieve if and only if they agree on a specific division. If no agreement
is reached, A will get @ and B will get b, each by acting alone or in some other
way acting outside of this relationship. Call these their backstop payoffs or, in
the jargon of the Harvard Negotiation Project, their BATNAs (best alternative
to a negotiated agreement).’ Often @ and b are both Zero,
ally, we only need to assume that ¢ + b < v, 80 that there is
(v = a - b) from agreement; if this were not the case,
would be moot because each side would
and get its BATNA.

Consider the following rule: each player is to be given his BATNA plus a
share of the surplus, a fraction % of the surplus for A and a fraction k for B, such

thath + k= 1. Writing x for the amount that A finally ends up with, and similarly
yfor B, we translate these statements as

which they

but, more gener-
a positive surplus
the whole bargaining
just take up its outside opportunity

x=a+h(u—a—b}:a(lwh)+h(v-b)
x—a=hlv—a— b
and
y=b+kv-a-b=5bl-1k + k(v - a)
y=b=klv-a- b

*See Roger Fisher and William Ury, Getting ro Yes, 2nd ed. (New York: Houghton Mifflin, 1991},
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the propertions of k: k&, or

or, in slope-intercept form,

k aky K
y=b+ﬁ(x—ﬂ): b“"ﬁ ¥

. _ h
To use up the whole surplus, x and y must also satisfy x + y .v. Tlhe Na?1 :
formulas for x and y are actually the solutions to these last two simultaneo
tions. . o .
equj\ geometric representation of the Nash cooperat.lve solu(til.on;s szl;ogn Aﬁ
i ' BATINA, is the point P, with coordinates (g, ).
Figure 18.1. The backstop, or A, . e g s
i ivide the gains in proportions h: : '
B e e svaicht i ing slope &/ k; this slope is
i i i through P and having slop ;
lie along the straight line passing . e e
i = — @) that we derived earlier. All poin L ¥
justtheliney= b+ {k/{x—a) t ved earl ) ase
Juu; the wholi surplus lie along the straight line joining (v,0) and (O,I)L, ;Eifl :;;111
is the second equation that we derived-namely, Px +y= .v..T he Nais: L somtion
is at the intersection of the lines, at the point Q. The coordinates o p
are the parties’ payoffs after the agreement,

xY

v
a
FIGURE 18,1 The Nash Bargaining Solution in the Simplest Case

NASH'S COOPERATIVE SOLUTION 6oy

The Nash formula says nothing about how or why such a solutio
come about, And this vagueness is its m

results of many different theories ¢

n might
erit-—it can be used to encapsulate the
aking many different perspectives.

At the simplest, you might think of the Nash formula as a shorthand de-
scription of the outcome of a bargaining process that we have not specified in
detail. Then h and k can stand for the two parties’ relative bargaining strengths.
This shorthand description is a cop-out: a more complete theory should explain
where these bargaining strengths come from and why one party might have
more than the other. We do so in a particular context later in the chapter. In the
meantime, by summarizing any and all of the sources of bargaining strength in
these numbers % and k, the formula has given us a good tool,

Nash's own approach was quite different—and indeed different from the
whole approach to game theory that we have taken thus far in this book. Therefore
it deserves more careful explanation. In all the games that we have studied so
far, the players chose and played their strategies separately from each other We
have looked for equilibria in which each player's strategy was in his own best in-
terest, given the strategies of the others, Some such outcomes were very bad for
some or even all of the players, the prisoners’ dilemma being the most promi-
nent example. In such situations, there was scope for the players to get together
and agree that all would follow some particular strategy. But in our framework,
there was no way in which they could be sure that the agreement would hold.

After reaching an agreement, the players would disperse, and, when it was each

player’s turn to act, he would actually take the action that served his own best in-

terest. The agreement on joint action would unravel in the face of such separate
temptations. True, in considering repeated games in Chapter 11, we found that
the implicit threat of the collapse of an ongoing relationship might sustain an
agreement, and, in Chapter 9, we did allow for communication by signals, But
individual action was of the essence, and any mutual benefit could be achieved
only if it did not fal] prey to the selfishness of separate individual actions. In

Chapter 2, we called this approach to game theory noncooperative, emphasizing

that the term signified how actions are taken, not whether outcomes are jointly

good. The important point, again, is that any joint good has to be an equilibrium
outcome of separate action in such games,

What if joint action is possible? For exam
actions immediately after the agreement is re
they might delegate the implementation of th
party, or to an arbitrator. In other words,
the sense of joint action). Nash modeled bargaining as a Cooperative game.

The thinking of a collective group that is going to implement a joint agree-
ment by joint action can be quite different from that of a set of individual people
who know that they are interacting strategically but are acting noncooperatively.

Whereas the latter set will think in terms of an equilibrium and then delight or

ple, the players might take all their
ached, in one another’s presence. Or
eir joint agreement to a neutral third
the game might be cooperative {again in
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grieve, depending on whether they like the results, the former can think first
of what is a good outcome and then see how to implement it. In other words,
the theory defines the outcome of a cooperative game in terms of some general
principles or properties that seem reasonable to the theorist.

Nash formulated a set of such principles for bargaining and proved that they
implied a unigue outcome. His principles are roughly as follows: (1) the outcome
should be invariant if the scale in which the payoffs are measured changes
linearly; {2) the outcome should be efficient; and (3) if the set of possibilities is
reduced by removing some that are irrelevant in the sense that they would not
be chosen anyway, then the outcome should not be affected.

The first of these principles conforms to the theory of expected utility, which
we discussed briefly in the Appendix to Chapter 7. We saw there that a nonlinear
rescaling of payoffs represents a change in a player’s attitude toward risk and a
real change in behavior; a concave rescaling implies risk aversion, and a convex
rescaling implies risk preference. A linear rescaling, being the intermediate case
hetween these two, represents no change in the attitude toward risk. Therefore it
should have no effect on expected payoff calculations and no effect on outcomes.

The second principle simply means that no available mutual gain should go
unexploited. In our simple example of A and B splitting a total value of v, it
would mean that x and yhas to sum to the full amount of v available, and not to
any smaller amount; in other words, the solution has to lie on the x + y = vline
in Figure 18.1. More generally, the complete set of logically conceivable agrée—

ments to a bargaining game, when plotted on a graph as in Figure 18.1, will be
bounded above and to the right by the subset of agreements thatleave no mutual
gain unexploited. This subset need not ke along a straight linesuchas x + y = v
(or y = v — x); it could lie along any curve of the form y = fix).

In Figure 18.2, all of the points on and below {that is, “south” and to the
“west” of) the thick red curve labeled y = f{x) constitute the complete set of con-
ceivable outcomes. The curve itself consists of the efficient outcomes; there are
no conceivable outcomes that include more of both x and y than the outcomes
on y = f(x); so there are no unexploited mutual gains left. Therefore we call the
curve y = f(x) the efficient frontier of the bargaining problem.

We can illustrate a curved efficient frontier using the example of efficient
risk allocation from Chapter 9, Sectionl.A. Two farmers, each with a square root
utility function, face the risk that equally likely good or bad weather would make
their incomes either $160,000 or $40,000, yielding each an expected utility of

1/2 % V160,000 + 1/2 X V40,000 = 1/2 X 400 + 1/2 X 200 = 300.

But their risks are perfectly negatively correlated. One gets good weather
only when the other gets bad, so their combined income is $200,000 no matter
which of them gets the good weather. If they negotiate so that the first of them

NASH'S COOPERATIVE SOLUTION
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FIGURE 18.2 The General Form of the Nash Bargaining Solution "
ets i i
gets z of the combined income and the other gets the remaining (200,000 — 2)

their respective utilities x and ywill be

x=Vz and y=V200000 — 2.

Therefore, we can describe the set of possible risk-

equation sharing outcomes by the

X+ y% =z + (200,000 — z) = 200,000.

SemTl’;}s equat‘ion deﬁnfes a quarter-circle in the positive quadrant and repre-
eau:hsf e efﬁgme}r}zt frontier of the farmers’ bargaining problem. The BATNA of
armer 1s the expected utility 300 he would i .
. get if the two are not abl
- > P , e to
ab;r‘lfe t(? ixgy 11312< shamzlg agreemendt. Substituting this value into the equation
BATI\(;‘Xle .s 3{.)0 '+ 6?00 = 190,000 + 90,000 = 180,000 < 200,000. So the farmers’
point lies inside the quarter-circle efficient frontier.

The third principle also seem i
s appealing. s
wouldn't have chosen anyw ppealing. If an outcome that a bargainer

ay drops out of the picture, wh i
: > che » what should it matter?
This assumption is closely connected to the “independenc tor.

natives” assumption of Arrow’s impossibility theorem

. )
16, Section 3, but we must leave the development of
advanced treatments of the subject.

Na 1 i
sh proved that the cooperative outcome that satisfied all three of these

e of irrelevant alter-
which we met in Chapter
this connection to more

maximize (x - @"(y ~ B* subject to y = f(x).
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Here x and y are the outcomes, a and b the backstops, and h and k two posi-
tive numbers summing to 1, which are like the bargaining strengths of the Nash
formula. The values for # and k cannot be determined by Nash’s three assumptions
alone; thus they leave a degree of freedom in the theory and in the outcome. Nash
actually imposed a fourth assumption on the problem-—that of symmetry be-
tween the two players; this additional assumption led to the outcome h = k= 1/2
and fixed a unique solution. We have given the more general formulation that
subsequently became common in game theory and economics.

Figure 18.2 also gives a geometric representation of the objective of the
maximization. The black curves labeled ¢, ¢, and ¢, are the level curves, or con-
tours, of the function being maximized; along each such curve, (x — a) "y~ bis
constant and equals ¢, ¢, or ¢; {with ¢ < ¢, < ¢) as indicated. The whole space
could be filled with such curves, each with its own value of the constant, and
curves farther to the “northeast” would have higher values of the constant.

It is immediately apparent that the highest possible value of the function is
at that point of tangency, Q, between the efficient frontier and one of the level
curves.* The location of Q is defined by the property that the contour passing
through Q is tangent to the efficient frontier. This tangency is the usual way to
illustrate the Nash cooperative solution geometrically.”

In our example of Figure 18.1, we can also derive the Nash solution math-
ematically; to do so requires calculus, but the ends here are more important—at
least to the study of games of strategy—than the means. For the solution, ithelps
to write X = x — aand Y= y — b. Thus Xis the amount of the surplus that goes to
A, and Yis the amount of the surplus that goes to B. The efficiency of the outcome
guaranteesthat X+ Y=x+y—a—b=v—a—b, which is just the total surplus
and which we will write as §. Then Y= § — X, and

(x _ a)h(y - b)k — thk — Xh(s . X)k.

£

In the Nash solution, X takes on the value that maximizes this function. Elemen-
tary calculus tells us that the way to find Xis to take the derivative of this expres-
sion with respect to X and set it equal to zero. Using the tules of calculus for taking
the derivatives of powers of X and of the product of two functions of X, we get

RXPMS - X - XS — X0F =0,

*One and onty one of the {convex} level curves can be tangential to the (concave) efficient fron-
tier; in Figure 18.2, this level curve is labeled c,. All lower-level curves (such as ¢;) cut the frontier in
two points; all higher-level curves (such as ¢;) do not ineet the frontier at all.

31f you have taken an elementary microeconomics course, you will have encountered the con-
cept of social optimality, illustrated graphically by the tangent point between the production pos-
sibility frontier of an economy and a social indifference curve. Our Figure 18.2 is similar in spirit; the
efficient frontier in bargaining is iike the production possibility frontier, and the level curves of the
objective in cooperative bargaining are tike sociat indifference curves.
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When we cancel - - i
the common factor X*~1(§ ~ X)*~! this equation becomes

h(S—X) ~ kX =0

hY—kX =0
kX =hY
X_¥
h k-

Emally, expressing the equation in terms of the original variables x and y, we
Nav; (x ~— a)lh =‘ {y — bilk, which is just the Nash formula. The punch iine:
as s t?nee conditions lead to the formula we originally stated as a simple
of splitting the bargaining surplus. o
The .three principles, or desired properties, that determine the Nash
cooperative-bargaining solution are simple and even appealing. But in the ab-
lsen&:e ofa goo(% mechanism to make sure that the parties take the actions stipu-
ated by the agreement, these principles may come to nothing. A player who can
do. better by strategizing on his own than by using the Nash solution may simpi
reject the principles. If an arbitrator can enforce a solution, the player njlza siily
ply ‘refuse to g‘o to_arbitration. Therefore Nash's cooperative solution wiifyseen;
$01e compellfr'lg 1'f it can be given an alternative interpretation—namely, as
e Nash equilibrium of a noncooperative game played by the bargainers.

IhlS can indEEd be don i
3 alld we WIH deVEIO an lm i it i
i . € D pOI tant SpEClaI case ()f itin

2 VARIABLE-THREAT BARGAINING

in this section, we embed the Nash cooperative solution within a specific game—
namely, as the second stage of a sequential-play game. We assumed in Section 1
;hat the players’ backstops (BATNAs) « and b were fixed. But suppose there is a
; Ist stage to the be‘xrgaining game in which the players can make strategic moves
0 manipulate their BATNAs within certain limits. After they have done so, the
Nash cooperative outcome starting from those BATNAs will emerge in a sec;ond
ls;aie (;f the‘game‘. This type of game is called variable-threat bargaining, What
in Vs maniptlation of the BATNAs is in a player’s interest in this type of game?
- Figsrzhlcg\; tl;t;l pos'sﬂ.)Ie outc.:omes from a process of manipulating BATNAs
the g b.a(;k te 0r1gmally given backstops (a and ) are the coordinates for
bactatons e tShOP point P; the Nash solution to a bargaining game with these
s baCkS;O e (_)utcome Q. If player A can increase his BATNA to move the
o o Whp? ;glo.mg to P}, then the Nash solution starting there leads to the
e ' lC, is ettel: for p.layerA (and worse for B}. Thus a strategic move
mproves one’s own BATNA is desirable. For example, if you have a good job
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YA

BATNAs

EIGURE 18.3 Bargaining Game of Manipulating
for an interview at another

—a hi TNA—when you go
ot ; er than you would -

in your
offer in your b get a better offer from that employ

compary, you are likely to :
if you did not have the first alternative.

3 - - i t
The result that improving your own BATNA can improve your ultimate

te obvious, but the next step in the analysis is less s'o. It furns ouc;
e a strategic move that reduces player I:}s BATNA an

to P,, the Nash solution starting there leads
d after A increased his own BATNA to

outcome is qui
that if player A can mak ‘
moves the game's backstop point

' chieve
o the same outcome Q' that was a ; . : ; 0
tget to the backstop point Py Therefore this alternative kind of manipulatio

'easi y t's
is equally in player A's interest. As an example of decxeam}ng you; oppfilsnet
BATNA, think of a situation in which you are already worklgg an V;T:to yfu[

) j ke yourself indispensa
ise. Your chances are better if you can ma 1o
ool hat without you his business has much worse prosp.ects, his low'
an agreement—not offering you a raise and your
more likely to accede to your wishes. -
i a
Finally and even mozse dramatically, if player Acan make :a strategic ino;e that
lowers both players’ BATNAS s0 that the game’s backsto.p plon‘lt m(?;r;.ss ;ar t-ji,cmar
i ' h of the preceding manipulations. 1111
again has the same result as eac prec o e
is li i X “This will hurt you more tha
move is like using a threat that says, ’ S
i hift the game’s BATNA poin
In general, the key for player Ais tos A pe .
where tlgaelow the line PQ. The farther southeast the BATNA point is moved,

employer so t
outcome in the absence of

Jeaving the firm—rmay make him

ALTERNATING-OFFERS MODEL |: TOTAL VALUE DECAYS 703

better it is for player A in the eventual outcome. As is usual with threats, the idea
is not actually to suffer the low payoff but merely to use iis prospect as a lever to
get a better outcome.

The possibility of manipulating BATNAs in this way depends on the context.
We offer just one illustration. In 1980 there was a baseball players’ strike. It took
a very complicated form. The players struck in spring training, then resumed
working (playing, really) when the regular season began in April, and went on
strike again starting on Memorial Day. A strike is costly to both sides, employers
and employees, but the costs differ. During spring training the players do not
have salaries, but the owners make some money from vacationing spectators. At
the start of the regular season, in April and May, the players get salaries but the
weather is cold and the season is not yet exciting; therefore the crowds are small,
and so the cost of a strike to the owners is low. The crowds start to build up from
Memorial Day onward, which raises the cost of a strike to the owners, but the
salaries that the players stand to lose stay the same. So we see that the two-piece
strike was very cleverly designed to lower the BATNA of the owners relative to
that of the players as much as possible.®

One puzzle remains: Why did the strike occur at all? According to the theory,
everyone should have seen what was coming; a settlement more favorable
to the players should have been reached so that the strike would have been
unnecessary. A strike that actually happens is a threat that has “gone wrong.”
Some kind of uncertainty—asymmetric information or brinkmanship—must
be responsible.

f31‘-1ALTERNIATING-OFFERS-MODEL I':.-TOTAL' VALUE DECAYS. ...
Here we move back to the more realistic noncooperative-game theory and think
about the process of individual strategizing that may produce an equilibrium in
a bargaining game. Our standard picture of this process is one of alternating
offers. One player—say, A—makes an offer. The other—say, B—either accepts it
or makes a counteroffer. If he does the latter, then A can either accept it or come
back with another offer of his own. And so on. Thus we have a sequential-move
game and look for its rollback equilibrium.

To find a rollback equilibrittm, we must start at the end and work backward.
But where is the end point? Why should the process of offers and counterof-
fers ever terminate? Perhaps more drastic, why would it ever start? Why would

%See Larry DeBrock and Alvin Roth, "Strike Two: Labor-Management Negotiations in Major
League Baseball,” Bell Journal of Economics, vol. 12, no. 2 (Autumn 1981), pp. 413-425.
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the two bargainers not stick to their original positions and refuse to budge? 1t is
costly to both if they fail to agree at all, but the benefit of an agreement is likely
to be smaller to the one who makes the first or the larger concession. The reason
that anyone concedes must be that continuing to stand firm would cause an
even greater loss of benefit. This loss takes one of two broad forms. The available
pie, or surplus, may decay (shrink) with each offer, a possibility that we consider
in this section. The alternative possibility is that time has value and impatience
is important, and so a delayed agreement is worth less; we examine this possi-
bility in Section 5.

Consider the following story of bargaining over 4 shrinking pie. A fan arrives
at a professional football (or basketball) game without a ticket. He is willing to
pay as much as $25 to watch each quarter of the game. He finds a scalper who
states a price. If the fan is not willing to pay this price, he goes to a nearby bar to
watch the first quarter on the big-screen TV. At the end of the quarter, he comes
out, finds the scalper still there, and makes a counteroffer for the ticket. If the
scalper does not agree, the fan goes back to the bar. He comes out again at the
end of the second quarter, when the scalper makes him yet another offer. If that
offer is not acceptable to the fan, he goes back into the bar, emerging at the end
of the third quarter to make yet another counteroffer. The value of watching the
rest of the game is declining as the quarters go by.”

Rollback analysis enables us to predict the outcome of this alternating-
offers bargaining process. At the end of the third quarter, the fan knows that,
if he does not buy the ticket then, the scalper will be left with a small piece of
paper of no value. So the fan will be able to make a very small offer that, for
the scalper, will still be better than nothing. Thus, on his last offer, the fan can
get the ticket almost for free. Backing up one period, we see that, at the end of
the second quarter, the scalper has the initiative in making the offer. But he
must look ahead and recognize that he cannot hope to extract the whole of the
remaining two quarters’ value from the fan. If the scalper asks for more than
$25—the value of the third quarter to the fan—the fan will turn down the offer
because he knows that he can get the fourth quarter later for almost nothing, so
the scalper can ask for $25 at most. Now consider the situation at the end of the
first quarter. The fan knows that if he does not buy the ticket now, the scalper
can expect to get only $25 later, and so $25 is all that the fan needs to offer
now to secure the ticket. Finally, before the game even begins, the scalper can
look ahead and ask for $50; this $50 includes the $25 value of the first quarter
to the fan plus the $25 for which the fan can get the remaining three quarters’
worth. Thus the two will strike an immediate agreement, and the ticket will

Tust to keep the argument simple, we imagine this process as one-on-one bargaining. Actualty,
there may be several fans and several scalpers, turning the situation into a marker. We analyze inter-
actions in matkets in detaif in Chapter 19.
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chan y ice i i
- ;g:ktzzzglos nf;i;f{)’ but the price is determined by the full forward-looking
This story can be easily turned into a more general argument for two bargain
ers., Aand B. Suppose A makes the first offer to split the total surplus, which wi cal;
v (in some currency--say, dollars). If B refuses the offer, the total available drops
by x; to (v — x,); B offers a split of this amount. If A refuses B’s offer, the total drops
by a further amount x, to (v ~ %, — x,); A offers a split of this amount. This offz :
and counteroffer process continues until finally—say, after 10 munds.—v - X —f
Xy =+ — X3 = 0, so the gam 3 i i
g e it engd. e ends. As usual with sequential-play games, we
If the game has gone to the point where only x, is left, B can make a final
offer whereby he gets to keep “almost all” of the surplus, leaving a measly cent
or so to A. Left with the choice of that or absolutely nothing, A should accey t the
offer. To avoid the finicky complexity of keeping track of tiny cents, let uz call
this outco.me “X0 10 B, 0 to A.” We will do the same in the other (earlier) rounds
Knowing what is going to happen in round 10, we turn to round 9. Here A is
to make the offer, and (x; + ;) is left. A knows that he must offer at least x, to
B or else B will refuse the offer and take the game to round 10, where he canl 0 t
that much. Bargainer A does not want to offer any more to B. So, on round ng\
will offer a split where he keeps x, and leaves x,, to B. o a
Then on the round before, when x; + x, + X, is left, B will offer a split where
he g}v&zs X, to A and keeps (x + x,,). Working backward, on the very first round
A will offer a split where he keeps (x; + x; + x5 + x; + %) and gives (x, + x, + ’
+ X5 + x10) to B, This offer will be accepted. \ o
You can remember these formulas by means of a simple trick. Hypothesize
a sequence in which all offers are refused. (This sequence is not what actuall
happens.) Then add up the amounts that would be destroyed by the refusals 03;
one player. This total is what the other player gets in the actual equilibrium. For
example, when B refused A’ first offer, the total available surplus dropped b' X
and x; became part of what went to A in the equilibrium of the game. o
If each player has a positive BATNA, the analysis must be modified somewhat
to take them into account. At the last round, B must offer A at least the BATNA
a. If x4y is greater than a, B is left with {x,, — @); if not, the game must terminate
before this round is reached. Now at round 9, A must offer B the larger of the two
amounts——the (x, — 4} that B can get in round 10 or the BATNA b that B can get
ou.tside this agreement. The analysis can proceed all the way back to round Igin
this way; we leave it to you to complete the rollback reasoning for this case.

B . . .
e 3,(1)1 keelgttlhetz}n}?lysw slllmple, we omitted the possibility that the game might get exciting, and so
alue of the ticket might actually increase as the quar T i ,
: CLE: quarters go by. The uncertainty makes the prob-
!em Tnuch more complex bl‘lt also more interesting. The ability to deal with such possibilities SI’I:OU.ld
Inspire you to go beyond this ook or course to study more advanced game theory.
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We have found the rollback equilibrium of the alternating-offers ba‘rgaimng
game, and, in the process of deriving the outcome, we ha.ve also des.cflbfﬂd the
full strategies—complete contingent plans of action—behind the fathbnu;n——
namely, what each player would do if the game reached some later stage. II.I act;
actual agreement is immediate on the very first offer. The later stages are n(?k
reached; they are off-equilibrium nodes and paths. But as usual with rollba(,.f
reasoning, the foresight about what rational players would do at those nodes i
they were reached is what informs the initial action. ’ "

The other important point to note is that gradual decay (several potentia
rounds of offers) leads to a more even or fairer split of the total than does sud-
den decay (only one round of bargaining permitted). In the latter, no ag.rt.eer.‘nent
would result if B turned down A's very first offer; then, in a rollba‘(‘;k e'qulhbu,t}m,
A would get to keep (almost} the whole surplus, giving B an ultlmattum }tlo
accept a measly cent or else get nothing at all. The subsequent rounds give B the
credible ability to refuse a very uneven first offer,

EXPERIMENTAL EVIDENCE

.

The theory of this particular type of bargaining proce:‘ss is fairly simple, an}d1
many people have staged laboratory or classroom expem‘nents that C}reate suc
conditions of decaying totals, to observe what the experimental sut{}ect.s actu-
ally do. We mentioned some of them briefly in Chapt(?r 3 when corils¥dermg the
validity of rollback reasoning; now we examine them in more detail in the con-
rgaining.’
tethlfl:ziilplestg bargaining experiment is the ultimatum game, in wihich there
is only one round: player A makes an offer and, if B does not accept jt, the jbar—
gaining ends and both get nothing. The general structure of these garfles is as
follows. A pool of players is brought together, either in the sa¥ne room ‘01.at cor‘n-
puter terminals in a network. They are paired; one perso.n in the pair is desig-
nated to be the proposer (the one who makes the offer or is the seller who posts
a price), and the other to be the chooser (the one who accepts or refus.es. th(? offer
or is the customer who decides whether to buy at that price?. The pair is given a
fixed surplus, usually $1 or some other sum of money, to split. . .
Rollback reasoning suggests that A should offer B the minimal unit—say,
1 cent out of a dollar—and that B should accept such an offer. Actual res.ults
are dramatically different. In the case in which the subjects are together in a

YFor more details, see Douglas D. Davis and Charles A. Holt, Experimental Eco‘nomics (?rincett?n,
NJ: Princeton University Press, 1993), pp. 263-269, and The Handbook of Experimental brc:momzcs,
ed' John H, Kagel and Alvin E. Roth {Princeton, NJ: Princeton University Press, 1995), pp. 255-274.
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room and the assignment of the role of proposer is made randomly, the most
common offer is a 50:50 split. Very few offers worse than 75:25 are made (with
the proposer to keep 75% and the chooser to get 25%), and if made, they are
often rejected.

This finding can be interpreted in one of two ways, Either the players
cannot or do not perform the calculation required for rollback or the payoffs
of the players include something other than what they get out of this round of
bargaining. Surely the calculation in the ultimatum game is simple enough that
anyone shouid be able to do it, and the subjects in most of these experiments
are college students. A more likely explanation is the one that we put forth in
Chapters 3 (Section 6) and 5 (Section 3)—that the theory, which assumed
payoffs to consist only of the sum earned in this one round of bargaining, is
too simplistic.

Participants can have payoffs that include other things. They may have
self-esteem or pride that prevents them from accepting a very unequal split.
Even if the proposer A does not include this consideration in his own payoff,
if he thinks that B might, then it is a good strategy for A to offer enough to
make it likely that B will accept. Proposer A balances his higher payoff with a
smaller offer to B against the risk of getting nothing if B rejects an-offer deemed
too unequal.

A second possibility is that, when the participants in the experiment are
gathered in a room, the anonymity of pairing cannot be guaranteed. If the par-
ticipants come from a group such as college students or villagers who have
ongoing relationships outside this game, they may value those relationships.
Then the proposers fear that, if they offer too unequal a split in this game, those
relationships may suffer. Therefore they would be more generous in their of-
fers than the simplistic theory suggests. If this is the explanation, then ensuring
greater anonymity should enable the proposers to make more unequal offers,
and experiments do find this to be the case.

Finally, people may have a sense of fairness drilled into them during their
nurture and education. This sense of fairness may have evolutionary value for
society as a whole and may therefore have become a social norm. Whatever its
origin, it may lead the proposers to be relatively generous in their offers, quite
irrespective of the fear of rejection. One of us (Skeath) has conducted classroom
experiments of several different ultimatum games. Students who had partners
previously known to them with whom to bargain were noticeably “fairer” in their
split of the pie. In addition, several students cited specific cultural backgrounds
as explanations for behavior that was inconsistent with theoretical predictions.

Experimenters have tried variants of the basic game to differentiate be-
tween these explanations. The point about ongoing relationships can be han-
dled by stricter procedures that visibly guarantee anonymity. Doing so by itself
has some effect on the outcomes but still does not produce offers as extreme
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ment of the theory. The re-

redi ly selfish roltback argu
as those predicted by the purely O ined aonse of

maining explanations«—nameiy, “fear of rejection” an
fairness”—remain to be sorted out. o
The fear of rejection can be removed by cons?ulen.ng
tator game. Again, the participants are matched in pairs. A A
designated to determine the split, and the other—say, I‘.}—IS simp y uieven e
cipient of what A decides. Now the split becomes decidedly more ,

even here a majority of As choose to keep no more than 70%. This result sug-

ole for an ingrained sense of fairness. '
gESt;fltI (s:uch a senseg has its limits. In some experime%nts, a sense of falrness' wa;
n the experimenter randomly assigned roles of ?ropose1 an
iven a simple quiz, and those
se that the role

a variant called the dic-
One person—say, A—is

created simply whe
chooser. In one variant, the participants were g
who performed best were made proposers. This cfreated a ser.l o ool
of proposer had been earned, and the outcomes dlle show rnowj N t?icter ol
When the dictator game was played with earned rights and w1tU/ S ey
nymity conditions, most As kept everything, but some (about 5%) sti
’ Sogr?esgi’lzs (Dixit) carried out a classroom experiment in which student; 11(1i
ered together in a computer cluster. They were matche
randomly and anonymously in pairs, and each pair tried tf) ag:‘ie'zee ict)}r:e?c:;vutlz
split 100 points. Roles of proposer and chooser were not assigne ,d e o
make an offer or accept the other’s offer. Offer‘s could be r.nade afn ctCh egd o
any time. The pairs could exchange messages {ns?tantly with thel(ri rri[a.&1 rando;;n
ponent on their computer screens. The bargaining round enc.ie ‘a b o
time between 3 and 5 minutes; if agreement w.as nc?t reached in time by sﬂ};m;
both got zero. There were 10 such rounds with different r‘ando;n Opg onens
each time. Thus the game itself offered no scope for .coopera:tmn t. rougt idz o
tion. In a classroom context, the students had ongoTng relationships outs e
game, but they did not generally know or guess with whom tl“fley stoi r\;fl o
in any round, even though no great attempt was made to. en (:,vrce © f}gr th‘;
Each student’s score for the whole game was the sum of his point sc;;)f gy
10 rounds. The stakes were quite high, because the score accounted Ior o7

the course grade!
The highest total of point

groups of 20 were gath

s achieved was 515. Those who quickly agreed on
50:50 splits did the best, and those who tried .to hold out for very ugle\;?e :SC(:;]ES
or who refused to split a difference of 10 points orls;o between the e
ran the risk of time running out on them did poolrly. It seems tl:1at mo o
and fairness do get rewarded, even as measured in terms of one’s own payoll.

: X ets, did a
WThose who were best at the mathematical aspects of game theory, such as plto::;n;asn s and
littie worse than the average, probably because they tried too hard to eke out an extr

met resistance. And women did slightly better than me.

ALTERNATING-OFFERS MODEL II: IMPATIENCE 709
O ALTERNATING-OFFERS MODEL Il: IMPATIENCE

Now we consider a different kind of cost of delay in reaching an agreement. Sup-
pose the actual monetary value of the total available for splitting does not decay,
but players have a “time value of money” and therefore prefer early agreement
to later agreement. They make offers alternately as described in Section 3, but
their time preferences are such that money now is better than money later. For
concreteness, we will say that both bargainers believe that having only 95 cents
right now is as good as having $1 one round later.

A player who prefers having something right away to having the same thing
later is impatient; he attaches less importance to the future relative to the pres-
ent. We came across this idea in Chapter 11 (Section 2} and saw two reasons for
it. First, player A may be able to invest his money—say, $1—now and get his
principal back aleng with interest and capital gains at a rate of return r, for a
total of (1 + 1) in the next period (fomorrow, next week, next year, or whatever is
the length of the period). Second, there may be some risk that the game will end
between now and the next offer {as in the sudden end at a time between 3 and 5
minutes in the classroom game described earlier). If p is the probability that the
game continues, then the chance of getting a dollar next period has an expected
value of only pnow.

Suppose we consider a bargaining process between two players with zero
BATNAs. Let us start the process with one of the two bargainers—say, A—making
an offer to split $1. If the other player, B, rejects As offer, then B will have an
opportunity to make his own offer one round later. The two bargainers are in
identical situations when each makes his offer, because the amount to be split
is always $1. Thus in equilibritum the amount that goes to the person currently
in charge of making the offer {(call it x) is the same, regardless of whether that
person is A or B. We can use roliback reasoning to find an equation that can be
solved for x.

Suppose A starts the alternating offer process. He knows that B can get xin
the next round when it is B’s turn to make the offer. Therefore, A must give B at
least an amount that is equivalent, in B's eyes, to getting x in the next round; A
must give B at least 0.95x now. (Remember that, for B, 95 cents received now
is equivalent to $1 received in the next round; so 0.95x now is as good as x in
the next round.) Player A will not give B any more than is required to induce
B's acceptance. Thus A offers B exactly 0.95x and is left with (1 — 0.95x). But the
amount that A gets when making the offer is just what we called x. Therefore
X=1-095x0r{l+095)x=1o0rx=1/1.95=0.512.

Two things about this calculation should be noted. First, even though the
process allows for an unlimited sequence of alternating offers and counteroffers,
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in the equilibrium the very first offer A makes gets accepted and the bargain-
ing ends. Because time has value, this outcome is efficient. The cost of delay
governs how much A must offer B to induce acceptance; it thus affects A’s
rollback reasoning. Second, the player who makes the first offer gets more than
half of the pie—namely, 0.512 rather than 0.488. Thus each player gets more
when he makes the first offer than when the other player makes the first offer.
But this advantage is far smaller than that in an ultimatum game with no future
rounds of counteroffers.

Now suppose the two players are not equally patient (or impatient, as the
case may be). Player B still regards $1 in the next round as being equivalent to
95 cents now, but A regards it as being equivalent to only 90 cents now. Thus A
is willing to accept a smaller amount to get it sooner; in other words, A is more
impatient. This inequality in rates of impatience can translate into unequal
equilibrium payoffs from the bargaining process. To find the equilibrium for this
example, we write x for the amount that A gets when he starts the process and y
for what B gets when he starts the process.

Player A knows that he must give B at least 0.95y; otherwise B will reject the
offer in favor of the y that he knows he can get when it becomes his turn to make
the offer. Thus the amount that A gets, x, mustbe 1 — 0.95y; x = 1 — 0.95y. Simi-
larly, when B starts the process, he knows that he must offer A at least 0.90x, and
then y = 1 — 0.90x. These two equations can be solved for xand y:

P

x=1-095( — 0.9x) y=1-090 - 0.95))
[1 - 0.95(0.9))x = 1 — 0.95 and (1 - 0.9(0.95)]y=1-09
0.145x = 0.05 0.145y = 0.10
x = 0.345 y = 0.690

Note that x and y do not add up to 1, because each of these amounts is the payoff
to a given player when he makes the first offer. Thus, when A makes the first offer,
A gets 0.345 and B gets 0.655; when B makes the first offer, B gets 0.69 and A gets
0.31. Once again, each player does better when he makes the first offer than when
the other player makes the first offer, and once again the difference is small.

The outcome of this case with uneqgual rates of impatience differs from that
of the preceding case with equal rates of impatience in a major way. With un-
equal rates of impatience, the more impatient player, A, gets a lot less than B
even when he is able to make the first offer. We expect that the person who is
willing to accept less to get it sooner ends up getting less, but the difference is
very dramatic. The proportion of A’s shares and B’s shares is almost 1: 2.

As usual, we can now build on these examples to develop the more general al-
gebra. Suppose A regards $1 immediately as being equivalent to $(1 + # one offer
later or, equivalently, A regards $1/(1 + r) immediately as being equivalent to $1
one offer later. For brevity, we substitute a for 1/(1 + 7 in the calculations that
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follow. Likewise, suppose player B regards $1 today as being equivalent
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first offer, B gets (1 — x), which is less than y; this just shows A’s advantage from
being the first proposer. Similarly, when B makes the first offer, B gets y and A
gets (1 — ), which is less than x.

However, usually 7 and s are small numbers. When offers can be made at
short intervals such as a week or a day or an hour, the interest that your money
can earn from one offer to the next or the probability that the game ends pre-
cisely within the next interval is quite small. For example, if ris 1% (0.01) and s
is 2% (0.02), then the formulas yield x = 0.668 and y = 0.337; so the advantage
of making the first offer is only 0.005. {A gets 0.668 when making the first offer,
but 1 — 0.337 = 0.663 when B makes the first offer; the difference is only 0.005.)
More formally, when rand s are each small compared with 1, then their product
rs is very small indeed; thus we can ignore rs to write an approximate solution
for the split that does not depend on which player makes the first offer:

y
r+s’

X = }""’i"; and y=
Now x + yis approximately equal to 1.

Most important, x and y in the approximate solution are the shares of the
surplus that go to the two players, and y/x = r/s; that is, the shares of the players
are inversely proportional to their rates of impatience as measuyed by r and s If
B is twice as impatient as A, then A gets twice as much as B; so the shares are 1/3
and 2/3, or 0.333 and 0.667, respectively. Thus we see that patience is an impor-
tant advantage in bargaining. Our formal analysis suppotts the intuition that,
if you are very impatient, the other player can offer you a quick but poor deal,
knowing that you will accept it.

This effect of impatience hurts the United States in numerous negotiations
that our government agencies and diplomats conduct with other countries. The
American political process puts a great premium on speed. The medis, interest
groups, and rival politicians all demand results and are quick to criticize the
administration or the diplomats for any delay. Under this pressure to deliver,
the negotiators are always tempted to come back with results of any kind. Such
results are often poor from the long-run U.S. perspective; the other countries’
concessions often have loopholes, and their promises are less than credible. The
U.S. administration hails the deals as great victories, but they usually unravel
after a few years. The financial crisis of 2008 offers another and dramatic exam-
ple. When the housing boom collapsed, some major financial institutions that
held mortgage-backed assets faced bankruptcy. That led them to curtail credit,
which in turn threatened to throw the U.S. economy into a severe recession. The
crisis exploded in September, in the midst of a presidential election campaign.
The Treasury, the Federal Reserve, and political leaders in Congress all wanted
to act fast. This impatience led them to offer far more generous terms of res-
cue to many financial insitutions, when a slower process would have yielded an
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outcome that cost the taxpayers much less and offered them much better vy

pects of sharing in future gains on the assets being rescued. pros-
Individuals who suffer losses are in a much weaker position when they n

tiate with insurance companies on coverage. The companies often make fow:bgo-

oflfers of settlement to people who have suffered a major loss; knowing that th 3.1%

clients urgently want to make a fresh start and are therefore very impatient .

As a conceptual matter, the formula y/x = r/s ties our noncoocperative éame
approach to bargaining to the cooperative approach of the Nash solution dis
c.ussed in Section 1. The formula for shares of the available surplus that we de:
rived there becomes, with zero BATNAs, yix = kih.In the cooperative approach
the shares of the two players stood in the same proportions as their bargainin :
sFrengths, but these strengths were assumed to be given somehow from the ouf
side. Now we have an explanation for the bargaining strengths in terms of some
more basic characteristics for the players—#h and k are inversely proportional
to thfe players’ rates of impatience r and s. In other words, Nash’s cooperative
solutlc_)n can also be given an alternative and perhaps more satisfactory inter-
pretation as the roliback equilibrium of a noncooperative game of offers and
counteroffers, if we interpret the abstract bargaining-strength parameters in the
fzoope.rative solution correctly in terms of the players’ characteristics, such as

impatience. o

Finally, note that agreement is once again immediate—the very first offer is
accepted. As usual, the whole rollback analysis disciplines by making the first
broposer recognize that the other would credibly reject a less adequate offer,

' To conclude this section, we offer an alternative derivation of the same {pre-
(3‘13e) formula for the equilibrium offers that we derived earlier. Suppose this
time that there are 100 rounds; A is the first proposer and B the last. Start the
?)ackward induction in the 100th round; B will keep the whole dollar. ‘Therefore
in the 99th round, A will have to offer B the equivalent of $1 in the lOOéh round-—
namely, b, and A will keep (1 — b). Then proceed backward:

In round 98, B offers a(l — b) to A and keepsl —a(l - B =1~ a+ ah.
In round 97, A offers b(1 — a + ab) to B and keeps 1 — b(1 -~a+ab) =1 —

b+ ab — ab®.
In : -
;S;rhld 96, B offers a(l — b+ ab — ab®) to Aand keeps 1 — a + ab — @b +

In round 95, A offers b(l — a + ab — &b + a2b?
ab® + a?b? — g?h?, a’b’)toBandkeeps1 — b+ ab -

Proceeding in this way and following the established pattern, we see that, in
round 1, A gets to keep ’

L =b+ab—ab®+ a’b? — @®b% + - + g — g9p
= (=Bl + 2
+ oo+ (ab)") ( M1+ ab+ (ab)
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The consequence of allowing more and more rounds is now clear. We just get
more and more of these terms, growing geometrically by the fact(?r ab_for every
two offers. To find A's payoff when he is the first proposer ir'l aln mﬁmte.ly logg
sequence of offers and counteroffers, we have to find the limit of the 1nﬁ?1te
geometric sum. In the Appendix to Chapter 11 we saw how to sum such series.
Using the formula obtained there, we get the answer

1 —b

(1= b)(1+ ab + (ab) + (ab)* + -+ (@b)® + -] = 7=

This is exactly the solution for x that we obtained before. By a similar argument,
you can find B’s payoff when he is the proposer and, in doing so, improve your
understanding and technical skills at the same time.

MANIPULATING INFORMATION IN BARGAINING

We have seen that the outcomes of a bargain depen(f crucially on various cha1.~-
acteristics of the parties to the bargain, most important their BATNAs and their
impatience. We have proceeded thus far by assuming that the players knew each
other's characteristics as well as their own. In fact, we have assgn.led that each
player knew that the other knew, and so on; that is, the c.haracltenstms werﬁe com-
mon knowledge. In reality, we often engage in bargaining without knowing the
other side’s BATNA or degree of impatience; sometimes we do not even know
our own BATNA very precisely. . .

As we saw in Chapter 9, a game with such uncertainty o.r informational
asymmetry has associated with it an important game: o'f &gnahng and. smeer;
ing of strategies for manipulating information. Bargaining is re};?iete with suc
strategies. A player with a good BATNA or a high degrefe of patience wants tf)
signal this fact to the other. However, because someone w1th.0ut these fgood atFriw
butes will want to imitate them, the other party will be skeptical and will ex.amme
the signals critically for their credibility. And each side will a}'so try scr'eenmg, by
using strategies that induce the other to take actions that will reveal its charac-

istics truthfully.
tensftrllctshis sectiozl, we look at some such strategies used by buyers and sellers
in the housing market. Most Americans are active in the housing market severe?l
times in their lives, and many people are professional estate agents or br_okerfs
who have even more extensive experience in the matter. Moreover, Iilo.usmg 18
one of the few markeis in the United States where haggling or bargam‘mg overf
price is accepted and even expected. Therefore considerable experience 0
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strategies is available. We draw on this experience for many of our exampleg and
interpret it in the light of cur game-theoretic ideas and insights.'?

When you contemplate buying a house in a new neighborhood, yoy are
unlikely to know the general range of prices for the particular type of house ip
which you are interested. Your first step should be to find this range so that you
can then determine your BATNA. And that does not mean locking at newspa-
per ads or realtors’ listings, which indicate only asking prices. Local newspapers
and some Internet sites list recent actual transaction

should check them against the askin
the st

$ and the actual prices; you
g prices of the same houses to getan idea of
ate of the market and the range of bargaining that might be possible.

Next comes finding out {screening) the other side’s BATNA and level of im-
patience. If you are a buyer, you can find out why the house is being sold and
how long it has been on the market. If it is empty, why? And how long has it been
that way? If the owners are getting divorced or have moved elsewhere and are
financing another house on an expensive bridge loan, it is likely that they have a
low BATNA or are rather impatient.

You should also find out other relevant things about the other sid
ences, even though these preferences may seem irrational to you. For example,
some people consider an offer too far below the asking price an insult and will
not sell at any price to someone who makes such an offer. Norms of this kind
vary across regions and times. It pays to find out what the common practices are,

Most important, the acceptance of an offer more accurately reveals a player’s
true willingness to pay than anything else and therefore is open to exploitation
by the other piayer. A brilliant game-theorist friend of ours tried just such a ploy.
He was bargaining for a floor lamp. Starting with the seller’s asking price of $100,
the negotiation proceeded to a point where our friend made an offer to buy the
lamp for $60. The seller said yes, at which point our friend thought: “This guy is
willing to sell it for $60, so his true rock-bottom price must be even lower. Let
me try to find out whether it is.” So our friend said, “How about $55?” The seller

got very upset, refused to sell for any price, and asked our friend to leave the
store and never come back,

The seller’s behavior conformed to the norm that it is utmost bad faith in
bargaining to renege on an offer once it Is accepted. It makes good sense as a
norm in the whole context of all bargaining games that take place in society. If an
offer on the table cannot be accepted in good faith by the other player without
fear of the kind of exploitation attempted by our friend, then each bargainer will
wait to get the other to accept an offer, thereby revealing the limit of his true
rock-bottom acceptance level, and the whole process of bargains will grind to

€'s prefer-

“We have taken the insights of practitioners from Andrée Brooks,

"Honing Haggling Skills,” New
York Times, December 5, 1993,
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a halt. Therefore such behavior has to be disallowed. Making it a social norm to
which people adhere instinctively, as the seller in the example did, is a good way
for society to achieve this aim.

The offer may explicitly say that it is open only for a specified and limited
time; this stipulation can be part of the offer itself. Job offers usually specify a
deadline for acceptance; stores have sales for limited periods. But in that case
the offer is truly a package of price and time, and reneging on either dimension
provokes a similar instinctive anger. For example, customers get quite angry if
they arrive at a store in the sale period and find an advertised item unavailable.
The store must offer a rain check, which allows the customer to buy the item
at its sale price when next available at the regular price; even this offer causes
some inconvenience to the customer and risks some loss of goodwill. The store
can specify “limited quantities, no rain checks” very clearly in its advertising of
the sale; even then, many customers get upset if they find that the store has run
out of the item.

Next on our list of strategies to use in one-on-one bargaining, as in the hous-
ing market, comes signaling your own high BATNA or patience. The best way to
signal patience is to be patient. Do not come back with counteroffers too quickly.
“Let the sellers think they've lost you.” This signal is credible because someone
not genuinely patient would find it too costly to mimic the leisurely approach.
Similarly, you can signal a high BATNA by starting to walk away, a tactic that is
common in negotiations at bazaars in other countries and some flea markets
and tag sales in the United States.

Even if your BATNA is low, you may commit yourself to not accepting an
offer below a certain level. This constraint acts just like a high BATNA, because
the other side cannot hope to get you to accept anything less. In the housing
context, you can claim your inability to concede any further by inventing (or
creating) a tightwad parent who is providing the down payment or a sppuse who
does not really like the house and will not let you offer any more. Sellers can try
similar tactics. A parallel in wage negotiations is the mandare. A meeting is con-
vened of all the workers who pass a resolution—the mandate—authorizing the
union leaders to represent them at the negotiation but with the constraint that
the negotiators must not accept an offer below a certain level specified in the
resofution. Then, at the meeting with the management, the union leaders can
say that their hands are tied; there is no time to go back to the membership to
get their approval for any lower offer.

Most of these strategies entail some risk. While you are signaling patience by
waiting, the seller of the house may find another willing buyer. As employer and
union wait for one another to concede, tensions may mount so high that a strike
that is costly to both sides nevertheless cannot be prevented. In other words,
many strategies of information manipulation are instances of brinkmanship. We
saw in Chapter 14 how such games can have an outcome that is bad for both
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parties. The same is true in bargaining. Threats of breakdown of negotiations or
of strikes are strategic moves intended to achieve quicker agreement or a better
deal for the player making the move; however, an actual breakdown or strike is
an instance of the threat “gone wrong.” The player making the threat—initiating
the brinkmanship-—must assess the risk and the potential rewards when decid-
ing whether and how far to proceed down this path.

7 BARGAINING WITH MANY PARTIES AND ISsUES

Our discussion thus far has been confined to the classic situation where two
parties are bargaining about the split of a given total surplus. But many real-life
negotiations include several parties or several issues simultaneously. Although
the games get more complicated, often the enlargement of the group or the set
of issues actually makes it easier to arrive at a mutually satisfactory agreement
In this section, we take a brief look at such matters. ' .

A. Multi-Issue Bargaining

In a sense, we have already considered multi-issue bargaining. The negotiation
over price between a seller and a buyer always comprises fwo things: (1) the
object offered for sale or considered for purchase and (2) money. The potential
for mutual benefit arises when the buyer values the object more than the seller
does—that is, when the buyer is willing to give up more money in return for get-
ting the object than the seller is willing to accept in return for giving up the ob-
ject. Both players can be better off as a result of their bargaining agreement.

The same principle applies more generally. International trade is the classic
example. Consider two hypothetical countries, Freedonia and llyria. If Freedonia
can convert 1 loaf of bread into 2 bottles of wine (by using less of its resources
such as labor and land in the production of bread and using them to produce
more wine instead) and lyria can convert 1 bottle of wine into 1 loaf of bread (by
switching its resources in the opposite direction), then between them they can
create more goods “out of nothing.” For example, suppose that Freedonia can
produce 200 more bottles of wine if it produces 100 fewer loaves of bread and
that Ilyria can produce 150 more loaves of bread if it produces 150 fewer bottles
of wine. These switches in resource utilization create an extra 50 loaves of bread
and 50 bottles of wine relative to what the two countries produced originally.
This extra bread and wine is the “surplus” that they can create if they can agree

&3 - . "
. For a mote thorough treatment, see Howard Raiffa, The Art anel Science of Negotiation (Cam-
bridge, MA: Harvard University Press, 1982), parts 111 and IV,
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However, the expansion of issues is not an unmixed blessing. If you value
something greatly, you may fear putting it on the bargaining table; you may
worty that the other side will extract big concessions from you, knowing that
you want to protect that one item of great value. At the worst, a new issue on
the table may make it possible for one side to deploy threats that lower the other
side’s BATNA. For example, a country engaged in diplomatic negotiations may
be vulnerable to an economic embargo; then it would much prefer to keep the
political and economic issues distinct.

“Economics uses the concept ratio of exchange, or price, which here is expressed as the number
of bottles of wine that trade for each loaf of bread. The crucial point is that the possibility of gain
for both countries exists with any ratio that lies between the 2:1 at which Freedonia can just con-
vert bread into wine and the 1:1 at which Ilyria can do so. At a ratio clese to 2:1, Freedonia gives
up almost all of its 200 extra botties of wine and gets little more than the 100 loaves of bread that it
sacrificed to produce the extra wine; thus Ilyria has almost all of the gain. Conversely, at a ratio close
to 1:1, Freedonia has almost all of the gain, The issue in the bargaining is the division of gain and
therefore the ratio or the price at which the two should trade.
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B. Multiparty Bargaining

Having many parties simultaneously engaged in bargaining also may facilitate
agreement, because instead of having to look for pairwise deals, the parties can
seek a circle of concessions. International trade is again the prime example. Sup-
pose the United States can produce wheat very efficiently but is less productive
in cars, Japan is very good at producing cars but has no oil, and Saudi Arabia has
a lot of oil but cannot grow wheat. In pairs, they can achieve little, but the three
together have the potential for a mutually beneficial deal.

As with multiple issues, expanding the bargaining to muliple parties is not
simple. In our example, the deal would be that the United States would send an
agreed amount of wheat to Saudi Arabia, which would send its agreed amount
of oil to Japan, which would in turn ship its agreed number of cars to the United
States. But suppose that Japan reneges on its part of the deal. Saudi Arabia can-
not retaliate against the United States, because, in this scenario, it is not offer-
ing anything to the United States that it can potentially withhold. Saudi Arabia
can only break its deal to send oil to Japan, an important party. Thus enforce-
ment of multilateral agreements may be problematic. The General Agreement
on Tariffs and Trade (GATT) between 1946 and 1994, as well as the World Trade
Organization (WTO) since then, have indeed found it difficult to ‘enforce their
agreements and to levy punishments on countries that violate the rules.

SUMMARY -

Bargaining negotiations attempt to divide the surplus (excess value) that is avail-
able to the partjes if an agreement can be reached. Bargaining can be analyzed
as a cooperative game in which parties find and implement a solution jointly or
as a (structured) noncooperative game in which parties choose strategies sepa-
rately and attempt to reach an equilibrium.

Nash's cooperative solution is based on three principles of the outcomes’ in-
variance to linear changes in the payoff scale, efficiency, and invariance to re-
moval of irrelevant outcomes. The solution is a rule that states the proportions
of division of surplus, beyond the backstop payoff levels (also called BATNAs or
best alternatives to a negotiated agreemens available to each party, based on rel-
ative bargaining strengths. Strategic manipulation of the backstops can be used
to increase a party's payoff.

In a noncooperative setting of alternating offer and counteroffer, rollback
reasoning is used to find an equilibrium; this reasoning generally includes a
first-round offer that is immediately accepted. If the surplus value decays with
refusals, the sum of the (hypothetical) amounts destroyed owing to the refus-
als of a single player is the payoff to the other player in equilibrium. If delay in
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on how to divide it between them. For example, suppose Freedonia gives 175
bottles of wine to llyria and gets 125 loaves of bread. Then each country will have
25 more loaves of bread and 25 more bottles of wine than it did before. But there
is a whole range of possible exchanges corresponding to different divisions of the
gain. At one extreme, Freedonia may give up all the 200 extra bottles of wine that
it has produced in exchange for 101 loaves of bread from Ilyria, in which case
llyria gets almost all the gain from trade. At the other extreme, Freedonia may
give up only 151 bottles of wine in exchange for 150 loaves of bread from Ilyria,
and so Freedonia gets almost all the gain from trade.'* Between these limits lies
the frontier where the two can bargain over the division of the gains from trade.

The general principle should now be clear. When two or more issues are on
the bargaining table at the same time and the two parties are willing to trade
more of one against less of the other at different rates, then a mutually beneficial
deal exists. The mutual benefit can be realized by trading at a rate somewhere
between the two parties’ different rates of willingness to trade. The division of
gains depends on the choice of the rate of trade. The closer it is to one side’s
willingness ratio, the less that side gains from the deal.

Now you can also see how the possibilities for mutually beneficial deals can
be expanded by bringing more issues to the table at the same time. With more
issues, you are more likely to find divergences in the ratios of valuation between

the two parties and are thereby more likely to locate possibilities for mutual

gain. In regard to a house, for example, many of the fittings or furnishings may
be of little use to the seller in the new house to which he is moving, but they may
be of sufficiently good fit and taste that the buyer values having them. Then if
the seller cannot be induced to lower the price, he may be amenable to includ-
ing these items in the original price to close the deal.

However, the expansion of issues is not an unmixed blessing. If you value
something greatly, you may fear putting it on the bargaining table; you may
worry that the other side will extract big concessions from you, knowing that
you want to protect that one item of great value. At the worst, a new issue on
the table may make it possible for one side to deploy threats that lower the other
side’s BATNA. For example, a country engaged in diplomatic negotiations may
be vulnerable to an economic embargo; then it would much prefer to keep the
political and economic issues distinct.

YEconomics uses the concept ratio of exchange, or price, which here is expressed as the number
of bottles of wine that trade for each loaf of bread. The crucial point is that the possibility of gain
for both countries exists with any ratio that lies between the 2:1 at which Freedonia can just con-
vert bread into wine and the 1:1 at which Ilyria can do so. At a ratio close to 2:1, Freedonia gives
up almost alt of its 200 extra bottles of wine and gets little more than the 100 loaves of bread that it
sacrificed to produce the extra wine; thus Ilyria has almost all of the gain. Conversely, at a ratie close
to 1:1, Freedonia has almost all of the gain. The issue in the bargaining is the division of gain and
therefore the ratio or the price at which the two should trade.
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B. Multiparty Bargaining

Having many parties simultaneously engaged in bargaining also may facilitate
agreement, because instead of having to look for pairwise deals, the parties can
seek a circle of concessions. International trade is again the prime example. Sup-
pose the United States can produce wheat very efficiently but is less productive
in cars, Japan is very good at producing cars but has no oil, and Saudi Arabia has
a lot of 0il but cannot grow wheat. In pairs, they can achieve little, but the three
together have the potential for a mutually beneficial deal.

As with multiple issues, expanding the bargaining to multiple parties is not
simple. In our example, the deal would be that the United States would send an
agreed amount of wheat to Saudi Arabia, which would send its agreed amount
of oil to Japan, which would in turn ship its agreed number of cars to the United
States. But suppose that Japan reneges on its part of the deal. Saudi Arabia can-
not retaliate against the United States, because, in this scenario, it is not offer-
ing anything to the United States that it can potentially withhold, Saudi Arabia
can only break its deal to send oil to Japan, an important party. Thus enforce-
ment of multilateral agreements may be problematic. The General Agreement
on Tariffs and Trade (GATT) between 1946 and 1994, as well as the World Trade
Organization (WTO) since then, have indeed found it difficult to‘enforce their
agreements and to levy punishments on countries that violate the rules.

Bargaining negotiations atternpt to divide the surplus (excess value) that is avail-
able to the parties if an agreement can be reached. Bargaining can be analyzed
as a cooperative game in which parties find and implement a solution jointly or
as a (structured) noncooperative game in which parties choose strategies sepa-
rately and attempt to reach an equilibrium.

Nash's cooperative solution is based on three principles of the outcomes’ in-
variance to linear changes in the payoff scale, efficiency, and invariance to re-
moval of irrelevant outcomes. The solution is a rule that states the proportions
of division of surplus, beyond the backstop payoff levels (also called BATNAs or
best alternatives to a negotiated agreement) available to each party, based on re}-
ative bargaining strengths. Strategic manipulation of the backstops can be used
to increase a party’s payoff.

In a noncooperative setting of alternating offer and counteroffer, rollback
reasoning is used to find an equilibriumy; this reasoning generally includes a
first-round offer that is immediately accepted. If the surplus value decays with
refusals, the sum of the (hypothetical) amounts destroyed owing to the refus-
als of a single player is the payoff to the other player in equilibrium. If delay in
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agreement is costly owing to impatience, the equilibrium offer shares the surplus
roughly in inverse proportion to the partties’ rates of impatience. Experimental
evidence indicates that players often offer more than is necessary to reach an
agreement in such games; this behavior is thought to be related to player ano-
nymity as well as beliefs about fairness.

The presence of information asymmetries in bargaining games makes sig-
naling and screening important. Some parties will wish to signal their high
BATNA levels or estreme patience; others will want to screen to obtain truthful
revelation of such characteristics, When more issues are on the table or more
parties are participating, agreements may be easier to reach, but bargaining may
be riskier or the agreements more difficult to enforce.

s KEY TERMS

alternating offers (703) impatience (704)

best alternative to a negotiated Nash cooperative solution (696)
agreement {(BATNA) (695) surplus (695)

decay (704) ultimatum game (706)

efficient frontier (698) variable-threat bargaining (701)

efficient cutcome (698)

S1. Consider the bargaining situation between Compaq Computer Corpo-
ration and the California businessman who owned the Internet address
www.altavista.com." Compag, which had recently taken over Digital Equip-
ment Corporation, wanted to use this man's Web address for Digital’s Internet
search engine, which at that time had the address www.altavista.digital.com.
Compagq and the businessman apparently negotiated long and hard during
the summer of 1998 over a selling price for the latter's address.

Although the businessman was the “smaller” player in this game, the
final agreement appeared to entail a $3.35 million price tag for the Web ad-
dress in question. Compaq confirmed the purchase in August and began
using the address in September but refused to divulge any of the financial
details of the settlement. Given this information, comment on the likely val-
ues of the BATNAs for these two players, their bargaining strengths or levels
of impatience, and whether a cooperative outcome appears to have been
attained in this game.

"*Details regarding this bargaining game were reported in “A Web Site by Any Other Name Would
Probably Be Cheaper,” Bostor: Globe, July 29, 1998, and in Hiawatha Bray's “Compagq Acknowledges
Purchase of Web Site,” Boston Globe, August 12, 1998.

$2. Ali and Baba are bargaining to split a total that starts out at $100. Al

53. Two hypothetical countries, Euphoria and Militia,

EXERCISES 7,

' I make
the first offer, stating how the $100 will be divided between them. If Bab:

accepts this offer, the game is over. If Baba rejects it, a dollar is withdrawn
from the total, 5o it is now only $99. Then Baba gets the second turn to make
an offer of a division. The turns alternate in this way, a dollar being removed
from the total after each rejection. Ali's BATNA is $2.25 and Baba's BATNA is
$3.50. What is the rollback-equilibrium outcome of the game?

; are holding negotiations
to settle a dispute. They meet once a month, starting in January, and take

turns making offers. Suppose the total at stake is 100 points. The government
of Euphoria is facing reelection in November. Unless the government pro-
duces an agreement at the October meéting, it will lose the election, which
it regards as being just as bad as getting zero points from an agreement. The
government of Militia does not really care about reaching an agreement; it is
just as happy to prolong the negotiations or even to fight, because it would
be settling for anything significantly less than 100.

(a) What will be the cutcome of the negotiations? What difference will the

identity of the first mover make?

(b) Inlight of your answer to part (a), discuss why actual negotiations often
continue right down to the deadline.

- UNSOLVED EXERCISES ... .

U1. Recall the variant of the pizza pricing game in Exercise U2, part (b) in Chap-

ter 11, in which one store (Donna’s Deep Dish) was much larger than the
other (Pierce’s Pizza Pies). The payoff table for that version of the game is:

PIERCE'S PIZZA PIES

Slew
DONNA'S High_ 132,70
DEEP DISH .
Low- 130,50

The noncooperative dominant-strategy equilibrium is (High, Low),

yielding profits of 132 to Donna’s and 70 to Pierce’s, for a total of 202. If the
two could achieve (High, High), their total profit would be 156 + 60 = 216,
but Pierce’s would not agree to this pricing.

Suppose the two stores can reach an enforceable agreement whereby both

charge High and Donna's pays Pierce’s a sumn of money. The alternative to this
agreement is simply the noncooperative dominant-strategy equilibrium.
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They bargain over this agreement, and Donna’s has 2.5 times as much bai-
gaining power as Pierce’s. In the resulting agreement, what sum will Donna’s
pay to Pierce’s?

U2.Consider two players who bargain over a surplus initially equal to a
whole-number amount V, using alternating offers. That is, Player 1 makes
an offer in round 1; if Player 2 rejects this offer, she makes an offer in round
2; if Player 1 rejects this offer, she makes an offer in round 3; and so on. Sup-
pose that the available surplus decays by a constant value of ¢ = 1 each pe-
riod. For example, if the players reach agreement in round 2, they divide a
surplus of V — 1; if they reach agreement in round 5, they divide a surplus of
V' — 4. This means that the game will be over after Vrounds, because at that
point there will be nothing left to bargain over. (For comparison, remember
the football-ticket example, in which the value of the ticket to the fan started
at $100 and declined by $25 per quarter over the four quarters of the game.)
In this problem, we will first solve for the rollback equilibrium to this game,
and then solve for the equilibrium to a generalized version of this game in
which the two players can have BATNAs.

(a) Let’s start with a simple version. What is the rollback equilibrium when
V'= 42 In which period will they reach agreement? What payoff x will
Player 1 receive, and what payoff y will Player 2 receive?

(b) What is the rollback equilibrium when V= 52

(¢} What is the rollback equilibrium when V= 102

(d) What is the rollback equilibrium when V=112

(e) Now we're ready to generalize. What is the roliback equilibrium for any
whole-number value of V2 (Hint: You may want to consider even values
of Vseparately from odd values.)

Now consider BATNAs. Suppose that if no agreement is reached by the
end of round V, Player A gets a payoff of @ and Player B gets a payoff of b.
Assume that ¢ and b are whole numbers satisfying the inequality @ + b < V,
so that the players can get higher payoffs from reaching agreement than
they can by not reaching agreement.

(f) Suppose that V = 4. What is the rollback equilibrium for any possible
values of a and b? (Hint: You may need to write down more than one
formula, just as you did in part (e). If you get stuck, try assuming specific
values for @ and b, and then change those values to see what happens.
In order to roll back, you'll need to figure out the turn at which the value
of Vhas declined to the point where a negotiated agreement would no
longer be profitable for the two bargainers.)

(g) Suppose that V = 5. What is the rollback equilibrium for any possible

values of a and b?

EXERCISES 723

(h) For any whole-number values of g,
equilibrium?
(i} Relax the assumption that q,

b, and V, what is the rollback

b, and V are whole numbers:
! ) s: let them be
any nonnegative numbers such that ¢ + b < V. Also relax the assump-

tion that the value of V decays by exactly 1 each period: let the value

decz.i}'( ee.mh period by some constant amount ¢ > 0. What is the rollback
equilibrium to this general problem?

U3. Let x be the amount that blayer A asks for, and let y be the amount that B
asks for, when making the first offer in an alternating-offers bar air;in
game with impatience. Their rates of impatience are rand s respectifel °
(a) If we use the approximate formulas x = s/(r + s) for x c:md y = M(ry + s)
for y, and if B is twice as impatient as A, then A gets two-thirds of the
surplus and B gets one-third, Verify that this result is correct.

(b) LeF =001 and s = 0.02, and compare the x and y values found b
using the approximation method with the more exact solutions fos;
x and y found by using the formulas x = (5 + I+ s+ rs)and y =
(F+18)/{(r+ s+ rs) derived in the chapter, .




